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Preface 

There is at present a growing body of opinion that in the decades ahead 
discrete mathematics (that is, "noncontinuous mathematics"), and therefore 
parts of applicable modern algebra, will be of increasing importance. Cer
tainly, one reason for this opinion is the rapid development of computer 
science, and the use of discrete mathematics as one of its major tools. 

The purpose of this book is to convey to graduate students or to final-year 
undergraduate students the fact that the abstract algebra encountered pre
viously in a first algebra course can be used in many areas of applied 
mathematics. It is often the case that students who have studied mathematics 
go into postgraduate work without any knowledge of the applicability of 
the structures they have studied in an algebra course. 

In recent years there have emerged courses and texts on discrete mathe
matics and applied algebra. The present text is meant to add to what is 
available, by focusing on three subject areas. The contents of this book can 
be described as dealing with the following major themes: 

Applications of Boolean algebras (Chapters 1 and 2). 
Applications of finite fields (Chapters 3 to 5). 
Applications of semigroups (Chapters 6 and 7). 

Each of these three themes can be studied independently. We have not tried 
to write a comprehensive book on applied algebra, rather we have tried to 
highlight some algebraic structures which seem to have most useful applica
tions. Each of these topics is relevant to and has strong connections with 
computer science. 

We assume that the reader has the mathematical maturity of a beginning 
graduate student or of a last-year undergraduate student at a North 
American university or of a third or final-year Bachelor or Honors student 
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in the United Kingdom or Australia. Thus the text is addressed mainly to 
a mature mathematics student and should also be useful to a computer 
scientist or a computer science student with a good background in algebra. 
Some students and lecturers might also be interested in seeing some not-so
well-known applications of selected algebraic structures. The reader is 
expected to be familiar with basic ideas about groups, rings, fields and 
linear algebra as the prerequisites for this book. All these requirements 'are 
met in a first course on linear algebra and an introductory course on abstract 
algebra. 

The first topic, treated in Chapters I and 2, deals with properties and 
applications of Boolean algebras and their use in switching circuits and 
simplification methods. The next three chapters, which form the core of the 
text, comprise properties and applications of finite fields. Considerable 
emphasis is given to computational aspects. Chapter 3 contains the basic 
properties of finite fields and polynomials oVer finite fields; these will be 
used in the following two chapters. Chapter 4 contains topics from algebraic 
coding theory with a decoding procedure for BCH codes as its climax. 
Chapter 5 is devoted to other areas of applications of rings and finite fields, 
such as combinatorics, cryptography and linear recurring sequences. The 
third major topic, applications of semigroups to automata, formal languages, 
biology and sociology, is covered in Chapters 6 and 7. 

Throughout the text, great emphasis is put on computational examples 
in the belief that most readers learn to do mathematics by solving numerical 
problems. A number of problems is given at the end of each section. Each 
paragraph ends with a number of exercises which are solved in Chapter 8 
of this book. It is hoped that the reader will work through these problems 
and exercises and use the solutions in Chapter 8 only as a check of their 
understanding of the material. 

The appendix consists of two parts. Part A contains fundamental defini
tions and properties of sets, logical symbols, relations, functions and alge
braic operations. More on that can be found in almost every introductory 
text. Part B contains some computer programs to perform some of the 
algorithms presented in the text. The advent of microcomputers and the 
wide and rapidly increasing availability of desk-top computers prompted 
us to do so. In certain areas of applied mathematics, the computer is an 
indispensible tool. 

The chapters are divided into sections; larger sections are subdivided 
into subsections A, B, etc. References in the text are organized such that 
1.3.5 refers to item (Theorem, Definition, ... ) number 5 in section 3 of 
Chapter l. Within one chapter we use the abbreviation 3.5 to refer to item 
number 5 in section 3 of the present chapter. We refer to items in the 
Bibliography by writing the author's name in small capitals. The symbol D 
denotes the end of a proof or an example. Some of the more difficult or 
not quite straightforward problems, exercises or whole sections are marked 
with an asterisk *. The notes at the end of each chapter provide some 
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historical comments and references for further reading. Parts of the material 
of this book appeared (along with some other applications of algebra) in 
the authors' German Text Angewandte Abstrakte Algebra, Vols. I, II (Bib
liographisches Institut, Mannheim, 1982). 

It is with pleasure that we thank friends and colleagues for helpful 
suggestions after critically reviewing parts of the manuscript. We gratefully 
acknowledge contributions to the final draft by: Elizabeth J. Billington 
(Brisbane, Australia); Donald W. Blackett (Boston, Massachusetts); Henry 
E. Heatherly (Lafayette, Louisiana); Carlton J. Maxson (College Station, 
Texas); John D. P. Meldrum (Edinburgh, Scotland); Ken Miles (Mel
bourne, Australia); Alan Oswald (Teesside, England) and Peter G. Trotter 
(Hobart, Australia). Finally, we wish to thank the editorial and production 
staff of Springer-Verlag for their kind cooperation throughout the prep
aration of this book. 

March 1984 R. L. and G. P. 
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CHAPTER 1 

Lattices 

In 1854, George Boole (1815-1864) introduced an important class of alge
braic structures in connection with his research in mathematical logic. In 
his honor these structures have been called Boolean algebras. These are a 
special type oflattices. It was E. Schroder, who about 1890, considered the 
lattice concept in today's sense. At approximately the same time, R. 
Dedekind developed a similar concept in his work on groups and ideals. 
Dedekind defined in modern terminology modular and distributive lattices, 
which are types oflattices of importance in applications. The rapid develop
ment of lattice theory proper started around 1930 when G. BirkhofI made 
major contributions to the theory. 

We could say that Boolean lattices or Boolean algebras are the simplest 
and at the same time the most important lattices for applications. Since 
they are defined as distributive and complemented lattices it is logical to 
consider some properties of distributive and complemented lattices first. 
Any distributive lattice is modular; therefore we introduce modular lattices 
before studying distributive ones. 

§ 1. Properties of Lattices 

A. Lattice Definitions 

One of the important concepts in all of mathematics is that of a relation. 
Of particular interest are equivalence relations, functions and order rela
tions. Here we concentrate on the latter concept and recall from an introduc
tory mathematics course: 
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Let A and B be nonempty sets. A relation R from A to B is a subset of 
A x B. Relations from A to A are called relations on A, for short. If (a, b) E R 
then we write aRb and say that "a is in relation R to b". Also, if a is not 
in relation R to b, we write a J( b. 

A relation R on a nonempty set A may have some of the following 
properties: 

R is reflexive if for all a in A we have a R a. 

R is symmetric if for all a and b in A: aRb 
implies bRa. 

R is antisymmetric if for all a and b in A: aRb and bRa 
imply a = b. 

R is transitive if for all a, b, c in A: aRb 
and b R c imply aRc. 

A relation R on A is an equivalence relation if R is reflexive, symmetric 
and transitive. In this case [a] := {b E AI aRb} is called the equivalence class 
of a, for any a E A. 

1.1 Definition. A relation R on a set A is called a partial order (relation) 
if R is reflexive, antisymmetric and transitive. 

In this case (A, R) is called a partially ordered set or poset. 

Partial order relations are "hierarchical" relations, usually we write ::;; 
or <:; instead of R. Partially ordered finite sets (A,::;;) can be graphically 
represented by Hasse diagrams. Here the elements of A are represented as 
points in the plane and if a ::;; b, a '" b, we draw b higher up than a and 
connect a and b with a line segment. For example, the Hasse diagram of 
the poset (gP ( {l, 2, 3}), <:;) is 

Figure 1.1 

Here we do not draw a line from 0 to {l, 2}, because this line already exists 
via {l} or {2}, etc. The Hasse diagram of ({l, 2, 3, 4, 5}, ::;;), where::;; means 
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less than or equal to, is: 

5 

4 

3 

2 

Figure 1.2 

The difference between these two examples can be expressed by the follow
ing definition. 

1.2 Definition. A partial order relation $ on A is called a total order (or 
linear order) if for each a, b E A either a $ b or b $ a. (A, $) is then called 
a chain, or totally ordered set. 

For example, ({I, 2, 3, 4, 5}, $) is a total order, (g>( {I, 2, 3}), s;) is not a 
total order. 

If R is a relation from A to B then R -I , defined by (a, b) E 

R- 1 :~ (b, a) E R is a relation from B to A, called the converse relation of 
R. 

If (A, $) is a partially ordered set then (A,~) is a partially ordered 
set and ~ is the converse relation to $. In (A, $) the following principle 
holds: 

"Duality Principle". Every "statement" (formula, law, expression) on an 
ordered set (A, $) remains correct, if everywhere in the statement the 
relation $ is replaced by its converse relation ~. (A, ~) is called "dual" 
to (A, $). 

Let (A, $) be a poset. We say, "a is a greatest element" if "all other 
elements are smaller". More precisely, a E A is called a greatest element of 
A if for all x E A we have x $ a. The element b in A is called a smallest 
element of A if b $ x for all x E A. The element c E A is called a maximal 
element of A if c $ x implies c = x for all x E A; similarly, d E A is called 
a minimal element of A if x $ d implies x = d for all x E A. It can be shown 
that (A, $) has at most one greatest and one smallest element. However, 
there may be none, one, or several maximal or minimal elements. Every 
greatest element is maximal and every smallest element is minimal. For 
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instance, in the poset of Figure 1.3 
d 

b c 

a 

Figure 1.3 

a is a minimal element and is a smallest element. band d are maximal, 
but there is no greatest element. 

1.3 Definition. Let (A,:5) be a poset and B s; A. 

(i) a E A is called an upper bound of B :~ Vb E B: b:5 a. 
(ii) a E A is called a lower bound of B :~ V b E B: a :5 b. 

(iii) The greatest amongst the lower bounds, whenever it exists, is called 
the infimum of B, and is denoted by inf B. 

(iv) The least upper bound of B, whenever it exists, is called the supremum 
of B, and is denoted by sup B. 

For instance, let (A,:5) = (1R,:5) and B = [0,3) then inf B = 0 and 
sup B = 3. Thus the infimum (supremum) of B may be an element of B, 
but does not have to be. If B' = N then in (1R,:5) we have inf B' = 1, but 
sup B' does not exist. 

The following statement can neither be proved nor can it be refuted (it 
is undecidable). It is regarded as an additional axiom that may be used 
without comment in mathematical arguments. 

1.4 Axiom ("Zorn's Lemma"). If (A,:5) is a poset such that every chain of 
elements in A has an upper bound in A then A has at least one maximal element. 

The basic idea for a concept which is more general than that of a chain 
is as follows: If x :5 z and y :5 z hold then z is an upper bound for a and 
b. Whenever the least of all upper bounds of x and y exists it is the uniquely 
determined supremum of x and y, sup(x, y) for short. Hence x:5 sup(x, y) 
and y :5 sup(x, y). If z is any upper bound of x and y then sup(x, y) :5 z. 
Similarly for the infimum of x and y, inf(x, y), we have inf(x, y) :5 X and 
inf(x, y) :5 y. For any lower bound v of x and y we have v :5 inf(x, y). 

In general, not every subset of a poset (L,:5) has a supremum or an 
infimum. We study more closely those po sets which are axiomatically 
required to have a supremum and infimum for certain families of subsets. 
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1.5 Definition. A poset (L, ::5) is called lattice ordered if for every pair x, y 
of elements of L the sup( x, y) and inf( x, y) exist. 

1.6 Remark. (i) Every ordered set is lattice ordered. 
(ii) In a lattice ordered set (L, ::5) the following statements are equivalent 

for all x and y in L: 
(a) x::5 y; 
(b) sup(x, y) = y; 
(c) inf(x, y) = x. 

There is another (yet equivalent) approach, that does not use order 
relations, but algebraic operations. 

1.7 Definition. An (algebraic) lattice (L, n, U) is a nonempty set L with 
two binary operations n (meet) and U (join) (also called intersection or 
product and union or sum, respectively), which satisfy the following condi
tions for all x, y, Z E L: 

(Ll) 
(L2) 
(L3) 

xny=ynx, 
x n (y n z) = (x n y) n z, 
xn(xUy)=x, 

xUy=yUx; 
x U (y U z) = (x U y) U z; 
xU(xny)=x. 

Two applications of (L3), namely x n x = x n (x U (x n x» = x, lead to 
the additional condition 

(L4) xnx = x, xUx=x. 

(Ll) is the commutative law, (L2) is the associative law, (L3) is the absorption 
law, and (L4) is the idempotent law. 

The connection between lattice ordered sets and algebraic lattices is as 
follows. 

1.8 Theorem. (i) Let (L, ::5) be a lattice ordered set. If we define 

x n y := inf(x, y), xU y:= sup(x, y), 

then (L, n, U) is an algebraic lattice. 
(ii) Let (L, n, U) be an algebraic lattice. If we define 

x::5 y :~ x n y = x (or x ::5 y :~ x U y = y), 

then (L,::5) is a lattice ordered set. 

PROOF. Let (L,::5) be a lattice ordered set and define x n y := inf(x, y) and 
xU y := sup(x, y). Clearly L is a nonempty set with the above two binary 
operations. 

(Ll) x n y = inf(x, y) = inf(y, x) = y n x 

xU y = sup(x, y) = sup(y, x) = y U x 

v x,y E L; 

VX,YEL. 
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(L2) X n (y n z) = X n inf(y, z) = inf(x, inf(y, z)) = inf(x, y, z) 

(L3) 

(L4) 

= inf(inf(x, y), z) = inf(x, y) n z = (X n y) n z, 

v x,y, Z E L; 

xU (y U z) = xU sup(y, z) = sup(x, sup(y, z)) = sup(x, y, z) 

= sup(sup(x, y), z) = sup(x, y) U z = (X U y) U z, 

X n (X U y) = X n sup(x, y) = inf(x, sup(x, y)) = X 

X U (X n y) = xU inf(x, y) = sup(x, inf(x, y)) = X 

X n X = inf( X, x) = X 

X U X = sup(x, X) = X 

V X E L; 

V X E L. 

v X, y, Z E L. 

V x,y E L; 

VX,YEL. 

Let (L, n, U) be an algebraic lattice and define 

x::s y :¢:> X n y = X (or x::s y :¢:> X U y = y), 

i.e. X ::s y :¢:> inf(x, y) = X (or X ::s y :¢:> sup(x, y) = y). Clearly for all x, y, Z 

in L: 

(i) X n X = X and X U X = X by (L4); so x::s x, i.e. ::s is reflexive. 
(ii) If X ::s y and y::s x, then X n y = X and y n X = Y by (Ll) X n y = 

y n X; so X = y, i.e. ::s is antisymmetric. Also X n y = X and xU y = y 
are equivalent, since, by (L3), e.g. X n y = X implies 

xU y = (x n y) U Y = y. 

(iii) If x::s y and y ::s z then x n y = x and y n z = y. Therefore 

x = x n y = x n (y n z) = (x n y) n:l = X n z so x::s z by (L2), 

i.e. ::s is transitive. 

Let x, y E L. Then x n (x U y) = x implies x::s xU y and similarly y::s 
x U y. If z E L with x ::s z and y ::s z then (x U y) U z = x U (y U z) = x U 
z = z and so xU y::s z. Thus sup(x, y) = xU y. Similarly inf(x, y) = x n y. 
Hence (L, ::s) is a lattice ordered set. 0 

1.9 Remark. It can be verified that Theorem 1.8 yields a one-to-one relation
ship between lattice ordered sets and algebraic lattices. Therefore we shall 
use the term lattice for both concepts. ILl denotes the order (i.e. cardinality) 
of the lattice L. 

Following 1.8 we define two operations in posets: join (also called sum 
or union and meet (also called product or intersection). The supremum of 
two elements x and y is denoted by x U y and is called the join of x and 
y. The infimum of x and y is denoted by x n y and is called the meet of x 
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and y. We use the symbols U and n to distinguish the operations join and 
meet from the corresponding set-theoretic operations u and n. More 
generally, if N is a subset of a poset then UXENX and nXENX denote the 
supremum and infimum of N, respectively, whenever they exist. We say 
that the supremum of N is the join of all elements of N and the infimum 
is the meet of all elements of N. 

In Definition 1.7 we saw that for the conditions (Ll) to (L4) two equations 
are given. The duality principle for po sets is also valid for lattices. 

1.10 "Duality Principle". Any "formula" in a lattice (L, n, U) involving the 
operations nand U remains valid if we replace n by U and U by n 
everywhere in the formula. This process of replacing is called dualizing. 0 

The validity of this assertion follows from the fact that in a lattice any 
formula, which can be derived by using (Ll) to (L4), remains correct if we 
interchange n with U everywhere in the formula. So every dual of a 
condition in (Ll)-(L4) holds too. 

1.11 Definition. If a lattice L contains a smallest (greatest) element with 
respect to :::; then this uniquely determined element is called the zero element 
(one element), denoted by 0 (by 1).0 and 1 are called universal bounds. 

Every finite lattice L has a 0 and a 1. If a lattice has a 0 and a 1 then 
every x in L satisfies 0 :::; x :::; 1, 0 n x = 0, 0 U x = x, 1 n x = x, 1 U x = I. 
We consider some examples of lattices. 

1.12 Examples. Let M and M i, i E I, be linearly ordered sets with smallest 
element 0 and greatest element 1 and let G be a group with unit I. 

No Set :5 xny xUy 0 

M linear order min(x,y) max(x,y) smallest greatest 
element element 

2 XM, componentwise componentwise componentwise ( ... ,0, ... ) ( ... , I, ... ) 
,eI 

3 iP(M) S; XnY XuY 0 M 
4 N "divides" gcd(x, y) lcm(x,y) does not 

exist 
5 {XIX:5 G} S; XnY subgroup {I} G 

generated 
byXu Y 

Theorem 1.8 and Remark 1.9 enable us to represent any lattice as a special 
poset or as an algebraic structure using operation tables. We present the 
Hasse diagrams of all lattices with at most six elements. V7 denotes the ith 
lattice with n elements. 
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v: V7 v~ vi vi v5 
I 

I 

at 

a a b 
I 

I 
a b b 

I 
0 
0 0 0 0 0 

0 

v5 
2 v~ v5 

4 V5 
5 

a 

a 
a c b b 

c 
b c c 

0 0 
0 0 

V~ V~ \1 ~ l1 
I 

a a 
a b 

b b c b c 
b 

c 
d c d d 

d 
0 0 

0 0 

0 

Figure 1.4. Hasse diagrams of all lattices with at most six elements. 
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~ ~ ~ ~ 
I I I I 

a a b 
c b 

b 
c 

b c d c 

0 0 0 

0 

Vlo V~I Vl2 Vl3 I I I 

a 
a c 

b d b d 
c d 

0 
0 0 

0 

Vl4 Vis 
I 

a c a<!{J?d 
0 

0 
Figure 1.4 (continued) 

The following diagram is an example of a poset which is not a lattice (since 
sup(a, b) does not exist). 

c 

a 

o 
Figure 1.5 
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Next we give the operation tables for the lattice V~. 

n 0 a b c U 0 a b c 

0 0 0 0 0 0 0 0 a b c 
a 0 a 0 c a a a a I a 
b 0 0 b 0 b b b b 
c 0 c 0 c c c c a I c 

0 a b c I I I I 0 

1.13 Lemma. In every lattice L the operations n and U are isotone, i.e. 
ysz~xnysxnz~dxUysxU~ 

PROOF. 

y s z ~ x n y = (x n x) n (y n z) = (x n y) n (x n z) ~ x n y s x n z. 

The second formula is verified by duality. o 

1.14 Theorem. The elements of an arbitrary lattice satisfy the following in
equalities: 

(1') {x n (y U z) 2::: (x n y) U (x n z), ("D' 'b .. I"") 
( ) ( ) ( ) Istrz utlVe mequa Itles . 

xU ynz s xUy n xUz, 

(ii) {x 2::: z~xn (yU z) 2::: (xny)U z = (xny)U (xn z), 
x s z ~ X U (y n z) s (x U y) n z = (x U y) n (x U z), 

PROOF. 

(" Modular inequalities"). 

x n y s x, x n y s y s y U z ~ x n y s x n (y U z), 

x n z s x, x n z s z s y U z ~ x n z s x n (y U z). 

Thus x n (y U z) is an upper bound for x n y and x n z; therefore 
x n (y U z) 2::: (x n y) U (x n z). The second inequality in (i) follows 
from duality. (ii) is a special case of (i). 0 

As usual, we can construct "new" lattices from given ones by forming 
substructures, homomorphic images and products. 

1.15 Definition. A nonempty subset S of a lattice L is called sublattice of 
L if S is a lattice with respect to the restriction of nand U of L onto S. 

It is obvious that S c;; L is a sub lattice of the lattice L if and only if S 
is "closed" with respectto nand U (i.e. s" S2 E S ~ s, n S2 E Sand s, U S2 E 

S). We note that a subset S of a lattice L can be a lattice with respect to 
the partial order of L without being a sublattice of L (see Example 1.16(iii) 
below). 
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1.16 Examples. (i) Every singleton of a lattice L is a sublattice of L. 
(ii) For any two elements x, y in a lattice L the "interval" [x, y] := 

{a E Llx :S a :S y} is either 0 or a sublattice of L. 
(iii) Let L be the lattice of all subsets of a group G and let S be the set of all 

subgroups of G, then S is a lattice with respect to inclusion but not a 
sublattice of L. 0 

1.17 Definition. Let L, M be lattices. A mapping f: L ~ M is called a 

(i) join-homomorphism, if x U y = z ~ f(x) Uf(y) = f(z); 
(ii) meet-homomorphism, if x n y = z ~ f( x) n f(y) = f( z) ; 

(iii) order-homomorphism, if x:S y~f(x) :Sf(y). 

f is a homomorphism (or lattice homomorphism) if it is both a join- and a 
meet-homomorphism. Injective, surjective or bijective lattice homo
morphisms are called lattice monomorphisms, epimorphisms, isomorphisms, 
respectively. 

It can be shown that every join- (or meet-) homomorphism is an order
homomorphism. However, the converse is not true. The relationship between 
the different homomorphisms can be symbolized as follows: 

isomorphism 

homomorphism 

join-homomorphism meet-homomorphism 

order-homomorphism 

Figure 1.6 

1.18 Example. Let Lt. L2, L3 be lattices with the Hasse diagrams 

Figure 1.7 
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respectively. We define 

1(01) = I(al) = I(b l) = O2, 1(1 1) = 12, 

g:LI ~ L 2 , 

h:LI ~ L 3 , 

g(1l) = g(al) = g(b l) = 12, g(OI) = O2, 

the three mappings are order-homomorphisms. 
1 is a meet-homomorphism, since 

However,1 is not a homomorphism, since 

Dually, g is a join-homomorphism, but not a homomorphism. 
h is neither a meet- nor a join-homomorphism, since 

and 

1.19 Definition. Let Land M be lattices. The set of ordered pairs 

{(x, Y)lx E L, Y EM} 

with operations U and n defined by: 

(XI. YI) U (X2' Y2) := (XI U X2, YI UY2), 

(XI. YI) n (X2' Y2) := (XI n X2, YI nY2), 

is the direct product of Land M, in symbols L x M, also called the product 
lattice. 

It is easily verified that Lx M is a lattice in the sense of Definition 1.7. 
The partial order of L x M which results from the definition in 1.8(ii) 
satisfies 

1.20 Example. The direct product of the lattices Land M can graphically 
be described in terms of Hasse diagrams: 
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Yl 

Y2 Y3 

Y4 

L M LxM 

Figure 1.8 o 

PROBLEMS 

1. Determine all the partial orders and their Hasse diagrams on the set L = {a, b, c}. 
Which of them are chains? 

2. Give an example of a poset which has exactly one maximal element but does 
not have a greatest element. 

3. Let (0, :5) be the poset of the rational numbers and let A = {xix EO, x 3 < 3}. 
Is there an upper bound (or lower bound) or a supremum (or infimum) in A? 

4. Let (L,:5) be a poset. Show that if inf(inf(a, b), c) exists for a, b, eEL then 
also inf( a, b, c) exists and both are equal. Moreover, show that inf( a, b, c) may 
exist even when inf(inf(a, b), c) or inf(a, inf(b, c» do not exist. Finally, show 
that inf(inf( a, b), c) may exist even when inf( a, inf( b, c» does not exist. 

5. Let (L, :5) be a poset with the following properties: 
(i) A <:; L and A ;t. 0 implies that there exists an a E L such that a = inf A. 

(ii) B <:; L implies that there is abE L such that x :5 b for all x E B. 
Prove that L is a lattice. 

6. Prove that any finite lattice has a zero and a one. 

7. Give an example of an infinite lattice without a zero and a one. 

8. Let L be the set of complex numbers z = x + iy where x and yare rationals. 
Define a partial order <:; on L by: Xl + iYl <:; X2 + iY2 if and only if Yl :5 Yz. Is 
there a minimal or a maximal element in (L, <:;)? What additional condition is 
needed in order to make (L, <:;) into a chain? 



14 

9. Prove that in any lattice L, for all x, y, Z, U E L: 

(x n z) U (y n u) ~ (x U y) n (z U u). 

10. The Hasse diagram of a lattice is as follows: 

c 

o 
Figure 1.9 

Find all sub lattices of this lattice. 

e 

Chapter 1. Lattices 

II. Prove: Iff is an isomorphism of a poset L onto a poset M and if L is a lattice, 
then M is also a lattice and f is an isomorphism of the lattices. 

12. Let D(k) denote the lattice of all positive divisors of k. Construct the Hasse 
diagrams of the lattices D(20) and D(21) and show that D(20) x D(2l) is 
isomorphic to D(420). 

13. Show that the direct product D(120) x D(432) is isomorphic to 

D(23 • 3 . 5 . 74 • I e) 
and also to the lattice 

({(alo a2, a3, a4, as)IO ~ Xl ~ 3, 0 ~ X2 ~ 1, 0 ~ X3 ~ 1, 

o ~ X4 ~ 4, 0 ~ Xs ~ 3}, U, n). 
14. Let (C([a, b]), max, min) be the lattice of continuous real-valued functions on 

a closed interval [a, b], let D« a, b» be the set of all differentiable functions 
on (a, b). Show by example that D«a, b» is not a sublattice of C([a, b]). 

B. Modular and Distributive Lattices 

We now tum to special types of lattices wi.th the aim of defining a very 
"rich" type of algebraic structure, a Boolean algebra. 

1.21 Definition. A lattice L is called modular if '<I x, y, Z E L 

(M) x:s; Z ~ xU (y n z) = (x U y) n z ("modular equation"). 
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1.22 Examples. An important example of a modular lattice is the lattice of 
all subs paces of a vector space. 

Let A, B, C be subs paces of a vector space V and let A ~ C. Then 
(A + B) () C 2 A + (B () C). Conversely, if c E (A + B) () C, then there 
are a E A and b E B with c = a + b. Hence b = c - a E B () C, i.e. c E 

A + (B () C). Therefore (A + B) () C ~ A + (B () C). 
The lattice of all subgroups of a group is in general not modular. The 

set of all normal subgroups of a group forms a modular lattice. Any chain 
and also the first eight lattices with Hasse diagrams given in Figure 1.4 are 
modular. V~ is not modular. 0 

We describe important characterizations of modular lattices. 

1.23 Theorem. A lattice L is modular if and only if 't/ x, y, Z E L 

xU (y n (x U z)) = (x U y) n (x U z). 

PROOF. If L is modular, then x :s x U z yields the given equations. Con
versely, the given equation implies the condition (M) of 1.21. 0 

1.24 Theorem. A lattice L is modular if and only if none of its sublattices is 
isomorphic to the "pentagon lattice" V~, whose Hasse diagram is 

a 

b 

c 

o 
Figure 1.10 

PROOF. The pentagon lattice is not modular since c:s a but c U (b n a) ¢. 

(c U b) n a, because of c U (b n a) = c U 0 = c and (c U b) n a = 1 n a = 

a. Thus any lattice having a pentagon as a sublattice cannot be modular. 
To prove the converse we show that if a lattice is not modular, then it has 
a sublattice which is isomorphic to the pentagon lattice V~. Let L be 
nonmodular. Then there are x, y, z in L such that 

X :s z and x U (y n z) < (x U y) n z. 

We shall show that the subset S of elements u = y n z, a = (x U y) n z, 
b = y, c = x U (y n z), v = x U y forms a sublattice of L which is isomor
phic to the pentagon lattice. 
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We have 

U ::5 C < a ::5 v and u::5 b ::5 v. 

Therefore 

u::5 c n b ::5 an b = (x U y) n z n y = y n z = u, 

v ~ a U b ~ cUb = xU (y n z) U y = x U y = v, 

i.e. 

cnb=anb=u, cUb=aUb=v. 

This shows that S is a sublattice of L. We verify that all elements of S are 
distinct. Suppose u = b, then 

cnb=b~cUb=c~v=c, 

which is a contradiction to (*). So u ~ b. Suppose v = a, then 

aUb=a~anb=b~u=b 

contradicting the foregoing. So v ~ a. Suppose c = b, then 

u = b n b = b, 

a contradiction. So c ~ b. The remaining cases, to show v ~ b, u ~ c and 
a ~ b, are treated similarly. 0 

1.25 Definition. A lattice L is called distributive if either of the following 
conditions hold for all x, y, z in L: 

xU (y n z) = (x U y) n (x U z), 
or ("distributive equations") 

x n (y U z) = (x n y) U (x n z). 

1.26 Examples. (i) (9P(M), n, u) is a distributive lattice. 
(ii) Every chain is a distributive lattice. 

(iii) If I and J are two ideals ofaring R, then we say I divides J, if 1;2 J. Thus 
the gcd( I, J) is the ideal generated by the set I u J in R, i.e. the set 
{a + bla E I, bE J}. Also lcm(I, J) = In J. The set of ideals of R is a 
lattice with respect to gcd( I, J), lcm( I, J). The product of the ideals I and 
J is the ideal generated by the elements ab, a E I, b E J, i.e. 
IJ = {L;=I ajbjlaj E I, bj E J}. If every ideal of R can be uniquely 
expressed as a product of prime ideals, then the lattice of ideals is 
distributive. 0 

1.27 Theorem. A lattice L is distributive if and only if V x, y, z E L 

(0) (x n y) U (y n z) U (z n x) = (x U y) n (y U z) n (z U x). 

PROOF. Exercise. 
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1.28 Corollary. Every distributive lattice is modular. o 

Using mathematical induction it can be shown that the following formulas 
hold in a distributive lattice: 

1.29 Theorem. A modular lattice is distributive if and only if none of its 
sublattices is isomorphic to the "diamond lattice" V~, whose Hasse diagram 
is 

a 

o 
Figure l.ll 

c 

PROOF. The lattice V~ is not distributive, since for instance 

aU (b n c) ¥- (a U b) n (a U c), 

because 

a U (b n c) = a U 0 = a and (a U b) n (a U c) = 1 n 1 = 1. 

Thus any lattice having a diamond as a sublattice cannot be distributive. 
Conversely, let L be a modular but not distributive lattice. By Theorem 

1.27 there are elements x, y, z such that 

(x n y) U (y n z) U (z n x) < (x U y) n (y U z) n (z U x). (*) 

We shall show that the elements 

u = (x n y) U (y n z) U (z n x), 

v = (x U y) n (y U z) n (z U x), 

a = u U (xn v), 

b = u U (y n v), 

c = u U (z n v), 

form a sublattice of L which is isomorphic to the diamond lattice. 
First, because of the modular law, we have 

u U (x n v) = (u U x) n v for u 5 v. 
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We have 

a U b = u U (x n v) U (y n v) 

= u U [(x n (y U z» U (y n (z U x))], by the absorption law. 

Also x n (y U z) :5 X :5 Z U x. Therefore 

aU b = u U [((x n (y U z» U y) n (z U x)] by modularity. 

Because (x n (y U z» U y = (x U y) n (y U z) by modularity, we have 

aUb=uUv=v. 

By duality a n b = u. In a similar way we can prove 

bnc=cna=u ~d bUc=cUa=u 

To show that the elements u, v, a, b, c are distinct, we proceed as follows. 
For instance, assume u = a. Then 

a n b = a ~ a U b = b ~ v = b, 

anc=a~aUc=c~v=c, 

and therefore 

v=vnv=bnc=u, 

a contradiction to (*), which says u < v. 
We leave the remainder of the proof as an exercise. 0 

1.30 Corollary. A lattice is distributive if and only if none of its sublattices is 
isomorphic to the pentagon lattice or the diamond lattice. 0 

Theorems 1.24 and 1.29 and Corollary 1.30 enable us to observe modular
ity or distributivity of the lattice from its Hasse diagram. Indeed, if we 
notice that somewhere in the diagram the pentagon lattice appears as a 
sublattice then we know that the lattice cannot be modular. 

1.31 Example. The lattice with Hasse diagram 

b 

f 
a 

o 
Figure 1.12 
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cannot be modular (and therefore not distributive) since it contains the 
pentagon {O, a,f, b, I} as a sublattice. 0 

1.32 Theorem. A lattice L is distributive if and only if 

V x, y, Z E L: (x n y = x n z, x U y = xU z) ~ y = Z 

("cancellation rule"). 

PROOF. Exercise. 

1.33 Definition. A lattice L with 0 and 1 is called complemented if for each 
x E L there is at least one element y such that x n y = 0, x U y = I. y is 
called a complement of x. 

1.34 Examples. (i) Let L = (1}(M). Then B = M\A is a uniquely determined 
complement of A. 

(ii) In a bounded lattice 1 is a complement of 0 and 0 is a complement of l. 
(iii) Not every lattice with 0 and 1 is complemented. For instance, c in vi 

does not have a complement: 

a 

o 
Figure 1.13 

b 

(iv) The complement does not have to be unique: e.g. in v~, b has the two 
complements a and c. 

o 
Figure 1.14 

b 

(v) L = {SIS is subspace of 1R2} is modular. If dim S = 1 then S has 
infinitely many complements, namely all subspaces T such that 
S EB T = 1R2. Therefore L cannot be distributive, as the following 
theorem shows. 0 
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1.35 Theorem and Definition. If L is a distributive lattice then each x E L has 
at most one complement. We denote it by x'. 

PROOF. Suppose x E L has two complements Yl and Y2' Then x U Yl = 1 = 
xU Y2 and x n Yl = 0 = x n Y2; thus Yl = Y2 because of 1.32. 0 

Complemented distributive lattices will be studied extensively in the 
following paragraphs. 

PROBLEMS 

I. Let A and B be two convex regions. Let A . B denote the largest convex region 
contained in A and B, A + B denotes the smallest convex region that contains 
A and B. (Here A + B is not the set-theoretic union.) Show that these operations 
on the set of all convex regions define a lattice which is not distributive. 

2. Consider the subgroups of the group of the prime residue classes (mod m). 
Draw the Hasse diagram of the lattice of these subgroups. Is this lattice a 
distributive and complemented lattice? 

3. Prove 1.28. 

4. Prove the generalized distributive laws as stated after 1.28. 

*5. Prove that a lattice is modular if and only if for all x, y, z: 

(x U (y n z» n (y n z) = (x n (y U z)) U (y n z). 

*6. Prove: If for some elements x, y and z of a modular lattice 

x n (y U z) = (x n y) U (x n z) 

holds then 
y n (x U z) = (y n x) U (x n z) 

and 

x U (y n z) = (x U y) n (x U z) 

also hold. 

7. Devise a formal algorithm for testing whether a given finite lattice is distributive. 

*8. The elements a], ... , an of a modular lattice with zero are called independent, if 

(a l U ... U ai-I U ai+1 U ... U an) n ai = 0 for all i = 1, ... , n. 

Prove: If a], . .. , an are such that (a l U ... U a,-I) n aj = 0 for all i = 1, ... , n, 
then they are independent. 

*9. In a modular lattice with zero, prove that the equality (al U ... U an) n b = 0 
implies 

(a I U b) n ... n (an n b) = (al n a2 n ... n an) U b. 

10. In a distributive lattice prove that a n b :5; x :5; a U b and x = (a n x) U 
(b n x) U (a n b) are equivalent. 
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EXERCISES (Solutions in Chapter 8, p. 409) 

1. Let G be the group of quaternion units, G = {±l, ±i, ±j, ±k} (see Chapter 3, 
§ 1). Draw the Hasse diagram for the lattice of all subgroups of G. 

2. Prove the generalized distributive inequality for lattices: 

y n (G, Xi) ~ iQ, (y n X,). 

3. Determine the operation tables for nand U for the lattice with Hasse diagram 

c 

a 

o 
Figure 1.15 

e 

b 

*4. A lattice L is called metric if there is a real-valued function v: L ~ IR such that 
VX,YEL 

vex) + v(y) = vex U y) + vex n y), 

y:5 X ~ v(y):5 vex). 

(a) Prove that a metric lattice is modular. 
(b) Define in a metric lattice L a "distance" d by d: L2 ~ IR, (x, y) t--+ 

vex U y) - vex n y). Prove that (L, d) is then a metric space. 

*5. Prove: (i) The intervals [x, x U y] and [x n y, y] are isomorphic in a modular 
lattice. 

(ii) If for all x, y in a lattice L the intervals [x, x U y] and [x n y, y] are 
isomorphic under f: a t--+ any then L is modular. 

6. Prove: In any lattice L we have 

[(x n y) U (x n z)] n [(x n y) U (y n z)] = x n y for all x, y, z E L. 

7. Determine the lattice of all subgroups of the alternating group A4 and show 
that this lattice is not modular. 

8. Let C, and C2 be the finite chains {O, I, 2} and {O, l}, respectively. Draw the 
Hasse diagram of the product lattice C, x C2 X C2• 

9. Show that the set of all normal subgroups of a group form a modular lattice. 

10. Prove: If a, b, c are elements of a modular lattice with the property (a U b) n 
c = 0, then a n (b U c) = a n b. 
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* 11. Prove: The following properties for a lattice L are equivalent: 
(i) L is modular. 

(ii) Va, b, c E L: a n «a n b) U c) = (a n b) U (a n c). 
(iii) If a 2: b and if 3 c E L·with a U c = b U c and a n c = b n c then a = b. 

*12. Prove: In a lattice (L,~) every finite, nonempty subset S has a least upper 
bound. 

13. Let S be an arbitrary set and D a distributive lattice. Show that the set of all 
functions from S to D is a distributive lattice, where f ~ g means f(x) ~ g(x) 
for all x. 

14. Let L be a distributive lattice with 0 and 1. Prove: If a has a complement a', 
then 

aU(a'nb)=aUb. 

15. Is the lattice with Hasse diagram 

b 

c 

d 

o 
Figure 1.16 

distributive? complemented? modular? 

* 16. Prove that a lattice is distributive if and only if 

(x n y) U (x n z) U (y n z) = (x U y) n (x U z) n (y U z) VX,y,zEL. 

17. Show that the set of positive integers, N, ordered by divisibility is a distributive 
lattice. 

18. For a distributive lattice L show that a U b = aU c and an b = an c imply 
b = c. 

19. Let L be a lattice. Show without the use of duality that the following conditions 
are equivalent: -
(i) Va, b, c E L: (a U b) n c = (a n c) U (b n c); 

(ii) Va, b, eEL: (a n b) U c = (a U c) n (b U c). 
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§2. Boolean Algebras 

Boolean algebras are special lattices which are useful in the study of logic, 
both digital computer logic and that of human thinking, and of switching 
circuits. This latter application was initiated by C. E. Shannon, who showed 
that fundamental properties of electrical circuits of bistable elements can 
be represented by using Boolean algebras. We shall consider some such 
applications in Chapter 2. 

A. Basic Properties 

2.1 Definition. A complemented distributive lattice is called a Boolean 
algebra (or a Boolean lattice). 

Distributivity in a Boolean algebra guarantees the uniqueness of comple
ments (see 1.35), which of course exist because of the complementarity of 
each element (see Definition 1.33). Since every distributive lattice is modular 
(Corollary 1.28) all properties of distributive, modular and complemented 
lattices hold in Boolean algebras. 

2.2 Notation. From now on, B denotes a set with the two binary operations 
nand U, with a "zero" and a "one" element "0" and" 1" and the unary 
operation complement "''', in short B = (B, n, U, 0,1, ') or B = (B, n, U). 

23 Examples. (a) B = (g»(M), n, U, 0, M, ') is the Boolean algebra of the 
power set of a set M. Here nand U are the set-theoretic operations 
intersection and union and the complement is the set-theoretic complement, 
namely M\A = A' is the complement of A E P(M); 0 and M are the 
"universal" bounds. If M has n elements then B consists of 2n elements. 

(b) IBn := ({O, lY, n, U, 0,1, ') where the operations are defined as in 
1.19. For ik,A E {O, 1}, 

(it. ... , in) n Ut. ... ,jn) := (min(it.j), ... ,min(inojn)), 

(it. ... , in) U Ut. ... ,jn):= (max(it.j), ... , max(in,jn)), 

( . . )' .- (., .') ·th 0'·- 1 1'·- 0 't. ... , In .- 't. ... , In WI .-,.-, 

and 

0:= (0, ... ,0),1 := (1, ... ,1). o 

2.4 Theorem ("De Morgan's Laws"). In every Boolean algebra B we have 
V X,Y E B: 

(xny),=x'Uy' and (xUy)'=x'ny'. 



24 Chapter I. Lattices 

PROOF. 

(x n y) U (x' U y') = (x U X' U y') n (y U X' U y') 

= (I U y') n (I U x') = I n I = I, 

(x n y) n (x' U y') = (x n y n x') U (x n y n y') 

= (0 n y) U (0 n x) = 0 U 0 = o. 
This implies that x' U y' is the complement of x n y. The second formula 
follows dually. 0 

2.5 Corollary. In a Boolean algebra B we have 

V x, y E B: x :::; y ¢> x' 2:: y'. 

PROOF. 

x:::; y ¢> x U Y = Y ¢> x' n y' = (x U y)' = y' 

¢> x' 2:: y'. o 

2.6 Theorem. In a Boolean algebra B we have 

V x, Y E B: x :::; y ¢> x n y' = 0 ¢> x' U y = I ¢> x n y = x ¢> x U Y = y. 

PROOF. Exercise. 

2.7 Definition. A ring R = (R, +, .) with I is called Boolean ring if all 
elements x E R are idempotent, i.e. x 2 = x. 

2.8 Theorem. Every Boolean ring R is commutative and of characterististic 2. 

PROOF. Let x, y E R. Then 

x + y = (x + y)(x + y) = x 2 + xy + yx + y2 = X + xy + yx + y. 

Hence xy + yx = O. For x = y we have 2x = x + x = x 2 + x 2 = O. Also for 
any x, y we have xy = xy + xy + yx = yx. 0 

Every Boolean ring with identity can be given the structure of a Boolean 
algebra and conversely. 

2.9 Example. The basic example for a Boolean ring is the set gl>(S) of all 
subsets of a set S, for which the operations + and· are defined in terms of 
the set-theoretic union, u, intersection n and complementation - as follows: 

V M, N E gl>(S): M + N := (M n N) u (M n N), 

MN:=MnN o 
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2.10 Theorem. If we define the operations + and· on a Boolean algebra 
B = (B,n,U) by 

x + Y := (x n y') U (x' n y), x· y:= xny, 

then we obtain a Boolean ring R(B) = (B, +, .) with identity. 
Conversely, if we define the operation U and n on a Boolean ring R = 

(R,+,·) with I by 

x U Y := x + y + xy, xny:= x· y 

and the complement a' of a by a':= a + I, then we obtain a Boolean algebra 
B(R) = (R, n, U). 

Furthermore, the Boolean algebra defined on the Boolean ring corresponding 
to the algebra is the algebra itself, i.e. 

B(R(B» = B, R(B(R» = R. 

PROOF. Given a Boolean algebra (B, n, U, 0,1, '), define 

x + y := (x n y') U (x' n y), 

and 
xy:= xn y. 

Clearly + is commutative. 
Associativity: 

(x + y) + z = «x n y') U (x' n y» + z 

= [«x n y') U (x' n y» n z'] U [«x n y') U (x' n y»' n z 

= [-] U [(x n y')' n (x' n y)' n z] 

= [-] U [(x' U y) n (x U y') n z] 

= [-] U [( (x n y) U (x' n y'» n z] 

= (x n y' n z') U (x' n y n z') U (x n y n z) U (x' n y' n z) 

=x+(y+z), 

by symmetry in x and z and using commutativity. 

Also x + 0 = (x nO') U (x' n 0) = x and x + x = (x n x') U (x' n x) = o. 
So (B, +) is a commutative group. We know that . is associative and 
commutative and x· I = (x n I) = x. 

Distributivity: 

xy + xz = (x n y) + (x n z) 

= [(x n y) n (x n z)'] U [(x n y)' n (x n z)] 

= [x n y n (x' U z')] U [(x' U y') n x n z] 

= (x n y n z') U (x n z n y') 

= x n «y n z') U (y' n z) 

=x(y+z). 
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Finally, x2 = x n x = x. Hence (B, +, ·,0,1) is a Boolean ring. 
Conversely, suppose (B, +, ·,0,1) is a Boolean ring; define xU y := 

x + y + xy, x n y := xy, x':= x + 1. (Ll) and (L4) follow by Theorem 2.8. 

(L2) x U (y U z) = x U (y + z + yz) 

Also 

= x + y + z + yz + xy + xz + xyz 

=(x+y+xy)Uz 

= (x U y) n z. 

x n (y n z) = (x n y) n z is immediate. 

x n (x U y) = x n (x + y + xy) = x2 + xy + x 2y = X + xy + xy = x. 

x U (x n y) = xU (xy) = x + xy + xxy = x. 

So (B, n, U) is a lattice. 
Distributivity: 

x n (y U z) = x(y + z + yz) 

= xy +xz +xyz 

= xy +xz +xyxz 

=xyUxz 

= (x n y) u (x n z). 

Clearly ° and I are lower and upper bounds. 

x n x' = x(1 + x) = x + x = 0, 

x U x' = x + x' + xx' = x + I + x + x + x2 = I. 

So x' is the complement of x. So (B, n, U, 0, I,') is a Boolean algebra. 
Finally, given a Boolean algebra B, we then define on R(B) the operations 
II and v on R(B). 

X II y:= xy 

and 
x v y := x + y + xy. 

Then x II y = xy = x n y and 

x v y = x + y + xy = I + (1 + x)(1 + y) 

=I+x'y' 

= (x' n y')' 

=xUy. 



§2. Boolean Algebras 27 

Also 1 + X = (1 n x') U (1' n x) = x' U 0= x'. This proves B(R(B)) = B. 
Similarly, R(B(R)) = R. D 

2.11 Definition. Let B] and B2 be Boolean algebras. Then the mapping 
f: B] ~ B2 is called a (Boolean) homomorphism from B] into B2 if f is a 
(lattice) homomorphism and for all x E B we have f(x ' ) = (f(x))'. 

Analogously we can define Boolean monomorphisms and isomorphisms 
by using 1.17. If there is a Boolean isomorphism between B] and B2 we 
write B] =b B2• The simple proofs of the following properties are left as 
exercises. 

2.12 Theorem. Let f: B] ~ B2 be a Boolean homomorphism. Then: 

(i) f(O) = 0'/(1) = 1; 
(ii) V x, Y E B]: x :s: y ==:> f( x) :s: f(y) ; 

(iii) feB]) is a Boolean algebra and a subalgebra of B2. 

2.13 Examples. (i) If MeN then the map f: q;(M) ~ q;(N), A ~ A is a 
lattice monomorphism but not a Boolean homomorphism, since for 
A E q;(M) the complements in M and N are different. Also, f(1) = 

f(M) = M ,e N = one in q;(N). 
(ii) If M = {t, ... , n}, then {O, l}n and q;(M) are Boolean algebras and 

the map f: {O, lY ~ q;(M), (i], ... , in) ~ {k I ik = I} is a Boolean 
isomorphism. D 

The following terms are defined for any lattice V rather than just for 
Boolean algebras. 

2.14 Definition. Let V be a lattice with zero. a E V is called an atom if for 
all b E V: ° < b :s: a==:> b = a. 

2.15 Definition. a E V is called join-irreducible if for all b, c E V 

a = b U c ==:> a = b or a = c. 

Otherwise a is called join-reducible. 

2.16 Lemma. Every atom of a lattice with zero is join-irreducible. 

PROOF. Let a be an atom and let a = b U c, a ,e b. Then a = sup( b, c); so 
b :s: a. Therefore b = ° and a = c. D 

2.17 Lemma. Let V be a distributive lattice with p E V join-irreducible and 
p :s: a U b. Then p :s: a or p :s: b. 

PROOF. p:s: aU b means p = p n (a U b) = (p n a) U (p n b). Since pis 
join-irreducible; p = p n a or p = p n b, i.e. p :s: a or p :s: b. D 
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2.18 Definition. Ifx E [a, b] = {v E Vla:5 v:5 b} andy E V with x n y = a 
and x U y = b, then y is called a relative complement of x with respect to 
[a, b]. If all intervals [a, b] in a lattice V are complemented, then V is called 
relatively complemented. If V has a zero element and all [0, b] are comple
mented, then V is called sectionally complemented. 

2.19 Theorem. Let V be a lattice. Then the following implications hold: 

( l) (V is a Boolean algebra) ~ ( V is relatively complemented); 
(2) (V is relatively complemented) ~ (V is sectionally complemented); 
(3) (V is finite and sectionally complemented) ~ (every ° ¥- a E V is a join 

of finitely many atoms). 

PROOF. (I) First we show: If V is distributive and complemented then V 
is relatively complemented. Let a :5 x :5 b. Then there is aCE V such that 
x n c = 0, xU c = 1. Assume y = b n (a U c). y is a complement of x in 
[a, b], since 

x n y = x n (b n (a U c)) = x n (a U c) = (x n a) U (x n c) = x n a = a 

and 

xU y = xU (b n (a U c)) = xU «b n a) U (b n c)) = xU (b n c) 

= (x U b) n (x U c) = x U b = b. 

Thus V is relatively complemented. 
(2) If V is relatively complemented then every [a, b] is complemented; 

thus every interval [0, b] is complemented, i.e. V is sectionally comple
mented. 

(3) Let {Ph' .. ,Pn} be the set of atoms a and let b = PI U ... U Pn. Now 
b :5 a, and if we suppose that b ¥- a then b has a nonzero complement, say 
c, in [0, a]. 

Let p be an atom less than c then p E {Ph' .. ,Pn} and thus p = p n b :5 
C n b = ° which is a contradiction. Hence a = b = PI U ... U Pn. D 

The finite Boolean algebras can be characterized as follows. 

2.20 Theorem (Representation Theorem). Let B be a finite Boolean algebra, 
and let A denote the set of all atoms in B. Then B is isomorphic to @l(A), i.e. 

(B, n, U) ==b (@l(A), n, u). 

PROOF. Let v E B be an arbitrary element and let A(v) := {a E Bla atom, 
a:5 v}, and A(v) = 0 if v = 0. Then A(v) ~ A. Define 

h: B ~ @l(A), v >--+ A(v). 

We show that h is a Boolean isomorphism. h is a Boolean homomorphism: 
let x E A( v n w) then x is an atom and x :5 v n w; also x :5 v and x :5 w, 
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so X E A(v) and x E A(w), hence x E A(v) II A(w). Thus h(v n w) = 

h(v) II hew). The proofs of h(v U w) = h(v) u hew) and h(v') = A"h(v) 
are similar. Since B is finite we are able to use Theorem 2.19 to verify that 
h is bijective. We know that every v E B can be expressed as a join of 
finitely many atoms: v = a, U ... U am all atoms aj:5 v. Let h(v) = hew), 
i.e. A( v) = A( w). Then aj E A( v) and aj E A( w). Therefore aj :5 wand thus 
v :5 w. Reversing the roles of v and w yields v = wand this shows that h 
is injective. 

To show that h is surjective we verify that for each C E g)l(A) there is 
a v E B such that h(v) = C. Let C c::; A, C = {c" ... , cJ. Let v = c, U ... U 
Cn. Then A(v) ;2 C, hence h(v) ;2 C. 

Conversely, if a E h(v), then a is an atom with a:5 v = c, U ... U Cn" 

Therefore a:5 Cj, for some 1:5 i :5 n, by 2.16 and 2.17. So a = Cj E C. 
Altogether this implies h( v) = A( v) = C. 0 

2.21 Theorem. The cardinality of a finite Boolean algebra is always of the 
form 2n and any two Boolean algebras with the same cardinality are isomorphic. 

PROOF. We know that 19)1(A)1 = 2n if IAI = n. To show that two Boolean 
algebras B" B2 with the same number of elements are isomorphic, we use 
Theorem 2.20 and let Bj =b g)l(AJ, where IBjl = 19)1(AJI = 2IA,I, where Aj is 
the set of atoms of Bj, i = 1,2. If IA,I = IA21, then there exists a bijection 
f: A, ~ A 2• Then we define a mapping 

and leave it as an exercise to verify that g is a Boolean isomorphism. 0 

A different proof of the representation theorem can be obtained from 
the following theorem. We note that in any Boolean algebra B, any interval 
[a, b] is also a Boolean algebra but not a sub-Boolean algebra of B unless 
a = ° and b = 1. We also note that direct products of Boolean algebras are 
again Boolean algebras. 

2.22 Theorem. For every finite Boolean algebra B =I- {o} there is some n E 1\1 
with 

B =b {O, l}n. 

PROOF. We use induction on IBI. If IBI = 2, the result is obvious. So suppose 
that IBI > 2 and let a E B, a =I- ° and a =I- 1. 

The mapping f: B ~ [0, a] x [a, 1], via b ~ (a n b, a U b), is injective. 
Because of feb n e) = (a n (b n c), a U (b n e» = feb) nf(e), feb U 
e) = (a n (b U e), a U (b U c» = feb) Uf(c), and feb') = (a n b', a U 
b') = (a n b, a U b)' = f(b)' (in [0, a] x [a, 1]) for all b, c E B, we know that 
f is a Boolean homomorphism. 

Finally, if (x, y) E [0, a] X [a, 1] then (x, y) = feb) for b := y n (a' U x). 
Hence f is a Boolean isomorphism and B =b [0, a] x [a, 1]. By induction, 
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there are n, mEN with [0, a] ==b {O, IV and [a, I] ==b {O, l}m. Hence 
B ==b {O, I}n+m. 0 

Then Theorem 2.20 follows from 2.13(ii). 

2.23 Example. The lattice of the divisors of 30, i.e. the Boolean algebra 
B = ({I, 2, 3, 5, 6,10,15, 30}, gcd, lcm, 1, 30, complement with respect to 
30), is isomorphic to the lattice of the power set 9»( {a, b, c}). 0 

We sketch the Hasse diagrams of some small Boolean algebras: 

Figure 1.17 

2.24 Remark. The identification of B with a power set as in 2.20 is not 
always possible. It can be shown that for every (not necessarily finite) 
Boolean algebra B there is a set M with B <:+ 9»(M). This is called Stone's 
Representation Theorem. 

2.25 Definition and Theorem. Let B be a Boolean algebra and B n be its n-fold 
cartesian product. For mappings f and g from B n into B we define 

fn g: B n ~ B, 

fUg:Bn~B, 

1': B n ~ B, 

fo: B n ~ B, 

fl: B n ~ B, 

X 1-+ f(x) n g(x); 

xl-+f(x)Ug(x); 

x 1-+ (f(x»'; 

X 1-+ 0; 

X 1-+ I; 

for all x E Bn. Then the set Fn(B) of all mappings of B n into B is a Boolean 
a~m 0 

PROBLEMS 

I. Prove a generalization of Theorem 2.4 involving the meet of n elements of B 
instead of only two elements. 
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2. Give three examples of lattices which are not Boolean algebras. 

3. How many Boolean algebras are there with four elements 0, I, a and b? 

*4. Consider the set At of n x n matrices X = (Xi) whose entries x,; belong to a 
Boolean algebra B = (B, n, U, 0, I, '). Define two operations on At: 

and two matrices 0 and 1, the all zeros and all ones matrix, respectively. Let 
X' = (x:). Show that At is a Boolean algebra. Furthermore, let 

and consider the subset Jf of At consisting of all X E At with the property X ~ E. 
(Here X ~ Y ~ xij ~ Yij for all i,j.) Show that Jf is a sublattice of At and that 
it is a filter of At (see Problem 12 in Subsection B). Verify also that Jf is the 
interval [E, I] of At. 

*5. Let Jf be as in Problem 4, define matrix multiplication and show that Jf is 
closed with respect to multiplication, i.e. X, Y E Jf ~ XY E Jf. Prove: If X E Jf, 
then X:5 X2 :5 ... :5 X n - 1 = Xn. 

*6. A Newman algebra N is a generalization of a Boolean algebra, obtained by 
dropping the commutative and associative axioms. Let N be a set closed under 
+ and . such that: 

a (b + c) = ab + ac, (a+b)c=ac+bc for all a,b,cE N, 

there exists a I such that a I = a for all a E N, there exists a 0 such that 
a + 0 = a = 0 + a for all a E N. To each a there corresponds at least one 
"complement" a ' such that 

aa ' = 0, a + a' = I. 

Prove: (i) aa = a; (ii) (a')' = a; (iii) la = a; (iv) complements are unique; (v) 
addition is commutative; (vi) addition is associative. 

7. (i) Show by example that relative complements are not always unique. 
(ii) Prove that a complemented modular lattice is relatively complemented. 

B. Boolean Polynomials, Ideals 

We introduce Boolean polynomials and polynomial functions in a form 
which is well suited for applications described in Chapter 2. 

2.26 Definition. The notion of a Boolean polynomial is defined recursively. 
Let Xn = {Xl> ... , xn} be a set of n symbols (called indeterminates or 
variables), which does not contain the symbols 0 and 1. The Boolean 
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polynomials over Xn are the objects which can be obtained by finitely many 
successive applications of: 

(i) xt, X2, ••• , x"' and 0, 1 are Boolean polynomials; 
(ii) if p and q are Boolean polynomials, then so are 

(p) n (q), (p) U (q), (p)'. 

We denote this set of all Boolean polynomials by Pn• 

2.27 Remark. Two polynomials are equal if their sequences of symbols are 
identical. It is necessary to use brackets in 2.26(ii) in order to obtain the 
sequence of symbols ((Xl) n (X2))'. Instead of (x;)', (0)' and (1)' we shall 
write x;, 0' and I', for short. 

2.28 Example. Some examples of Boolean polynomials over {xt, X2} are 
0,1, Xt, X2, Xl n X2, Xl U X 2, X;, X; n X 2,.... 0 

Since every Boolean polynomial over Xt, ... ,Xn can be regarded as a 
Boolean polynomial over Xt, .•. ,X", Xn+t, we have 

Note that Pn is not a Boolean algebra. Of course, we want Xl n X2 and 
X2 n Xl to be related. Therefore we introduce the concept of polynomial 
functions as follows. 

2.29 Definition. Let B be a Boolean algebra, B n be the direct product of n 
copies of B, and p be a Boolean polynomial in Pn- Then 

is. called the Boolean polynomial function induced by p on B. Here 
h(at, ... , an) is the element in B which is obtained from p by replacing 
each Xi by aj E B, 1 :::; i :::; n. 

The following example shows that two different Boolean polynomials 
can have the same Boolean polynomial function. Again, IB denotes the 
Boolean algebra {O, I} with the usual operations U, n, '. 

2.30 Example. Let n = 2, p = Xl n X2, q = X2 n Xl' Then 

h: 1B2 -? IB, (0,0) I---? 0, (0,1) I---? 0, (1,0) I---? 0, (1,1) I---? 1, 

qB: 1B2 -? IB, (0,0) I---? 0, (0,1) I---? 0, (1, 0) I---? 0, (1,1) I---? 1. 

Therefore PIB = (jIB' o 

Let B be a Boolean algebra. Using the notation introduced in 2.29, we 
define 
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2.32 Theorem. Let B be a Boolean algebra; then the set Pn(B) is a Boolean 
algebra and a subalgebra of the Boolean algebra Fn (B) of all functions from 
B n into B. 

PROOF. We have to verify that Pn(B) is closed with respect to join, meet 
and complement of functions (as defined in 2.25) and that Pn(B) contains 
fo and fl' For n, 

(PB n iiB)(ah"" an) = h(ah"" an) n iiB(ah"" an) 

Va; E B, 

implies that V h, iiB E Pn(B), PB n iiB = P n qB E Pn(B). For U and I we 
proceed similarly. Also 0 = fo, I = fl' 0 

We partition the set of Boolean polynomials by using equality of Boolean 
polynomial functions. 

2.33 Definition. Two Boolean polynomials p, q E Pn are called equivalent 
(in symbols P - q), if their Boolean polynomial functions on IB are equal, 
i.e. 

We shall show that - is an equivalence relation on Pn which partitions 
Boolean polynomials into classes of equivalent polynomials with equal 
polynomial function. We formulate this precisely. 

2.34 Theorem. (a) The relation - in 2.33 is an equivalence on Pn. 
(b) Pn / - is a Boolean algebra with respect to the usual operations on 

equivalence classes and 

as Boolean algebras. 

PROOF. (a) We have p - p for all p E Pn, since PB = Po. For all p, q, r in 
Pn we have 

p - q and q - r ~ p - r, 

since p - q ~ PB = iiB and q - r ~ iiB = '0 imply PB = 'B. Also P - q ~ 
q - p, for all p, q E Pm since Po = iiB ~ iiB = PB· 

(b) We define the mapping h: Pn(lB) ~ Pn/-, which maps Po to the 
equivalence class of p, denoted by Cpo h is well defined, since Po = iiB ~ P -
q ~ Cp = Cq- It is easily verified that h is a Boolean isomorphism. We leave 
the details as an exercise. 0 
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Moreover, it can be shown with the help of 2.24 that for equivalent 
polynomials the corresponding polynomial functions coincide on any 
Boolean algebra, not only on lB. That is: 

2.35 Theorem. Let p, q E Pn; p - q and let B be an arbitrary Boolean algebra. 

Then PB = liB' 

PROOF. From Remark 2.24 we assume B ~ ~(M); from 2.25 we know that 
the set of all functions from a set Minto IB is a Boolean algebra. We define 

h: ~(M) ~ IBM, C ~ Xc 

and claim that h is a Boolean isomorphism. Here IBM denotes the algebra 
of all mappings from Minto IB, Xc is the characteristic function. We leave 
it as an exercise to verify the properties of a Boolean isomorphism for h. 
Thus B ~ IBM and it suffices to prove the theorem for IBM. We know (from 
the definition) that 

p - q ~ Ps = lis ~ Ps(ih ... , in) = liS(ih ... ,in) for all i h ••• , in E lB. 

Let fh ... ,fn E IBM and let mE M. Then 

(PsM(fh'" ,fn»(m) = psCft(m), ... ,f,.(m» 

= lis(fl(m), ... ,fn(m» 

= (liSM(fh'" ,f,.»(m). 

o 

One frequently wants to replace a given polynomial p by an equivalent 
polynomial which is of simpler or more systematic form. This is achieved 
by considering so-called normal forms. The collection of normal forms 
provides a representative system for the equivalence classes of Pn• 

2.36 Definition. N ~ Pn is called a system of normal forms if 

(i) Every p E Pn is equivalent to some q EN; 
(ii) V qh q2 E N: ql ¥- q2 ~ ql -f- q2' 

In the following theorem we describe two systems of normal forms. They 
represent Boolean polynomials by equivalent "join of meet" polynomials 
(or "meet of join" polynomials). We use the notation: 

x) := Xi, x;-I:= X;, 01:= 0, 0-1:= 1, 11:= 1, 1-1:= O. 

2.37 Theorem. The following two sets are systems of normal forms in Pn: 

(i) N d := {. . U n di, ... in n x:' n X~2 n ... n x~ where di, ... in E {O, l}}. 
(''''''''n)E{I,-I} 
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PROOF. If 

p = U d il ... i" n X;I n ... n X~ ENd, 
(iJ, ... ,i")E (1 ,-I)" 

then 

Now 

i k i k {I d . nl11n ... nl""= 
I] •.• ln 0 

Therefore 1'11(1 \ ... , I k") = dkl ... k". 

if i l = k[, ... , in = kn and d il ... i" = I; 
otherwise. 

35 

Thus the function I'll is completely determined by the values of the dil ... i;S 

in pENd' We may regard the values of the dil ... i;S in p as a function from 
{-I, 1}n into {a, I}. Thus there is a bijection between {Pilip ENd} and the 
set of functions from {-I, I}" into {a, 1}. That is 

I{pllip E Nd}1 = I{o, l}{-I,I}"1 = 22". 

2 2" = I{pllip E Nd}1 s; lpn/-I = IPn(IB)1 s; IFn(IB)1 = 22". 

Hence there are precisely 22 " equivalence classes in Pn- This proves the 
assertion for (i), (ii) is shown similarly (or by "duality"). 

Alternatively, we give a more detailed proof that Nd is a system of normal 
forms. First we show that each equivalence class contains at most one 
element of Nd, i.e. for all p, q E Nd with P ¥- q ~ P i- q, i.e. I'll ¥- ijll' Let p 
be as in 2.37(i), q be of the form 

q = U eiJ, ... ,i" n x;, ... n x~ 
(iJ, ... ,i")E{l, -I)" 

and let dj" ... ,j" ¥- ejJ, ... ,jn for suitable j[,'" ,jn' We define (v[, ... , vn) = 
(1\ ... , Ij") E IBn. Then 

1'11(1\ ... , Ij") = (U diJ, ... ,i" n (X;I n ... n X~ ))(1\ ... , Ij") 

= U d . n ((Ijl)il n ... n (Ijn)i"). 
'b···.ln 

Denote this last expression by y. If A ¥- ik, k = I, ... , n, then (Ih ) ik = ° and 
then the whole expression y will be 0. ThereforeA = ik and then y = djJ, ... ,j" n 
I ¥- ejJ, ... ,j" = ijll(1\ ... , Ij"), with the same argument as for 1'11. Therefore 
I'll ¥- ijll' 

Next we show that each equivalence class contains at least one element 
of Nd, i.e. for every Boolean polynomial p there is an n E Nd such that 
p - n. We show that Nd = {nlll n ENd} equals Pn(lB) = {Pilip E Pn}. Here 
Pn(lB) is regarded as the set of all mappings f from IBn into IB, where f 



36 Chapter 1. Lattices 

consists of expressions obtained by applying n, U and I onto 6, I and 
XI, ... , xn finitely many times. Xi : IBn ~ IB is the ith projection (VI, ... , vn ) ~ 

Vi' To show that there is a "0 E Nd for 6 such that 6 = "0, consider 0 - P, 
where p is as in 2.37. Replace all coefficients di" .... i" by 0, then 6 = "0' To 
show that for I there is a "I E Nd such that I = "], put all coefficients di" ... ,i" 

equal to 1. Then use mathematical induction to verify 

I - U x;, n ... n x~; 
(i" ... ,i" lE{ I, -I)" 

so I = "I' 
Next we have to show that for every Xk there is a "k E Nd such that 

Xk = "k' It is easily seen that 

U I n (x:' n ... n x" n ... n x~) U 
(ih ...• ik_l.ik+h ... ,i'" )e{ 1, _}} n 

on (x:' n ... n Xk l n ... n x~) 
is equivalent to Xk' 

Finally we have to verify that if for every function p and ij there are 
functions" and m in Nd, then for p n ij, p U ij and pi there are equivalent 
functions in Nd• We demonstrate this in the case p n ij. Let p and q be as 
above. Then 

p n q - (. . U " diJ,--.,i" n (x:' n ... n x~)) 
('" ... ,',,)E{I,-l) 

- U /r" ... ,r" n (x~, n ... n x~,,), 
(r" ... ,r" lE{I, -I}" 

where di" ... ,i" n ej" ... ,j" =: /r" ... ,r" E {O, I}. 
The remaining cases are treated similarly. o 

2.38 Definition. Let p E Pn• 

(i) The uniquely determined polynomial Pd E Nd with P - Pd is called the 
disjunctive normal form of p. 

(ii) The uniquely determined polynomial Pc E Nc with P - Pc is called the 
conjunctive normal form of p. 

In the disjunctive normal form we only write down the terms x:' n ... n 
x~ for which di, ... i" = I (and omit this coefficient). A similar convention 
applies to the conjunctive normal form, where we list only those terms 
x:' U ... U x~ with coefficients ci" ... ,i" = I. Thus for (I n XI n X2) U (0 n XI n 
xD U (I n x; n X2) U (0 n x; n xD we write (Xl n X2) U (x; n X2) and this 
is in disjunctive normal form, while (XI n x2) U x; U (X2 n x; n X2)' is not. 
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We note that in the systems Nd and Nc of normal forms defined above 
the order of the meets and joins, respectively, is not prescribed. Thus Nd 
and Nc are not uniquely determined as "normal forms" should be. This 
can be overcome by a formal device (see DORNHOFF and HOHN, p. 136). 
However, we omit this approach since it is not essential for the purpose of 
this chapter. 

2.39 Example. We demonstrate the second part of the detailed proof of 
Theorem 2.37 for the special case: 

n = 2, and P = (XI n X2) U (XI n x~) 
q = (XI n x~) U (x; n x~), 

(a) p n q = [(XI n X2) U (XI n xm n [(XI n xD U (x; n xm 

- {(XI n X2) n [(XI n x~) U (x; n x~)]} 
U {(XI n x~) n [(XI n xD U (x; n x~)]} 

- [(XI n X2) n (XI n xm U [(XI n X2) n (x; n xm 

U [(XI n x~) n (XI n xm U [(XI n x~) n (x; n xm 

- [(XI n XI) n (X2 n xm U [(XI n x;) n (X2 n x;)] 

U [(XI n XI) n (x~ n x;)] U [(XI n x;) n (x~ n x;)] 

- (XI nO) U (0 no) U (XI n xD U (0 n xD 

- 0 U 0 U (XI n xD U 0 

(b) p U q = (XI n x2) U (XI n x~) U (XI n x~) U (x; n xD E Nd 

- (XI n X2) U (XI n x~) U (x; n x~) ENd. 

(c) p' = [(XI n X2) U (XI n x~)J' - (XI n X2)' n (XI n X~)' 
- (x; U X~) n (x; U X2) 

- [x; n (x; U X2)] U [X~ n (x; U X2)] 

- (x; n x;) U (x; n X2) U (x~ n x;) U (x~ n X2) 

- x; U (x; n X2) U (x~ n xD U 0 

- x; U (x; n x2 ) U (x~ n xD 
- x; U (x; n X2) U (x; n x~) 
- (x; n x2) U (x; n xD U (x; n X2) U (x; n xD 

- (x; n X2) U (x; n x~) ENd. o 
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2.40 Remark. The disjunctive normal form can be obtained by applying the 
following rules. Let p be a Boolean polynomial. 

Step 1. Apply de Morgan's laws to bring complementation I immediately 
to the Xi and the constants. 

Step 2. Apply the distributive laws to express p as a join of meet 
expressions. Generally, the meet expressions will lack some x/s; for each 
i we have in each meet either Xi or X; or none of both. 

Step 3. If Xi is missing, insert Xi U X;. 

Step 4. Now apply the distributive law until a join of meet expression 
is obtained. This will be the disjunctive normal form, after application of 
the idempotent law and suitable reordering. 

2.41 Example. Let 

p = [(a n XI) U (b n X2)']' U (XI U b), with a, b E lB. 

Step 1. 

[(a n XI) U (b n X2)']' U (XI U b)' - [(a n XI)' n «b n X2)')'] U (x; n b') 

- [(a ' U xD n (b n X2)] U (x; n b'). 

Step 2. 

[(a ' U xD n (b n X2)] U (x; n b') 

- [(a ' n b n X2) U (x; n b n X2)] U (x; n b') 

- (a ' n b n X2) U (b n x; n X2) U (x; n b'). 

Step 3. 

2 3 

In Step 1: since XI is missing we insert XI U x;. In Step 2: x; and X2 occur, 
so nothing is inserted. In Step 3: since X2 is missing we insert X2 U x~. 
Therefore: 

y - [a ' n b n (XI U xD n X2] U (b n x; n X2) U [(b' n x; n (X2 U x~)]. 

Step 4. 

[a ' n b n (XI U xD n X2] U (b n x; n X2) U [b' n x; n (X2 U xi)] 

- [a'n b n x2 n (XI U xD]U (b n x; n X2) 

U [bin x; n (X2U xi)] 

- [(a ' n b n X2 n XI) U (a ' n b n X2 n xD] U (b n x; n X2) 

U [(b' n x; n X2) U (b ' n x; n xi)] 
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- (a' n b n Xz n XI) U (a' n b n Xz n x;) U (b n xi n xz) 

U (b' n xi n xz) U (b' n xi n x~) 
- (a' n b n XI n xz) U (a' n b n xi n xz) U (b n xi n xz) 

U (b' n xi n xz) U (b' n xi n x~). 
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We put together the three expressions in the middle, where xi n Xz occurs. 
Then: 

(a' n b n xi n xz) U (b n xi n xz) U (b' n xi n xz) 

- [((a'n b) U b) n (xi n xz)]U (b'n xi n xz) 

- [b n (xi n xz)] U (b' n xi n xz) 

- (b U b') n (xi n xz) 

- 1 n (xi n xz) 

- 1 n xi n Xz. 

Thus we have (*) in the normal form 

Actually, the proof of 2.30 told us much more: 

2.42 Corollaries. (i) iPn/-i = 2zn and Pn(lB) = Fn(IB). 
(ii) If iBi = m > 2 then iPn(B)i = iPn/-i = 2zn < mzm = iFn(B)i; so 

Pn(B) c Fn(B). 
(iii) If 

p = U di1 ... in n X:l n ... n x~ ENd, 
(iJ, ...• in lE{I.-l}n 

then di1 ... in = Ps(1 \ ... ,lin). 

(iv) If 

p = n Ci1 ... in U X:l U ... U x~ E N", 
(iJ, ... ,in lE{I, -I) n 

o 

The result (i) means that every function from IBn into IB is a Boolean 
polynomial function. One therefore says that IB is "polynomially complete". 
Corollary 2.42(ii) tells us that IB is the only polyriomially complete Boolean 
algebra; and (iii) and (iv) in 2.42 tell us how to find the disjunctive and 
conjunctive normal form of a given polynomial. Also, these results are very 
frequently used to find a polynomial (in normal form) which induces a 
given function from IBn into IB (see 2.2.9-2.2.14). 
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2.43 Example. Let 

P = ((XI U x2) n xD U ((x~)' n (XI U xm E P2· 

From Po(O, 0) = 0, Po(O, 1) = I, Po (1 , 0) = 0, Po(1, I) = I we get P
(x; n X2) U (XI n x2) = Pd, the latter in disjunctive normal form. 0 

Of course, Pd can sometimes be shortened by applying the rules of 
Boolean algebras. In the Example 2.43 above we can write 

Pd - (x; U XI) n X2 - In X2 - X2· 

Reductions to "shortest forms" will be discussed in §3. 
Finally, we note that the disjunctive (conjunctive) normal form of a 

Boolean polynomial P is "simpler" (i.e. shorter) than the conjunctive 
(disjunctive) normal form of P if there are more zeros (ones) in the function 
value table of Po. This follows from 2.42(iii), (iv). 

Often the values of polynomial functions are tabulated. We use this in 
an example. 

2.44 Example. Given the Boolean polynomial function Po in terms of its 
values 

1 
o 
o 
o 
o 

V2 

o 
o 
1 
1 
o 
o 

1 
o 

o 

o 
1 

o 

Then the disjunctive normal form of P is 

o 
o 
1 
1 
o 

(XI n X2 n x3) U (XI n X2 n xD U (x; n X2 n x3) 

U (x; n X2 n x;) U (x; n x~ n xD, 

since Po (1 \ 1\ II) = I, Po(1l, II, I-I) = I, Po(1-\ II, II) = I, etc. The con
junctive normal form of P is 

o 

For applications in Chapter 2, §3 we shall need a few further concepts 
in the theory of Boolean algebras. Some of the following terms may also 
be defined and studied in more general lattices. In the case of Boolean 
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algebras, however, we obtain some simplifications; therefore we restrict our 
considerations to this case. 

2.45 Definition. Let B be a Boolean algebra. I S; B is called an ideal in B, 
in symbols I Q B, if I is non empty and if 

V i, j E I, V b E B: (i n b E 1) A (i U j E 1). 

If we set b = i' we see that 0 must be in 1. Next we consider some useful 
characterizations of ideals. As one would expect the kernel of a Book-m 
homomorphism h: BI ~ B2 is defined as ker h := {b E BII h(b) = o}. 

2.46 Theorem. Let B be a Boolean algebra and let I be a non empty subset of 
B. Then the following conditions are equivalent. 

(i) I Q B. 

(ii) I Q (B, +, .). This is the Boolean ring (see 2.10) corresponding to B. 
(iii) I is the kernel of a Boolean homomorphism from B into another Boolean 

algebra. 
(iv) V i,j E I, Vb E B: (i Uj E 1) A (b ::; i ~ bE 1). 

PROOF. (i) ~ (ii) is trivial. 
(ii) ~ (iii) follows from the homomorphism theorem of ring theory (see 

3.1.11) and (2.10). 
(iii) ~ (iv). Let h: B ~ C be a Boolean homomorphism and 1= ker h. 

Moreover, let i,j E I, b E B, b ::; i. Then h(i Uj) = h(i) U h(j) = 0 U 0 = 0 
and h(b)::; hU) = 0, therefore h(b) = o. Thus i Uj E I and bE 1. 

(iv) ~ (i) is trivial. 0 

2.47 Examples. Let B be a Boolean algebra: 

(i) {O} and B are ideals of B, all other ideals are called proper ideals of B. 
(ii) For B = (j>(M) the set {A s; M I A finite} forms an ideal of B. 

(iii) For any A E (j>(M), {N INs; A} is an ideal in B = (j>(M). 0 

The examples in 2.47(iii) are generated by a single element A. In general 
if b is an element in a Boolean algebra B, the set (b) of all "multiples" 
x n b of b, for any x E B, is called a principal ideal. An ideal M in B is 
maximal when the only ideals of B containing Mare M and B itself. See 
also Chapter 3, § 1. 

If I Q B = (B, n, U, 0, I, ') then we have I Q (B, +, .), because of2.46(ii). 
Therefore we can form the factor ring B/1. This is again a Boolean ring, 
which by 2.10 induces a Boolean algebra, denoted again by B/1. 

2.48 Theorem. Let B be a Boolean algebra and b E B. Then the principal ideal 
generated by b is 

(b) = {a E Bla::; b}. 
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The proof follows from 2.46(iv). The example given in 2.47(ii) is not a 
principal ideal, not even a "finitely generated" ideal, if M is an infinite set. 
The ideals in 2.47(iii) are principal ideals. 

So far everything has been very similar to the concepts in ring theory. 
In the case of Boolean algebras, however, we have the possibility of dualiz
ing. The dual of an ideal is a filter in the following sense. 

2.49 Definition. Let B be a Boolean algebra and FeB. F is called a filter 
(or dual ideal) if 

't/ J. g E F, 't/ b E B: (f n g E F) II (f U b E F). 

In ~(N), F = {A s;;; NI A' finite} is the filter of co finite subsets of N; this 
filter is widely used in convergence studies in analysis. The connection with 
2.47(ii) is motivation for the following theorem, the proof of which is left 
to the reader. 

2.50 Theorem. Let B be a Boolean algebra and I, F s;;; B. 

(i) If I ::Q B then {i'l i E I} is a filter in B. 
(ii) If F is a filter in B, then {f' If E F} is an ideal in B. 

This theorem enables us to dualize 2.46. 

2.51 Theorem. Let B be a Boolean algebra and F s;;; B. Then the following 
conditions are equivalent: 

(i) F is a filter in B. 
(ii) There is a Boolean homomorphism hfrom B into another Boolean algebra 

such that F = {b E B I h ( b) = I}. 
(iii) 't/J.gEF,'t/bEB:(fngEF)II(b?!f~bEF). 0 

Maximal ideals (filters) can be characterized in a very simple way. 

2.52 Theorem. Let B be a Boolean algebra. An ideal (filter) Min B is maximal 
if and only if for any b E B either b E M or b' E M, but not both, hold. 

PROOF. It is sufficient to prove the theorem for ideals. We use the usual 
notation I instead of M. Suppose for every b E B we have bEl or b' E I 
but not both. If J were an ideal in B which properly contained I, then 
j E 1',,1 ~ j, j' E J, which would imply IE J and then J = B. Conversely, 
let I be a maximal ideal in Band bo E B, such that neither bo nor bb are 
in 1. Then J := {b U i I j E I, b E B, b ::s bo} is an ideal, generated by I u {bo}, 
which contains I properly. Since I is maximal, we have J = B. Then there 
exists an i E I, b ::s bo with b U i = bb. This implies bb n (b U i) = bb n bb, 
which means bb n j = bb; therefore bb::s i and by 2.46(iv) bb E I, a contradic
tion. 0 
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We can show (using Zorn's Lemma) that any proper ideal (filter) is 
contained in a maximal ideal (filter). Maximal filters are called ultra filters. 
Ultrafilters in [!P(M} include all filters of the form Fm := {A ~ Mlm E A}, 
for a fixed m E M. Other ultrafilters must exist according to this remark. If 
M is finite all ultrafilters are of this form. If M is infinite, Fe:= 
{A ~ M I M'-.A is finite} is a proper filter of [!P(M}. From the remark above 
there is an ultrafilter containing Fe and this ultrafilter is clearly not an Fm 
for any mE M. 

PROBLEMS 

1. Find disjunctive and conjunctive normal forms of 

f = (x; n x~) u (x~ n «Xl n X~) U (X; n X2)))' 

2. Simplify f = (Xl + x~ + x~)(x; + X2)(X~ + X3)' 

3. Determine the disjunctive normal form of P(Xh X2) = «a U Xl) n (b U X2)') U 
X2 with a and b in the Boolean algebra III. 

4. Find the disjunctive normal form of 

f(Xh X2, X3, X4) = (x; n X2) U (Xl n X~ n X3) U (X~ n X~ n X4) U (X; n X3 n X4)' 

5. Fill in the remaining details in the proof of Theorem 2.35. 

*6. Prove part (ii) of Theorem 2.37 without dualizing part (i). 

7. Demonstrate in detail how an interval [a, b] in a Boolean algebra B can be 
made into a Boolean algebra. 

8. Prove: A nonempty subset I of a Boolean algebra is an ideal if and only if 

aEI,bEI~aUbEI. 

9. Ideals and principal ideals of lattices are defined just as those for Boolean 
algebras B by replacing B by a lattice L. If (a) and (b) are principal ideals 
in the lattice of ideals ofa lattice L, prove that (a) n (b) = (a n b), (a) U (b) = 
(a U b). (Here the operation n on two ideals is just their common part and 
U of two ideals is the set of elements c of L such that c:5 xU y, for X E (a), 
YE(b).) 

10. Prove that the ideals of a lattice, ordered by set-theoretic inclusion, form a 
lattice. 

*11. Prove that in a finite lattice every ideal is a principal ideal. 

12. A nonempty subset J of a lattice L is called a filter of L if 

(i) a E J, b E J ~ an b E J; 
(ii) a E J, X E L~ a U X E L. 

Prove that in a filter J of L the following conditions hold: If a E J, a :5 j then 
j E J. Also, if a n b E 1, then a E J and b E J. 
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13. Find all ideals and filters of the lattice 

b 

o 
Figure 1.18 
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c 

*14. Show that the correspondence between the ideals of a Boolean algebra and 
the ideals of the corresponding ring is one-to-one. 

*15. Prove that any ideal of a Boolean algebra equals the intersection of all prime 
ideals containing it. (I <J B is prime if a, b E B, a n bEl =} a E I v b E 1.) 

*16. Prove: A distributive lattice is a Boolean algebra if and only if each of its 
prime ideals is maximal. 

EXERCISES (Solutions in Chapter 8, p. 416) 

1. Show that ({1,2,3,6,9, 18},gcd,lcm) does not form a Boolean algebra for 
the set of positive divisors of 18. 

2. Show that (B, gcd, lcm) is a Boolean algebra if B is the set of all positive 
divisors of 110. 

*3. Prove that the lattice of all positive divisors of n E 1\1, is a Boolean algebra 
with respect to lcm and gcd if and only if the prime factor decomposition of 
n does not contain any squares. 

4. Prove Theorem 2.6. 

5. Show that for any Boolean algebra B there are 22" different Boolean functions 
for n variables. 

6. Simplify the following terms in a Boolean algebra 

(a) (xny)U(xny')U(x'Uy); 
(b) (xny')U(xn(ynz)']Uz. 

7. Find the disjunctive normal form of 

(a) (Xl n (X2 U x3)') U ((Xl n X2) U X;) n Xl); 
(b) (X2 U (Xl n X3» n ((Xl U X3) n x2)'. 

8. Find the conjunctive normal form of 
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9. Let B be a Boolean algebra. Prove: F is a filter in B if and only if F ' := 
{x'ix E F} is an ideal of B. 

* 10. Let S be a subset of a Boolean algebra B. Prove 

(i) The intersection J of all ideals I containing S is an ideal containing S. 
(ii) J in (i) consists of all elements of the form 

n ~ I, 

where s], ... , Sn E Sand b], ... , bn are arbitrary elements of B. 
(iii) J in (i) consists of the set A of all a such that 

where s], ... ,Sn are arbitrary elements of S. 
(iv) J in (i) is a proper ideal of B if and only if 

SI U ... U Sn '" I 

for all s], ... , Sn in S. 

n ~ I, 

*11. By the use of Zorn's Lemma prove that each proper filter in a Boolean algebra 
B is contained in an ultrafilter. (This is called the Ultra Filter Theorem.) 

12. Let h : B ~ B' be a homomorphism of Boolean algebras. Show that H = h -1 (I) 
is a filter. This is called the hull of h. 

13. Show that for any distinct elements x and y in a Boolean algebra B an ultrafilter 
exists contairting one but not the other element. 

§3. Minimal Forms of Boolean Polynomials 

We have seen in the previous section that it is possible to simplify a given 
Boolean polynomial by using the axioms of Boolean algebra. For this 
process of simplification it is often difficult to decide which axioms should 
be used and in which order they should be used. There are several systematic 
methods to simplify Boolean polynomials. Many of these methods have the 
disadvantage that the practical implementation is impossible when the 
number of indeterminates of the polynomial is too large. This problem area 
in the theory of Boolean algebras is called the optimization or minimization 
problem for Boolean polynomials; it is of importance in applications such 
as the simplification of switching circuits (see Chapter 2, §2). 

Instead of x n y and xU y we shall write xy and x + y, respectively. We 
shall discuss the simplification of Boolean polynomials, especially the 
reduction of polynomials to a "minimal form" with respect to a suitably 
chosen minimal condition. Our considerations will be restricted to a special 
minimal condition for sum-of-product expressions or disjunctive normal 
forms. We define a literal to be any variable Xj either complemented or not 
complemented, and 0 and 1. Let df denote the total number of literals in 
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a sum-of-product expression of f. Let ef be the number of disjuncts (or 
product terms) in f. We say such an f is simpler than a sum-of-product 
expression g if df :s: dg, ef:s: ego and one of these inequalities is strict. f is 
called minimal if there is no simpler sum-of-product expression which is 
equivalent to f. In other words we are looking for the "shortest" expression 
with the smallest possible number of literals, which is equivalent to f. Such 
a minimal form does not always exist uniquely (for examples see p. 52). 
We shall describe one method amongst several methods for the simplification 
process. It is based on work by Quine and has been improved by McCluskey, 
so it is called the Quine-McCluskey method. A Boolean polynomial in this 
section is also called an "expression". 

3.1 Definition. An expression p implies an expression q if for all 

p is called an implicant of q (cf. 2.2.9 and 2.2.10). 

3.2 Definition. A product expression (briefly a product) a is an expression 
in which + does not occur. A prime implicant for an expression p is a 
product expression a which implies p, but which does not imply p jf one 
element in a is deleted. A product whose factors form a subset of the factors 
of another product is called subproduct of the latter, i.e. q is a subproduct 
of p E Pn if 3 PI. P2 E Pn u {A} such that p = PI qP2. (A denotes the empty 
word.) 

3.3 Example. X IX3 is a subproduct of X IX2X3 and also of XIX;X3 and implies 
the expression 

because (Xlx3)(1, i2, 1) = 1. But then p(1, i2, 1) = I as well. Neither XI nor 
X3 imply p; therefore XIX3 is a prime implicant. XI cannot be an implicant 
of p, since for all (1, i2, i3) E {a, 1}3 we have XI (1, i2, i3) = I but p(1, i2, i3) = 0. 

o 

3.4 Theorem. A polynomial p E Pn is equivalent to the sum of all prime 
implicants of p. 

PROOF. Let Ip be the set of all prime implicants of p and q := LPaE1p Pex. If 
q(b I. ... , bn ) = I for (b l , .•. , bn ) E IBn, then there is a Pex E Ip with 
p,,(bI. .. . , bn ) = 1. Since Pex implies p, p(b I. ... , bJ = I is a consequence. 

Conversely, let P(bio . .. , bn ) = I and s:= xr' ... X~" with x7' = Xi for 
bi = I and x7' = x; for bi = 0. s is an implicant of p. In s we remove 
all those x7' for which P(bio . .. , bi-I. b;, bi+ I. ... , bn ) = 1. The remaining 
product r still implies p, but does not imply p anymore if another factor is 
removed. Therefore r is a prime implicant for p with f( b], ... , bJ = 1. 
Hence q(b I. ... , bn ) = 1. 0 



§3. Minimal Forms of Boolean Polynomials 47 

A sum of prime implicants of p is called irredundant if it has the smallest 
possible number of product expressions amongst all those sums of prime 
implicants, which are equivalent to p. A minimal sum-of-product expression 
must be irredundant. In order to determine a minimal expression we there
fore determine the set of irredundant expressions and amongst them we 
look for the one with least number of literals. Here is a method due to 
Quine for determining the prime implicants. 

Prime implicants are obtained by starting with the disjunctive normal 
form d for the Boolean polynomial p and applying the rule 

yz + yz'- y, 

wherever possible in d. More generally, we use 

(ex{3) + (ex{3') - ex, 

where ex and (3 are product expressions. The set of all expressions which 
cannot be simplified any more by this procedure is the set of prime 
implicants. The sum of these prime implicants gives the minimal form for p. 

3.5 Example. Let p be the Boolean polynomial whose disjunctive normal 
form d is given by: 

d = wxyz' + wxy'z' + wx'yz + wx'yz' + w'x'yz + w'x'yz' + w'x'y'z. 

We use the idempotent law and (*) for the G) = 21 pairs of products in d 
(as far as this is possible) and by doing this we "shorten" these products. 
For instance, the first and second product expression of d yields wxz' by 
using (*). If a product expression is used once or more for the simplification, 
it is ticked. Since + stands for U, an expression can be used any number 
of times and one tick suffices. In this way all the expressions are ticked 
which contain other product expressions and therefore cannot be prime 
implicants. Altogether this process leads us 

from wxyz' and wxy'z' to wxz', 

from wx'yz and wx'yz' to wx'y, 

from wxyz' and wx'yz' to wyz', 

from w'x'yz and w'x'yz' to w'x'y, 

from w'x'yz and w'x'y'z to w'x'z, 

from wx'yz and w'x'yz to x'yz, 

from wx'yz' and w'x'yz' to x'yz'. 

In here, all seven summands are used and therefore ticked. 
In general, this procedure is repeated over and over again using only 

the ticked expressions (which become shorter and shorter). The other ones 
are prime implicants and remain unchanged. 
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In our example, the second round of simplifications yields: 

from wx'y and w'x'y to x'y, 

from x'yz and x'yz' to x'y. 

These four expressions wx'y, w'x'y, x'yz and x'yz' are ticked. The remaining 
ones, namely wxz', wyz' and w'x'z cannot be simplified. Hence p can be 
written as a sum of prime implicants: 

p - wxz' + wyz' + w'x'z + x'y. o 

McCluskey improved this method, which leads us to the general Quine
McCluskey algorithm. We use the polynomial of Example 3.5 to describe 
the procedure. 

Step 1. Represent all product expressions in terms of 0-1 sequences, such 
that x: and Xi are denoted by 0 and 1, respectively. Missing variables are 
indicated by a dash, e.g. w'x'y'z is 0001, w'x'z is 00-1. 

Step 2. The product expressions, regarded as binary n-tuples, are parti
tioned into equivalence classes according to their number of ones. We order 
the classes according to increasing numbers of ones. In our example 

w'x'y'z 0 0 0 1 
w'x'yz' 0 0 1 0 

w'x'yz 0 0 1 1 
wx'yz' I 0 I 0 
wxy'z' 0 0 

wx'yz 0 
wxyz' 1 O. 

Step 3. Each expression with r ones is added to each expression containing 
r + 1 ones. If we use (*), we can simplify expressions in neighboring 
equivalence classes. We have to compare expressions in neighboring classes 
with dashes in the same position. If two of these expressions differ in exactly 
one position, then they are of the form p = il i2 ... i, ... in and q = 
i1i2 ... i~ ... in, where all ik are in {O, l,-}, and i, is in {O, I}. 

Then (*) reduces p, q to i1i2 ... i,_I-i,+1 ... in> and p and q are ticked. 
This yields in our example 

0 0 -
0 0 1 - J 
- 0 1 0 J 
- 0 1 J 

0 1 - J 
- 1 0 

- O. 
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The expressions with ticks are not prime implicants and will be subject to 
further reduction. They yield the single expression 

- 0 I -

Thus we found all prime implicants, namely 

0 0 - I w'x'z 
I - 0 wyz' 
I I - 0 wxz' 
- 0 I - x'y. 

Since the sum of all prime implicants is not necessarily in minimal form 
we perform the last step in the procedure. 

Step 4. Since the sum of all the prime implicants of P is equivalent to P 
by 3.4, for each product expression in the disjunctive normal form d of P 
there must be a prime implicant which is a subproduct of this product 
expression. This is determined by establishing a table of prime implicants. 
The heading elements for the columns are the product expressions in d at 
the beginning of the rows we have the prime implicants calculated in step 
3. A cross x is marked off at the intersection of the ith row and jth column 
if the prime implicant in the ith row is a subproduct of the product expression 
in the jth column. A product expression is said to cover another product 
expression if it is subproduct of the latter one. In order to find the sum of 
prime implicants, which then is equivalent to d, we choose a subset of the 
set of prime implicants in such a way that each product expression in d is 
covered by at least one prime implicant of the subset. Then a minimal form 
is a sum of prime implicants with the least number of terms and the least 
number of letters. A prime implicant is called a main term if it covers a 
product expression which is not covered by any other prime implicant; the 
sum of the main terms is called the core. First we find the core, then we 
denote by qh . .. , qk those product expressions which are not covered by 
prime implicants in the core; the prime implicants not in the core are 
denoted by Ph ... ,Pm. We form a second table with index elements qj for 
the columns and index elements Pi for the rows. An x is placed in the entry 
(i, j) indicating that Pi covers qj. 

Next we form a product-of-sums. Each factor corresponds to one of the 
lJi and consists of a sum of those Pi'S which cover that lJi. Using the Boolean 
algebra laws we convert this to the simplest possible sum of products. Each 
of these products represents a subset of the p/s which covers all the lJi's. 
We now concentrate on those products with the least number of factors. 
From these shortest products we select those with the least total number of 
literals in their constituent prime implicants. Each of these last when written 
as a sum of its prime implicant factors and added to the core will give a 
minimal sum of products representation of p. 
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3.6 Example. Determine the minimal form of p, which is given in disjunctive 
normal form 

d = v'w'x'y'z' + v'w'x'yz' + v'w'xy'z' + v'w'xyz' + v'wx'y'z + v'wx'yz' 

+ v'wxy'z' + v'wxyz' + v'wxyz + vw'x'y'z' + vw'x'y'z + vw'xy'z 

+ vwx'yz' + vwxy'z' + vwxyz' + vwxyz. 

Steps I and 2. 

row numbers 
o ones 0 0 0 0 0 J (1) 

0 0 0 1 0 J (2) 
lone 0 0 1 0 0 J (3) 

0 0 0 0 J (4) 

0 0 1 I 0 J (5) 

2 ones 
0 1 0 0 1 J (6) 
0 1 0 1 0 J (7) 
1 0 0 0 1 J (8) 

0 1 I 0 1 J (9) 
0 1 I 1 0 J (10) 

3 ones 1 0 I 0 I J (11) 
1 1 0 1 0 J (12) 
I I 1 0 0 J (13) 

4 ones 
0 1 J (14) 

0 J (15) 

5 ones J (16) 

Step 3. Combination of rows (i) and (j) yields the following simplifica-
tions: 

(1) (2) 0 0 0 - 0 J 
(1)(3) 0 0 - 0 0 J 
(1) (4) - 0 0 0 0 J 

(2) (5) 0 0 - 0 J 
(2) (7) 0 - 0 0 J 
(3) (5) 0 0 1 - 0 J 
(4)(8) 1 0 0 0 - I 
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(5) (10) 0 - 1 0 J 
(6) (9) 0 1 - 0 1 H 
(7) (10) 0 1 - 1 0 J 
(7) (12) - 1 0 1 0 J 
(8) (11) 0 - 0 G 

(9) (14) 0 1 - 1 F 
(10) (14) 0 1 1 - J 
(10) (15) - 1 1 0 J 
(12)(15) 1 - 1 0 J 
(13) (15) 1 - 0 E 

(14) (16) - 1 1 J 
(15) (16) 1 1 - J 

Repeating this step by combining the rows as indicated gives 

(1) (2), (3) (5) 
(2) (5), (7) (10) 
(7) (10), (12) (15) 
(10) (15), (14) (16) 

000 
o 0 
- 1 - 0 
- 1 1-

D 
C 
B 
A 
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The marking of the expressions by J or letters A, B, ... is, of course, done 
after the simplification processes. Having found the prime implicants we 
denote them by A, B, ... , J. 

Step 4. We give the table of prime implicants, where the first "row" 
represents the product expressions of d as binary 5-tuples in column form. 

(1)(2)(3)(4)(5)(6)(7)(8)(9)(10)(11)(12)(13)(14)(15)(16) 
000 1 000 1 o 0 0 
0 0 0 o 0 1 1 0 1 1 0 1 1 
0 0 1 0 1 0 0 0 1 1 1 0 1 
0 1 o 0 1 0 1 0 0 1 0 0 
0 o 0 0 0 1 0 1 1 0 0 0 0 

- 1 1 1 - A x x x x 

- 1 - 1 0 B x x x x 

0 1 0 C x x x x 

0 0 0 D x x x x 

1 1 1 - 0 E x x 

0 1 1 - F x x 

1 0 - 0 G x x 

0 1 - 0 H x x 

1 0 00- I x x 

- 0 0 o 0 J x x 
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The core, i.e. the sum of the main terms, is D + H + G + B + E + A (in 
our short notation). (4) is the only product expression which is not covered 
by the core; it is denoted by qi. C, F, I, J are the prime implicants Pi which 
are not in the core. The new table is of the form 

0 
0 I I 

0 0 0 
- 0 0 0 

0 
I 
-
0 

C 
F 
I 
J 

(4) 
I 
o 
o 
o 
o 

x 
x 

This means that the minimal form is 

(i) D+H+G+B+E+A+I 

if we use I; it is 

(ii) D+H+G+B+E+A+J 

if we choose J. In our usual notation the minimal form (i) of p is 

v'w'z' + v'wy'z + vw'y'z + wyz' + vwxz' + wxy + vw'x'y'. 0 

We refer to HOHN for a detailed description of this method, proofs 
included. 

PROBLEMS 

1. Determine all prime implicants of f(x, y, Z, u) = xyz + xyz/ + x/y/u + yzu. 

2. Find the minimal form for X3(X2 + x4) + X2X~ + X~X;X4 using the Quine
McCluskey procedure. 

3. Repeat Problem 2 for f = x;x~ + X,X3X4 + X,X2X~ + X~X3. 

4. Simplify: 

f = XYZUV + xyz/uv + xy/zu/v + x/yz/uv + xy/zu/v + x/yz/u/v/ + x/yzuv. 

5. Simplify the following disjunctive normal form by using the Quine-McCluskey 
procedure: 

f = xy/zu + xy/zu/ + xy'z/u/ + x/yzu + x/yzu 

+ x/yz/u + x/yz/u/ + x/y'zu + x/y'x/u/. 
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6. Five different locks L" i = 1,2,3,4,5, secure a door. The electrical locking 
mechanism opens the door only if at least three of the locks are operated, amongst 
them either Ll or L z and L 3 • Find the disjunctive normal form of the Boolean 
polynomial that represents unlocking the door and simplify it. 

EXERCISES (Solutions in Chapter 8, p. 420) 

I. Find all prime implicants of xy'z + x'yz' + xyz' + xyz and form the corresponding 
prime implicant table. 

2. Find three prime implicants of xy + xy'z + x'y'z. 

3. Use Quine-McCluskey's method to find the minimal form of 

wx'y'z + w'xy'z' + wx'y'z' + w'xyz + w'x'y'z' + wxyz + wx'yz + w'xyz' + w'x'yz'. 

4. Determine the prime implicants of 

f = w'x'y'z' + w'x'yz' + w'xy'z + w'xyz' + w'xyz + wx'y'z' + wx'yz 

+ wxy' z + wxyz + wxyz' 

by using Quine's procedure. Complete the minimizing process of f by using the 
Quine-McCluskey method. 

5. Find the disjunctive normal form of f and simplify it: 

f = x'y + x'y'z + xy'z' + xy'z. 

NOTES 

Standard reference books on lattice theory are BIRKHOFF, RUTHERFORD, 
SzAsz, GRATZER., HALMOS, GRATZER2. The latter book is a recent one and 
also a more advanced book on the subject. Several of the books on applied 
algebra also contain sections on lattices; most have a chapter on Boolean 
algebras, we mention a few of them: BIRKHOFF and BARTREE, DORNHOFF 
and HOHN, GILBERT, GILL, FISHER, STREET and WALLIS, and PRATHER. 
We shall refer again in the notes to Chapter 2 to some of these books which 
include lattices, Boolean algebras and their applications. 

The history of the lattice concept and the development of lattice theory 
from the early beginnings in the nineteenth century up to the concept of 
universal algebra is beautifully traced in MEHRTENS. Here we indicate some 
of the highlights in the history of lattices. 

In 1847, G. Boole wrote an epoch making little book The Mathematical 
Analysis of Logic in which logic is treated as a purely formal system and 
the interpretation in ordinary language comes afterwards. Boole wrote that 
mathematics is characterized by its form, not its contents. His next book 
Investigation of the Law of Thought (1854) contains the concept of Boolean 
algebra. 

George Boole's calculus of logic centred on the formal treatment of 
logic by means of mathematical (especially algebraic) methods and on the 



54 Chapter I. Lattices 

description of logical equations. Following Boole, a school of English 
mathematicians, Schroder, and also Whitehead developed the axiomatiz
ation of operations (conjunction, disjunction, negation); on the other hand 
Peirce and Schroder created the axiomatics of order, with inclusion as the 
fundamental term. In 1904 E. V. Huntington studied the two systems of 
axioms and thus started the treatment of Boolean algebras as mathematical 
structures apart from logic. 

Another approach to lattices was taken by R. Dedekind, who transferred 
the divisibility relation on N to ideals, modules and even fields, and 
reformulated gcd and lcm as set-theoretic operations. Thus the lattice 
structure appeared in several concrete applications. In 1897, Dedekind 
arrived at the abstract concept of a lattice, which he called "Dualgruppe"; 
but this abstract axiomatic foundation of lattice theory remained 
unnoticed. 

Some 30 years later, around 1930, several mathematicians formulated 
the lattice concept anew. The axiomatic method was accepted by then and 
the time was ripe for lattices. The most important root for lattices was 
algebra starting with group theory. Garrett Birkhoff published his very 
important paper on lattice theory in 1933, in which he introduced "lattices". 
In following papers he deepened some aspects and widened the area of 
applications. Other authors or contributors to lattice theory at that time 
were Karl Menger, Fritz Klein, Oystein Ore. Schroder's lattice concepts 
stemmed from his work on the algebra of logic and abstract arithmetic, 
Dedekind's lattice concepts originated in the structure of his algebraic 
number theory. 

Boole uses distributivity of meet with respect to join, which had been 
noted by J. Lambert before him. He worked with sets and denoted the meet 
of x and y by xy, the join by x + y, if x and yare disjoint. Similar to Leibniz 
he interpreted the inclusion relation as xy = x, which easily gave him the 
classical rules of syllogism. Jevons then extended the operation join to 
arbitrary x and y; de Morgan and later Peirce proved the duality relations 
called De Morgan's laws. 

Most of the nineteenth century logicians did not show much interest in 
applying their findings to mathematics. One reason for this was the lack of 
the use of variables and quantifiers, which were introduced by Frege and 
C. S. Peirce. Peano, among others, introduced the symbols u, n, - for 
join, meet and difference of sets. Mter Van der Waerden's book on modem 
algebra, the concept of universal algebra was not far away. Birkhoff 
developed the concepts of an "algebra" from the approach of Van der 
Waerden and took the name "universal algebra" from Whitehead's book. 
In 1934, MacLane also stated some ideas on universal algebra influenced 
by his stay in Gottingen, but did not publish them. Ore published a paper 
in 1935, which was one of the fundamental papers on lattice theory. The 
following years saw many contributions to the subject and work on varied 
applications of lattices, e.g. in group theory, projective geometry, quantum 
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mechanics, functional analysis, measure and integration theory (see 
MEHRTENS, pp. 202-203). 

In the years 1933-1937, M. H. Stone developed important results on 
Boolean algebras, which he interpreted as special rings, namely Boolean 
rings, made amenable to ideal theory. Other fundamental questions tackled 
by Stone were the representation of Boolean algebras and applications of 
Boolean algebras in topology. From then on lattice theory expanded steadily 
into a healthy and vigorous discipline of its own. It is, however, not 
completely accepted that lattices are part of algebra. For instance, several 
of the most influential or most popular algebra texts do not include lattices 
at all, e.g. VAN DER WAERDEN, FRALEIGH, HERSTEIN, LANG, REDEl; on 
the other hand some important texts do include lattices, e.g. BIRKHOFF and 
MACLANE, MAC LANE and BIRKHOFF, JACOBSON, KUROSH. 

There are several other algebraic structures which can be mentioned in 
connection with lattices. For instance, a semilattice is an ordered set in 
which any two elements have an infimum. An example of a semilattice is 
the set of a man and all his male descendants, where the order relation is 
defined as "is ancestor of". Semilattices are used in the developmental 
psychology of Piaget. A semilattice could also be defined as an idempotent 
and commutative semigroup. 

A quasilattice is a set with a reflexive and transitive relation, where to 
any two elements in the set there exist infimum and supremum. It can be 
shown that quasilattices can also be described as a set with two binary 
operations U and n which satisfy the associative and absorption laws, but 
not the commutative law. JORDAN, MATSUSHITA and others studied these 
structures in the context of quantum physics (and called them skew lattices, 
Schragverbande) . 

There are other methods available for finding minimal forms. DORNHOFF 
and HOHN describe a method for finding all prime implicants and for 
finding minimal forms which is based on work by REUSCH. REUSCH and 
DETERING'S paper is a tutorial on this topic. 
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Applications of Lattices 

One of the most important practical applications and also one of the oldest 
applications of modern algebra, especially lattice theory, is the use of 
Boolean algebras in modeling and simplifying switching or relay circuits. 
This application will be described in § 1. It should be noted that the algebra 
of switching circuits is not described because of its primary importance 
today but rather for historical reasons since it represented one of the first 
applications in this field and also because of its elegant mathematical 
formulation. The same theory will also describe other systems, e.g. plumbing 
systems, road systems with blocks, etc. The second section considers proposi
tional logic and the third section indicates applications in probability. 

§ 1. Switching Circuits 

A. Basic Definitions 

The main aspect of the algebra of switching circuits is to describe electrical 
or electronic switching circuits in a mathematical way or to design a diagram 
of a circuit with given properties. Here we combine electrical or electronic 
switches into series or parallel circuits. Such switches or contacts are 
switching elements with two states (open/ closed), e.g. mechanical contacts, 
relays, semiconductors, photocells, or transistors. The type of the two states 
depends on these switching elements; we can consider conductor-noncon
ductor elements, charged-uncharged, positively magnetized-negatively 
magnetized, etc. We shall use the notation introduced in Chapter 1. Again 
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we replace XI n X2 by XIX2 and XI U X2 by XI + X2 and call them product 
and sum. Again, Pn denotes the set of Boolean polynomials; IS is the Boolean 
algebra of two elements, {O, I}; PB =: P is the Boolean polynomial function 
associated with P E Pn• 

Electrical switches or contacts can be symbolized in a switching or circuit 
diagram or contact sketch: 

Figure 2.1 

Such a switch can be bi-stable, either "open" or "closed". Sometimes open 
and closed switches are symbolized as 

• • • 
Figure 2.2 

The basic assumption is that for current to flow through a switch it is 
necessary that the switch be closed. 

The symbol ~ (complementation) indicates a switch, which is 

open, if -0-(a switch appearing elsewhere in the circuit) is closed 

and is closed if ----@-- is open. In other words, SI and Sj constitute 

two switches which are linked, in the sense that their states are related in 
this way. Similarly, if SI appears in two separate places in a circuit it means 
that there are two separate switches linked so as to ensure that they are 
always either both open or both closed. In the diagram 

~ (series connection) 

Figure 2.3 

we have "current" if and only if SI and S2 are both closed. In 

~ (parallel connection) 

~ 
Figure 2.4 

we have "current", if and only if either or both of SI and S2 are closed. 
These properties of electrical switches motivate the following definitions, 
which give a connection between electrical switches and the elements of a 
Boolean algebra. As usual, Xn := {XI> ••• xn }. 
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1.1 Definition. (a) The elements Xt. ... ,Xn E Xn are called switches. 
(b) Every p E Pn is called switching circuit. 
(c) x: is called the complementation switch of Xi. 
(d) Xixi is called the series connection of Xi and xi. 
(e) Xi + Xi is called the parallel connection of Xi and Xi. 
(f) For p E Pn the corresponding p E Pn(l8) is called the switching function 

of p. 
(g) p(at. ... , an) is called the value of the switching circuit p at at. ... , 

an E lEI. The ai are called input variables. 

Switches and switching circuits in the sense of 1.1, the mathematical 
models of circuits, can be graphically represented by using contact diagrams. 
Instead of Si we use Xi according to 1.1. 

The polynomial (i.e. the circuit) XIX2 + XIX3 can be represented as: 

Figure 2.5 

The electrical realization would be: 

Figure 2.6 

Another method of representation is as a switching or circuit diagram. These 
show the circuit in terms of "boxes", which convert input variables into 
values: 

input variables 
aj E IB 

Figure 2.7 

For the example given above we have the diagram 

a If}-
a2 P ala2 + ala3 
a3 

Figure 2.8 

p(at. . .. , an) = 1 (or = 0) means that in the circuit p the electrical circuit 
has current (or does not have current). 
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Thus it is possible to model electrical circuits by using Boolean poly
nomials. Here different electrical circuits operate "identically" if their values 
are the same for all possible combinations of the input variables. This means 
for the corresponding polynomials p, q that fiB = iis; that is, p - q. 

In order to find a possible simplification of an electrical circuit retaining 
its original switching properties we can look for a "simple" Boolean poly
nomial which is equivalent to the original polynomial. This can be done 
by transposing the given polynomial into disjunctive normal form and then 
applying the Quine-McCluskey algorithm (see Chapter 1, §3). 

At this point we mention that in this way we can construct and simplify 
a wide variety of flow diagrams with "barriers", not only electrical circuits, 
e.g. pipe systems (for water, oil or gas pipes) and traffic diagrams (with 
streets as circuits and traffic lights as switches). We only describe some 
aspects of the electrical interpretation of the situation as given above. 

1.2 Examples. (i) We draw the diagram for the switching circuit 

p = X\(X2(X3 + X4) + X3(XS + X6». 

Figure 2.9 

(ii) Next, determine the switching circuit p given by the diagram overleaf 
(Figure 2.10): 

o 

Nowadays, electrical switches are ofless importance than semiconductor 
elements. These elements are types of electronic blocks which are pre
dominant in the logical design of digital building components of electronic 
computers. In this context the switches are represented as so-called gates, 
or combinations of gates. We call this the "symbolic representation". Thus 
a gate (or combination of gates) is a polynomial p which has as value in 
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~---t xg ~----...... 

Figure 2.10 

18 the element obtained by replacing Xj by aj in 18 for each i. We also say 
that the gate is a realization of a switching function. p(ah ... , an) = 1 (or 
0) means that we have current (or no current) in the switching circuit p. 
We define some special gates. 

1.3 Definition. 

(i) -D--a a identity gate (symbolizes x) 

(ii) a ~ a NOT-gate (or inverter) (symbolizes x') 

(iii) 

(iv) OR-gate (symbolizes 
XI +X2 + ... +xn). 

Figure 2.11 

In the propositional logic (see §2) the three polynomials x; + X2 (subjunc
tion), (XI + X2)' (Pierce-operation) and (XIX2)' (Sheffer-operation) are of 
importance. 
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A briefer notation for the NOT-gate is to draw a black disc immediately 
before or after one of the other gates to indicate an inverter, e.g. 

Figure 2.12 

1.4 Definition. 

sub junction gate 

(ii) NOR-gate 

(iii) NAND-gate 

Figure 2.13 

1.5 Examples. (i) The symbolic representation of p = (X;X2)' + X3 is 

Figure 2.14 

Here we used the gates of 1.3. The representation of p by using 1.4 as 
well is 

Figure 2.15 
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(ii) The polynomial P which corresponds to the diagram 

a, ---,r-------------------------,_-------------------
az __ ~~--,_--------------------;_--_,----------------
a] --~~--;_------------~------~--~r_----~-------
a4 ----~--~------------~~----~--~r_----_+----,_--

is P = (((XIXZ)'X3) + X4)((XIX2) + (X;X4))· D 

Figure 2.16 

1.6 Example. In 1.2.42(i) we noted that there are 2(22
) = 16 Boolean poly-

nomial functions on IB in the case n = 2. The function value table for all 
these polynomial functions, written as columns, is as follows: 

a, a2 p, P2 P3 P4 Ps P6 P7 PB P9 PIO Pll PI2 Pn P'4 PIS P'6 
1 1 1 1 I I 1 I 1 0 0 0 0 0 0 0 0 
1 0 1 1 1 0 0 0 0 I 1 1 1 0 0 0 0 
0 1 1 0 0 1 I 0 0 1 1 0 0 1 I 0 0 
0 0 0 1 0 1 0 I 0 1 0 1 0 1 0 I 0 

Minimal forms of the polynomials Ph ... ,P16 inducing Ph ... ,P16 are as 
follows: 

PI = 1, Ps = x; + X2, P9 = x; + x~, PJ3 = x;, 

P2 = Xl + X2, P6 = X2, PIO = XIX~ + X;X2' PI4 = X;X2' 

P3 = Xl + x~, P7 = XlX2 + x;x~, PII = x~, 
I , 

PIS = XIX2, 

P4 = XI. Ps = XlX2, P12 = XIX~, PI6 = o. D 
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From these sixteen polynomial functions eight are very important in the 
algebra of switching circuits and get special names. 

1.7 Definition. 
Ps ... implication function, Ps .. . AND-function, 

P12' •• inhibitfunction, P7 ... equivalence function, 
PIO' .. antivalencefunction, 
P2'" OR-function, 

P9 ... NAND-junction, 
PIS' •• NOR-function. 

1.8. Remark. Especially in the algebra of switching circuits it is usual to 
call the products (or sums) in the disjunctive (or conjunctive) normal form 
of a Boolean polynomial the minterms (or maxterms). Each minterm (max
term) has the value I (or 0) for exactly one assignment Xj = aj and has 
value 0 (or I) otherwise. 

Before giving applications to switching circuit~ we briefly describe a 
different way of representing switching functions, namely Karnaugh 
diagrams (also called Veitch diagrams). We explain them by using the 
AND-function. 

row at a2 minterm p(ato a2) = at a2 

(I) Xt X2 
(2) I 0 XtX~ 0 
(3) 0 I X;X2 0 
(4) 0 0 x;x~ 0 

The fourth column is the unique minterm which has the value I for the 
given assignment of input variables. The Karnaugh diagram consists of an 
at and a; column and an a2 and a~ row for two input variables at. a2' 

at at' 

a2 (I) (3) 

ai (2) (4) 

Figure 2.17 

Each section in the intersection of a row and a column corresponds to a 
minterm. In the case of the AND-function the shaded section has value 1; 
the others have values O. 

Figure 2.18 
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Karnaugh diagrams with three input variables a], a2, a3 can be presented 
as follows: 

al at 
aj 

a2 

a{ 
a3 

aj 

Figure 2.19 

Karnaugh diagrams for four input variables are of the following form (called 
the standard square SQ): 

al a{ 

a4 
a2 

14 

a{ 
a4 

aj a3 aj 

Figure 2.20 

The standard square enables us to construct Karnaugh diagrams with more 
than four input variables. 

5 Variables: 6 Variables: 
as as as as 
SO SO tZfj SO SO 

a; SO SO 

Figure 2.21 

We give examples of the Karnaugh diagrams of some of the functions 
introduced in 1.7. 

~~~5'~ 

~~~o,~ 
Figure 2.22 
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Kamaugh diagrams can be used to simplify Boolean polynomials. The 
following idea is fundamental; we try to collect as many portions of the 
diagram as possible to form a block; these represent simple polynomials 
or polynomial functions. Here we may use part of the diagram more than 
once, since the polynomials corresponding to blocks are connected by +. 

As an example we consider simplifying the circuit 

P = (XI + X2)(XI + X3) + XI X 2X 3' 

Its Kamaugh diagram is: 

Figure 2.23 

The diagram consists of the block formed by squares (I), (3), (5), (7) and 
the block formed by (3), (4). The first block represents Xh the second X2X3' 

Thus P - XI + X2 X 3' 

PROBLEMS 

l. Simplify and represent in terms of gates: 

Figure 2.24 

2. As in Problem I 

Figure 2.25 
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3. Simplify 

Figure 2.26 

4. Find the gate representation corresponding to the function 

f(x, y, Z, u) = xyzu + x'y'zu + xy'z'u + xyz'u' 

+ x'yzu' + x'yz'u + xy'zu' + x'y'z'u'. 

5. Find the Boolean polynomial for 

Figure 2.27 
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6. Use NAND-gates repeatedly to represent AND, OR and NOT gates. 

7. Use NOR-gates repeatedly to represent AND, OR and NOT gates. 

8. Use Karnaugh diagrams to simplify all polynomials of Example 1.2. 

9. Give the Karnaugh diagrams of all polynomial functions Pi of Example 1.6. 

B. Applications of Switching Circuits 

We describe some examples of applications. 

1.9 Example. In a large room there are electrical switches next to the three 
doors to operate the central lighting. The three switches operate alternatively, 
i.e. each switch can switch on or switch off the lights. We wish to determine 
the switching circuit p, its symbolic representation and contact diagram. 
Each switch has two positions: either on or off. We denote the switches by 
x(, X2, X3 and the two possible states of the switches Xj by a j E {O, I}. 

The light situation in the room is given by the value p(a(, a2, a3) = ° 
(= 1) if the lights are off (are on, respectively). We arbitrarily choose 
p(1, 1, 1) = 1. 

(a) If we operate one or all three switches then the lights go off, i.e. we 
have p(a(, a2, a3) = ° for all (a(, a2, a3) which differ in one or in three 
places from (1, 1, 1). 

(b) Ifwe operate two switches, the lights stay on, i.e. we have p(a(, a2, a3) = 

I for all those (a(, a2, a3) which differ in two places from (1, 1, 1). 

This yields the following table of function values: 

a 1 a2 a3 minterms peal> a2, a3) 

X1X2 X3 
I 0 X1X2 Xj 0 
0 I X1X2 X3 0 
0 0 X1X2 Xj 

0 1 X;X2 X3 0 
0 0 X;X2Xj 1 
0 0 1 X;X2 X3 1 
0 0 0 X;X2Xj 0 

From this table we can derive the disjunctive normal form for the switching 
circuit p as in l.2.42(iii): 
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Thus we obtain the symbolic representations: 

al----------~--------~------~~-------
a2~~------r,--------~------~~-------

Figure 2.28 

This switching circuit can also be represented in terms of antivalence and 
equivalence switches (see 1.6 and 1.7): 

- [X\[X2X3 + x~xm + [X;[X2X; + X~X3]]. 
'--v--I '--v--I 

equivalence of X2• X3 antivalence of X2. X3 

This solution is symbolically represented as in Figure 2.29. A circuit diagram 
is as in Figure 2.30. 0 

1.10 Example. In fast printers for computers, and in machines for paper 
production or in machines with high speed of paper transport careful control 
of the paper movements is essential. We draw a schematic model of the 
method of paper transportation and the control mechanism (see Figure 
2.31). The motor operates the pair of cylinders (1), which transports the 
paper strip (2). This paper strip forms a light barrier for lamp (3). If the 
paper strip breaks, the photo cell (4) receives light and passes on an impulse 
which switches off the motor. The light in lamp (3) can vary in its brightness 
or it can fail, therefore a second phot0 cell (5) supervises the brightness of 
lamp (3). The lamp works satisfactorily as long as its brightness is above 
a given value Q. If the brightness falls Lelow Q, but remains above a minimum 
value b, then the diminished brightness is indicated by a warning lamp (6). 
In this case the transportation mechanism still operates. If the brightness 
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at --------------------~------~-------------------
a2---r------~~------4_------4_----r_------~------

a3---+--,----;r--r----i-------i-----+--,----~--r_--

p( at. a2, a3) 

Figure 2.29 

Figure 2.30 

69 
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}oooI1-------I )( 

warning lamp (6) photo cell (5) lamp (3) 

pair of cylinders (2) 

to motor 

I 
I 
I 
I 
I cP photo cell (4) , 

Figure 2.31 

paper strip (1) 

of the lamp goes below b then the photo cell (4) cannot work satisfactorily 
and the motor is switched off. We obtain the switching circuit and its 
symbolic representation, using the following notation: 

a l = I if brightness of (3) > a; 
al = 0 if brightness of (3) < a; 

a2 = 1 if brightness of (3) > b; 
a2 = 0 if brightness of (3) < b; 
a3 = 1 if paper strip is broken; 
a3 = 0 if paper strip is unbroken. Note that b < a. 

Thus we need a function value table for the state of the motor (say 
PI(al. a2, a3 )) and one for the warning lamp (say pial. a2, a3)). We define 

PI (a l. a2, a3) = 1; motor operates; 
PI(al. a2, a3) = 0: motor is switched off; 
P2( al. a2, a3) = I: warning lamp (6) operates; 
pial. a2, a3) = 0: warning lamp (6) does not operate. 

Therefore the values of the functions can be summarized 

al a2 a3 PI (a b a2, a3) P2(a b a2, a3) 

0 0 
0 0 

" v < 

" v v 

0 1 I 0 
0 I 0 I 
0 0 0 0 
0 0 0 0 0 
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According to our definitions the case al = I, a2 = 0 cannot occur. This 
yields as the disjunctive normal form of the polynomial expressing the 
switching circuit PI = XIX2X~ + X;X2X~ - X2X~. For P2 we obtain the disjunc
tive normal form P2 = X;X2X3 + X;X2X~ - X;X2. We see that the state of the 
motor is independent of al and the state of the warning lamp is independent 
of a3. The symbolic representation is 

a1----_-I 

a2------~--~~ 

Figure 2.32 o 

1.11 Example. A motor is supplied by three generators. The operation of 
each generator is monitored by a corresponding switching element which 
closes a circuit as soon as a generator fails. We demand the following 
conditions from the electrical monitoring system: 

(i) A warning lamp lights up if one or two generators fail. 
(ii) An acoustic alarm is initiated if two or all three generators fail. 

We determine a symbolic representation as a mathematical model of this 
problem. Let aj = 0 denote that generator i is operating, i E {I, 2, 3}; aj = I 
denotes that generator i does not operate. The table of function values has 
two parts PI(a" a2, a3), pia" a2, a3), defined by: 

Pl(a" a2, a3) = I; 
PI(a" a2, a3) = 0: 
h(a" a2, a3) = 1: 
pia" a2, a3) = 0: 

acoustic alarm sounds; 
acoustic alarm does not sound; 
warning lamp lights up; 
warning lamp is not lit up. 

Then we obtain the following table for the function values: 

I 
o 
o 
o 
o 

a2 

I 
I 
0 
0 

0 
0 

a3 

I 
0 
I 
0 
I 
0 
1 
0 

Pl(a" a2. a3) P2(a" a2. a3) 

0 
I 
I 
0 
I 
0 
0 1 
0 0 
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For PI we choose the disjunctive normal form, namely 

This can be simplified by using rules of a Boolean algebra: 

PI - XI X2 + X2 X3 + XI X3· 

For P2 we choose the conjunctive normal form: 

P2 = (XI + X2 + X3)(X; + x~ + xD. 

The symbolic representation is 

al-'r---~-----C~--~ 

a2~~r--i~---C~--~ 
a3~~~~~-,-c~ __ ~ 

Figure 2.33 o 

One of the applications of Boolean algebras is the simplification of 
electromechanical or electronic switching circuits. In order to economize it 
is often useful to construct switching circuits in such a way that the costs 
for their technical realization are as small as possible, e.g. that a minimal 
number of gates is used. Unfortunately, it is often difficult to decide from 
the diagram of a switching circuit whether its technical implementation is 
simple. Also, the simplest and most economical switching circuit may not 
necessarily be a series-parallel connection, in which case switching algebra 
is not of much help. Some methods of simplification are discussed in 
DORNHOFF and HOHN and also in HOHN. 
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1.12 Remark. A switching circuit P can be simplified as follows: 

1. It can be simplified according to the laws of a Boolean algebra (e.g., by 
applying the distributive, idempotent, absorption and de Morgan laws). 

2. Sometimes calculating the dual d (p) of p and simplifying the dual yields 
a simple expression. 

3. We can also determine the minimal form of p (e.g. by using the method 
of Quine and McCluskey, see Chapter 1, §3). 

1.13 Example. We give an example for each of the methods mentioned in 
1.12. 

1. p = (xl + X2 + X3 + x4)(xl + X2 + X3 + x~)(xi + xi + X3 + x~) 

- (xl + X2 + X3 + x4x~)(xl + X3 + x~ + X2X~) 

- (xl + X3 + x2)(xl + X3 + x~) 

2. p = «XI + X2)(XI + X3)) + (XI X2X3) 

- «XI + X2) + (XI X2X3))«XI + X3) + (XI X2X3))' 
, I , I 

:= PI 

Let d denote "dual of". We have d(PI) = (XIX2)(XI + X2 + X3) - XIX2' 
Therefore d(d(PI)) - XI + X2, d(P2) = (XIX3)(XI + X2 + X3) - XIX3' Thus 
d(d(P2)) - XI + X3' Altogether we have P - PIP2 - (XI + X2)(XI + X3) -
XI + (X2 X3)' 

3. We apply the Quine-McCluskey algorithm to 

This yields the minimal form 

o 

We consider two more examples of applications (due to DOKTER and 
STEINHAUER). 

1.14 Example. An elevator services three floors. On each floor there is a 
call-button C to call the elevator. It is assumed that at the moment of call 
the cabin is stationary at one of the three floors. Using these six input 
variables we want to determine a control which moves the motor M in the 
right direction for the current situation. One, two, or three call-buttons may 
be pressed simultaneously; so there are eight possible combinations of calls, 
the cabin being at one of the three floors. Thus we have to consider 8·3 = 24 
combinations of the total of 26 = 64 input variables. We use the following 
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notation: ai := Ci (for i = 1, 2, 3) for the call-signals. Ci = 0 (or 1) indicates 
that no call (or a call) comes from floor i. a4:= it. as:= i2, a6:= hare 
position signals; }; = I means the elevator cabin is on floor i. 
PI (at. ... , a6) := Mt, P2( at. ... , a6) := M ~ indicate the direction of move
ment to be given to the motor; then the signal Mt = I means movement 
of the motor upwards. The output signals (function values) of the motor 
are determined as follows. If there is no call for the cabin the motor does 
not operate. If a call comes from the floor where the cabin is at present, 
again the motor does not operate. Otherwise the motor follows the direction 
of the call. The only exception is the case when the cabin is at the second 
floor and there are two simultaneous calls from the third and first floor. We 
agree that the cabin goes down first. Here is the table of function values: 

Direction 
Call Floor of motor 

CI C2 C3 II 12 h Aft Aft 

I I I I 0 0 0 0 
I I 0 I 0 0 0 0 
I 0 I I 0 0 0 0 
I 0 0 I 0 0 0 0 
0 I I I 0 0 I 0 
0 I 0 I 0 0 I 0 
0 0 I I 0 0 I 0 
0 0 0 I 0 0 0 0 

I I I 0 I 0 0 0 
I I 0 0 I 0 0 0 
I 0 I 0 I 0 0 I 
I 0 0 0 I 0 0 I 
0 I I 0 I 0 0 0 
0 1 0 0 I 0 0 0 
0 0 I 0 1 0 1 0 
0 0 0 0 I 0 0 0 

1 1 1 0 0 1 0 0 
1 1 0 0 0 1 0 I 
1 0 1 0 0 1 0 0 
1 0 0 0 0 1 0 I 
0 1 1 0 0 I 0 0 
0 I 0 0 0 1 0 I 
0 0 I 0 0 1 0 0 
0 0 0 0 0 I 0 0 

From this table we derive the switching circuits PI for Mt and P2 for M ~ 
in disjunctive normal form. Here Xi are replaced by Ci, for i = I, 2, 3 and 
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by Fi - 3 for i = 4, 5, 6. 

p, = c; C2C3F,gF~ + c; C2qF,gF~ 
+ C;CiC3F,gF~ + C;CiC3F;F2F~. 

The first and third minterms are complementary with respect to C2 and can 
be combined. This gives: 

p, = C;C2C~F,FiF~ + C;C3F,gF~ + C;CiC3F;F2F~. 

For M ~ we obtain 

P2 = C,CiC3F;F2F~ + C,CiC~F;F2F~ + C,C2C~F;F~F3 

+ C, CiC~F;gF3 + C; C2QF;FiF3. 

The first two minterms are complementary with respect to C3, the third and 
fourth minterm are complementary with respect to C2 • Simplification gives 

P2 = C,CiF;F2F~ + C,C~F;FiF3 + C;C2C~F;FiF3. 

The two switching circuits enable us to design the symbolic representation 
of Figure 2.34 (we have six NOT-gates, six AND-gates and two OR-gates). 

o 
1.15 Example. We consider a simplified model of a container for chemical 
reactions and design a circuit which involves four function values depending 
on two input variables (temperature and pressure). In a container, in which 
chemical reactions can take place, we have a thermometer T and a 
manometer (pressure-gauge) P for monitoring purposes. Both instruments 
have upper and lower contacts: a, := tl, a2:= tu (lower and upper temperature 
contacts) and a3:= P" a4:= Pu (lower and upper pressure contacts). We want 
to control the reaction in a certain way, involving a mixing motor 
p,(a" a2, a3, a4) = m, a cooling-water valve piaj, a2, a3 , a4) = C, a heating 
device P3(aj, a2, a3, a4) = h, and a safety valve P4(aj, a2, a3, a4) = s (Figure 
2.35). 

We use the following interpretation: 

tl = 0 and tu = 0, temperature is too low, 

(e.g., tl = 0 means that the temperature is less than the lower temperature 
contact). 

tl = 1 and tu = 0, 
tl = 1 and tu = 1, 

PI = 0 and Pu = 0, 
PI = 1 and Pu = 0, 
PI = 1 and Pu = 1, 
m=O/m=l, 
c=o/ c= 1. 
h=O/h=l, 
05=0/05=1, 

temperature is correct; 
temperature is too high; 
pressure is too low; 
pressure is correct; 
pressure is too high; 
mixing motor off/ on; 
cooling-water valve off/ on; 
heating off/ on; 
safety valve closed/ open. 
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--)-

I---

I---
)-

'--
)-

LJ 

)-
Figure 2.34 
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cooling-water 
output 

h 

m = mixing motor 
c = cooling-water valve 
h = heating device 

Figure 2.35 

s 

77 

.....- ~ooling-water 
mput 

s = safety valve 
t = thermometer 

p = manometer 
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The following function table shows the desired operation of the input and 
output variables: 

tl tu PI Pu h c m s 

0 0 0 0 1 0 1 0 
1 0 0 0 1 0 0 0 initial state 
1 1 0 0 0 0 1 0 

0 0 1 0 1 0 0 0 
1 0 1 0 0 0 0 0 normal state 
1 1 1 0 0 1 1 0 

0 0 1 1 0 0 1 0 
1 0 1 1 0 1 1 0 danger state 
1 1 1 1 0 1 1 1 

We denote the corresponding switches and switching circuits by using 
corresponding capital letters. The table enables us to represent H, C, M 
and S in disjunctive normal forms, which can be simplified by using the 
laws of Boolean algebra (some of the steps of simplification have not been 
written down explicitly): 

C = T,TuPIP~ + T,T~I'tPu + T,TuPIPu - ... - T,PI(Tu + Pu), 

M = TlT~P;P~ + T,TuP;P~ + T,TuPIP~ + TlT~PIPu + T,T~PIPu + T,TuPIPu, 

- TlT~P;P~ + T,TuPIPu + T,TuP~ + T~PIPu, 

S = T, TuPIPu. 

Using four NOT-gates, six AND-gates and three OR-gates we can represent 
the switching circuit in Figure 2.36. 0 

As a final example of applications of this type we consider the addition 
of binary numbers with halfadders and adders. Decimals can be represented 
in terms of quadruples of binary numbers; such a quadruple is called a 
tetrad. Each digit of a decimal gets assigned a tetrad; thus we use ten 
different tetrads corresponding to 0, 1,2, ... , 9. Using four binary positions 
we can form 24 = 16 tetrads. Since we need only ten tetrads to represent 
0, I, ... ,9, there are six superfluous tetrads, which are called pseudo tetrads. 
A binary coded decimal then uses the following association between 
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Figure 2.36 



p(ao. a .. a2. a3) = 1 denotes the pseudotetrads. We have to evaluate 
p(ao. a .. a2. a3) to find out if the result of a computing operation is a 
pseudotetrad. 

We represent p in disjunctive normal form: 

p = X3X2X,XO + X3X2X,X:' + X3X2X;XO + X3 X 2X ;X:' 

+ X3X~X,XO + X3X~X,X:'. 

The pairs of minterms I and 2. 3 and 4. 5 and 6 are complementary with 
respect to Xo and can be simplified: 

p - X3X2X, + X3X2X; + X3X~X, 

- X3X2X, + X3X2X, + X3X2X; + X3X~X, 

- (X3X2X, + X3X2XD + (X3X2X, + X3X~X,) 

- X3X2 + X3X, - X3(X2 + x,). 

This result indicates that determining if a tetrad with the four positions 
ao. a .. a2. a3 is a pseudotetrad is independent of ao. If we use the ai as 
inputs. then Figure 2.37 indicates the occurrence of a pseudotetrad. 
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a3------------------~ 
Figure 2.37 

1.16 Example ("Half-adders"). We describe the addition of two binary 
numbers. In order to add two single digit binary numbers al and a2 we 
have to consider a carry c(ah a2), in case al = a2 = 1. The table of the 
function values for the sum s(ah a2) is as follows: 

a l a2 s(ah a2) c(ah a2) 

1 0 1 
1 0 1 0 
0 1 1 0 
0 0 0 0 

sand c have the disjunctive normal forms XIX~ + X;X2 and XIX2, respectively. 
Thus the corresponding circuit is 

Figure 2.38 

To obtain a simpler circuit we modify s according to the axioms of a Boolean 
algebra. 

s = XIX~ + (X;X2) - «x; + X2)' + (XI + x~)') 

- «x; + X2)(XI + xD), - (x;x l + X2XI + x;x~ + X2X~)' 

- (XIX2 + x;x~)' - (XIX2)'(X;X~)' - C'(XI + X2)' 
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This leads to a circuit called the half-adder. 

al-I----r-l 

Figure 2.39 

Symbolically we write 

Figure 2.40 o 

1.17 Example. Full-adders can add three one-digit binary numbers. Let 
a .. a2. a3 denote the three numbers. Then we can summarize all possible 
cases in the following table: 

at a2 a3 s(ah a2. a3) c(ah a2• a3) 

1 1 1 1 1 
1 1 0 0 1 
1 0 1 0 1 
1 0 0 1 0 
0 1 1 0 1 
0 1 0 0 
0 0 1 0 
0 0 0 0 0 
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Next we consider partial sums of two summands. 

a2 a3 SI(a2. a3) Cl(a2. a3) 

0 I 
I 0 0 
0 I I 0 
0 0 0 0 
I I 0 I 
I 0 I 0 
0 I I 0 
0 0 0 0 

al SI(a2. a3) S(alo a2. a3) C2(alo SI(a2. a3)) 

0 0 
I 0 I 

I I 0 I 
I 0 I 0 
0 0 0 0 
0 I I 0 
0 I I 0 
0 0 0 0 

C1(a2. a3) C2(alo SI(a2. a3)) C(alo a2. a3) 

I 0 I 
0 I I 
0 I I 
0 0 0 
I 0 I 
0 0 0 
0 0 0 
0 0 0 

From these tables we derive: a2 and a3 are inputs of a half-adder with 
outputs 51 (a2, a3) and CI (a2' a3)' The output 51 (a2, a3) together with al forms 
inputs of a second half-adder, whose outputs are 5(a" a2, a3) and 
c2(a" 51(a2, a3». Here 5(a" a2, a3) is the final sum. Finally, disjoining 
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c1(aZ, a3) and Ciah sl(aZ, a3)) yields c(ah az, a3). Hence a full-adder is 
composed of half-adders in the form: 

al----------------------,---~ 

aZ---r--.li., 

a3-.,.+--J 

A symbol for the full-adder is: 

Figure 2.41 

Figure 2.42 o 

1.18 Example. Addition of two binary numbers aZalaO and bzb1bo is 
performed according to three steps: 

(i) A half-adder calculates the provisional sums Si and carry c;, i = 0, 1,2. 
(ii) A second half-adder combines Si with ci-! (i = 1,2) to the final sum 

Xi in position i. There may be a carry c7. 
(iii) Either c; or c7 is 1. An OR-gate generates the carry Ci for the following 

position i + 1. 

The symbols are shown in Figure 2.43. o 

We have seen that an arbitrary electrical circuit can be obtained from 
suitable compositions of series and parallel circuits. Any function from 
{O, Ir into {O, I}, thus any switching function of an electrical circuit, is a 
Boolean polynomial; therefore any electrical circuit can be described by a 
Boolean polynomial in its mathematical model. 
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a b 

c~ 

HA HA 

c~ c; 

x 

Figure 2.43 

Different circuits (namely equivalent ones) can describe different elec
trical circuits with the same behavior. On the other hand there are electrical 
circuits which are not composed of series and parallel circuits. These are 
called bridge circuits. According to these remarks there is a corresponding 
equivalence class of Boolean polynomials, the polynomial functions which 
reflect the electrical behavior of the bridge circuit. 

If we replace single switches in a series-parallel circuit by another 
series-parallel circuit we again obtain a series-parallel. We can use this to 
recognize bridge circuits as follows: In a given electrical circuit we look for 
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a series-parallel circuit which contains at least two switches and connects 
any two endpoints of the given circuit. These are replaced by a single switch. 
If we continue this process of simplification and obtain a single switch after 
possibly several steps, then the given circuit must be a series-parallel circuit. 
If we reach a point where we cannot further simplify, then the given circuit 
is a bridge circuit. 

1.19 Example. Is the following circuit a series-parallel circuit? 

Figure 2.44 

If we replace the "inner" series-parallel circuit by a single switch a, we obtain 

y u 

Figure 2.45 

Since a further simplification is not possible, we recognize this circuit as a 
bridge circuit. 0 
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For bridge circuits we can find a corresponding polynomial by determin
ing all possible "paths" through the circuit. Thus we determine the switching 
function. Here is an example for illustration. 

1.20 Example. Given 

Figure 2.46 

We have current in the circuit if and only if either 

X\ and X2 are closed, or 
Xt. X3 and X4 are closed, or 
X 2 and X4 are closed, or 
X2 and X3 (and X2) are closed. 

A switching circuit with this switching function is given by the polynomial 

p = X\X2 + X\X3X4 + X2X4 + X2X3. 

A series-parallel circuit with the same switching function is given by: 

Figure 2.47 
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A simpler series-parallel circuit with the same "behavior" is: 

Figure 2.48 

The corresponding polynomial XIX3X4 + (XI + X3 + X4)X2 is equivalent to p. 
We note that the bridge circuit has fewer contacts than the series-parallel 
circuit and could be preferred because of financial considerations. 0 

At present there is no general method known to find as simple as possible 
a realization of a given Boolean polynomial as a bridge circuit. 

So far we considered so-called two pole circuits or networks. Now we 
extend this concept. 

1.21 Definition. An n-pole circuit (or network) is a configuration of electrical 
circuits which are connected by wires, where n points are denoted as poles 
Pi' The set {Pi'~} of two poles is denoted by Pij. 

There are !n(n - 1) such pairs Pij' Ifwe study all connecting paths between 
two different poles Pi, ~ in the network, then we obtain a 2-pole network 
in each case, i.e. an electrical circuit in the sense above. The corresponding 
Boolean polynomials are also denoted by Pij. 

1.22 Definition. Two n-pole circuits are called equivalent, if corresponding 
Boolean polynomials Pij of the two circuits are equivalent. 

1.23 Example. The 3-pole network (see Figure 2.49) is a combination of 
!3(3 - 1) = three 2-pole circuits P12, PI3, P23 which have the corresponding 
polynomials 

o 
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1----..----1 x3 1----..1 

Figure 2.49 

Now we show how to reduce arbitrary 3-pole networks to series-parallel 
circuits. 

1.24 Definition. A star-circuit is a 3-pole circuit in which the three 2-pole 
circuits have one point in common which is not a pole. A triangle circuit is 
a 3-pole circuit in which the only connecting points of any two 2-pole 
circuits are the poles themselves. 

The simple cases are: 

star P2 
circuit 

Figure 2.50 

triangle 
circuit 

The following "transformation" is called a star-triangle transformation, 
because it transforms a given star circuit into an equivalent triangle circuit; 
all occurring 2-pole circuits Pij are equivalent. 

Figure 2.51 
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This transformation transforms a given circuit into an equivalent one. Let 
Pij and qij denote the 2-pole circuits of the star and triangle circuit, respec
tively. Then P12 = X1Xz = qlZ, PI3 = XI X 3 = q13, PZ3 = XZX3 = qZ3' 

The following transformation is called a triangle-star transformation and 
it transforms a given triangle circuit into an equivalent star circuit, as we 
readily see by applying the distributive law. 

Figure 2.52 

To show the equivalence of the two circuits let Pij and qij be as before. Then 

ql2 = XI + X 3X 2 - (Xl + X 3)(XI + xz) = P12, 

ql3 = X3 + XIXZ - (X3 + XI)(X3 + xz) = PI3, 

qZ3 = X2 + XI X 3 - (xz + XI)(XZ + X3) = PZ3' 

1.25 Example. The bridge circuit 

Pl-----< 
A 

B 

D 

Figure 2.53 

is to be transformed into an equivalent series-parallel circuit. Ignoring Xz 

and X5 the point B in the bridge circuit is the "center" of a star with points 
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A, D and C. Using the star-triangle transformation we obtain the following 
equivalent circuit. 

D 

Figure 2.54 

This circuit has the contact diagram 

,......----1 XI t---------I X4 1------, 

'-----I X2 1---..... L..-__ -I Xs 1--_ ..... 

Figure 2.55 

The contact diagram yields: 

PI2 = XI X4 + (XI X3 + X2)(X3 X4 + xs). o 

The star-to-triangle transformation may be generalized to a knot-to-mesh 
trans/ormation where the knot represents an n-pole circuit with a common 
central point which then is eliminated to give the equivalent mesh circuit 
(see Figure 2.56). The knot of the n-pole circuit is the common central 
point which is to be eliminated. The arrow indicates that further poles with 
increasing index up to Pn may be added. The paths from Pn to P2 in both 
circuits are equivalent. For let Pij be a 2-pole circuit in the knot circuit, and 
let qij be a 2-pole circuit in the mesh circuit. Then 

We proceed similarly for the other paths. 
In Example 1.20 we described one method of finding polynomials for 

given circuits. The following method is another trial-and-error method for 
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P3 

P3 

P2 

" , 
" / 

/ 

~ ) 
, , , , , 

PI 
, 

Pn 

Figure 2.56 P 
n 

the same purpose. It requires one to draw lines through the circuit in all 
possible ways such that the circuit is broken. For example, consider 

Figure 2.57 

From the diagram we see that Ll cuts Xl> X 2, L2 cuts X4, xs, L3 cuts Xl> X3, 

XS, L4 cuts X2, X3, X4. Thus Pl2 = (Xl + X2)(X4 + XS)(XI + X3 + xs)(xz 
+ X3 + X4). 
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1.26 Example. We wish to simplify the circuit 

Figure 2.58 

First we determine the corresponding Boolean polynomial. The lines are 
drawn in such a way that the following switches are involved: 

Therefore 

Pl2 = (X;X2 + Xl + X3)(XI + X3)(X;X2 + X2 + X3)(XI + X3 + X2 + Xl). 

We simplify this according to the rules of a Boolean algebra. 

P12 = (X;X2 + Xl + X3)(XI + X3)(X;X2 + X2 + X3)(X I + X3 + X2 + Xl) 

- (XlX;X2 + XlX l + XlX3 + X;X2X3 + XlX3 + X3X3) 

X (x;x2 + X2 + X3)(XI + X2 + X3 + Xl) 

- (0 + Xl + XlX3 + X;X2X3 + X3)(X;X2 + X2 + X3)(XI + X2 + x3) 

- (Xl + X3)(X;X2 + X2 + X3)(XI + X2 + X3) 

- (XlX;X2 + XlX2 + XlX3 + X;X2X3 + X2X3 + X3X3)(XI + X2 + x3) 

- (0 + X l X2 + X l X3 + X;X2X3 + X2X3 + X3)(XI + X2 + x3) 

- (XlX2 + X3)(X I + x2 + X3) 
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The corresponding diagrams are of the form: 

Figure 2.59 o 

PROBLEMS 

1. In a production process there are three motors operating, but only two are 
allowed to operate at the same time. Design a switching circuit which prevents 
that more than two motors can be switched on simultaneously. 

2. Design a switching circuit that enables you to operate one lamp in a room from 
four different switches in that room. 

*3. Design a circuit for the subtraction of two three-digit integers. (Use binary 
representation for the integers.) 

*4. Design a circuit for the addition of three three-digit binary numbers. 

5. Construct a circuit which helps the water level moving between the points A 
and B in the diagram below. Thus the motor M of a pump P should always 
be switched on, if the water level goes below B. The motor should be switched 
off whenever the water level goes above A. 

circuit 

Figure 2.60 

6. Let Tl and T2 be two telephones which are arranged in such a way that T2 
cannot be used unless Tl is engaged but T2 is not cut off when Tl is not engaged. 
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A light L is switched on whenever both T] and T2 are engaged but does not 
switch off until both telephones are disengaged. Construct suitable switching 
circuits and obtain Boolean polynomials for the circuits for T2 and L. 

*7. Find a 2-pole series-parallel switching circuit which is equivalent to the bridge 
circuit. 

Figure 2.61 

8. Find a series-parallel circuit which is equivalent to the following circuit: 

>----P2 

Figure 2.62 

*9. Design a circuit for the addition of three two-digit binary numbers. 

EXERCISES (Solutions in Chapter 8, p. 425) 

1. Determine the symbolic representation of the circuit given by 

p = (x] + X2 + X3)(X\ + X2)(X]X3 + X\X2)(X; + X3). 
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2. Determine the Boolean polynomial p of the circuit 

XI --~----------------------------,-
X2 __ -+ __________ r-__ ~ ____ _r------+_ 

X3---+~--------r-~------_r_r----+_ 

Figure 2.63 

3. Find the symbolic representation of a simple circuit for which the binary 
polynomial function! in four variables is defined as follows:! is ° at (0, 0, 1,0), 
(0,0, I, I), (0, I, 1,0), (0, I, I, I), (1,0,0,0), (1,0,0, I), (I, 1,0,0), (I, 1,0, I), 
(I, I, I, I) and has value I otherwise. 

4. Find the symbolic gate representation of the contact diagram (see Figure 2.64). 

5. Simplify p = ((XI + X2)(X I + X3)) + (XIX2X3). 

6. Determine which ofthe contact diagrams in Figure 2.65 give equivalent circuits. 

7. A voting-machine for three voters has three YES-NO switches. Current is in 
the circuit precisely when YES has a majority. Draw the contact diagram and 
the symbolic representation by gates and simplify it. 

8. An oil pipeline has three pipelines bl, b2, b3 which feed it. Design a plan for 
switching off the pipeline at three points St. S2, S3 such that oil runs in the 
following two situations: SI and S3 are both open or both closed but S2 is 
open; SI is open and S2, S3 are closed. 

9. A hall light is controlled by two switches, one upstairs and one downstairs. 
Design a circuit so that the light can be switched on or off from the upstairs 
or the downstairs. 
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t---I xi t----, 

Figure 2.64 

(i) 

Figure 2.65 

10. Determine a series-parallel circuit which is equivalent to the following bridge 
circuit: 

Pl----"\. 

Figure 2.66 
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11. Find the Boolean polynomial for the bridge circuit: 

Figure 2.67 

and draw an equivalent series-parallel circuit. 

*12. Find a series-parallel circuit that is equivalent to the bridge circuit in the figure 
and simplify your circuit. 

Figure 2.68 

13. Find a series-parallel circuit equivalent to the following 4-pole network. 

Figure 2.69 
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14. Simplify the following circuit. 

Figure 2.70 

15. Determine the Kamaugh diagrams of P12. P14. Ps and P3. 

16. Use a Kamaugh diagram to simplify 
(i) ala2a; + a\a2a; + (al + a~ + a;)' + (al + a2 + a3)' + a3(a\ + a2). 

(ii) ala2a3 + a2a3a4 + a\a2a~ + a\a2a3a~ + a\a~a~. 

17. Simplify the following using Kamaugh diagrams. 
(i) X IX3 + X\X3X4 + X2X~X4 + X~X3X4. 

(ii) (x\ + X2)(X3 + X~)(X2 + X~XI). 

18. Find Kamaugh diagrams for the following polynomials. 
(i) XIX2 + X\X2X3 + x\x~x;. 

(ii) XI X2X4 + (xl + X2)X3. 

(iii) X3X4 + XIX2XS + xlx~x~. 
(iv) (XI + X2)(X2 + X3)(X3 + x4). 

99 

*19. Find the minimal forms for X3(X2 + x4) + X2X~ + X~X;X4 using Kamaugh 
diagrams. 

*20. Simplify 

21. Find simple functions for the following Kamaugh diagrams 

(i) 
xl 

X2 ""~~"",,""4i~~4o'~""I1 

x~ ~---+----~~~~~'4 

x; ~ x; 
X3 

Figure 2.71 

X4 
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(ii) X' I 

X2 1AI'hoCA..rL,C,MI---+----1} 

X~~-~-~~~~~~ 

Figure 2.72 

§2. Propositional Logic 

X4 

The algebra of symbolic logic represents one of the early applications of 
Boolean algebras. Symbolic logic is concerned with studying and analyzing 
modes of thoughts, arguments and conclusions by making extensive use of 
symbols. This was the historical origin and the initial purpose for the 
foundation of the algebra named after G. Boole. The term "proposition" 
is central in this section and the algebra of truth values will serve as a tool 
for studying them. 

2.1 Informal Definition. A proposition is a meaningful sentence (in the 
natural language) that can properly be assigned the notion true or false. 

The careful reader will have noticed that 2.1 is not really a definition 
but rather a description of the term proposition. At the basis of the concept 
of propositions we have the two-value-principle (also called "principle of 
the excluded middle" or "tertium non datur"), a principle which goes back 
to the classical propositional logic of Aristotle. It means that each proposi
tion must be either true or false, there is no other possibility. 

2.2. Examples. The following are propositions: 

(a) 7 is a prime number. 
(b) Addition of 2 and 3 gives 4 as the sum. 

The following are not propositions: 

(c) Be quiet! 
(d) Two dogs on the way to yesterday. D 
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Propositions will be denoted by capital letters A, B, C, .... They can be 
compounded in several ways, e.g. by "and", "or", "if ... then ... ". We can 
also obtain a new proposition from a given one by negating it. The truth 
value "true" of a proposition will be denoted by I and the truth value 
"false" will be 0. Truth tables will be used to define the compound proposi
tion by describing its truth value according to the truth values of the 
propositions involved in the combination. 

2.3. Definition. Let A and B be propositions. The negation (or complementa
tion) of A (in symbols: -,A) is the proposition "not A", i.e. -,A is true if 
and only if A is false. The conjunction of A and B (in symbols: A A B) is 
the proposition "A and B", i.e. A A B is true if and only if A as well as B 
are true. The disjunction of A and B (in symbols: A v B) is the proposition 
"A or B", i.e. A v B is true if and only if either A or B or both are true. 

We shall use the following notation in the context of propositional algebra, 
also used in Chapter 1, §2. As before, 18 is the Boolean algebra {O, 1}. 

2.4 Definition. (i) x], ... ,Xn are called propositional variables. 
(ii) Each p E Pn is called a propositonal form. 

(iii) Each P'8 E Pn (18) is called the truth function of p. 

2.5 Definition. Let AI, ... ,An be propositions and let A be composed of 
A], ... ,An by means of the operations A, v and -, with suitable use of 
brackets. If we replace A], ... , Am A, v, -, by X" •.• , Xm n, U,', respec
tively, then we obtain a polynomial in Pn, which is called the polynomial 
corresponding to A with respect to A I, ... ,An. If B is another proposition 
formed from A" .. . , An, then A and B are called equivalent (or logically 
equivalent) if the polynomials corresponding to A and B are equivalent (in 
the sense of 1.2.33), in symbols A-B. 

2.6 Theorem and Definition. Let M be the set of all propositions which can 
be formed according to 2.5 using propositions A" ... , An. Then M /
together with the induced operations is a Boolean algebra called the proposi
tional algebra over A" ... , An. A" ... , An are the atomic propositions of M 
and all other propositions of M are called compound. 

2.7 Example. Let Al be the proposition "It rains" and A2 be "The sun is 
shining". M as defined in 2.6 can have at most as many elements as there 
are nonequivalent polynomials over {x" X2}, namely IP2/-1 = IPilB)1 = 
118'821 = 24 = 16, by 1.2.34 and 1.2.42. In fact, M has 16 elements (i.e. 
equivalence classes of propositions) which we can give by the representatives 
"It rains and it does not rain", "It rains", "The sun is shining", "The sun 
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is shining or the sun is not shining", etc. Therefore, in short, 

M = {[AI A ,AI], [AI]' [A2], [AI A A2], [AI v A2], ... , [A2 V ,A2]}' 

Here [AI A ,AI] is the ° and [A2 v A2] is the 1 of M. o 

We noted above that the compound propositions can be characterized 
by truth tables. 

2.8 Examples. We give some examples of truth tables 

ill 
A B AAB AvB IAv B (,A v B) A (,B v A) 

1 0 
o 1 0 0 0 0 

0 0 1 0 
0 0 0 0 

Here A A B, A v B, ,A v· B and (,A v B) A bB v A) are the polynomial 
functions induced by XI A X2, XI V X2, X; v X2, (X; v X2) A (X~ v XI)' respec
tively. Therefore we use polynomials which have the values of the corre
sponding polynomial functions. We use the expression "truth table" which 
gives the truth values of the polynomial function. Two compound proposi
tions are equivalent according to Definition 2.5 if their columns in the truth 
tables are equal. 0 

2.9 Definition. p E Pn is called a tautology if the Boolean polynomial func
tion p is always 1, i.e. p = fl' A propositional form p is called contradictory 
if the Boolean polynomial function p is always 0, i.e. p = fo. 

The normal forms of Boolean polynomials enable us to decide whether 
a given proposition is a tautology. Corollary 1.2.42 shows: 

2.10 Theorem. (i) A propositional form is a tautology if and only if its 
disjunctive normal form has all coefficients equal to 1. 

(ii) A proposition is contradictory if and only if its conjunctive normal form 
has all coefficients equal to 0. 0 

The two last propositions in 2.8 are of special importance in symbolic 
logic and get special names. 

2.11 Definition. ,A v B =: A ~ B is called the sub junction of A and B (or 
"if-then" operation). ( 

bA v B) A (,B v A) =: A ~ B is called the bijunction of A and B (or 
"if and only if" operation). 
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2.12 Theorem. Two propositional forms p and q are equivalent if and only if 
the bijunction p ~ q is a tautology. 0 

The proof is obvious. 
One of the problems of propositional logic is to study and simplify 

propositions and to determine their truth values. In practical applications 
it is often useful to describe the logical framework in complicated treaties, 
rules, or laws and to determine their truth values by applying methods of 
propositional algebra. A simple example will suffice to demonstrate a 
possible use. 

2.13 Example. We determine if the following argument is correct by rep
resenting the sentences as propositions and by checking whether the con
junction of the assumptions implies the conclusion. This could be done by 
writing down truth tables, but we demonstrate a quicker procedure: "If the 
workers in a company do not go on strike, then a necessary and sufficient 
condition for salary increases is that the hours of work increase. In case of 
a salary increase there will be no strikes. If working hours increase there 
will be no salary increase. Therefore salaries will not be increased." The 
assumptions can be formulated as follows: 

I~,S, W~,I, 

where S denotes "strike", I "salary increase" and W "increase of working 
hours". Then the conclusion is denoted as ,I. We want to determine if the 
assumptions imply the conclusion. We assume there is a truth assignment 
making the conjunction of the assumptions true and the conclusion false. 
For such an assignment ,S ~ (I ~ W), I ~ ,S, W ~ ,I are true and ,I 
is false; therefore I is true. I ~ ,S is true implies that ,S is true. Hence 
by the truth of the first assumption above we know that I ~ W is true. I 
is true; therefore W must be true. But since W ~ ,I is true, ,I is true, 
which is a contradiction to the assumption. Therefore the original argument 
is correct. 0 

Propositions such as "x is a natural number", where we can substitute 
"things" for x which make this proposition true or false (e.g. x = 3 
or x = 13, respectively), are called predicates. These predicates can be 
introduced formally. We need the following ingredients. Let A be a set, 
called the alphabet, let X be a set disjoint with A, and let V be an arbitrary 
set and B a propositional algebra whose propositions are elements of the 
free semigroup (formal language) over A. Those elements of the "free 
semigroup" on A u X u {O, 1, '} which are propositions in B if the elements 
in X are replaced by those from V are called predicates over A, B, X and 
V. We are not considering this formal approach but refer to the literature. 

Next we show how equations in Boolean algebras can be used in logic. 
In order to do this we have to clarify the term "equation". We wish to know 
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under which conditions two Boolean polynomials p, q have the same value. 
We cannot, in general, speak of the equation P = q, since P = q holds by 
definition only if P and q are identical. Therefore we have to be a little 
more careful (extensive treatment of this topic can be found in LAUSCH 
and NOBAUER). 

2.14 Definition. Let P and q be Boolean polynomials in Pn• Then the pair 
(p, q) is called an equation; (bI. ... , bn) E B n is called a solution of this 
equation in a Boolean algebra B if PB(b I. ... , bn) = iiB(b I. ... , bn). A system 
of equations is a set of equations {(Pi, q;)li E I}; a solution of a system is a 
common solution of all equations (Pi, qi)' 

Often we shall write P = q instead of (p, q) in case no confusion can 
arise. For instance, X;X2 + X3 = XI(X2 + X3) is an equation and (1,0,1) is a 
solution of the equation since the polynomial functions corresponding to 
the polynomials have value I at (1,0,1). However, XI + x; = 0 is an 
equation, which does not have a solution. For the following it is convenient 
to transform an equation p = q into an equation of the form r = O. 

2.15 Theorem. The equations p = q and pq' + p' q = 0 have the same solutions. 

PROOF. Let B be a Boolean algebra and let (b(, ... , bn) E Bn. Then for 
a := PB(b(, ... , bn) and b := iiB(b(, ... , bn) we have 

a = b ~ (a + b)(a' + b') = aa' + ab' + a'b' + bb' = ab' + a'b 

which proves the theorem. o 

Using this theorem we are able to transform the system of equations 
{(Pi, qi)1 $ i $ n} into a single equation 

Plq; + p;ql + P2q~ + P~q2 + ... + Pnq~ + p~qn = O. (*) 

If we express the left-hand side in conjunctive normal form we see that (*) 
has a solution if at least one factor has value 0, since for this n-tuple the 
whole expression on the left of (*) has value O. In this way we obtain all 
solutions of the original system of equations. 

2.16 Example. We wish to solve the system {(XIX2, XIX3 + X2), (XI + x~, X3)}' 

Or, written more loosely, the system 

XI X 2 = XI X 3 + X2, 

XI +x~ = X 3• 

Using 2.15 we can transform this system into a single equation of the form 

(X IX2)(X IX3 + X2)' + (XIX2)'(XIX3 + X2) + (XI + xi)x~ + (XI + Xi),X3 = O. 

If we express the left-hand side in conjunctive normal form we obtain the 
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equation 

(Xl + X2 + X~)(X; + X~ + xD = 0, 

which has the same set of solutions as the original system. The solutions 
over B = IB are the zeros of the first or second factor, namely all (a h a2 , a3 ) E 

1B3 , such that 

or with 

a; + a~ + a~ = 0, i.e. al = a2 = a3 = 0. 

Our system of equations therefore has exactly two solutions in IB, namely 
(0,0, 1) and (0,0, O). 0 

Knowing the behavior of solutions of Boolean equations we can find 
applications in logic (see Exercises). 

PROBLEMS 

1. Represent the propositional form 

(A" B " ....,C) v (....,A " (B v....,C)) 

as an electrical circuit. Then construct a circuit which has current if and only if 
the circuit corresponding to (*) does not have current. Give a table which indicates 
the behavior of the switches in (*) such that current can flow through the circuit. 

2. If A wants to see a particular movie, so will B. C and D do not want to see the 
movie at the same time. Band C either want to see the movie together or neither 
of them sees it. If A does not see the movie then Band D want to see it. Who 
is watching the movie? 

3. Three people A, Band C are eligible to serve as members of a committee. It is 
desirable that as many of the three as possible should serve, but the following 
restrictions hold: A and B should not serve on the committee together, A should 
serve if and only if C serves; B serves on the committee only if C serves. Who 
will be members of the committee? 

4. Of three women A, B, C, one is young, one is middle-aged and one is elderly. 
Of the three following statements one is true and two are false: "A is young", 
"B is not young", "C is not middle aged". Determine the age of each woman. 

EXERCISES (Solutions in Chapter 8, p. 439) 

1. Determine the truth function of «XI v x2) v X3) v (XI" X3). 

2. Which of the following are tautologies: 
(a) Xl ~ (X2" XI ~ X2); 
(b) Xl~(XIVX2); 
(c) (Xl ~ X2) V (X2 ~ X3). 
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3. Determine whether the following statements are consistent by representing the 
sentences as compound propositions: "An economist says that either devalu
ation will occur or if exports increase, then price controls will have to be 
imposed. If devaluation does not occur, then exports will not increase. If price 
controls are imposed then exports will increase". 

4. A politician says in four of his election speeches: 
"Either full employment will be maintained or taxes must not be increased"; 
"Since politicians have to worry about the people, taxes have to be increased"; 
"Either politicians worry about people or full employment cannot be main
tained" ; 
"It is not true that full employment has increased taxes as a consequence". 
(i) Are these four statements consistent? 
(ii) Are the first three statements consistent or are these three statements put 

together nonsensical? 

*5. Each of the objects A, B, C is either green or red or white. Of the following 
statements one is true and four are false. 
(I) B is not green and C is not white. 
(2) C is red and (4) is true. 
(3) Either A is green or B is red. 
(4) Either A is red or (l) is false. 
(5) Either A is white or B is green. 
Determine the color of each object. 

*6. Solve the system of equations 

7. Show that the equation a U x = 1 in a Boolean algebra B has the general 
solution x = a' U u, where u is an arbitrary element in B. 

8. Prove: The general solution of x U y = c is of the form 

x = c n (u u v'), y=cn(u'Uv). 

[Hint: show that the given forms of x, y satisfy the equation and, conversely, 
if x and yare solutions, then they must be of the given form.] 

9. Show that the equation a U x = b has a solution iff a,,; b, and if this condition 
holds show that the general solution is of the form 

x = (u U a') n b. 

*10. Prove: The equation x U (a n y) = b has the general solution 

x = (u U (a' U v')) n b, 

y=(a'Ub)nv, 

for arbitrary u and v in B. 
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*§3. Further Applications 

This final section will show how lattices also occur in other parts of 
mathematics and outside mathematics in a natural way. We begin with the 
connection between lattices and topology. If the reader wants to omit the 
applications of lattice theory in topology hel she should start reading after 
3.13. If the reader is more interested in the applications of lattices in 
probability theory, we recommend the reading of BIRKHOFF (Ch. 9) and 
HALMos. Firstly, we need some algebraic preparations. 

3.1 Definition. A lattice L is called complete if arbitrary (not only finite) 
subsets of L have a supremum and an infimum in L. 

If L has a zero element, then a E L is called an atom if a ~ 0, but bEL, 
b < a ~ b = O. Thus atoms are the minimal elements in L\{O} (see 1.2.14. 
Equivalently, an element which covers 0 is an atom.) L is called atomic if 
for any VEL there is an atom a E L such that a :5 v. L is called atom free 
if L does not have any atoms. 

A lattice L is called Brouwer lattice if, for any two elements a, bEL, the 
set {v E Llav:5 b} always has a greatest element. 

3.2 Examples. r!P(M) is always complete and {A c NIA finite} is not com
plete. Complete lattices are bounded by inf L and sup L. In r!P(M) all 
one-element subsets (called singletons) are atoms. The one-dimensional 
subs paces are the atoms in the lattice of all subs paces of a vector space. In 
(N, gcd, lcm) the atoms are exactly the primes. All lattices mentioned so far 
are atomic. However, {A s; NIA' finite} does not contain any atoms; thus 
it is atom free. Complete atomic Boolean algebras are precisely those which 
are Boolean isomorphic to r!P(M). 

Brouwer lattices are distributive (see BIRKHOFF, p. 45). Any Boolean 
algebra is a Brouwer lattice, since a' + b is the greatest element in {v E 

Llav:5 b}. Every finite distributive lattice and every chain are Brouwer 
lattices. 0 

Next we need a few topological terms. A topological space is a pair 
(X, SI'i), which consists of a nonempty set X and a subset SI'i of r!P(X) such 
that 0 and X belong to SI'i and SI'i is closed with respect to finite unions 
and arbitrary intersections. The elements of SI'i are called closed sets. M S; X 
is open if the complement M' is closed. The sets which are both open and 
closed are called clopen sets, e.g. 0 and X are clopen sets. A topological 
space (X, SI'i) is called discrete if SI'i = r!P(X). In this case all subsets of X 
are clopen. These definitions and 3.2 imply 

3.3 Theorem. Let (X, SI'i) be a topological space. Then the set SI'i of all closed 
sets forms a complete distributive lattice and the set SI'i* of all open sets is a 
Brouwer lattice. 0 
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However, in general, SIi is not a Brouwer lattice, since, e.g. in ]0, l[ with 
the usual topology, {V E SliI{l/2} n V = 0} does not have a greatest ele
ment. A topological space (X, SIi) is traditionally called a Tt-space if all 
singletons are in SIi, i.e. all singletons are closed. Tt-spaces are obviously 
atomic. The following theorem says that a T t -space can be characterized 
by the lattice of its closed subsets. 

We say that a mapping f from a topological space (XI> Slit) into a 
topological space (X2' Sli2) is continuous if the pre-images of all sets in Sli2 
are in Slit. f is called a homeomorphism if f is bijective and f and;t are 
continuous. In that case (XI> Slit) and (X2, Sli2 ) are homeomorphic or 
topologically isomorphic. Thus homeomorphisms are those bijective map
pings from X t to X2 which induce a bijective mapping from Slit to Sli2• 

3.4 Theorem. Let (Xi, SliJ, i = 1,2, be two Tt-spaces. (XI> Slit) and (X2, Sli2 ) 

are homeomorphic if and only if Slit and Sli2 are isomorphic lattices. 

PROOF. If (XI> .silt) and (X2' Sli2) are homeomorphic, then Slit and Sli2 are 
isomorphic. 

Conversely, any lattice isomorphism from Slit onto Sli2 induces a 
bijective mapping between the singletons of .silt and Sli2 and hence 
a bijective mapping between X t and X 2• Obviously this must be a 
homeomorphism. 0 

This also tells us which lattices occur as lattices of closed sets of a 
topological space. 

3.5 Theorem. A lattice L = (L, n, U) is isomorphic to the lattice of all closed 
subsets of a Tt-space (X, SIi) if and only if L is a complete atomic lattice 
whose dual lattice (L, U, n) is a Brouwer lattice. 0 

Here we may assume that X is the set of the atoms of L. The last two 
theorems imply that one may identify parts of topology and lattice theory. 
This gives rise to hope that one may transfer theorems and results from one 
theory into the other theory. We shall see that this is indeed possible. A 
topological space is compact if any family (AiLE! of closed sets with the 
property niE!Ai = 0 contains a finite subfamily (AkhEK with nkEKAk = 
o (finite intersection property). For instance, in IR" with the usual topology 
the closed bounded subset are compact spaces (theorem of Borel-Lebesgue). 

3.6 Theorem. A Tt-space (X,.sIl) is compact if and only if in the lattice .sIl 
each ultrafilter is generated by one element, i.e. it is oftheform {A E Slilx E A} 
for some x E X. 

PROOF. Let (X, SIi) be compact. If F is an ultrafilter in SIi, then the intersec
tion of all sets in F cannot be the empty set, since in that case there is a 
finite subfamily of sets in F with intersection 0 so that 0 E F and thus 
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F = d, a contradiction. Let x be in this intersection. Then F ~ 
{A E d\x E A} = {A E d\{x} ~ A}. The latter is a proper filter in d and so 
the maximality of F implies equality. F is also generated by {x}. 

Conversely, suppose every ultrafilter in d is of the form as given in the 
theorem. Let Ai, i E I, be closed sets whose intersection is 0. If the filter 
generated by all Ai were not equal to d then it would be contained in an 
ultrafilter F which is generated by {x}, say. x is an element of all Ai, which 
contradicts niE I Ai = 0. Therefore the Ai generate a filter equal to d, and 
we can obtain 0 in finitely many steps as an intersection of A;'s. 0 

Further connections between topology and lattice theory are obtained 
as follows. A toplogical space (X, d) is called a Hausdorff space if any two 
different points XJ, X 2 E X are contained respectively in open sets OJ, O2 with 
01 n O2 = 0. Any Hausdorff space is a TI-space. If (Xi, d;) are topological 
spaces, then we can build up a system d of closed sets on X := XiEI Xi 
from the sets d i. Here d is the smallest possible system of closed sets on 
X such that all projections X ~ Xi are continuous. (X, d) is the product 
of the spaces (Xi, d;). A theorem of Tychonoff states that (X, d) is compact 
if all (Xi, d;) are compact. If the spaces (Xi, d i) are Hausdorff spaces then 
(X, d) is a Hausdorff space. If all the factors (Xi, d;) are equal to (X, d), 
say, we write the product as a power (Xl, d I ). 

3.7 Definition. Let B be a Boolean algebra. Then B* := {h\h is a Boolean 
homomorphism from B to IB} with the topology it inherits as a subspace of 
the product IBB. Here IB = (IB, 9P(IB» has the discrete topology. 

Every finite topological space and in particular (IB, 9P(IB» are compact; 
(IB, 9P(IB» is also a Hausdorff space. Therefore B* is a compact Hausdorff 
space. B* is completely disconnected, which means that any open set is the 
union of clopen sets. B* is nonempty, since for any b E B there is a maximal 
ideal I which does not contain b. So Bf I is simple (see Exercise 10 in 
Chapter 3, §2), therefore it is isomorphic to lB. Hence we have a Boolean 
epimorphism B ~ lB. 

3.8 Definition. A compact Hausdorff space is called a Boolean space if any 
open set is the union of clopen sets. 

Obviously, finite discrete topological spaces are Boolean spaces. From 
the above we obtain: 

3.9 Theorem. If B is a Boolean algebra, then B* is a Boolean space. 0 

The converse is true, as can be verified by elementary calculations. 

3.10 Theorem. If (X, d) is a Boolean space, then the set x* of all clopen 
sets is a Boolean algebra. 0 
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HALMOS gives proofs of the following two theorems which show a 
connection between Boolean algebras and Boolean spaces. 

3.11 Theorem. (i) Let B be a Boolean algebra. Then (B*)* =: B** is Boolean 
isomorphic to B. 

(ii) Let (X, d) be a Boolean space. Then (X*)* =: X** is homeomorphic 
to X. 0 

3.12 Definition. If (X, d) = B* then (B, X) is called a dual pair. 

Results on Boolean pairs reflect the connections between topology and 
lattice theory. We mention a few of these results. Here we call x E X an 
isolated point if {x} is open ({x} is also closed since X is a Tl space). 

3.13 Theorem. Let (B, X) be a dual pair. Then: 

(i) B is finite ~ X is discrete. 
(ii) B is countable ~ X is metrizable (i.e. the topology can be generated by 

a metric). 
(iii) B is atomic ~ the isolated points are dense in X (i.e. X is the smallest 

closed set which contains all isolated points). 
(iv) B is atom free ~ X is perfect (i.e. does not contain isolated points). 
(v) The ideals (filters) in B correspond to the open (closed) sets in X; here 

the clopen sets in C correspond to the principal ideals, the minimal closed 
subsets correspond to the ultra filters, and the maximal open sets to the 
maximal ideals. 0 

Moreover, if (Xi' B;), i = 1,2 are two dual pairs, then to a Boolean 
homomorphism h: Bl ~ B2 there corresponds a continuous mappingf: Xl ~ 
X 2, the kernel of h corresponds to the complement of the image of f, etc. 

We leave this topic and consider next the connections between lattices 
and probability theory. At the foundations of probability theory and statistics 
we have the analysis of "experiments with random outcome". Here we 
mean "experiments" or observations of experiments whose outcome is not 
predetermined. This may be the case because of lack of knowledge of the 
circumstances of the experiment, because of too complicated a situation 
(see 3.14(i», or because of real chance (see 3.14(ii)); we could also have 
a situation with seemingly chance outcome (see 3.14(iii». 

3.14 Example. (i) Let an experiment consist of casting a die once. If the 
die is completely homogeneous and symmetrical, then we may assume 
that any of the numbers I, 2, ... , 6 have the same chance of occurring. 
If the die is not "ideal", then one (or more) numbers will occur more 
often and would be less random. 
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(ii) The experiment consists of counting the number of a-particles which 
are emitted by a radioactive substance during one second. The outcome 
of this experiment is truly random. 

(iii) Consider the values of the first, second, third ... decimal place of a 
real number, given in decimal notation. If x is rational, then x has a 
periodic decimal expansion and in the sequence of the numbers in the 
various decimal places there is nothing random. However, if x is 
irrational then the numbers in the decimal places may be randomly 
distributed. D 

These simple examples show that the term randomness is not an easy 
one. The question if and how much the outcome of an experiment is random 
can be answered by statistical methods in such a way that we try to confirm 
or contradict the assumption of randomness by using a series of tests, e.g. 
homogeneity of a die tested by a series of casts. In general an experiment 
has many possible outcomes not all of which are of interest in a special 
situation. Moreover, some or all combinations of outcomes may be of 
interest, e.g. "the die shows more than four points", etc. 

We shall construct a mathematical model to study random experiments 
similar to the model constructed for switching circuits. This mathematical 
model will depend on the main aspects of the situation we are interested in. 

3.15 Model for Random Experiments I. In a random experiment let 0 be 
the set of all (interesting) outcomes of the experiment. The elements of 0 
are called samples and 0 is called the sample space of the experiment. 
Combinations of outcomes of an experiment can be modeled as subsets of 
the sample space. For example, if 0 = {I, 2, ... , 6} is the sample space for 
tossing a die once, then the combination "the die shows more than four 
points" of possible outcomes can be described by {5, 6}. If K), K2 denote 
two combinations of outcomes (described by the subsets AI> A2 of 0), then 
"K) and K 2" (described by A) n A 2 ), "K) or K 2" (described by A) u A 2 ) 

and "not K)" (described by AD are also combinations of outcomes. These 
three "operations" on outcome combinations (which interest us) should 
again be interesting outcome combinations. This leads to the concept of 
Boolean algebras and to the second stage of our model building process. 

3.16 Model for Random Experiments II. A random experiment is modeled 
by the pair (0, .sIl). Here 0 is the sample space and .sIl is a Boolean subalgebra 
of 9P(0). The elements of.sll (corresponding to the interesting combinations 
of outcomes) are called events . .sIl is called the algebra of events over the 
sample space O. 

3.17 Examples. (i) In tossing a die let all outcomes and all combinations 
be of interest. Then a mathematical model is given as (0, 9P(0)), where 
0={l,2, ... ,6}. 
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(ii) In tossing a die assume we are only interested whether the points are 
less than 3 or greater than or equal to 3. In this case a model is given 
by (0, @>(O», where 0 = {a, b}, a means "points value <3", b means 
"points value 2:3". 

(iii) In tossing two dice a suitable mathematical model could be (0, @>(O», 
where 0 = {I, 2, ... ,6} x {I, 2, ... ,6}. The event {(4, 6), (5, 5), (6, 4)} 
can be interpreted as the outcome combination "the sum of points is 
10". 

(iv) If we consider the experiment of counting a-particle emissions during 
one second (see 3.14(ii» then (No, d) would be a suitable model where 
d = {A £; NolA is finite or No\A is finite}. 0 

3.18 Definition. Let d be the algebra of events over the sample space O. If 
d (as a Boolean algebra) is generated by a subset ~, then the elements of 
~ are called elementary events. 

In the examples 3.17 we can take the one-element subsets as elementary 
events. If we chose (No, @>(No» as a model in 3.17(iv), we would have to 
choose a much more complicated system of elementary events. 

So far we have not mentioned "probability". It is useful to restrict the 
definition of an algebra of events. There are good reasons why we would 
like to have unions and intersections in d for countably many sets 
AI> A 2, •••• Thus we have to compromise between arbitrary Boolean alge
bras (in which any two-element set, therefore also any finite set, has a 
supremum and an infimum) and those Boolean algebras, which are complete 
lattices. Boolean algebras of this type are called u-algebras. 

3.19 Definition. A Boolean algebra B is called a u-algebra if every countable 
subset of B has a supremum and an infimum in B. 

For example, @>(M) is a u-algebra for any set M. din 3.17(iv) is not a 
u-algebra since the family {{OJ, {I}, {2}, ... } has no supremum in d. We 
refer to HALMOS (pp. 97-103) for connections with u-spaces (see 3.9-3.12), 
and for the representability of any u-algebra as a u-algebra in a suitable 
@>(M), factorized by a suitable u-ideal (theorem of Loomis); the theory of 
free u-algebras over a set is also described there (these are given by the 
u-algebra of Baire sets generated by the clop en sets in the Boolean u-space 
B M ). 

3.20 Definition. Let d be an algebra of events on the sample space O. If 
d is a u-algebra then (0, d) is called a measurable space. 

Now we are able to "measure". 

3.21 Definition. Let B be a u-algebra. A measure on B is a mapping f.L from 
B into {x E IRlx 2: O} u {00}=:[0, 00] with the following properties: 
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(i) JL(b) < 00 for at least one bE B. 
(ii) If b], b2, ••• are countably many elements in B with bibj = 0 for i ¥ j 

and if b is their supremum, then 

00 

JL(b) = L JL(bJ (u-additivity). 
i~l 

Moreover 
(iii) if JL (l) = 1, then JL is called a probability measure and JL (b) is the 

probability of b E B. 

The pair (B, JL) is called a measure space. If JL is a probability measure then 
(B, JL) is also called a probability measure space. 

3.22 Examples. Let M ¥ 0 be a finite set. Then JL, defined by JL(A) := IAI, 
is a measure on g'J(M). If IMI ~ 2 then JL is not a probability measure. 
P(A) := IAI/IMI defines a probability measure P on g'J(M). If B = 
g'J({1, 2, ... ,6), see 3.17(i), then we have, e.g. 

P({5 6}) = 1{5,6}i = ~ =_ 
, 1{1,2, ... ,6}i 6 3 o 

Now we are able to conclude our model. 

3.23 Model for Random Experiments III. The triplet (0, d, P) is called a 
probabilistic model of a random experiment if 0 is the set of all outcomes 
(which interest us), d is a suitable u-algebra in g'J(0) and P is a probability 
measure on d. 

In this case (0, d) is a measurable space; (d, P) is a probability space. 
The question of whether a given probability measure P is the "correct" 
measure to model a random experiment is one of the central questions of 
mathematical statistics. We cannot go into these problems here and refer 
the reader to the literature. 

In case of a finite sample space 0 one is usually best served by the 
u-algebra d = g'J(0). However, for infinite sample spaces, there are some 
problems: if we choose d "to small" (e.g. as in 3.17(iv» then we do not 
obtain a u-algebra; if we choose d "too large" as, for instance, in d = 
g'J(0), it often happens that we cannot have a probability measure on d, 
as happens for 0 = IR. Therefore we have to compromise. For 0 = IR and, 
more generally, for 0 = IR n and its subsets, we obtain a solution to this 
problem as follows. 

3.24 Definition. Let 0 s;; IRn. We consider the u-algebra 00 in g'J(lRn) which 
is generated by the set of all products of open intervals. 00 is called the 
u-algebra of Borel sets in IR". The u-algebra of reduced Borel sets on 0 is 
defined as 000 := {B n OIB E OO}. 
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We obtain a measure space (00, J.L) if we define J.L on the product of open 
sets as follows: 

and extend J.L to all of 00 in an obvious way. If we define 

J.L«a(, bl) x (a2' b2) x ... x (an, bn)) 

:= gl(b l - al)g2(b2 - a2)". gn(bn - an) 

with suitable weights gj, then we can obtain a probability space. For more 
information we have to refer to the literature on probability theory. 

We summarize some of the basic properties of probability measures. 

3.25 Theorem. Let (B, P) be a probability space. Then: 

(i) b(, b2 E B, blb2 = 0 imply P(bl + b2) = P(b l ) + P(b2); 
(ii) 't/ b(, b2 E B: P(bl + b2) = P(b l ) + P(b2) - P(blb2); 

(iii) 't/ b(, b2 E B: bl:s b2~P(bl):S P(b2); 
(iv) 't/ b E B: P(b) E [0, 1]; 
(v) 't/ b E B: PCb') = 1 - P(b). 

PROOF. (i) Is a special case of u-additivity, 
(ii) We have bl + b2 = bl b; + bl b2 + b; b2 and the terms on the right-hand 

side have intersection (product) o. Therefore 

P(b l + b2 ) = P(blb; + blb2 + b;b2 ) = P(blb;) + P(b lb2) + P(b;b2) 

= P(blb;) + P(b lb2) + P(b;b2) + P(b lb2) - P(b lb2) 

= P(blb; + blb2) + P(b;b2 + blb2) - P(b lb2 ) 

= P(bl ) + P(b2) - P(b lb2 ). 

(iii) bl:S b2~ b2 = bl + b;b2 (with bl(b;b2) = 0). Therefore P(b2) = 
P(bl ) + P(b;b2) ~ P(b l ). 

(iv) Follows from (iii), since P(b):s P(l) = 1 for all bE B. 
(v) 1 = b + b' with bb' = O. Therefore 1 = P(l) = PCb) + P(b'). 0 

Next we introduce and study the term "conditional probability". 

3.26 Definition. Let (B, P) be a probability space and b(, b2 E B where 
P(b2) > o. Then P(bdb2 ) := P(b lb2)/ P(b2) is called conditional probability 
of bl under the condition b2. If P(bl lb2 ) = P(b l ), then bl and b2 are said 
to be independent. 

Simple calculations verify the following theorem. 
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3.27 Theorem. Let (B, P) and bl> b2 be as in 3.26. Then 

(i) P(b l b2) = P(bdb2)P(b2); 

(ii) P(b l b2) = P(b l )P(b2), if bl> b2 are independent. 
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Finally we mention a completely different situation where lattices appear 
in "nature". We consider a "classical mechanical system", such as our 
system of nine planets. Each planet can be described by its position (three 
local coordinates). Thus the system can be described as a "point" in 1R27. 

1R27 is called the phase space of the system. Any property of the system (e.g. 
"the distance between Jupiter and Saturn is less than k kilometres") deter
mines a subset of 1R27 (in the example this is {(XI>"" X27)1(X13 - X16)2 + 
(X14 - X17? + (XIS - XIS? :s; k2} if (XI3, X14, XIS) gives the position of Jupiter 
and (XI6, X17, XIS) the position of Saturn). Conversely, there is the question 
of whether one can assign a relevant physical property to any of the subsets 
of 1R27 , or more general phase spaces. It seems to make sense to assume 
that we can assign sensible physical properties to the Borel sets in 1R27. Thus 
the physical system of our planets can be studied by means of the CT-algebra 
of the Borel sets on 1R27. 

In microcosms we have some problems, since not all observables like 
place, impulse, spin, energy, etc. of a quantum-theoretical system can be 
precisely measured at the same time. We know this from Heisenberg's 
uncertainty principle. In this case it is advisable to choose an infinite
dimensional separable Hilbert space as our phase space. This is a vector 
space H with an inner product ( , > such that any Cauchy sequence (hn ), 

which is characterized by limn.m~oo(hn - hm' hn - hm> = 0, converges to an 
h E H. Moreover H has a countable subset B such that any h E H is limit 
of a sequence of elements in B.) Then the observable properties of a quantum 
system correspond to the closed subs paces of H. Here lattices of the 
following type arise: 

3.28 Definition. Let L be a lattice with zero element O. L is called an 
orthocomplemented lattice if for any vEL there is a v.i E L (called the 
orthocomplement of v) such that: 

(i) (v.i).i = v; 
(ii) v:s; w ~ v.i;:::: w.i; 
(iii) vv.i = O. 

An orthocomplemented lattice L with 0, I is called orthomodular if the 
orthomodular identity 

v :s; w ~ w = v + wv.i 

is satisfied. 

3.29 Example. Let L be the lattice of all subspaces of an inner product 
space. L is orthocomplemented and the orthocomplement of a subspace U 
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of L is the orthocomplemented space Ul.:= {xl<x, u) = 0 for all u E U}. 
That is, the set of all vectors x orthogonal to U. 0 

We verify immediately: 

3.30 Theorem. Let H be a separable Hilbert space. Then the closed subspaces 
of H form a complete, atomic and orthocomplemented lattice. 0 

The fact that some of the observables of a quantum-theoretic system can 
be measured simultaneously and others not, however, can be expressed in 
the following definition. 

3.31 Definition. Let L be an orthomodular lattice and v, W E L. v and ware 
called orthogonal, if v ::; wl.. v and ware called simultaneously verifiable if 
there are pairwise orthogonal elements a, b, c E L such that v = ac, W = bc. 
We write v - w. 

The relation - is reflexive and symmetric, but in general is not transitive. 

3.32 Definition. Let L be an orthomodular lattice. Z E L is called central if 
Z - v for all VEL. 

In all classical mechanical systems all observables are simultaneously 
measurable and therefore we obtain Boolean algebras. The next and last 
theorem shows that quantum mechanics in this sense can also be regarded 
as an extension of classical mechanics and quantum logic as an extension 
of classical logic. 

3.33 Theorem. Let L be an orthomodular lattice. Then the central elements in 
L form a Boolean algebra. 0 

This theory goes deep into lattice theory and quantum mechanics. 

PROBLEMS 

*1. Prove: a lattice is complete unless it has a subset which forms an infinite chain. 

2. Show that the existence of a 0 and a 1 is a necessary but not a sufficient 
condition for a lattice to be complete. 

3. Prove that for any homomorphism f of a complete lattice L into itself there 
is at least one element a E L such that a = f(a}. 

*4. Determine if the Cartesian product of a family of Boolean spaces is a Boolean 
space with respect to the product topology. 
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*5. Prove: Every closed subset Y of a Boolean space (X, d) is a Boolean space 
with respect to the topology on X. Every clopen set in Y is the intersection 
of Y with some clopen subset of X. 

6. Two gamblers A and B have $a and $b, respectively, at the start of a game. 
The game is repeated until one of them is "ruined". Let p and q, p + q = 1, 
be the probability for A and B, respectively, to win in each game. In each 
game the win of a player (and the loss of the other player) is $1. Find the 
probability for the loss of each player. 

7. Let (0, d) be an experiment and 0,;:. BEd be an event. The experiment 
(0, d) conditioned by the event B is (B, Bd), where Bd denotes the family 
of those A Ed for which A c;;;; B. When is (B, Bd) the trivial experiment? Let 
'lJ j = (Ob d.), i = 1,2, ... , be a finite or denumerably infinite sequence of 
experiments such that OJ and OJ, i ,;:. j, are disjoint. Define a sum and product 
of the experiments 'lJ j and give an interpretation to these new experiments. 

*8. Let 0 be a nondenumerable set and let d be a family of subsets A of 0 such 
that either A or A is denumerable. Show that: 

(i) d is au-algebra; 
(ii) d contains nondenumerably many atoms; 

(iii) not every union of atoms belongs to d. 

9. A positive integer I is selected with probability P(I = n) = (iY, n = 1,2, .... 
If I takes the value n, a coin with probability e-n of heads is tossed once. 
Find the probability that the resulting toss is a head. 

10. Prove finite additivity for the measure p., in Definition 3.21(ii), i.e. p.(b) = 
I~ p.(bJ, where the bj are disjoint and b is their supremum. 

*11. Verify that the lattice of all subspaces of three-dimensional real Euclidean 
space is an orthomodular lattice. 

12. Construct an example of an orthocomplemented lattice with six elements that 
is not orthomodular. 

13. If a < b in an orthomodular lattice L, prove that the sublattice [a, b] is also 
orthomodular. 

14. Let L be an orthocomplemented lattice. Verify in L that (a + b)1. = a1.b1.. Also 
show that L is orthomodular if and only if in case a :5 b there exists eEL 
such that a and c are orthogonal and a + c = b. 

EXERCISES (Solutions in Chapter 8, p. 443) 

I. Justify the propositions in 3.2. 

2. Which of the lattice in and following 1.1.12 are Boolean lattices? Which are 
atomic, or complete or Brouwer lattices? 

3. Which compact Hausdorff spaces are Boolean spaces? 

4. A random experiment consists of going to the doctor's surgery to find out how 
long one has to wait to get attended to. Give a model for this experiment. 
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5. An experiment consists of tossing a die on a table and measuring the distance 
of the die from the edge of the table. Give a model. 

6. In the models of Exercises 4 and 5 state a system of elementary events for each 
experiment. 

*7. Justify the statements in 3.22. 

8. Let @ be the O"-algebra of Borel sets on IR. Is @ atomic? Are all finite subsets 
elements of @? Is the set of positive real numbers in @? Is ill E @? 

9. Give a probability measure P for 3.17(iii). Interpret A = {I} x {I, 2, ... , 6} and 
B = {(I, I), ... , (6, 6)}. Calculate P(AIB) and P(BIA). Are A and B 
independent? 

10. A deck of 52 cards is shuffled and two cards are dealt in succession face up. 
Describe the sample space for (Yl> Yz), where Yi is the designation on the ith 
card dealt, e.g., AS, ace of spades, etc. How many points are in the sample 
space? Describe the subset A for the event "both are spades". How many points 
are in A? 

Let Aj be the occurrence of an ace on the jth draw and let Bj be the occurrence 
of exactly j aces. Express Bj in terms of the Aj and calculate p(Bo), p(B\), p(Bz). 

NOTES 

Some standard introductory textbooks on Boolean algebras and applications 
are HOHN, MENDELSON, WHITES ITT. 

The collection of survey articles by ABBOTT contains applications of 
lattices to various areas of mathematics. It includes a paper on orthomodular 
lattices, one on geometric lattices, a general survey on "what lattices can 
do for you" within mathematics, and a paper on universal algebra. Most 
of the books on applied algebra consider Boolean algebras in an introductory 
way and have applications to switching circuits, simplification methods, 
logic: BIRKHOFF and BARTEE, DORNHOFF and HOHN, FISHER, GILBERT, 
PRATHER and PREPARATA. 

Further texts describing the applications given in this chapter and several 
additional examples are DOKTER and STEINHAUER, DWORATSCHEK, HAR
RISON, PERRIN, DENQUETTE and DALCIN, PESCHEL. A comprehensive 
book* by DAVIO, DESCHAMPS and THAYSE on discrete and switching 
functions (algebraic theory and applications) has been published recently. 
RUDEANU deals with polynomial equations over Boolean algebras. 

As to the development of logic, the great merit of the fundamental work 
of Aristotle is that Aristotle succeeded in describing and systematizing in 
a set of rules the process of reaching logical conclusions from assump
tions. Aristotle focused his attention mainly on a certain type of logical 
relations and chains, syllogisms. Leibniz tried to give Aristotelian logic an 
algebraic form. He used the notation AB for the conjunction of two terms, 
* DAVIO, M., DESCHAMPS, J. P. and THAYSE, A. Discrete and Switching Functions. McGraw
Hill, New York, 1978. 
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noted the idempotent law, and knew that "every A is a B" can be written 
as A = AB. He noted that the calculus of logic applied to statements or 
expressions as well. However, he did not go far enough and only Boolean 
algebra was an adequate tool. Leibniz's interest in this context was mainly 
in transcribing the rules of syllogism into his notation. Boolean algebras 
reduced an important class of logical questions to a simple algebraic form 
and gave an algorithm of solving them mechanically. 

Under the three Boolean operations the binary relations on a set X form 
a Boolean algebra isomorphic to that of the power set of all subsets of X2. 
This was initially considered independently by C. S. Peirce and Schroder. 
The success of Boolean algebra and relation algebra in simplifying and 
clarifying many logical questions encouraged mathematical logicians to try 
to formalize all mathematical reasoning. Regarding texts on mathematical 
logic we mention HILBERT and ACKERMAN, a classic, and also BARNES 
and MACK, RENNIE and GIRLE. 

In 1900 at the International Congress of Mathematicians in Paris, 
D. Hilbert gave an address entitled "Mathematical Problems" in which he 
listed 23 problems or problem areas in mathematics. Problem 6 refers to 
the question of the axiomatization of physics and probability theory, which 
prompted S. N. Bernstein (in 1917) and R. V. Mises (in 1919) to use algebra 
in the foundations of probability theory. Kolmogorov (in 1933) based 
probability theory on the concept of measure theory and u-algebras. An 
introductory text on probability theory based on Boolean u-algebras is 
FRASER. See also LOEVE, GNEDENKO, CHUNG. 

A survey article by Holland in ABBOTT'S collection gives an excellent 
description of the history and development of orthomodular lattices and 
also includes a bibliography on the subject. V ARADARAJAN is a modem 
introduction to quantum theory, VON NEUMANN is a classic on quantum 
mechanics. 

Further applications of lattices and Boolean algebras are due to ZELMER 
and STANCU, who try to describe biosystems (e.g. organisms and their 
environment) axiomatically and interpret them in terms of lattice theory. 
FRIED ELL gives lattice theoretical interpretations to social hierarchies inter
preted as partial orders. 



CHAPTER 3 

Finite Fields and Polynomials 

Finite fields give rise to particularly useful and, in our view, beautiful 
examples of the applicability of rings and fields. Such applications arise 
both within mathematics and in other areas; for example, in communication 
theory, in computing and in statistics. In this chapter we present the basic 
properties of finite fields, with special emphasis on polynomials over these 
fields. The simplest finite field is the field f2 consisting of 0 and 1, with 
binary addition and multiplication as operations. Many of the results for 
f2 can be extended to more general finite fields. 

Section 1 contains a summary of the basic properties of rings and fields. 
The core of the present chapter consists of §2 on finite fields and §3 on 
irreducible polynomials. We apply some of the results herein to the problem 
of factorization of polynomials over finite fields. Section 5 is an appendix, 
giving algorithms for finding null spaces. 

§ 1. Rings and Fields 
We assume that the reader has a basic knowledge of the ring concept and 
therefore we give only a brief summary of fundamental results on rings and 
fields. Most proofs can be found in standard introductory texts on abstract 
algebra, such as FRALEIGH or HERSTEIN. 

A. Rings, Ideals, Homomorphisms 

1.1 Definition. A ring is a set R together with two binary operations, + and 
" called addition and multiplication, such that 

(i) (R, +) is an abelian group; 
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(ii) the product r· s of any two elements r, s E R is in R and multiplication 
is associative; 

(iii) for all r,s,tER:r·(s+t)=r·s+r·t and (r+s)·t=r·t+s·t 
("distributive laws"). 

We will then write (R, +, .) or simply R. In general, the neutral element 
in (R, +) will be denoted by 0, the additive inverse of r E R by -r. Instead 
of r· s we shall write rs. Again, let R * := R '" {o}. Rings according to 1.1 
are also called "associative rings" in contrast to "nonassociative rings" 
(where associativity is not assumed). The "prototype" of a ring is (Z, +, .). 

1.2 Definition. Let R be a ring. R is said to be commutative if this applies 
to .. If there is an element I in R such that r· 1 = I . r = r for any r E R 
then 1 is called an identity (or unit) element. If rs = 0 then r is called a left 
divisor and s a right divisor of zero. If rs = 0 implies r = 0 or s = 0 for all 
r, s E R, R is' called integral. A commutative integral ring with identity is 
called an integral domain. If (R *, .) is a group then R is called a skew field 
or a division ring. If, moreover, R is commutative, we speak of a field. The 
characteristic of R is the smallest natural number k with kr:= r + ... + r 
(k-times) equal to 0 for all r E R. We then write k = char R. If no such k 
exists, we put char R = o. 

Now we list a series of examples of rings. The assertions contained in 
this list are partly obvious, some will be discussed in the sequel; the rest is 
left to the reader. 

1.3 Examples. See table on page 122. 

Remarks to this list: In IRIR, + and . are defined pointwise; i.e. 

(f + g)(x):= f(x) + g(x) and (f. g)(x):= f(x) . g(x) forf, g E IRR. 

0' and l' are the functions which have constant values 0 and 1, respectively. 
The operation * in G is defined by g * h := 0 for all g, h E G; hence every 
abelian group can be made into a (commutative) ring. 0 

We state how some of the concepts introduced in 1.2 are interrelated. 

1.4 Theorem. (i) Every field is an integral domain. 
(ii) Every finite integral domain with more than one element is a field. 

(iii) Every finite skew-field is a field (Wedderburn's theorem). 
(iv) If R is an integral domain then char R is 0 or a prime. 0 

The finite fields (by 1.4(ii) and (iii) hence also the finite integral domains 
and the finite skew-fields) will be explicitly described in §2. A first example 
of a proper skew-field is given by 
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1.5 Example. Let Q := (1R4, +, .) with component-wise addition and multi
plication defined by 

(a, b, c, d) . (a', b', c', d') 

:= (aa' - bb' - cc' - dd', ab' + ba' + cd' - dc', ac' - bd' + ca' 

+ db', ad' + bc' - cb' + da'). 

With 1 := (1,0,0,0), i:= (0, 1,0,0), j := (0,0, 1,0), k:= (0,0,0, 1) we get 
e = / = k 2 = -1, ij = k, jk = i, ki = j, ji = - k, kj = - i, ik = - j and 

Q = {a 1 + bi + cj + dk I a, b, c, d E IR}. 

Hence Q can be considered as a four-dimensional vector space over IR. 
(Q, +, . ) is a skew-field; it is not a field and can be viewed as an "extension" 
of C to a system with three "imaginary units" i,j, k. ({±l, ±i, ±j, ±k},') is 
a group of order 8, isomorphic to the quatemion group (4.1.4(iii)). Q is 
called the skew-field of quaternions. 0 

For our purposes the following example will be of great interest. 

1.6 Example. Let n be a positive integer and let == n denote the following 
relation on 7l.: a ==n b:~ n divides a - b (denoted by nla - b). Then ==n 
is an equivalence relation on 7l., called the congruence modulo n. The 
equivalence classes are denoted by [a], or by [a]n. We also write a == 
b (mod n). Thus [a]n is the set of all integers z which on division by n give 
the same remainder as a gives. Therefore [a] is also called the residue class 
of a modulo n. We have 

[0] = {O, n, -n, 2n, -2n, 3n, -3n, ... }, 

[1] = {I, n + 1, -n + 1, 2n + 1, -2n + 1, -2n + 1, ... }, 

[2] = {2, n + 2, -n + 2, 2n + 2, -2n + 2, ... }, 

[n - 1] = {n - 1, n + n - 1, -n + n - 1, 2n + n - 1, -3n + n - 1, ... }. 

There are no more: [n] = [0], [n + 1] = [1], .... In general, [k] = [a] for 
a E {O, 1, ... , n - 1}, if k divided by n gives remainder a. The equivalence 
relation == n on 7l. satisfies 

a == n b, c == n d => a + c == n b + d, ac == n bd. 

Thus == n is compatible with the operations + and . on 7l. and == n is a 
congruence relation on 7l.. We can define two operations addition and 
multiplication on 7l. n = {[OJ, ... ,[n - I]} by 

[a] + [b] = [a + b], 

[a][b] = [ab]. 
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It can be verified that (.lno +, .) is a commutative ring with identity and 
is called the residue class ring mod n. 0 

The following theorem contains important information, particularly that 
.In is a field if n is prime. This is our first example of a field with finitely 
many elements. 

1.7 Theorem. For every n > 1, the following conditions are equivalent. 

(i) .In is an integral domain; 
(ii) .In is a field; 

(iii) n E P. o 

Let R be a ring and let S ~ R. S is called a subring of R (denoted by 
S :5 R) if S is a ring with respect to the operations of R operating on the 
subset S of R. 

A subgroup I of (R, +) is called ideal of R and is denoted by I ~ R if 

ViE I, V r E R: ir E I and ri E 1. 

If only the first part ir E I (or the second part ri E 1) of (*) holds then we 
speak of right (left) ideals of R. A left (right) ideal is thus a special sub ring. 
The condition (*) is often written as "IR ~ I A RI ~ I". We put I <J R if 
I ~ R, but I "" R. 

For every sub ring S of R we get an equivalence relation - s by 
r. -5 r2:¢::> r. - r2 E S. Since (R, +) is abelian, -5 is automatically compat
ible with + that is r. - s r2, r; - 5 r~ ~ r. + r; - s r2 + r~. However, - 5 is not 
necessarily compatible with·. For instance, if R = 0 and S = .l then S :!Q R 
and 1 -z 0 as well as ~ -z! (since 1 - 0 E .l and ~ - ! E .l), but 1 . ~ - 0 . ! e .l 
whence 1 . ~7-z O·!. 

When is - 5 compatible with ., i.e. when is - 5 a congruence relation in 
R? 

1.8 Theorem. Let I :5 R. Then - 1 is a congruence relation in (R, +, .) if and 
only if I ~ R. 0 

One readily sees that R/ - 1 then turns out to be a ring with respect to 
(r + 1) + (s + 1) = (r + s) + I and (r + I)(s + 1) = rs + 1. R/- 1 =: R/ I is 
called the factor ring of R with respect to the ideal 1. 

In the case of groups, normal subgroups are intimately connected with 
homomorphisms. The same applies to rings where ideals are related to 
homomorphisms. 

Let R, S be rings and let h: R ~ S be a function. h is called a (ring-) 
homomorphism provided that h(r, + r2) = h(r,) + h(r2) and h(r,r2) = 
h(r,)h(r2) hold for all r" r2 in R. Ker h := {r E R I h(r) = O} is tht-n called 
its kernel and 1m h = h(R) its image. It is easy to see that 1m h :5 S (1 •• the 
notation above). The kernel is more than just a subring: 
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1.9 Theorem. Every kernel of a homomorphism leaving R is an ideal of R, 
and all ideals can be obtained in this way. 0 

Injective homomorphisms are called monomorphisms (or embeddings), 
surjective homomorphisms are called epimorphisms, bijective homomorph
isms are isomorphisms. We use the symbol == to mean "is isomorphic to". 
If there exists a monomorphism from a ring R into a ring R' then R is 
embeddable in R ', in symbols R ~ R'. Let 

Hom(R, R') := {flf: R ~ R' homomorphism}. 

1.10 Theorem. Every ring R can be embedded in a ring R(I) with identity. 0 

Such a ring R(I) may be of the form (R x lL, +, .), where addition 
of pairs is defined component-wise and multiplication is defined by 
(r, z) . (r', Zl) = (rr' + zr' + zlr, ZZl) for all r, r' E Rand z, Z' ElL. 

It should be remarked that if R already has an identity I then I loses 
its role in the process of embedding R into the ring R(J) with identity. 

1.11 Theorem. Let R, S be rings and h: R ~ S a homomorphism. 

(i) {O}:Q Rand R :Q R. 
(ii) h is an epimorphism iff 1m h = S and a monomorphism iff Ker h = {O}. 

(iii) ("Homomorphism Theorem for Rings".) RIKer h == 1m h. 
(iv) There is a I-I correspondence between the subrings (one- and two-sided 

ideals) of R containing Ker h and the ones of 1m h. 
(v) ("First Isomorphism Theorem".) IfS:::; R and I:Q R then (I + S)I 1== 

SI(I n S). 
(vi) ("Second Isomorphism Theorem".) If I:Q R with Ker h ~ I then 

RI 1== h(R)1 h(l). With J := ker h this reads as (RI J)/(I I J) == RI1. 
o 

Intersections of subrings (ideals) of R are again subrings (ideals). We 
can also speak of the concept of a generated subring (ideal, respectively). 
Ideals which are generated by a single element deserve special interest. Let 
R be a ring and a E R. The ideal generated by a will be denoted by (a) 
and is called the principal ideal generated by a. If R is a commutative ring 
with identity, then for all a E R we get (a) = aR = {arl r E R}. In a ring 
with identity, {O} = (0) and R = (I) are principal ideals. In lL, nlL = (n) is 
a principal ideal for every n E No. An integral domain in which every ideal 
is principal is called a principal ideal domain (PIO). For example, lL is a PIO. 

An ideal I in R is called a maximal ideal if I ~ R and there is no ideal 
strictly between I and R. It can be shown that the ideal (n) is a maximal 
ideal in lL iff n is a prime. R is simple if {O} and R are its only ideals. 

An ideal P in a commutative ring R is called a prime ideal of R if P ~ R 
and for all r, s E R: rs E P implies rEP or s E P. 
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1.12 Theorem. Let I ~ R. R a commutative ring with identity. Then: 

(i) I is maximal ~ R/ I is a field. 
(ii) I is prime ~ R/ I is an integral domain. 

(iii) I is maximal ~ I is prime. 

PROBLEMS 

o 

1. Prove parts (i), (ii) and (iv) of Theorem 1.4 (for (iii) see, e.g. HERSTEIN). 

2. In Example 1.3 is there a ring in which every element is either invertible or a 
divisor of zero? 

3. Verify in detail that 0 of Example 1.5 really is a skew-field. 

4. Is the following true: "n :5: m ~ Zn is a subring of Zm"? 

5. Determine all rings with two and three elements. 

*6. Prove Theorem 1.7. 

7. Find all rings with (Z4, +) as their additive group. 

8. Are there integral rings of characteristic 6? 

9. Let R be a commutative ring of characteristic p, a prime. Show that 

(x + y)P = xP + yP and (xy)P = xPyP 

hold for all x, y E R. 

10. Show that char R divides n, if R has n E '" elements. 

* II. Prove Theorems 1.8 and 1.9. 

12. Prove Theorem 1.10. 

13. Show that nZ is an ideal in Z. What does one obtain for n = 0 and for n = I? 

14. Find all ideals in Z3, Z4 and Z6 and determine homomorphisms with these 
ideals as kernels. 

15. Are the following rings PID: Zn; nZ; every skew-field; every field; every simple 
ring? 

16. Find all maximal ideals in the following rings: IR; 0; Z2; Z3; Z4; Z6; Z24; Zp' 
(p a prime); Zn. 

17. Is the intersection of prime ideals a prime ideal? 

18. Find a prime ideal in a given ring which is not maximal. 

*19. Show that if h: R ~ S is a homomorphism and if R is commutative then 
h(I + J) = h(I) + h(J) and h(I (") J) = h(I) (") h(J) hold for all ideals I, J 
in R. 

20. Find, in Z x Z, the sub ring and the ideal generated b} ~2, 2). Is Z x Z a PID? 

21. Find the ideal generated by {12, 14} in Z and in 2Z = {O, ±2, ±4, ±6, ... }. 
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22. Find all endomorphisms of (0, +, .). 

23. Find a commutative ring R and some r E R such that (a) '1"- aR. 

24. Is 2lL n a maximal ideal in lL n ? 

*25. Prove Theorem 1.12. 

B. Polynomials 
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Usually one thinks of polynomials as "formal expressions" ao + atX + ... + 
anxn in the "indeterminate" x. But, if x is "not determined" or "unknown", 
one might raise the question, how this "undetermined" x can be squared, 
added to some ao, and so on. We will overcome this difficulty by introducing 
polynomials in a way which at first glance might look much too formal. 
But exactly this "formalism" will prove very useful in applications. The 
whole matter starts by observing that a "polynomial ao + atX + ... + anxn" 
is already determined by the sequence (ao, at. ... , an) of its "coefficients". 

1.13 Definition. Let R be a commutative ring with identity. All sequences 
of elements of R which have only finitely many nonzero elements are called 
polynomials over R, all sequences of elements of R are called formal power 
series over R. The set of polynomials over R is denoted by R[x], the set 
of power series over R is R[[x]]. If p = (ao, at. ... , am 0, 0, ... ) E R[x] we 
will also write p = (ao, .. . , an). If an ¥- ° then we call n the degree of p 
(n = deg p); if an = I we call p monic. We put deg(O, 0, 0, ... ) := -00. Poly
nomials of degree :5 ° are called constant. 

In R[x] and R[[x]] we define multiplication (ao, at. ... ). (bo, bt. ... ) = 
(co, Ct. ... ) with Ck := L+j=k ajbj = L 7=0 ajbk _ j, and addition (ao, at. ... ) + 
(bo, bt. ... ) = (ao + bo, at + bt. ... ). Note that deg pq = deg p + deg q, for 
p, q E R[x]. 

With respect to the operations of multiplication and addition the sets 
R[x] and R[[x]] are commutative rings with identity (1,0,0, ... ). If R is 
integral, the same applies to R[x] and R[[x]]. (R[x], +, .) and (R[[x]], +, .) 
are called the ring of polynomials and the ring of formal power series, 
respectively. In R[x] and R[[x]] we define x := (0, 1,0,0, ... ) = (0, 1). We 
then get X· x = x2 = (0,0,1), x 3 = (0,0,0,1), and so on. With xo:= 
(1,0,0, ... ) and aj = (a j, 0, 0, ... ) we see that in R[x] and R[[x]] we can 
write 

p = (ao, at. a2,· .. ) = ao + atX + a2x2 + ... =: Lj200 ajx j. 

This gives the familiar form of polynomials as I ;=0 ajx j and formal power 
series as I:o ajx j (they are called "formal" since one is not concerned with 
questions of convergence). We see: x is not an "indeterminate", it is just 
a special polynomial. 
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Letp, q E R[x].pdividesq (denoted by pi q) ifp = q' rforsome r E R[x]. 
If deg q > deg(p) > 0 then p is called a proper divisor of q. A polynomial 
q with deg q ~ I which has no proper divisors is called irreducible. 

Every polynomial of degree I is, of course, irreducible. If R = C there 
are no more irreducible ones; if R = IR then "half" of the quadratic poly
nomials are irreducible as well. This is the contents of the so-called" Funda
mental Theorem of Algebra": 

1.14 Theorem. (i) The irreducible polynomials in C[x] are precisely the ones 
of degree 1. 

(ii) The irreducible polynomials in lR[x] are the ones of degree ~ 1 and the 
polynomials ao + a\x + a2x2 with ai - 4aOa2 < O. 0 

The best way to check if g If is to "divide" f by g and to see if there is 
some nonvanishing remainder. This is possible by the following theorem. 

1.15 Theorem (The Division Algorithm). Let R be a field and f, g E R[x]. 
Then there exist q, r E R[x] with 

f = g' q + rand deg r < deg g. o 
There are some properties of some polynomial rings which will prove 

useful. 

1.16 Theorem. Let R be afield and p,f, g E R[x]. Then: 

(i) R[x] is a PID. 
(ii) ( p) is a maximal ideal ~ ( p) is a prime ideal ¥:- R ~ P is irreducible 

and p ¥:- 1. 
(iii) p irreducible 1\ p If' g ~ p If v pig. 0 

Theorem 1.16(i) has important consequences: we can define concepts 
like "greatest common divisors": 

1.17 Theorem. Let R be afield andf, g E R[x]. Then there exists exactly one 
dE R[x] which enjoys the following properties: 

(i) d If and dig. 
(ii) d is monic. 

(iii) Ifd'ifand d'ig then d'id. 

For this d there exist p, q E R[x] with d = p' f + q. g. o 

The polynomial d in 1.17 is called the greatest common divisor of f and 
g, denoted by gcd(f, g). f and g are called relatively prime (or coprime) if 
gcd(f, g) = 1. 
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1.18 Theorem (The Unique Factorization Theorem). Let R be a field. Then 
every f E R[x] has a representation (which is unique up to order) of the form 
f = r' PI . P2 ..... Pk with r E R, Ph ... , Pk monic and irreducible polynomials 
over R. D 

We mention explicitly that the proof of this theorem does not indicate 
how to construct this "prime factor decomposition". In general, there is no 
efficient constructive way to do this. However, we will describe a (construc
tive) algorithm in §4, if R is a finite field. 

In general, rings with a property analogous to 1.18 are called unique 
factorization domains (UFD). It can be shown that every PID is a UFD. 

The penetrating similarity between 7l. and R[x] (R a field) is enunciated 
by the following table. Let/, g be in 7l. or in R[x], according to the left-hand 
side or right-hand side of the table. 

"Norm": absolute value of f 
Invertible: numbers with value I. 
Every integer can be represented in the 

form ao + a 1 • 10 + a2 . 102 + ... + 
a" . 10". 

fig:¢:> 3 q E Z:f= g' q. 
3 q, r E Z: f = g' q + r " 0 ~ r < Igl. 

Z is an integral domain and a PID. 
f and g have a uniquely determined 

greatest common divisor d which 
can be written as d = f· a + g' b 
with a, b E Z. 

f is a prime :¢:> f has no proper divisors. 

Every integer is a "unique" product of 
primes. 

R[x] 

"Norm": degree of f 
Invertible: polynomials of degree O. 
Every polynomial can be represented in 

the form ao + a1x + a2x 2 + ... + 
anxn. 

fig:¢:> 3 q E R[x]:f= g' q. 

3 q, r E R[x]: f = g' q + r " deg r 
< deg g. 

R[x] is an integral domain and a PID. 
f and g have a uniquely determined 

greatest common divisor d which 
can be written as d = f· a + g' b 
with a, b E R[x]. 

f is irreducible ¢:> f has no proper 
divisors. 

Every polynomial is a "unique" product 
of irreducible polynomials. 

Many people think of "functions" when polynomials are discussed. In fact, 
every polynomial induces a "polynomial function", but not necessarily 
conversely. 

If P = (ao,.' ., an) = ao + alx + ... + anx n E R[x] then p: R ~ R, r ~ 
ao + al r + a2r2 + ... + anrn is called the polynomial function induced by p. 
Here ao + ... + anrn = per). Let P(R):= {pip E R[x]} be the set of all 
polynomial functions induced by polynomials over R. If no confusion is to 
be expected, we will simply write p instead of p. 
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1.19 Theorem. (i) V p, q E R[x]: p + q = p + ij 1\ p' q = p' ij. 
(ii) peR) is a subring of RR. o 

1.20 Theorem. (i) The map h: R[x] ~ peR), p ~ p, is a (ring-) epimorphism. 
(ii) If all nonzero elements of (R, +) are of infinite order then h is an 
isomorphism. 0 

This result allows us to "identify" R[x] and peR) if R = IR, for instance. 
This is, however, not allowed if R is a finite ring. In Zn[x], the polynomial 
p := x(x + 1) ... (x + (n - 1» has degree n, but p is the zero function. Hence 
p is in ker h of 1.20. If R is finite, the same applies to peR) :S RR. On the 
other hand, R[x] is infinite as long as IRI > 1. Hence the map h of 1.20 
cannot be an isomorphism in this case. 

An element r E R is called a root (or a zero) of the polynomial pER [x] 
if per) = O. There is an important link between roots and divisibility of 
polynomials. 

1.21 Theorem. An element r of afield R is a root of the polynomial p E R[x] 
~f and only if x - r divides p. 0 

Let r E R be a root of p E R[x]. If k is a positive integer such that pis 
divisible by (x - r)k, but not by (x - r)k+l, then k is called the multiplicity 
of r. If k = 1, then r is called a simple root of p. 

We also remark that by (R[x])[y]=: R[x,y], etc., one gets polynomial 
rings in more "variables" (they are not variables at all). If one were very 
precise, one would have to write (R[x])[x]. 

PROBLEMS 

1. Let f = x6 + 3xs + 4x2 - 3x + 2, g = x2 + 2x - 3 E I7[x]. Determine g, r E 

I7[x] such that f = gq + r. 

2. Let f(x) = 2 + 2x + 2X2 + 2x3 + X4 + x7 + x 8 , g(x) = 2 + x + X4 be two poly
nomials in I3[x]. Is f divisible by g? 

3. If f = x + 2x3 + 3x4 + 3xs + 2x6 + 3x7 + x8 and g = x + 3x2 + x3 are poly
nomials over R, compute polynomials q and r (with deg r < 3) such that 
f = g' q + r. Does g If hold? Answer these questions for R = IR, R = Q and 
finally R = Is. Do you get the same answers? 

4. With f, g of Problem 3, compute gcd(f, g) again for R = IR, Q and Is. 

*5. Show that R[x] and R[[x]] are integral domains if R is integral. 

6. Show that p E R[x] (R a field and degp:s 3) is irreducible iff jj has no zero 
(i.e. no r E R with jj(r) = 0). 

7. Decompose X S + X4 + 3x3 + 3x2 + X + 1 E Is[x] into irreducible factors over 
Is· 
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*8. If R is a field, show that ao + a1x + ... E R[[x]] is invertible iff ao '" O. 

9. Find the inverse of I - x in 1R[[x]]. 

10. List the elements of P(7L2 ) and P(7L3 ) explicitly. 

II. Show that peR) ~ {fE RR Ir - S E I~f(r) - f(s) E I for each I Q R}. 

12. Find at least five distinct polynomials in 7L 3[x] which induce the zero function. 

13. Determine all homomorphic images of F[x], F a field. 

*14. Let F be a field, a, bE F, a '" O. Show that there is exactly one automorphism 
4> of F[x] with 4>(x) = ax + band 4> maps each element of F into itself. Show 
that all automorphisms of F[x] are of this form. 

*15. Prove that for any ideal I in a ring R we have (R/ I)[x] is isomorphic to 
R[x]/I[x]. 

16. Prove: Let p be a prime and let ao, . .. , an be finitely many integers, p ~ an" 
Then the equation ao + a1x + ... + anxn = 0 over 7Lp has at most n distinct 
solutions x in 7L p • (Theorem of Lagrange.) 

17. Which of the following ideals in 7L[x] are prime ideals, which are maximal: 
(x + I); (2, x); (3, x); (6, x); (x2); (x 3 - 2X2 - 2x - 3)? (Here (2, x) denotes 
the ideal generated by 2 and x.) 

18. Show that (x 2 + I) is not a maximal ideal oflR[x] and (2, x 2 ) is not a principal 
ideal of 7L[ x]. 

19. Find three maximal ideals in lR[x]. Also for 7L 2[x]. 

*20. Show that lR[x, y] is a UFD but not a PID. 

21. x and yare relatively prime in IR[ x, y]. Show that there are no a, b E IR[ x, y] 
such that I = ax + by. 

22. Show that the ideals (x), (x, y), (2, x, y) are prime ideals in 7L[ x, y], but only 
(x, y) is maximal. 

23. Determine all zeros in 7Ls of 2X219 + 3X74 + 2xS7 + 3x44 E 7L s[x]. 

24. Show that!, g E F[x], F a field, have a common zero b, if b is zero ofgcd(!, g). 

Find the common zeros of f = 2x3 + x2 - 4x + I and g = x2 - I in IR. 

25. Let f(x) = I + x + 4x2 + 2x3 + 4X4 + 3x6 E 7L s[x]. Factor f into a product of 
irreducible polynomials over 7L s. 

26. (i) Letf(x) = I;=o aix'. Explain the following table due to W. G. Horner (in 
1819) for the calculation of/ex) = (x - c)(bn_1xn- 1 + ... + bo) + f(c) and 
also for determining the value of f at c. 

an an- 1 an - 2 ... a2 Q 1 ao } + 
0 '" + cbn- 1 ~ + cbn- 2 ~ ... +lb2 ~+Cbl ~+cbo 

/' ,/' /' 
./b: b; f(c) an = bn- 1 bn- 2 bn- 3 



132 Chapter 3. Finite Fields and Polynomials 

(ii) Generalize Horner's scheme to obtain the coefficients bn- 2 , bn-I> ... , bo; 
rl> ro of b(x) = ~ b,x' and rex) = ro + rlx in the equation f(x) = 

(x 2 - ax - c)b(x) + rex). 
(iii) Use (i) to determinef(4) forf(x) = 2x6 - x 5 -9x4 + IOx3 - llx +90ver 

IR. 
(iv) Determine the multiplicity of the zero of f(x) = 

x 5 - 2X4 + x 3 + x 2 - 2x + lover IR. 
(v) Determine f( -3),j'( -3), 1'( -3) for f(x) = X4 + 3x2 + 2x + lover IR by 

continued use of (i). 
(vi) Use (i) to find f(3) over 71.5 for f(x) = X4 - x 3 - X + I. 

C. Fields 

Rings R which can be embedded in a field F (in symbols R ~ F) obviously 
have to be commutative and integral, since F has these properties and every 
subring inherits them. We may assume that R is an integral domain. 

1.22 Theorem. For every integral domain"" {O} there is a field F with the 
following properties: 

(i) R ~ F. 
(ii) If R ~ F', F' a field, then F ~ F'. 

SKETCH OF PROOF (the details are left as an exercise). Let S := R x R*. 
We define on S (a, b) + (c, d) := (ad + bc, bd) and (a, b) . (c, d) := (ac, bd), 
as well as (a, b) - (c, d):~ ad = bc. One has to check that (S, +,.) is a 
ring, - is a congruence relation in Sand F := S/ - is a field. The map h, 
sending r into the equivalence class of (r, 1), is an embedding. If F' is 
another field with an embedding h': R ~ F' then the map g: F ~ F ', sending 
the equivalence class of (a, b) into h'(a)h'(b)-\ is well defined and is an 
embedding as well. The equivalence class of (a, b), by the way, is usually 
denoted by a/ b. 0 

Thus every integral domain can be embedded in a "minimal" field. 
The field of 1.22 is called the quotient field of R (or field of quotients of 

R). 

1.23 Theorem. Let h: RI ~ R2 be an isomorphism between the integral domains 
RI and R 2. Then h can be uniquely extended to an isomorphism h between 
the quotient fields FI and F2 of RI and R 2. 

PROOF. h: FI ~ F2 , [(u, b)] ~ h(u)h(b)-I does the job. o 

1.24 Corollary. Any two quotient fields of an integral domain are isomorphic. 

o 
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Thus we can speak of the quotient field of an integral domain. Applying 
this construction to our three standard examples of integral domains yields 
the following fields: 

1.25 Examples and Definitions. (i) 0 is the quotient field of Z. 
(ii) Let R be a field. The field of quotients of R[x] is denoted by R(x) 

and is called the field of rational functions over R. But the name is 
quite misleading: the elements in R(x) are not functions at all. They 
consist of fractions pi q with p, q E R[x], q ;: 0 (in the sense of 1.22). 

(iii) If R is a field then the quotient field of R[[x]] is denoted by R(x) and 
is called the field of formal Laurent series over R. In an isomorphic 
copy, R(x) consists of sequences (a_no . .. , aQ, at. ... ) of elements of R. 

o 
1.26 Definition. A subset U of a field F is called a sub field of F, in symbols 
U :5 F, if U is a sub ring of F and U is a field with respect to the operations 
in F. If U;: F then (u, +, .) is called a proper sub field of (F, +, .), in 
symbols U < F. (F, +, .) is called an extension field (or extension) of the 
field (U, +, .) if (U, +, .) is a subfield of (F, +, .). A field P is called a prime 
field if it has no proper subfield. 

The following theorem characterizes all prime fields. 

1.27 Theorem. Up to isomorphism, all distinct prime fields are given by 10 and 
ZI" p prime. 

PROOF. Let P be a prime field and let I be its identity. It can be verified 
immediately that C = {n 11 n E Z} is an integral domain in P. The mapping 
if!: 7L ~ C, Z 1-+ zl, is an epimorphism of 7L onto C. We distinguish between 
two cases: 

(i) If ker if! = {O}, then if! is an isomorphism. The quotient field of C is 
the smallest field containing C and is isomorphic to the quotient field 
of Z, which is O. Therefore P == O. 

(ii) If ker if! ;: {O} then there is a k E "''' {I} with ker if! = (k). The 
homomorphism theorem 1.11(iii) implies Zk = Z/(k) == c. C and Zk 
are finite integral domains with more than one element, so they are 
fields and k must be a prime. In this case P = C == Zk. 0 

Let F be an arbitrary field. It is easily verified that the intersection of 
all subfields of F is a subfield of F as well as a prime field. Therefore the 
intersection P of all subfields of F is called the prime field of F. 

1.28 Theorem. Let P be the prime field of the field F. Then 

(i) If char F = 0 then P == 10. 
(ii) If char F = PEl? then P == Zp. o 
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A field with prime characteristic does not necessarily have to be finite, 
as the following example shows: 

1.29 Example. The field Zix) of all rational functions 1/ g, f, g E Z2[X], 
g '" 0, has prime field Z2, i.e. its characteristic is 2, but it has infinitely many 
elements. 0 

We now note that an element r lying in some extension field of a field 
F is called a root (or a zero) of p E F[x] if p(r) = 0. 

We proceed to prove one of the basic theorems of modern algebra, 
Theorem 1.32, which is a result due to L. Kronecker (1821-1891). This 
theorem guarantees the existence of an extension containing a zero of an 
arbitrary polynomial over a field. The proof of the theorem also suggests a 
method of the construction of such an extension. Let F be a field. We 
already know that the ideals in F[x] are principal ideals (see 1.16). Let 
IE F[x] be a polynomial of positive degree and let (f) denote the principal 
ideal generated by f An important result for the factor ring F[x]/(f) is 
that F[x]/(f) is a field if and only if I is irreducible over F (see 1.12 and 
1.16). 

Suppose I is a monic polynomial of degree k over F. Let g + (f) be an 
arbitrary element in F[x]/(f). From the division algorithm (1.15) it follows 
that g = hI + r, where deg r < k. Since hI E (f), it follows that g + (f) = 

r + (f). Hence each element of F[x]/ (f) can be uniquely expressed in the 
form 

a j E F. (1) 

If we identify F with the subfield {a + (f) I a E F} of F[x]/(f), then 
F[ x]/ (f) can be regarded as a vector space over F. 

1.30 Remark. If I is an irreducible polynomial of degree n > ° over F then 
[I], [x], [x2], ... , [x n - 1] is a basis for F[x]/(f) over F. 

Each element of F[x]/(f) can be uniquely represented in the form 

a j E F, where a := x + (f). (2) 

Since I + (f) is the zero element of F[x]/(f), we have J(a) = I + (f) = ° + (f), i.e. a is a root of f Clearly, a is an element in F[x]/(f) but not 
in F. Thus the elements in F[x]/ (f) of the form (2) can be regarded so that 
a is a symbol with the property that J( a) = 0. 

1.31 Example. Let F be the field Z2 = {O, I}; then 1= x 2 + X + I is an 
irreducible polynomial of degree 2 over Z2. Z2[X]/(X2 + X + 1) is a field 
whose elements can be represented in the form a + ba, a, b E Z2, where a 
satisfies J( a) = 0, i.e. a 2 + a + 1 = 0. 
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The product (a + bo:)(c + do:) of two elements in Z2[X]/(X2 + x + l) can 
be evaluated. ac + (ad + bc)o: + bdo: 2 = ac + (ad + bc)o: + bd(o: + I) = 
(ac + bd) + (ad + be + bd)o:. 0 

This example indicates that calculations in F[x]/(f) and Zn can be 
performed in a "similar" way. 

1.32 Theorem (Kronecker). Let F be a field and let g be an arbitrary polynomial 
of positive degree in F[ x]. Then there is an extension field K of F such that 
g has a zero in K. 

PROOF. If g has a zero in F then the theorem is trivial. If this is not the 
case then there is a divisor f of g of degree at least 2, which is irreducible 
over F. Let K := F[x]/(f) and consider g as a polynomial over K. Denoting 
the element x + (f) of K by 0: we have f( 0:) = 0, i.e. 0: is a zero of f and 
therefore also a zero of g. 0 

We now consider a field which is large enough to contain all zeros of a 
given polynomial. 

1.33 Definition. A polynomial f E F[x] is said to split in an extension K of 
F if f can be expressed as a product of linear factors in K[x]. K is called 
a splitting field of f over F if f splits in K, but does not split in any proper 
subfield of K containing F. 

1.34 Corollary. Let F be a field and let g E F[ x] be of positive degree. Then 
there is an extension K of F such that g splits into linear factors over K. 

PROOF. The polynomial g has x - 0: as a divisor in K\[x], where F:s K\. 
If g does not split into linear factors over Kh then we repeat the construction 
of 1.32 and construct extensions K 2 , K 3 , ••• until g splits completely into 
linear factors over K. 0 

The following notation will prove useful. Let F be a sub field of a field 
M and let A be an arbitrary set of elements in M. Then F(A) denotes the 
intersection of all sub fields of M, which contain both F and A. F(A) is 
called the extension of F which is obtained by adjunction of the elements 
of A. If A = {a}, a e F, then F({a}) is called a simple extension of F. We 
also write F( a) in this case. We have F(A) = (F u A). For F( {aI, ... , an}) 

we shall write F(ah' .. , an). 

1.35 Theorem. Let f E F[x] be of degree n and let K be an extension of F. 
Iff = c(x - a\) ... (x - an) in K[x] then F(a h ••• , an) is a splitting field of 
fover F. 0 
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Theorem 1.20 and Corollary 1.33 secure the existence of splitting fields. 
The proof of the uniqueness of the splitting field of a polynomial f over a 
field F is slightly more complicated and we omit it (see, e.g. FRALEIGH). 

1.36 Theorem. For any field F and polynomial f E F[ x] of degree 2: I all 
splitting fields of f over F are isomorphic. 0 

PROBLEMS 

I. Let R = {a + bJ"21 a, b E Z}. Define operations + and . and show that (R, +, . ) 
is a commutative ring with identity. Determine the quotient field of R in the 
field R. 

2. Let G denote the set of complex numbers {a + bi I a, b E Z}. With the usual 
addition and multiplication of complex numbers G forms the domain of 
Gaussian integers. Show that its quotient field is isomorphic to the subring of 
C consisting of {p + qilp, q E iQ}. 

3. Show that an automorphism of a field maps every element of its prime field 
into itself. 

*4. Let Q be the quotient field of an integral domain R. Let I be an ideal of R. 
Prove or disprove that {ab -\ I a E I, b E R ~ {O}} is an ideal of Q and every ideal 
of Q can be obtained in this way. 

*5. Let Q be the quotient field of an integral domain R. Show that any mono
morphism of R into a field F has a unique extension to a monomorphism of 
Q into F. 

6. According to 1.31 construct a field of nine elements, given Z3, and f = 
x 2 + X + 2 E Z3[X]. Construct the operation tables for this field. 

7. Show that iQ(( -I + .fii)/2) is the splitting field of X4 + x 2 + lover iQ. 

8. Find the splitting field of x P - I E iQ[x], p a prime. 

9. Discuss all possible splitting fields of x 3 + ax2 + bx + c over a field F depending 
on the polynomial being reducible or irreducible over F. 

10. If (i], ... , in) is any permutation of (I, ... , n) and F(a], ... , an) is as in 1.35, 
prove that F(a], ... , an) = F(a i !, • •• , Q,J. 

*D. Algebraic Extensions 

We now introduce special types of extension fields of a given field F. 

1.37 Definition. Let K be an extension of a field F. An element ex of K is 
called algebraic over F, if there is a nonzero polynomial g with coefficients 
in F such that g( ex) = O. If ex is not algebraic over F then ex is said to be 
transcendental over F. 
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Using this definition of algebraic elements we can divide all extension 
fields into two classes: 

1.38 Definition. An extension K of a field F is called algebraic if each 
element of K is algebraic over F. If K contains at least one element which 
is transcendental over F then K is a transcendental extension. The degree 
of Kover F, in symbols [K: F], is the dimension of K as a vector space 
over F. 

1.39 Examples. If f3 E K is also an element of F then f3 is a zero of 
x - f3 E F[x]. Thus any element in F is algebraic over F. The real number 
J2 is algebraic over 0, since J2 is a zero of x2 - 2. It can be shown, though 
with considerable difficulty, that 1T' and e are transcendental over O. The 
result implies that IR is for example, a transcendental extension of O. 0 

The following two theorems determine all extensions up to isomorphisms. 
We state the first result without proof. 

1.40 Theorem. Let K be an extension of F, and let a E K be transcendental 
over F. Then the extension F(a) is isomorphic to the field F(x) of rational 
functions in x. 0 

For simplicity, we shall use F[a]:= {ao + ala + ... + ana n I n E No, aj E 

F}. 

1.41 Theorem. Let K be an extension of F, and let a E K be algebraic over 
F. Then: 

(i) F(a) = F[a] = F[x]/(f), where f is a uniquely determined, monic, 
irreducible polynomial in F[x] with zero a in K. 

(ii) a is a zero of a polynomial g E F[x] if and only if g is divisible by f 
(iii) Iffin (i) is of degree n then 1, a, ... , a n- I is a basis of F(a) over F. 

We have [F( a) : F] = n and each element of F( a) can be uniquely 
expressed as ao + ala + ... + an_Ia n-\ a j E F. 

PROOF. (i) We consider "': F[x] ~ F[a] defined by g ~ g(a). Then 
F[x]/ker", = F[a]. Since a is algebraic over F, the kernel of", is not zero 
and not F[ x], i.e. it is a proper ideal. Ker '" is a principal ideal, say 
Ker'" = (f), where f is irreducible. We may assume f is monic, since F is 
a field. The uniqueness off is clear. By the irreducibility of f, (f) is maximal 
and F[ x]/ (f) is a field. Consequently F[ a] is a field and we have F[ a] = 
F(a), since F(a) is the smallest field which contains F[a]. 

(ii) This follows from Ker'" = (f). 
(iii) This is a consequence of [1], [x], ... , [x n -I] being a basis of F[ x]/ (f) 

~~F. 0 

The polynomial f in Theorem 1.41 (i) plays an important role in field 
extensions. 
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1.42 Definition. Let a E L be algebraic over a field F. The unique, monic, 
irreducible polynomial f E F[x] with a as a zero is called the minimal 
polynomial of a over F. The degree of a over F is defined as the degree 
of f 

1.43 Example. The minimal polynomial of i2 E C(-i2) over 0 is x3 - 2. We 
have C(J2) = C[J2] and [C(J2):C] = 3. The element§. 1, J2, (.i form a 
basis of C(J2) over 0 such thilt any ~lement of c(-h) can be uniquely 
expressed in the form ao + al~2 + a2~4, aj E C. 0 

1.44 Theorem. An element a in an extension K of F is algebraic over F if and 
only if it is a zero of an irreducible polynomial f E F[ x] of degree ~ 1. 

PROOF. This follows from the fact that a is a zero of f if and only if it is 
a zero of an irreducible factor of f 0 

Next we describe a relationship between extensions K of a field F and 
vector spaces over F. Let K be an extension of F. Then K can be regarded 
as a vector space over F by considering the additive group (F, +) together 
with scalar multiplication by elements in F. 

1.45 Definition. Let F :s; K. K is called a finite extension of F if dim K =: 
[K : F] is finite. Otherwise K is called an infinite extension of F. [K : F] is 
the degree of Kover F. The degree of an element a E Kover F is [F( a): F]. 

If a" ... , an is a basis of Kover F then F(a" ... , an) = 
{ cIa I + ... + cnan I Cj E F}. If K is a finite extension of F of degree n then 
there is a subset {a" ... , an} of K such that K = F(a" ... , an). 

1.46 Theorem. Any finite .extension K of F is an algebraic extension. 

PROOF. If n = [K : F], then any set of n + I elements in K is linearly 
dependent. Let a E K. Then 1, a, a 2 , ••• , an in K are linearly dependent 
over F, i.e. there are Cj E F not all zero, such that Co + cIa + ... + cna n = o. 
Thus a is a zero of the polynomial g = Co + ... + cnxn E F[x] and therefore 
it is algebraic. 0 

We mention briefly that there do exist algebraic extensions of a field 
which are not finite, although we restrict ourselves to finite extensions in 
Theorem 1.46. An important example of an infinite algebraic extension is 
the field of all algebraic numbers, which consists of all algebraic elements 
over C. For extensions it can be shown that if a field L is algebraic over K 
and K is algebraic over F then L is algebraic over F. 

In a certain sense, the following theorem represents a generalization of 
the Theorem of Lagrange to the case of finite extensions. 
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1.47 Theorem. Let L be a finite extension of K and K be a finite extension of 
F. Then [L: K][K: F] = [L: F]. 

PROOF. Let {aj liE I} be a basis of Lover K and {f3j Ij E 1} be a basis of 
Kover F. One may verify that the 111·111 elements {ajf3j liE I andj E 1} 
form a basis of Lover F. 0 

1.48 Corollary. Let K be a finite extension of F. 

(i) The degree of an element of Kover F divides [K: F]. 
(ii) An element in K generates the vector space Kover F if and only if its 

degree over F is [K : F]. 
(iii) If [K : F] = 2m and f is an irreducible polynomial over F of degree 3 

then f is irreducible over K. 0 

Part (iii) of this corollary enables us to give proofs of the impossibility 
of certain classical Greek construction problems, i.e. constructions with the 
use of ruler and compass only. We mention the problem of doubling the 
cube. Given a cube of volume 1 then the construction of a cube of twice 
this volume makes it necessary to solve x 3 - 2 = O. This polynomial is 
irreducible over Q. In general, equations of circles are of degree 2 and 
equations oflines are of degree 1, so that their intersection leads to equations 
of degree 2m. This implies that Greek construction methods lead to fields 
of degree 2m over Q. The irreducibility of x 3 - 2 over Q implies that it is 
impossible to construct a side of a cube with twice the volume of a given 
cube by using ruler and compass alone. 

The problem of trisecting an angle is similar. It is equivalent to determin
ing the cosine of one third of a given angle. By analytic geometry this cosine 
c must satisfy the equation 4x3 - 3x - c = O. In general, this is an irreducible 
polynomial over Q( c), so this implies the impossibility of trisecting an angle 
using only ruler and compass constructions. 

1.49 Example. Q(Ji i3) is a field of degree 4 over Q. Since (i2 +J3)3-
9(h +J3) = 2h, we see that h is an element of Q(J"2 +J3). Since 
J3 = (h +J3) -h, we have J3 E Q(h +J3), and so Q(h,J3) = 

Q(h +J3). 0 

This example shows that at least in special cases it is possible to regard 
an algebraic extension F(at, ... , an) of F as a simple algebraic extension 
F( a) for suitable a. 

An irreducible polynomial f in F[x] is called separable if there are no 
multiple zeros of f in its splitting field. An arbitrary polynomial in F[x] is 
called separable if each of its irreducible factors is separable. An algebraic 
element a over F is called separable if its minimal polynomial is separable 
over F. 
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1.50 Theorem. Let F be a field and let a J, ••• , an be algebraic and separable 
over F. Then there is an element a in F(aJ, ... , an) such that F(a) = 

F(aJ, ... , an). 0 

This theorem is useful in the study of field extensions since simple 
extensions are more easily handled than multiple extensions. It is therefore 
important to be able to determine the separability or nonseparability of a 
polynomial. Here we need the concept of the formal derivative. Let 
D: F[x] ~ F[x] be defined by 

We may verify immediately that 

(af + bg)' = af' + bg', 

i.e. D is an F-endomorphism of the vector space F[x] with kernel F. Dis 
called the differential operator and f' is called the derivative of f We now 
state, without proof, important criteria for separability of an irreducible 
polynomial over F. 

1.51 Theorem. A polynomial f over F is separable if and only if gcd(f, f') = I. 
o 

1.52 Theorem. An irreducible polynomial f over F is separable if and only if 
its derivative is nonzero. 0 

A field F is called algebraically closed if any non constant polynomial in 
F[x] splits into linear factors in F[x]. A field F is called an algebraic closure 
of a field F, if F is algebraically closed and is an algebraic extension of F. 
We note that this is equivalent to saying that F does not have any algebraic 
extension which properly contains F. It is easy to see that a polynomial of 
degree n > 0 in F[x], F algebraically closed, can be expressed as product 
of n linear monic polynomials. In this context we repeat an important 
theorem (cf. 1.14) for which there are more than one hundred proofs, the 
first of which was given by C. F. Gauss in 1799. 

1.53 Theorem (Fundamental Theorem of Algebra). The field of complex 
numbers is algebraically closed. 0 

PROBLEMS 

1. Describe the smallest subfield of the real numbers containing J2 and .ji Find 
three proper subfields of this field. 

2. Show that the given number a E C is algebraic over 4) by findingf(x) E 4)[x] 
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such that f( a) = 0, for 

(i) a = J2 + J3; 
(ii) a = JI + Vi. 
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3. Does there exist a polynomial with rational coefficients of degree less than 4 
such that J2 + J3 is a root? 

*4. Let L be a simple algebraic extension of a field F. Prove that H is also a simple 
algebraic extension of F if L :::> H :::> F. 

*5. Let L be a finite extension of a field F. Prove that L is a simple extension if 
and only if there are only finitely many fields H such that L :::> H :::> F. 

6. Let Pi, i = 1,2,3, be distinct primes. Determine the degree of Q(Ji;;,.JP;.,~) 
over Q. 

7. Let F be a field and bE F, b ~ 0, be a zero of f(x) = I;=o aixi E F[x]. Show 
that lib is a zero of g(x) = I;=o an_ix i. 

8. Let f(x) = I~=o aixi E Z[x], and let f(O) and f{l) be odd. Show that f does 
not have integer zeros. 

9. Show that f(x)=x 3 +x+lEQ[x] is irreducible over Q and determine the 
multiplicative inverse of x 2 + x + 1 + (f(x» in the field Q[x]I(f(x». 

10. Find necessary and sufficient conditions on a, b E Q so that the splitting field 
of x 3 + ax + b has degree exactly 3 over Q. 

*11. Let L be an extension of F, let f E F[x] and let cp be an automorphism of L 
that maps every element of F into itself. Prove that cp must map a root of f 
in L into a root of f in L. 

12. Determine a primitive element a of the splitting field of x3 - 7 E Q[x] over Q 
and determine its minimal polynomial. 

13. Let K = F(x) and L = F(x3 (x + 1)-1). Show that K is a simple algebraic 
extension of L and determine [K: L]. 

14. Let G be the Gaussian integral domain {a + bi I a, b E Z}. Show that G I (7) is 
a finite field, determine its prime field P and an element t E G such that 
G = pet). Also determine the minimal polynomial of t over P. 

*15. Show that the splitting field of xn - a E Q[x] can be obtained by adjoining a 
primitive nth root of unity and a root of xn - a. 

16. Is it possible to divide the angle 7T/3 into five equal parts using ruler and 
compass constructions? 

17. Show that the regular 9-gon cannot be constructed by ruler and compass. 

*18. Prove: An algebraic element a over a field F of prime characteristic P is 
separable if and only if F(a P ) = F(a). 

*19. If F is a field of prime characteristic p, prove thatf E F[x] has a multiple root 
only if it is of the form f(x) = g(xP ) for a suitable polynomial g over F. 

20. Prove that x p " - x over a field of prime characteristic has no mUltiple roots. 
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EXERCISES (Solutions in Chapter 8, p. 446) 

1. How many possibilities are there to define the multiplication operations on 
R = {O, I, 2, 3} to make R into a ring, if addition is defined as mod 4 addition? 

*2. Prove that a ring R .,t. {O} is a skew-field if and only if for every nonzero a E R 

there is an x E R such that axa = a. 

*3. Show that if a finite ring R has a nonzero element which is not a zero divisor 
then R has an identity. 

4. Give an example of a ring R with identity I and a subring R' of R with identity 
I' such that I .,t. 1'. 

5. Let R be a finite ring of characteristic p, a prime. Show that the order of R is 
a power of p. 

6. Show that 71. is a PID. 

*7. A ring R with more than one element is called simple if R has no ideals except 
{O} and R itself. Prove that R is a field if and only if R is a simple commutative 
ring with identity. 

8. Prove that an ideal I .,t. R of a ring R is maximal if and only if Rj I is simple. 

*9. Let R be a ring with identity and let I Q R. Prove that I is contained in a 
maximal ideal. 

*10. Show that the ideals of R[[x]], R a field, are precisely the members of the chain 

R[[x]] = (I) ::::> (x) ::::> (x 2 ) ::::> ••• ::::> (0). 

Hence R[[x]] is a PID with exactly one maximal ideal. 

* II. Prove Theorem 1.16. 

*12. Prove Theorem 1.17. 

* 13. Prove the Unique Factorization Theorem 1.18. 

14. Prove Theorem 1.19. 

* 15. Prove Theorem 1.20. 

16. Show that if I is an ideal of a ring R then lex] is an ideal of R[x]. 

17. Determine all roots and their multiplicity of the polynomial x 6 + 3x5 + X4 + 
x 3 + 4x2 + 3x + 2 over 71. 5• 

18. Letf(x) = 3 + 4x + 5x2 + 6x3 + x6 and g(x) = I + x + x 2 be two polynomials 
over 71. 11 • Is f divisible by g? Determine 1(3) + g(3) and f + g(3). 

19. Let f(x) + I + x + x 3 + x 6 and g(x) = I + x + x 2 + X4 be polynomials over R. 
If R = IR, is f divisible by g? If R = 71.2 , is f divisible by g? 

*20. Show that an element a in an extension K of a field F is transcendental 
(algebraic) over F, if the map 0/: F[x] ~ Pea), f~ 1(0') is an isomorphism 
(not an isomorphism). 
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21. Show that f = x 3 + X + I is irreducible over Z2. Determine the elements of the 
field Z2[x]/(fl and show that this field is the splitting field of f over Z2. 

22. Show that a = J2 + i is of degree 4 over 0 and of degree 2 over IR. Determine 
the minimal polynomial of a in both cases. 

23. Determine the multiplicative inverse of I + 12 + ~ in 0(12). 

24. Describe the elements of Z2[X]/(X). 

25. (i) Show that x 2 + I is irreducible in Z3[X]. 
(ii) Let a be a zero of x2 + I in an extension of Z3. Give the addition and 

multiplication tables for the nine elements of Z3(a). 

26. Find the degree and a basis for each of the given field extensions. 

(i) O( J2, J3, Fs) over O. 
(ii) 0(J2,.J6) over 0(J3). 

(iii) O(J2,,YzLoverO. 
(iv) 0(J2 +J3) overO(J3). 

27. (i) Find the splitting field of (x2 - 3)(x3 + l) over O. 
(ii) Find the splitting field of (x2 - 2x - 2)(x2 + I) over O. 

(iii) Find the splitting fields of x2 - 3 and x2 - 2x - 2 over O. 
(iv) Find the splitting field of x2 + x + lover Z2. 
(v) Determine the splitting field of x3 + x + 2 over O. 

28. Show that f = x2 + X + I is irreducible over Zs. Let a = x + (fl be in Zs[ x]/ (fl 
and let (3 be another zero of f Determine an isomorphism from Zs( a) onto 
Zs({3)· 

29. Let a be a zero of x2 + x + I and let (3 be a zero of x2 + 4. Determine an 
element 'Y such that Zs( 'Y) = Zs(a, (3). 

30. Show that (x" - l)/(x - l) is a polynomial over 0 for all positive integers n. 
Also determine precisely the set of values of n for which it is irreducible. 

31. Deduce algebraically that by repeated bisection it is possible to divide an 
arbitrary angle into four equal parts. (Use a relationship between cos 48 and 
cos 8.) 

32. (a) Can the cube be "trebled"? 
(b) Can the cube be "quadrupled"? 

*33. A regular n-gon is constructible for n 2: 3 if and only if the angle 211,/ n is 
constructible. 27T / n is constructible if and only if a line segment of length 
COS(27T / n) is constructible. Prove: Ifthe regular n-gon is constructible and if 
the odd prime p divides n, then p is of the form 22k + I. 

34. Given a segment s, show that it is impossible to construct segments m and n 
such that s: m = m : n = n: 2s. 

35. Determine whether the following polynomial has multiple roots: 

X4 - 5x3 + 6x2 + 4x - 8 E O[x]. 
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§2. Finite Fields 

A field with m elements (m E I\J) is called a finite field of order m. One of 
the main aims of this section is to show that for any prime number p and 
positive integer n there is (up to isomorphism) exactly one finite field of 
order p". This field is the splitting field of x p " - x over 71..po We know from 
§ I that a finite field F must be of prime characteristic p and that the prime 
field of F is isomorphic to 71..po We shall identify the prime field of a finite 
field with 71..P' i.e. we shall regard any field of prime characteristic p as 
extension field of the field 71.. p of the integers mod p. 

2.1 Theorem. Let F be a finite field of characteristic p. Then F contains p" 
elements, where n = [F: 71.. p ]. 

PROOF. F, considered as a vector space over its prime field 71.. P' contains a 
finite basis of n elements. Each element of F can be expressed as a unique 
linear combination of the n basis elements with coefficients in 71.. p• Therefore 
there are p" elements in F. 0 

For the proof of the following theorem we recall two results from an 
introductory course on group theory. Let G be a finite group of order IGI, 
and let g be an element of G. Then glGI = 1. We also require the" Funda
mental Theorem on Finite Abelian Groups", which states that every finite 
abelian group is the direct product of cyclic groups. For proofs see e.g. 
HERSTEIN or FRALEIGH. 

2.2. Theorem. Let F be a finite field with p" elements. 

(i) The multiplicative group of the nonzero elements of F is cyclic and of order 
p" - 1. 

(ii) All elements a of F satisfy aP" - a = O. 

PROOF. We first prove the theorem by using the fundamental theorem for 
finite abelian groups. The multiplicative group G of nonzero elements of 
F is a group of order p" - l. G is a direct product of the cyclic subgroups 
Ut. ... , Urn, where I Uil divides I Ui+d. This implies that the order of each 
element in G divides the order r of Urn. For any element a in G we therefore 
have a r - 1 = O. The polynomial xr - lover F can have at most r zeros in 
F, hence IGI = p" - 1 :s r. Since I Urn I divides IGI, we have r:S p" - I, which 
proves (i). Since Urn is of order p" - 1, we have G = Urn. Part (ii) follows 
from the fact that for any nonzero element a we have aP"-1 - I = 0 as 
mentioned above. 0 

An elementary proof of Theorem 2.2(i), which does not rely on the 
fundamental theorem for finite abelian groups, goes as follows. Let p" = q. 
We may assume q ::::: 3. Let h = p~l p;2 ... pJr be the prime factor decomposi-
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tion of h = q - 1, the order of the group F\{O}. For every i, 1 :5; i:5; m, the 
polynomial x h / p , - 1 has at most hi Pi roots in F. Since hi Pi < h, it follows 
that there are nonzero elements in F which are not roots of this polynomial. 
Let ai be such an element and set bi = a7/ p ;,. We have bf;' = 1, hence the 
order bi is a divisor of p~, and is therefore of the form pf' with 0 :5; Si :5; rio 

On the other hand, 

and so the order of bi is p~'. We claim that the element b = bl bz ... bm has 
order h. Suppose, on the contrary, that the order of b is a proper divisor 
of h and is therefore a divisor of at least one of the m integers hi Pi, 
I :5; i :5; m, say of hi PI. Then we have 

1 = b h / p \ = b~/P\b~/P\ ... b~P\. 

Now if 2:5; i:5; m, then p~, divides hi Ph and hence b7/p \ = 1. Therefore 
b~/P\ = 1. This implies that the order of bl must divide hi Ph which is 
impossible since the order of bl is P~\. Thus F\{O} is a cyclic group with 
generator b. 0 

In the special case F = 7l.. p we have elements a E 7l.. p such that the powers 
a, a Z, ••• , a P- 1 represent all nonzero elements of 7l..p- Such an element a is 
called a primitive root modulo p. A generator of the cyclic group of a finite 
field F is called a primitive element. 

2.3 Theorem. Let F be a finite field and let ah ... , ak be algebraic over F. 
Then F(ah ... , ak) = F(a) for some a in F(ah ... , ak). 0 

It can be shown that the extension field F(ah ... , ad is finite over F, 
and that it is an algebraic extension of F. Therefore it is a finite field with 
cyclic multiplicative group. If a is a generating element of this group then 
the theorem follows. 

2.4 Corollary. Let F be a finite field of characteristic P and let [F: 7l.. p ] = n. 
Then there is an element a in F such that a is algebraic of degree n over 7l.. p 

and F = 7l.. p (a). 0 

Theorem 2.2(ii) ensures that any finite field F consists of the roots of 
the polynomial x p" - x for some n where P = char F. The following theorem 
describes all finite fields and shows that there is a finite field for any prime 
power pn. 

2.5 Theorem. (i) Any finite field is of order pn where P is a prime and n is a 
positive integer. 

(ii) For any prime p and any n EN there is a field of order pn. 
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(iii) Any field of order pn is (up to isomorphism) the splitting field ofxp" - x E 

Zp[x]. 
(iv) Any two fields of order pn are isomorphic. 

PROOF. (i) follows from Theorem 2.1. Let K be the splitting field of 
x p" - x =: f over Zp and let a E K be a root of f so that f = (x - a)kg in 
K[x], where a is not a root of g. Then f' = -1 is divisible by (x - a)k-I 
and hence k - 1 = O. This means that a is simple. All roots of f in K are 
distinct and f has pn roots in K. It is easily verified that sums, products 
and inverses of roots of fin K are also roots of f. Thus the roots of f form 
a field with pn elements, which must be the splitting field of K of f over 
Zrr This implies [K: Zp] = n, which proves (ii) and (iii). The uniqueness 
(iv) follows from the uniqueness of the splitting field (see 1.36). 0 

2.6 Corollary. For any positive integer n there is an irreducible polynomial of 
degree n in Zp[x]. The finite field of pn elements is the splitting field of an 
irreducible polynomial in Zp[x] of degree n. 0 

Theorem 2.5 enables us to speak of the finite field with pn elements. This 
field is also called the Galoisfield, in honour of Evariste Galois (1811-1832) 
and is denoted by GF(pn) or f p"' The multiplicative group offp" is denoted 
by f;". The prime field f p is isomorphic to Zrr 

The results obtained so far make it possible to determine the elements 
of a finite field. We know that f p" is a vector space of dimension n over f rr 
Moreover, it is a simple extension of the prime field fJ" say fp" = fp(a), 
and any n + 1 elements of f p" are linearly dependent, so that ao + al a + 
... + ana n = O. This means that a is a root of a polynomial in fp(a). Let 
f be the minimal polynomial of a, then fp" = fp(a) == fp[x]/(f). In order 
to obtain the elements of f p" explicitly, we determine an irreducible monic 
polynomial of degree n over fp and form fp[x]/(f). More generally, to 
obtain f qm, q = pn, we find an irreducible, monic polynomial g of degree 
mover fq and form fq[x]/(g), which is then isomorphic to f qm • 

2.7 Example. We determine the elements off23• If we regard f 23 as a simple 
extension of degree 3 of the prime field f2 then this extension is obtained 
by adjoining to f2 a root of an irreducible cubic polynomial over f 2. It is 
easily verified that x 3 + x + 1 and x3 + x 2 + 1 are irreducible over f 2. There
fore f 23 == f 2[x]/(X3 + X + 1) and also f 23 == f 2[x]/(X3 + x2 + 1). Let a be a 
root off = x 3 + X + 1, then 1, a, a 2 form a basis off23 over f 2. The elements 
of f 23 are of the form 

a + ba + ca 2 for all a, b, c E f 2• 

We can also use g = x3 + x2 + 1 to determine the elements of f 23 • Let f3 be 
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a root of g, so {33 + {32 + 1 = o. It can be easily verified that {3 + 1 is a root 
of fin 1F2[X]/(g). The two fields 1F2[x]/(f) and 1F2[X]/(g) are splitting fields 
of x 8 - x and are thus isomorphic. Therefore there is an isomorphism 1/1 
such that I/I(a) = {3 + 1 and 1/1 restricted to 1F2 is the identity mapping. The 
elements 1, {3 + 1, ({3 + 1)2 form a basis of 1F2[X]/(g) over 1F2. Thus the 
isomorphism 1/1 is given by 

I/I(a + ba + ca 2 ) = a + b({3 + 1) + c({3 + 1)2 with a, b, c E 1F2. 

The multiplication table of the multiplicative group 1F2[x]/(x3 + x2 + 
1)\{O} is as follows ({3 is as above) 

I 

f3 
f3 + I 

f32 

f32 + f3 
f32 + I 

f32 + f3 + I 

f3 f3 + I 

I f3 f3 + I f32 f32 + f3 f32 + I f32 + f3 + I 
f3 f32 f32 + f3 f32 + I I f32 + f3 + I f3 + I 

f3 + I f32 + f3 f32 + I I f32 + f3 + I f3 f32 
f32 f32 + I I f32 + f3 + I f3 f3 + I f32 + f3 

f32 + f3 I f32 + f3 + I f3 f3 + I f32 f32 + I 
f32 + I f32 + f3 + I f3 f3 + I f32 f32 + f3 I 

f32 + f3 + I f3 + I f32 f32 + f3 f32 + I I f3 0 

If F is a subfield of order pm in IF p" then F is the splitting field of xpm - x 
in IF p" over IF p. We shall describe all subfields of a finite field. The following 
lemma can be proved as an exercise. 

2.8 Lemma. xm - 1 divides x" - lover a field F if and only if m divides n. 

2.9 Theorem. Let p be a prime and let m, n be natural numbers. 

(i) IflFpm is a subfield oflFp" then min. 
(ii) Ifmln then IFpm C; IF pO. There is exactly one subfield oflFp" with pm elements. 

PROOF. (i) Theorem 1.47 implies 

Since the term on the left-hand side is n and the second factor on the 
right-hand side is m, we have min. 

(ii) Now min implies pm - lip" - 1, thus (by 2.8) x pm- I - llxp"-I - 1 
and xpm - xlxp" - x. The roots of xpm - x form a subfield of IF p" of order 
pm, which is isomorphic to IF pm. There can not be another sub field with pm 
elements, because otherwise there would be more than pm roots of xpm - x 
~~ 0 
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2.10 Example. We draw a diagram of all subfields of 1F2 ,2. 

1F2 

Figure 3.1 o 

Because of Theorem 2.9 and the property m!1 n! for positive integers 
m < n, we have an ascending chain of fields 

IFp C IFp2' C IFp3' C •••• 

We define IF pOO as Un IF pM' and note that IF poo is a field, which contains IF pM as 
a subfield for any positive integer n. Each element in IF poo is of finite 
multiplicative order, but IF pOO itself is infinite. The field IF poo is the algebraic 
closure of IF p' 

Of importance in field theory is the set of automorphisms of an extension 
K of F which fix the elements of F. It can be shown that this set G forms 
a group under composition of mappings. G is called the Galois group over 
F. In the case of automomorphisms of finite fields IF pM, all elements of IF p 

remain fixed. Thus G consists of all automorphisms of IFp"' Let q = pn. 

2.11 Definition. The mapping 0: IF q ~ IF q' a ~ a P, is called the Frobenius 
automorphism of IF q" 

It can be verified that 0 is an automorphism. If a is a generating element 
of IF! of order q - I then On(a) = a pM = a. For i = 2, ... , n - I we have 
0' (a) = a P' ,c a; therefore 0 is an automorphism of order n. We state without 
proof: 

2.12 Theorem. The group G of automorphisms of IF pM is cyclic of order n. G 
consists of the elements 0,02, ••• , On-I and On = t, where L is the identity 
mapping. 0 

Finally, we consider a generalization of the well-known concept of 
complex roots of unity. In IC the nth roots of unity are Zk = e2 71"ik/n, k = 
0, I, ... , n - I. Geometrically they can be represented by the n vertices of 
a regular polygon in the unit circle in the complex plane. All Zk with 
(k, n) = I are generators. They are again called primitive nth roots of unity. 
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These complex numbers Zk form a multiplicative group of order n, which 
is cyclic with generator Zl = e2 -rri/n. We define for an arbitrary field F: 

2.13 Definition. Let F be a field. A root of xn - 1 in F[x] is called an nth 
root of unity. The order of an nth root a of unity is the least positive integer 
such that an = 1. An nth root of unity of order n is called primitive. The 
splitting field Sn of xn - 1 E F[ x] is called the associated cyclotomic field. 

2.14 Theorem. Let n be a positive integer and let F be afield whose characteristic 
does not divide n. 

(i) There is a finite extension K of F which contains a primitive nth root of 
unity. 

(ii) If a is a primitive nth root of unity then F( a) is the splitting field of 
f = xn - lover F. 

(iii) xn - 1 has exactly n distinct roots in F( a). These roots form a cyclic 
group. The order of an nth root a of unity is just the order of a in this 
group. The primitive nth roots of unity in F( a) are precisely the generators 
of this group. There are ¢ (n) primitive nth roots of unity, which can be 
obtained from one root by raising it to the powers k < n, gcd( k, n) = 1. 

PROOF. The proofs of (i) and (ii) are similar to that of 2.5 and are omitted. 
We show that the set of nth roots of unity is a cyclic group and leave the 
rest of (iii) as an exercise. Let char F = p. Then the extension K of F 
contains the splitting field Sn of xn - lover IF po Sn is finite and has a cyclic 
multiplicative group. The roots a], ... , an of xn - 1 in Sn form a subgroup 
S of G, which is cyclic. a is a generator of S if and only if it is of order n, 
so that indeed a is a primitive nth root of unity. The case where char F = 0 
is treated separately. 0 

In factoring xn - 1 into irreducible factors, the so-called cyclotomic 
polynomials are useful. 

2.15 Definition. The polynomial Qn := (x - al) ... (x - aq,(n») is called the 
nth cyclotomic polynomial over a field F, if a], .. . , aq,(n) are the ¢(n) 
primitive nth roots of unity. 

Let a be a primitive nth root of unity. Then it follows from 2.14 that 
Qn = 0 (x - a i), where the product is formed over all i with gcd (i, n) = 1. 
The polynomial Qn is of degree ¢(n). Let n = kd so that a k is of order d 
and is a primitive dth root of unity. The dth cyclotomic polynomial is of 

_ ik 
the form Qd - Ogcd(i.d)=l (x - a ). 

Any nth root of unity is a primitive dth root of unity for exactly one d. 
Therefore we can group the nth roots of unity together and obtain 

2.16 Theorem. xn - 1 = Odin Qd' 
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2.17 Theorem. Let P be a prime number and m a positive integer. Then 

Qpm = 1 + x pm -1 + ... + x(p-I)pm-l. 

PROOF. Theorem 2.16 shows 
xpm _ 1 xpm - 1 

Qpm = = m I 

QIQp ... Qpm-l x P - 1 

which yields the result. 0 

The decomposition of xn - 1 in 2.16 does not necessarily give irreducible 
factors. It is called the cyclotomic decomposition of xn - I. Using the so-called 
Mobius inversion formula we can derive a formula for cyclotomic poly
nomials. 

2.18 Definition. The mapping JL:N ~ {O, I, -I}, defined by 

JL(1) := I, 
fJ- (PI . .. PI) := (-1) I if Pi are distinct primes, 

fJ- (n) := ° if p21 n for some prime p, 

is called the Mobius function or JL-function. 

There is a very simple and useful property of the JL-function, namely 

L: JL ( d) = {I if n = I, 
din ° if n > 1. 

To verify this, for n > I, we have to take into account only those positive 
divisors d of n for which JL(d) ~ 0, i.e. for which d = 1 or d is a product 
of distinct primes. Thus, if Ph Pb ... ,Pk are the distinct prime divisors of 
n, we get 

k 

L JL(d) = JL(I) + L u(pJ + L JL(Pi1Pi,) + ... + JL(PIP2 ... Pk) 
dJn ;=1 l~il<i2:sk 

= 1 + (~)(-I) + (~)(-I? + ... + (~)(_I)k = (1 + (_I))k = 0. 
The case n = I is trivial. 

2.19 Theorem (Mobius Inversion Formula). (i) (Additive Form.) Letf: N ~ 
(A, +) and g: N ~ (A, +) be mappings from N into an additive abelian 
group A; then 

g(n) = L: f(d) ¢:> f(n) = L fJ-(-dn)g(d). 
din din 

(ii) (Multiplicative Form.) Let f: N ~ (A, .) and g: N ~ (A, .) be mappings 
from N into a multiplicative abelian group A; then 

g(n) = n f(d) ¢:> f(n) = n g(dy,(n/d). 
din din 
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PROOF. We show the additive form of the inversion formula. Assuming 
g(n) = Idlnf(d) we get 

I p.,(-dn)g(d) = I p.,(d)g(-dn) = I p.,(d) I f(c) = I I p.,(d)f(c) 
din din din cln/d cln dln/c 

= I f(c) I p.,(d) = f(n). 
cln dln/c 

The converse is derived in a similar calculation. The multiplicative form 
follows from the additive form by replacing sums with products and products 
with powers. 0 

2.20 Corollary. 

Qn = IT (x d - l)JL(n/d) = IT (x n/d - l)JL(d). o 
din din 

It can be verified that all cyclotomic polynomials over Q have integer 
coefficients, while in the case of polynomials over Zp, the coefficients are 
to be taken mod p. Cyclotomic polynomials are irreducible over Q, but not 
necessarily over Zp- A curious property of Qn is that the first 104 cyclotomic 
polynomials have coefficients in {O, 1, -I} only. In QI05 we have 2 as one 
of the coefficients. 

2.21 Examples. 

n 

x-I 
2 x + I 
3 x 2 + X + 1 
4 x 2 + 1 
5 X4 + x 3 + x 2 + X + 1 

6 x2 - X + 1 
7 x6 + x5 + X4 + x3 + x2 + X + 1 
8 X4 + 1 

9 x 6 + x 3 + 1 
10 X4 - x3 + x2 - X + 1 
11 x 10 + x9 + x8 + X 7 + x6 + x5 + X4 + x3 + x2 + X + 1 
12 X4 - x 2 + 1 
13 Xl2 + XII + x lO + x9 + x8 + x7 + x6 + x5 + X4 + x3 + x2 + X + 1 
14 x6 - x5 + X4 - x3 + x2 - X + 1 
15 x8 - x 7 + x5 - X4 + x3 - X + 1 

o 

It follows from 2.3 and 2.14 that the cyclotomic field Sn can be constructed 
as a simple extension of Zp by using a polynomial which divides Qn. The 
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finite field IF pn is the cyclotomic field of the (pn - l)th roots of unity. In IF pn 

we have 

x pn- I - I = n Qd' 
dlpn_ 1 

In general the polynomial Qd is not irreducible, but has as roots all elements 
of order d in IF pn. An element of order d in an extension of IF p has a minimal 
polynomial of degree k over IF p' where k is the smallest integer such that 
dlpk - 1. since there are c/>(d) elements of order d, we have c/>(d)/ k irreduc
ible polynomials of degree k over IFp with this property. The product of 
these polynomials is equal to Qd. 

2.22 Example. We want to factorize XiS - lover 1F2• First we consider XiS - I 
as a product of cylotomic polynomials, namely 

XiS - I = QISQSQ3Qi> 

where 

QI = X + I, 

Q3 = x 2 + X + I, 

Qs = X4 + x 3 + x2 + X + I, 

QIS = X S - x7 + X S - X4 + x 3 - X + 1. 

Qi> Q3 and Qs are irreducible over 1F2• Since IS divides 24 - I and c/>(15) = 8, 
we conclude that QIS is a product of irreducible polynomials of degree 4 
over 1F2 • 

o 

The procedure indicated in this example is useful for determining all 
elements of finite fields. 

2.23 Example. We want to describe the elements of 1F32. This is the eighth 
cyclotomic field. We determine Qs and factorize it over 1F3 

Qs = X4 + I = (x 2 + X - l)(x 2 - X - 1). 

A root of x 2 + x - I is a primitive eighth root of unity over 1F3. Let ~ be such 
a root, so ~2 + ~ - I = O. Now all nonzero elements ofIF32 can be represented 
in the form ~i, I:::; i:::; 8, so 1F32 = {O,~, ~2, ~3, ~4, ~s, ~6, C, ~S}. We may 
represent the elements of 1F32 also by using the approach of Example 2.7. 
First we choose any irreducible polynomial of degree 2 over 1F3, say x 2 + I = 

O. Let a be a root of this polynomial, so a 2 + I = 0 in 1F32. Then the nine 
elements of 1F32 can be represented in the form 1F32 = {a + bala, b E 1F3}. In 
order to establish a connection between this representation and the one 
above we note that ~ = I + a is a root of x 2 + x-I. The nonzero elements 
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of f3 2 can be represented in a table, called index table or table of discrete 
logarithm: 

{i 

I+a 
2 2a 
3 I +2a 
4 2 
5 2 +2a 
6 a 
7 2+a 
8 I 

More generally if f q can be represented as UilO s i < q - I} u {O} then 
the unique i is called the index or discrete logarithm of a if any a E f q can 
be written as ,i for a primitive root, in f q' The discrete logarithm of a is 
denoted as i = ind,(a) if a = ,i. It satisfies the following basic rules: 

ind,(ab) == ind,(a) +ind,(b) (mod q -1), 

ind,(ab- I ) == ind,(a) - ind,(b) (mod q -1). 

The inverse function of the discrete logarithm is the antilogarithm that maps 
i onto ,i. 

PROBLEMS 

I. Define the operations + and· on Z! as follows 

(a(, bl) + (a2, b2) = (al + a2, bl + b2), 

(a(, b l )· (a2, b2) = (a la2 - blb2, alb2 + a2bl)' 

Prove that (Z;, +, . ) is a finite field IF p2 if and only if p == 3 (mod 4). 

2. Let ai, i = 0, 1, ... ,7, be the eight elements of !F23 , defined by the irreducible 
polynomial x3 + x + lover 1F2• Find the operation tables for addition and 
multiplication of elements of 1F23. 

3. Show each element of a finite field is the sum of two squares. 

*4. Prove: If x3 + ax + b is irreducible over a finite field F then -4a3 - 27b2 is a 
square in F. 

*5. The map x ~ x 3 is never an automorphism of the additive group of 1F2", n > l. 
For which p is the map x ~ xP an automorphism of the multiplicative group 
of 1F2"? 

6. Let a, b be elements ofIF2", n odd. Prove that a2 + ab + b2 = 0 implies a = b = O. 
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*7. Let a, b be elements of 1F2m. Prove or disprove if 1F2(a) n 1F2(b) = 1F2 then 
1F2(a, b) = 1F2(a + b). 

8. Prove that every element of IF q is the kth power of some element of IF q if and 
only if gcd(k, q - I) = I. 

9. Let a be a primitive element of IF q. The Zech's logarithm Z is a function which 
is defined on the integers, for Os n s q -I, in such a way that aZ(n) = an + I. 
This can be used to add elements a i and a 1 in IF q by using the equation 
a i + a 1 = ai+Z(.-j). Determine the Zech logarithm in 1F24 and evaluate a 3 + as 

and also a 4 + al3, where a 4 + a + 1 = o. 
* I O. Let IF q be of characteristic p. Prove that there exists exactly one pth root for 

each element of IF q. 

11. For the cyclotomic polynomial Qn(x) prove: 
(i) Qn(O) = 1 if n 2: 2; 

{
o if n = I, 

(ii) Qn(1) = P if n is a power of the prime p, 
I if n has at least two distinct prime factors. 

12. Find the index table (or discrete logarithms) for a finite field with 27 elements. 

13. Represent all elements of 1F2s as linear combinations of basis elements over Fs. 
Then find a primitive element f3 of 1F2s and determine for each element a of 
IFfs the least nonnegative integer n such that a = f3". 

EXERCISES (Solutions in Chapter 8, p. 451) 

I. Determine all elements of IF 16. 

2. The polynomials x3 - x + 1 and x3 - x - I are irreducible over 1F3 • Determine 
the isomorphism between their respective splitting fields over 1F3• 

3. Prove that every mapping f: IF q -+ IF q can be expressed uniquely as a polynomial 
function p of degree q - I of the form 

p(f3) = L f(a)(1 - (f3 - a)q-l), 
aElFq 

This is called the Lagrange Interpolation Formula for finite fields. 
Conversely, if R is a finite commutative ring such that any function from 

R into itself can be represented as a polynomial function, R is a finite field. 

*4. Prove: 

'\' {-I if(q -l)lm .. ... 
1.- am = . lor any positive mteger m. 

aEF q 0 otherwise 

In particular LaEz a = 0 for p E IP', P '" 2. 
p 

5. For a E IFqm = F and K = IFq, the trace TrF/K(a) of a over K is defined by 

TrF/K(a) = a + a q + ... + a qm-'. 
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Prove: 

(i) TrF/K(a + {3) = TrF/K(a) + TrF/K({3) for all a, {3 E F; 
(ii) TrF/K(ca) = c TrF/K(a) for all c E K, a E F; 
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*(iii) TrF/K is a linear transformation from F onto K, where both F and K 
are viewed as vector spaces over K; 

(iv) TrF/K(a) = rna for all a E K; 
(v) TrF/K(a q ) = TrF/K(a) for all a E F. 

*6. Let ao, ... , aq_1 be elements of IF q' Prove 

t a: = { 0 for 1:5 t :5 q - 2, 
i=O -I for t = q - I, 

if all elements ao, . .. , aq _ 1 are distinct. 

7. Show as consequences of properties of finite fields that for a E 1. and PEl? 
(i) aP == a modp ("Little Fermat's Theorem") 

(ii) (p - I)! == -I mod p (" Wilson's theorem"). 

8. Find all sub fields of IF I 5625 and 1F2,o. 

9. Prove Lemma 2.8. 

10. Determine all primitive elements of 1F7 • 

II. Prove f(x)q = f(x q) for f ElF q[x]. 

12. Let ( be an nth root of unity over a field K. Prove that I + ( + (2 + ... + 
en-I = 0 or n according as ( ¥ I or ( = I. 

13. Prove the following properties of cyclotomic polynomials: 
(i) If P is prime and p.fm then 

Qmpk(X) = Qpm(xpk-l). 

(ii) If p is prime and p.fm then 
Qm(xP) 

Qpm(x) = Qm(x)' 

(iii) If n 2: 2, Qn(x) = Il d1n (l - xn/d),,(d). 
(iv) If n 2: 3, n odd, then Q2n(X) = Qn(-x). 
(v) If n 2: 2, Qn(x-I)x.,(n) = Qn(x). 

14. Find the cyclotomic polynomials Q36 and Q105' 

15. The companion matrix of a monic polynomial 

of degree n 2: lover a field is defined to be the n x n matrix 

A = (~ . ~ .. ' ...... ; ... ~~:. ) 
o 0 ... I -an-I 

A satisfies f(A) = aoI + alA + ... + an_IA n-I + An = O. Iff is irreducible over 
IF p then A can play the role of a root of f and the polynomials in A over IF p 

of degree less than n yield a representation of the elements of IF q' where q = pn. 
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(i) Let! = X2 + I E IF3[X]. Find the companion matrix A of! and a representa
tion of IF9 using A. Esta~lish the multiplication table for the elements of 
IF9 given in terms of A. 

(ii) Let! = X2 + X + 2 E F3[X] be an irreducible factor of the cyclotomic poly
nomial Qs E IF3[X]. Find the companion matrix A of! and a representation 
of the elements of 1F9 in terms of A. 

16. Let IF q be a finite field and IF, a finite extension. Show that IF, is a simple 
algebraic extension of IF q and that every primitive element of IF, can be adjoined 
to IF q to give IF,. 

17. Show that a finite field IF q is the (q - I )th cyclotomic field over anyone of its 
subfields. 

18. Let IF qm be an extension of IF q and let a Elf qm. The elements a, a q, • •• , a qm- 1 

are called the conjugates of a with respect to IF q' Find an element of IF 16 and 
its conjugates with respect to F2 and with respect to 1F4 • 

19. A basis of IF qm over IF q' which consists of a suitable element a Elf qm and its 
conjugates with respect to IF q. is called a normal basis of IF qm over IF q' Find a 
normal basis of IFs over F2• 

*20. Let a and f3 be nonzero elements of IF q' Show that there exist elements a, b E IF q 

such that I + aa2 + f3b 2 = O. 

§3. Irreducible Polynomials over Finite Fields 

We have seen in § 1 and §2 that irreducible polynomials over a field are of 
fundamental importance in the theory of field extensions. This is true, in 
particular, in the case of extensions of finite fields. In this section we consider 
polynomials over f q' these have many applications in combinatorics, number 
theory and algebraic coding theory. 

We recall that the splitting field of an irreducible polynomial of degree 
k over f q is f qk. 

3.1 Theorem. Let f be an irreducible polynomial over f q of degree k. f divides 
xqn - x if and only if k divides n. 

PROOF. Suppose flx qn - x. Then f has its roots in f qn and its splitting field 
f qk must be contained in f qn. Theorem 2.9 implies kl n. Conversely, let kl n, 
so that f qk is a subfield of f qn. Since f and x q" - x split into linear factors 
in f q",JlXqn - x holds over f q" by 2.2(ii). 0 

By 2.2(ii), xqn - X E fq[x] has only simple roots. Theorem 3.1 implies 
that this is so for all irreducible polynomials in f q[x] as well. If a is any 
root of an irreducible polynomial, all other roots are given by 

q q2 qk-l II d h f a ,a , ... , a ,ca e t e conjugates 0 a. 
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3.2 Theorem. xqn - x = TIJ, where the product is extended over all distinct, 
monic, irreducible polynomials over f q' with degree a divisor of n. 

PROOF. It is easily verified that iff andjj are two distinct, monic, irreducible 
polynomials over f q whose degrees divide n, then f and jj are relatively 
prime and hence fjjlx qn - x. The theorem follows from Theorem 3.1 and 
the fact that xqn - x has only simple roots in its splitting field over fwD 

Theorem 3.1 asserts that any element a E f qn is a root of an irreducible 
polynomial of degree :S n over f w Let M be the minimal polynomial of a 
over f q, and let the degree of M be k where kin. Then a, a q, ... ,a qk- I are 
the roots of M and M is also the minimal polynomial for each of these 
roots. The factorization of Theorem 3.2 can also be regarded as the product 
of all distinct minimal polynomials of elements of f qn over f w Properties 
of minimal polynomials are summarized as follows; see also 4.8 and 4.11 
in this chapter. 

3.3. Theorem. Let a E f qn. Suppose the degree of a over f q is d and let M be 
the minimal polynomial of a over f qo 

(i) M is irreducible over f q and deg M = d divides n. 
(ii) f E f q[ x] satisfies f( a) = 0 if and only if Mlf. 

(iii) If a is primitive then deg M = n. 
(iv) a, a", ... , a qn - I all have M as minimal polynomial. 
(v) Iffis a monicirreducible polynomial off q[x] with!(a) = 0, thenf = M. 

(vi) M divides xqd - x and xqn - x. 
(vii) The roots of M are a, a q, ... , a qd- I

, and M is the minimal polynomial 
over f q of all these elements. 0 

As we saw before, it is often important to find the minimal polynomial 
of an element in a finite field. A straightforward method of determining 
minimal polynomials is the following one. Let { be a defining element of 
fqn over fq, so that {I, {, ... , C- I } is a basis of fqn over fw If we wish to 
find the minimal polynomial g of f3 E f:n over f q' we represent f3 0, f3 I, •.. , f3 n 
in terms of the basis elements. Let 

n 

f3 i - 1 = L dij{j-I for I :S i:s n + l. 
j=1 

Let g be of the form g(x) = cnxn + ... + c1x + co. In order that g be the 
monic polynomial of least positive degree with g(f3) = 0 we proceed as 
follows. The condition g(f3) = cn f3 n + ... + C1 f3 + Co = 0 leads to the 
homogeneous system of linear equations. 

n+1 

L ci_1dij = 0 for 1 :Sj:S n, 
i=1 
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with unknowns Co, Ch ••• ,Cn• Let D be the matrix of coefficients of the 
system, i.e., D is the (n + 1) x n matrix whose (i, j) entry is du, and let r be 
the rank of D. Then the dimension of the space of solutions of the system 
is s = n + 1 - r, and since 1 :s; r :s; n, we have 1 :s; s :s; n. Therefore we let 
s of the unknowns Co, Ch"" Cn take prescribed values and then the remain
ing ones are uniquely determined. If s = 1, we set Cn = 1, and if s > 1, we 
set Cn = Cn-I = ... = Cn - s +2 = 0 and Cn-s+1 = 1. 

3.4 Example. Let, E f 64 be a root of the irreducible polynomial x6 + x + 1 
in f2[X]. For 13 = ,3 + ,4 we have 

13° = 1, 

131 = ,3 + ,4, 
13 2 = 1 + , + ,2 + ,3, 
133 = ,+ ,2 + ,\ 
134 = , + ,2 + ,4, 
13 5 = 1 + ,3 + ,4, 
13 6 = 1 + , + ,2 + ,4. 

Therefore the matrix D is of the form 

0 0 0 0 0 
0 0 0 1 1 0 
1 1 1 0 0 

D= 0 0 0 
0 0 0 

0 0 1 0 
1 0 0 

and its rank is r = 3. Hence s = n + 1 - r = 4, and we set c6 = C5 = C4 = 0, 
C3 = 1. The remaining coefficients are determined from (*), and this yields 
C2 = 1, CI = 0, Co = 1. Therefore the minimal polynomial of 13 over f2 is 
g(x)=X3+X2+1. 0 

Another method of determining minimal polynomials is as follows. If 
we wish to find the minimal polynomial g of 13 E f q" over F qo we calculate 
the powers 13, f3 q, f3 q\ ..• until we find the least positive integer d for which 
f3qd = 13. This integer d is the degree of g, and g itself is given by g(x) = 
(x - f3)(x - f3 q) ..• (x - f3 qd-'). The elements 13, f3 q, .•. ,f3qd-' are called the 
conjugates of 13 with respect to f q' they are distinct and g is the minimal 
polynomial over f q of all these elements. 

3.5 Example. We compute the minimal polynomials over f2 of all elements 
of f 16• Let, E f l6 be a root of the primitive polynomial X4 + x + lover f2' 
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so that every nonzero element of 1F16 can be written as a power of {. We 
have the following index table for 1F 16: 

t Ci 

0 1 8 1 + C2 

C 9 C + C3 

2 C2 10 1 + C + C2 

3 C3 11 C + C2 + C3 

4 I+C 12 1 + C + C2 + C3 

5 C + C2 13 1 + C2 + C3 

6 e +C3 14 1 + C3 

7 1 + C + C3 

The minimal polynomials of the elements f3 of 1F16 over 1F2 are: 

f3 = 0: gl(x) = x. 
f3 = 1: gz(x) = x-I. 
f3 = {: The distinct conjugates of t with respect to 1F2 are t, t2, t4, t8, and 

the minimal polynomial is 

f3 = t3: The distinct conjugates of t3 with respect to 1F2 are {3, t6, t12, t24 = 

t9 , and the minimal polynomial is 

f3 = t5: Since f34 = f3, the distinct conjugates of this element with respect 
to 1F2 are t 5, t!O, and the minimal polynomial is 

f3 = C: The distinct conjugates of C with respect to 1F2 are C, t14, t 28 = t13, 
{56 = {I\ and the minimal polynomial is 

These elements, together with their conjugates with respect to 1F2' exhaust 
1F 16• 0 

3.6 Theorem. The number of all monic, irreducible polynomials of degree k 
over IF q is given by 

1 (k) d Iq(k) = - L J.L - q . 
k dlk d 

PROOF. Theorem 3.2 implies that the degree of the product of all monic, 
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irreducible polynomials over IF q whose degree divides k is equal to 
Ldlk Iq(d)d = qk. The additive form of the Mobius inversion formula, 
Theorem 2.190), gives the desired result. 0 

The formula in Theorem 3.6 shows how to check Iq(k) ;:::: 1 for any prime 
power q and any positive integer k. Here we see the difference between 
irreducible polynomials over IF q and irreducible polynomials over IR and C 
(see Corollary 2.6). 

3.7 Example. 

q k Iq(k) 

2 1 2 
2 2 1 
2 3 2 
2 4 3 
2 5 6 

There is an interesting connection between minimal polynomials and 
primitive elements of a finite field. We introduce the order (also called the 
exponent or the period) of a nonzero polynomial over a finite field. The 
following result motivates the definition of an order. 

3.8 Lemma. Let f Elf q[x] be a polynomial of degree m ;:::: 1 with f(O) ¥- O. 
Then there exists a positive integer e :5 qm - 1 such that f divides x e - 1. 

PROOF. IFq[x]/(f) has qm-t nonzero residue classes. Since the qm residue 
classes ~ + (f), 0 :5 j :5 q m - 1, are all nonzero, there exists integers sand 
t with 0 :5 s < t:5 qm - 1 such that x' == X S modf. Since (x,f) = 1, we have 
x '- S == 1 mod!, i.e. Jl(x '- S - 1) and 0 < t - s :5 qm - 1. 0 

3.9 Definition. Let O¥-fElFq[x]. If f(O)¥-O then the smallest natural 
number e with the property thatJl(x e - 1) is called the order off. If f(O) = 0 
and f is of the form xhg with hEN and g E IF q[x], g(O) ¥- 0, for a unique 
polynomial g, then the order off is defined as the order of g, in symbols ord f. 

The order of an irreducible polynomial can be characterized by its roots. 

3.10 Theorem. Let f Elf q[x] be an irreducible polynomial over IF q of degree 
m with f(O) ¥- O. Then ordf is equal to the order of any root off in IF:m. 

PROOF. IF qm is the splitting field of f over IF q' The roots of f have the same 
order in IF:m; let a E IF:m be a root of f. Then a e = I if and only if Jlxe - 1. 
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The result follows from the definition of ordf and the order of a in the 
FoupF~. 0 

3.11 Corollary. If f E F q [x] is irreducible over F q of degree m, then ord f 
divides q m - 1. 

PROOF. Iff = ex with e E F:, then ordf = 1. Otherwise the result follows 
from Theorem 3.10 and the fact that the order of F:m is qm - 1. 0 

From the above it follows that the order of a polynomial of degree m 2: 1 
over F q is at most qm - 1. This upper bound is attained for an important 
class of polynomials, which are based on primitive elements of a finite field. 

3.12 Definition. A primitive element of F q is a generating element of F:. A 
monic irreducible polynomial of degree mover F q is called primitive if it 
is the minimal polynomial of a primitive element of F qm. 

We note the following characterization of primitive polynomials. 

3.13 Theorem. A polynomial f E F q[ x] of degree k is primitive over F q if and 
only iff is monic, f(O) ¥- 0 and the order off is equal to qm - 1. 

PROOF. If f is primitive over F q then f is monic and f(O) ¥- O. Now f is 
irreducible and has as root a primitive element over F qm, so by Theorem 
3.10 ordf = qm - 1. Conversely, it suffices to show that f is irreducible. 
Suppose on the contrary that f is reducible. We have two cases to consider: 
Either f = gtg2 where gt and g2 are relatively prime polynomials of positive 
degrees k t and k2' or f = g where g E F q[x], and g(O) ¥- 0 is irreducible. 

In the first case let ei = ord gi; then by Lemma 2.8, ord f ~ el e2. 
By Theorem 3.1, glxqk,-, -1 so ei ~ qk, -1. Hence ordf~ ete2~ 
(qk, _ l)(qk, - 1) < qk,+k, - 1 = qm - 1, a contradiction. 

In the second case, let e = ord g. By Theorem 3.1 and the fact that glf 
we have elqm - 1 so pie where p is the characteristic of F q" By Exercise 3.4 
glxk - 1 if elk. So if k = p~ where plj we have 

Xk - I = xp'j - 1 = (xi - 1 V'. 

Since xi - 1 has no repeated roots every irreducible factor of Xk - 1 has 
multiplicity pi. Let t be the unique integer with pt-t < b ~ p', then ordf = 
ept. But ept ~ (qn - 1)pt where n = m/ b, the degree of g. Moreover ept < 
qn+t _ 1. So t ~ pt-t ~ b - 1 ~ (b - l)n. Now combining these inequalities 
we have ordf < qn+t - 1 ~ qbn - 1 = qm - 1, a contradiction. Therefore f 
is irreducible and by Theorem 3.10 the roots of f have order qm - 1, so f 
is primitive. 0 
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An important problem is that of the determination of primitive poly
nomials. One approach is based on the fact that the product of all primitive 
polynomials over f q of degree m is equal to the cyclotomic polynomial Qe 
with e = qm - 1. Therefore, all primitive polynomials over f q of degree m 
can be determined by applying one of the factorization algorithms, which 
we describe below, to the cyclotomic polynomial Qe. 

Another method depends on constructing a primitive element of f qm and 
then determining the minimal polynomial of this element over f q" To find 
a primitive element of f qm, one starts from the order qm - 1 of such an 
element in the group f:m and one factorizes it in the form qm - 1 = hI ... hk' 
where the positive integers hI. .. . , hk are pairwise relatively prime. If for 
each i, 1 ::::; i::::; k, one can find an element (}:j E f:m of order hi> then the 
product (}:I ... (}:k has order qm - 1 and is thus a primitive element of f qm. 

3.14 Example. We determine a primitive polynomial over f3 of degree 4. 
Since 34 - 1 = 16·5, we first construct two elements of f:1 of order 16 and 
5, respectively. The elements of order 16 are the roots of the cyclotomic 
polynomial QI6(X) = x 8 + 1 E f3[X]. Since the multiplicative order of 3 
modulo 16 is 4, QI6 factors into two monic irreducible polynomials in f3[X] 
of degree 4. Now 

and so f(x) = X4 - x 2 - I is irreducible over f3 and with a root () of f we 
have f81 = f3( (). Furthermore, (J is an element of f~1 of order 16. It can be 
verified that (}: = () + ()2 has order 5. Therefore 

has order 80 and is thus a primitive element off81 . The minimal polynomial 
g of { over f3 is 

g(x) = (x - {)(x - {3)(X - {9)(X _ {27) = (x _ ()2 _ ()3) 

X (x - I + () + ()2)(X - ()2 + ()3)(X - 1 _ () + ()2) 

and we have thus obtained a primitive polynomial over f3 of degree 4. 
o 

Using the notation of Theorem 3.3 we observe the additional properties 
of minimal polynomials 

(viii) If (}: ,t 0, then ord M is equal to the order of (}: in f: n • 

(ix) M is primitive over f q if and only if (}: is of order qd - 1 in f:n • 0 
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Next we list some primitive polynomials of degree :s 20 over f 2• 

Degree Polynomial 

I x +1 
2 x 2 +x +1 
3 x 3 +x +1 
4 X4 +x + I 
5 x 5 +X2 + I 
6 x 6 +x +1 
7 x 7 +x + I 
8 x 8 +X6 +x5 +x + I 
9 x 9 + X4 + I 

10 x lO + x 3 + I 
II Xli + x 2 + I 
12 Xl2 + x 7 + X4 +x3 + I 
13 x 13 + X4 + x 3 + X + I 
14 yI4+XI2+XII+X +1 

15 X l5 + x + I 
16 X l6 +X5 +x3 +x2 +1 
17 X l7 + x 3 + I 
18 X l8 + x 7 + I 
19 X l9 + x 6 + x 5 +x + I 
20 x 2°+x3 +1 

We shall now give a list of some irreducible polynomials f = 
anxn + an_IXn- 1 + ... + ao of degree n over f p. We abbreviate the poly
nomials by writing the coefficient vector as anan-I ... ao. The column e 
indicates the order of f 

For p = 2: 

n=1 e n=4 e n=6 e 

10 10011 15 1000011 63 
II IlOOI 15 1001001 9 

IlIII 5 1010111 21 
101 lOll 63 

~ 
1100001 63 

n=5 e IlOOlll 63 

III 3 IlOIlOI 63 

100101 31 1110011 63 

101001 31 11l01O1 21 

n=3 e IOIlIl 31 
1l0IlI 31 

lOll 7 IIlOIl 31 
IIOI 7 III 101 31 
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n=7 e n=8 e n=9 e 

10000011 127 111001111 255 1100010011 511 
10001001 127 111010111 17 1100010101 511 
10001111 127 111011101 85 1100011111 511 
10010001 127 111100111 255 1100100011 511 
10011101 127 111110011 51 1100110001 511 
10100111 127 111110101 255 1100111011 511 
10101011 127 111111001 85 1101001001 73 
10111001 127 1101001111 511 
10111111 127 1101011011 511 
11000001 127 1101100001 511 
11001011 127 n=9 e 1101101011 511 
11010011 127 1101101101 511 
11010101 127 1000000011 73 1101110011 511 
11100101 127 1000010001 511 1101111111 511 
11101111 127 1000010111 73 1110000101 511 
11110001 127 1000011011 511 1110001111 511 
1.1110111 127 1000100001 511 1110100001 73 
11111101 127 1000101101 511 1110110101 511 

1000110011 511 1110111001 511 

1001001011 73 1111000111 511 

1001011001 511 1111001011 511 

n=8 e 1001011111 511 1111001101 511 

1001100101 73 1111010101 511 

100011011 51 1111011001 511 

100011101 255 1111100011 511 

100101011 255 
1111101001 511 

100101101 255 n=9 1111111011 511 e 
100111001 17 
100111111 85 1001101001 511 
101001101 255 1001101111 511 For p = 3: 
101011111 255 1001110111 511 
101100011 255 1001111101 511 
101100101 255 1010000111 511 n = 1 e 
101101001 255 1010010101 511 
101110001 255 1010011001 73 10 
101110111 85 1010100011 511 11 2 
101111011 85 1010100101 511 12 1 
110000111 255 1010101111 511 
110001011 85 1010110111 511 
110001101 255 1010111101 511 
110011111 51 1011001111 511 n=2 e 
110100011 85 1011010001 511 
110101001 255 1011011011 511 101 4 
110110001 51 1011110101 511 112 8 
110111101 85 1011111001 511 122 8 
111000011 255 1100000001 73 
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For p = 5: n=5 e n=3 e 

1021 26 102101 242 n = 1 e 
1022 13 102112 121 
1102 13 102122 11 10 
1112 13 102202 121 11 2 
1121 26 102211 242 12 4 
1201 26 102221 22 13 4 
1211 26 110002 121 14 1 
1222 13 110012 121 

110021 242 
110101 242 
110111 242 

n=2 e n=4 e 110122 121 
111011 242 

102 8 10012 80 111121 242 
103 8 10022 80 111211 242 
III 3 10102 16 111212 121 
112 24 10111 40 112001 242 
123 24 10121 40 112022 121 
124 12 10202 16 112102 11 
133 24 11002 80 112111 242 
134 12 11021 20 112201 242 
141 6 11101 40 112202 121 
142 24 11111 5 120001 242 

11122 80 120011 242 
11222 80 120022 121 
12002 80 120202 121 

n=3 e 12011 20 120212 121 
12101 40 120221 242 1011 62 12112 80 121012 121 

1014 31 12121 10 121111 242 
1021 62 12212 80 121112 121 
1024 31 121222 121 
1032 124 122002 121 
1033 124 122021 242 
1042 124 n=5 e 122101 242 
1043 124 122102 121 
1101 62 100021 242 122201 22 
1102 124 100022 121 122212 121 
1113 124 100112 121 

100211 242 1114 31 

101011 242 1131 62 

101012 121 1134 31 

101102 121 1141 62 

101122 121 1143 124 

101201 242 1201 62 

101221 242 1203 124 
1213 124 
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n=3 e 
For p = 7: 

n=2 e 

1214 31 n = 1 e 123 48 
1222 124 125 48 
1223 124 10 131 8 
1242 124 11 2 135 48 
1244 31 12 6 136 16 
1302 124 13 8 141 8 
1304 31 14 6 145 48 
1311 62 15 3 146 16 
1312 124 16 152 24 
1322 124 153 48 
1323 124 155 48 
1341 62 163 48 
1343 124 n=2 e 164 24 
1403 124 166 16 
1404 31 101 4 
1411 62 102 12 
1412 124 104 12 
1431 62 113 48 
1434 31 114 24 
1442 124 116 16 
1444 31 122 24 

3.15 Theorem. There are exactly cfJ(e)/ m irreducible polynomials of degree m 

and order e over IF q' 

PROOF. We have el( qm - I) and e{'( qk - I), for k < m, since IF qm is the 
smallest extension field of IF q which contains all orders of an irreducible 
polynomial of degree m. Since (x e - I)I(x qm- 1 

- I), IF qm contains all eth 
roots of unity, and thus contains all cfJ(e) primitive eth roots of unity. Let 
a be such a root; then a, a q, ... , a qm- I are distinct and the minimal poly
nomial of a primitive eth root of unity has degree m; see 3.3. 0 

3.16 Theorem. f = (x e - I)/(x - 1) = x e - I + x e - 2 + ... + x + 1 is irreduc
ible over IF q if and only if e is a prime and q is a primitive (e - 1 )th root of 
~~~~~~ 0 

The proof is left as an exercise. 
The following theorem gives a formula for the product of all monic, 

irreducible polynomials over IF q' 

3.17 Theorem. The product I(q, n; x) of all monic, irreducible polynomials in 
IF q[x] of degree n is given by 

I(q, n; x) = IT (x qd - x)lL(n/d) = IT (x qn/d - X)IL(d). 
din din 
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PROOF. Theon~m 3.2 implies x q " - x = IT dl " I(q, d; x). Letf(n) = I(q, n; x) 
and g(n) = x q - x for all n EN in Theorem 2.19. The multiplicative Mobius 
inversion formula then yields the result. 0 

3.18 Example. Let q = 2 and n = 4. 

and 

X I6 _X 
1(2,4; x) = -4-- = Xl2 + x 9 + x 6 + x 3 + I 

x -x 

X l6 - X = X24 - X = 1(2,1; x)/(2, 2; x)/(2, 4; x) 

= (x 2 - x)(x2 + X + 1)(X I2 + x 9 + x 6 + x 3 + 1). 0 

It can be shown that the following partial factorization of 1 (q, n; x) holds. 

3.19 Theorem. For n > I we have 1 (q, n; x) = IT m Qm where Qm is the mth 
cyclotomic polynomial over IF q" The product is extended over all positive divisors 
m of q" - I such that n is the multiplicative order of q modulo m. 0 

PROBLEMS 

I. Construct IFZ4 by using f(x) = X4 + x 3 + X Z + x + 1, which is irreducible over 
IFz. Let f( a) = 0 and show that a is not a primitive element, but that a + 1 is 
a primitive element. Find the minimal polynomial of a + 1. 

2. Construct the finite field IFZ20 by using the primitive polynomial f(x) = 
x Zo + x 3 + lover IFz. Determine all subfields of IF Z20. 

*3. Prove that x p " - x + na is always divisible by x P - x + a over IF P' where a E IF P' 

P a prime. 

*4. Determine primitive polynomials of degrees 21, 22, 23 and 24 over IFz. 

5. Show that for every finite field IF q and positive integer m there exists at least 
one primitive polynomial over IF q of degree m. 

6. Determine the order of x 8 + x 7 + x 3 + X + lover IFz. 

*7. Let Qe(x) be the cyclotomic polynomial. Prove that ord(Qe(x)) = e for all 
those e for which Qe E IFq[x] is defined. 

8. Calculate 1(3,4; x). 

9. Factor g E 1F3[X] of Example 3.11 in 1F9[X] to obtain primitive polynomials over 

1F9 • 

10. Is X Z8 + x 3 + I a primitive polynomial over IFz? 

* II. Determine the order of X Z7 + x 5 + X Z + x + lover IFz. 
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EXERCISES (Solutions in Chapter 8, p. 455) 

I. Show that the three irreducible polynomials of degree 4 over 1F2 are X4 + x + I, 
X4 + x3 + 1, X4 + x3 + x2 + X + I. 

*2. Prove Theorem 3.3. 

3. Find the first prime p such that (X 19 - I)(x - I)-I is irreducible over IF p' 

4. Prove that the polynomial f ElF q[x], with J(O) ~ 0, divides xm - I if an only if 
the order of f divides the positive integer m. 

*5. Prove Theorem 3.16. 

*6. Prove Theorem 3.19. 

7. Calculate 1(2,6; x) from Theorem 3.17. 

8. Calculate 1(2,6; x) from Theorem 3.19. 

*9. Let gh' .. ,gk be pairwise relatively prime nonzero polynomials over IF q' and 
let f = gl ..... gk' Prove that ordf is equal to the least common multiple of 
ord gh' .. , ord gk' (Use Exercise 4.) 

10. Determine the order of (x2 + x + 1)3(X3 + X + I) over 1F2. 

11. Given that f = X4 + x3 + x2 + 2x + 2 in 1F3[x] is irreducible over 1F3 and ordf = 
80, show that f is primitive over F3• 

§4. Factorization of Polynomials over Finite Fields 

A method for the determination of the complete factorization of a poly
nomial over IF q into a product of irreducible factors will be given. Such 
factorizations are useful within mathematics in the factorization of poly
nomials over Z, in the determination of the Galois group of an equation 
over Z, and in factorizing elements of finite algebraic number fields into 
prime elements. Some applications of factorizations of polynomials will be 
considered in Chapter 4. 

The problem of factorizing a given polynomial into a product of irreduc
ible polynomials over the integers is rather old. L. Kronecker gave an 
algorithm for the explicit determination of such a factorization. However 
Kronecker's approach is not very economical, since the calculating time 
for this algorithm increases exponentially with the degree of the given 
polynomial. More recently so-called homomorphism methods have been 
developed to find the factorization of a given polynomial over IF q' We shall 
describe an algorithm due to BERLEKAMP. We want to express a given 
monic polynomial f ElF q[x] in the form 

f=f~l ... Fr', 
where j; are distinct, monic, irreducible polynomials over IF q' 
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First we want to find out if I has multiple factors, i.e. if ej > 1 for some 
or all of the r exponents. Suppose I = Ii};; then the (formal) derivative in 
f q is 

I' = 2iI/;/2 + .f./~, 
and thus I' is a multiple of II. Therefore we form 

gcd(f, 1') = d 

before starting with the factorization itself. If d = I then I is squarefree. If 
d ¢ 1 and d ¢ I then we factorize d as well as II d. If d = f, then I is of 
the form I = go xP = gP, for a suitable g E f q[x] where p = char f q. In this 
case we have to factorize g. 

Therefore we consider the factorization of a monic, squarefree poly
nomiall E f q[x]. Berlekamp's algorithm is based on some important proper
ties: First we need a generalization of the Chinese remainder theorem for 
integers to the case of polynomials over f q. The Chinese remainder theorem 
is one of the oldest results in number theory, which has recently found 
applications in computer programming with fast adders. The old result was 
used by the ancient Chinese to predict the common period of several 
astronomical cycles. 

4.1 Theorem ("Chinese Remainder Theorem for Polynomials"). Let 
iI, ... ,J,. be distinct, irreducible polynomials over f q and let g ... .. ,g, be 
arbitrary polynomials over f q. Then the system 01 congruences h == gj (mod};), 
i = I, 2, ... , r has a unique solution h modulo iI/l ... II'" 
PROOF. We use the Euclidean algorithm to determine polynomials mi such 
that mi rt .. i.!j == I (mod/;). Put h := Lj (gimi ITj .. i.!j); then h == gi (mod/;), 
for all i. If H were also a solution of the system of congruences, then H - h 
would be divisible by each}; and therefore H == h (mod ITi};). 0 

This theorem is equivalent to the statement: 
, 

f q[x]I(ft/2 ... J,.) == EB fq[x]/(};), 
i=1 

where [gk .. /,I-+ ([g]", ... , [glrJ establishes the isomorphism. In trying to 
factorize I into the distinct, monic, irreducible divisors}; over f qo Theorem 
4.1 says that we can find the divisors of I if we can find the polynomial h 
and the remainders gi, because 

}; = gcd(h - gj,f) and deg h < deg IT}; = degf. 

If h E f q[x] is such that h == Si (mod};), Si E Eqo then 

h q == s'! = Si == h (mod};). 

The multinomial theorem in f q[x] yields hq = h 0 xq and thus 

h 0 x q - h == 0 (mod};). 
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Here 0 denotes the substitution of polynomials; so h 0 x q = h(xq). Since}; 
divides f, it is sufficient to find polynomials h with the property 

h 0 x q - h == 0 (mod!). 

In order to find such polynomials we construct the n x n matrix (n = deg!) 

such that the kth row is given as the coefficient vector of the congruence 
x qk == qk,n_tXn-t + ... + qkt X + qkO (mod!). 

A polynomial h = L 7':-~ VjX j is a solution of (*) if and only if 

(vo, VI.···, Vn-t)Q = (vo, VI.···, Vn-t). 

This follows because 

== hq (mod!). 

The determination of a polynomial h satisfying (*) can be regarded as 
solving the system of linear equations v( Q - I) = 0, where v is the coefficient 
vector of h, Q = (qkJ, I is the n x n identity matrix and 0 is the n
dimensional zero vector. Finding a suitable h is therefore equivalent to 
determining the null space of v( Q - I) = o. This can be done by using one 
of the null space algorithms (see §5). We use the notation above to prove 

4.2 Theorem. (i) f = llSEF gcd(f, h - s) is a factorization off 
(ii) The number of distinct irreducible factors}; off is equal to the dimension 

of the null space of the matrix Q - I. 

PROOF. (i) Since hq - h == o (mod!),fisadivisorofh q - h = llSEF (h - s). 
q 

Therefore f divides llSEF gcd(f, h - s). On the other hand, gcd(f, h - s) 
divides f If s ~ t E f q' then h - sand h - t are relatively prime, and so are 
gcd(f, h - s) and gcd(f, h - t). Thus llSEF gcd(f, h - s) divides f Since 
both polynomials are monic, they must be ~qual. 

(ii) f divides llSEIF (h - s) if and only if each}; divides h - Sj for some 
q 

Sj E f qo Given SI. •• • , Sr E f q' then Theorem 4.1 implies the existence of a 
unique polynomial h (mod!), such that h == Sj (mod};). We have the choice 
of qr elements Sj, therefore we have exactly qr solutions of hq - h == 
o (mod!). We noted above that h is a solution of (*) if and only if 
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or equivalently 

(Vo, Vt. ... , Vn-I)(Q - I) = (0,0, ... ,0). 

This system has q' solutions. Thus, the dimension of the null space of the 
matrix Q - I is r, the number of distinct monic irreducible factors of j, and 
the rank of Q - I is n - r. 0 

Let k be the rank of the matrix Q -I. We have k = n - r, so that once 
the rank k is found, we know that the number of distinct monic irreducible 
factors of f is given by n - k. On the basis of this information we can then 
decide when the factorization procedure can be stopped. The rank of Q - I 
can be determined by using row and column operations to reduce the matrix 
to echelon form. However, it is advisable to use only column operations 
because they leave the null space invariant. Thus, we are allowed to multiply 
any column of the matrix Q - I by a nonzero element of IF q and to add any 
multiple of one of its columns to a different column. The rank k is the 
number of nonzero columns in the column echelon form. 

After finding k, we form r = n - 1. If r = 1, we know that f is irreducible 
over IF q and the procedure terminates. In this case the only solutions of (*) 
are the constant polynomials and the null space of Q - I contains only the 
vectors of the form (c, 0, ... , 0) with C E IF qo If r ~ 2, we take the polynomial 
h2 and calculate gcd(j, h2 - s) for all sElF q. The result will be a nontrivial 
factorization of f(x) obtained by 4.2(i). If the use of h2 does not succeed 
in splitting f into r factors we calculate gcd(g, h3 - s) for all SElF q and all 
nontrivial factors g found so far. This procedure is continued until r factors 
of f are obtained. 

The process described above must eventually yield all the factors. For 
if we consider two distinct monic irreducible factors off, say 11 and 12, then 
by the argument above, there exist elements Sjt. Sj2 E IF q such that hj == 
sjI (modfI), hj == sj2 (modf2) for 1 So.j So. r. Suppose we had Sjl = Sj2 for 
1 So. j So. r. Then, since any solution h of (*) is a linear combination of 
hI, ... , h, with coefficients in IF q' there would exist for any such h an element 
S E IFq with h == S (modfd, h == S (modI2). But there is a solution h q == 
h (modf) with h == ° (modfl), h == I (modf2). This contradiction 
proves that Sjl ,e Sj2 for some j with 1 So.j So. r (in fact, since hI = 1, we 
will have j ~ 2). Therefore hj - Sjl will be divisible by ft. but not by f2. 
Hence any two distinct monic irreducible factors of f will be separated 
by hj. 

This approach represents also an irreducibility test, since we see that f 
is irreducible over IF q if and only if the dimension of the null space of the 
matrix Q - I is 1. In this case the only solution of h q - h == ° (modf) is 
given by the elements in IF q and the null space by the vectors (s, 0, ... ,0). 
If the null space has dimension r, then there exists a basis with r monic 
polynomials h(l), •.• , h('). We summarize these results. 
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4.3 Theorem (Berlekamp's Algorithm). Let f ElF q[x] be monic of degree n. 
Step 1. Check thatfis squarefree, i.e. gcd(f,f') = 1. 
Step 2. Form the n x n matrix Q = (qkJ, defined by 

n-I 

x qk == I qkiXi (mod f), 
i=O 

Step 3. Find the null space of Q - I, determine the rank n - r and find r 
linearly independent vectors v(I), ... , v(r) such that v(i)(Q - I) = 0 for i = 
1, 2, ... ,r. The integer r is the number of irreducible factors of f. If r = I, 
stop. If r > I go to Step 4. 

Step 4. Calculate gcd(f, h(2) - s) for all SElF q' where h(2) := L V\2)X i. This 
yields a nontrivial decomposition of f into a product of (not necessarily 
irreducible) factors. If V(2), that is h (2) does not give all r factors off then we 
can obtain further factors by computing gcd( h (k) - S, w), for all SElF q' for all 
divisors w of f and for k = 2,3,4, ... , n - 1. Here h(k):= I V\k)Xi. The 
algorithm ends when all r irreducible factors of f are found. 0 

4.4 Example. We want to determine the complete factorization of 

fl = x 8 + x 6 + 2X4 + 2x3 + 3x2 + 2x 

over IFs. We put fl = xf and verify that gcd(f,f') = 1. Next we evaluate the 
matrix Q, in this case a 7 x 7 matrix. We have to find X Sk (mod!), for 
k = 0, 1,2, ... ,6. The first row of Q is (1,0,0,0,0,0,0), since XO == 
I (mod f). We give a systematic procedure for calculating the rows of Q. 
In general, let 

and let 

Then 

x m+ 1 == am oX + amlX2 + ... + amn_IXn 

== amox + aml X2 + ... + amn_2Xn-1 

where 

am,-I = 0. 

Thus we tabulate 
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m a mO amI a m2 a m3 a m4 ams a m6 

0 0 0 0 0 0 0 

0 1 0 0 0 0 0 
2 0 0 1 0 0 0 0 
3 0 0 0 I 0 0 0 
4 0 0 0 0 0 0 
5 0 0 0 0 0 I 0 

6 0 0 0 0 0 0 
7 3 2 3 3 0 4 0 
8 0 3 2 3 3 0 4 
9 2 3 0 4 3 4 0 

10 0 2 3 0 4 3 4 

II 2 3 4 0 0 0 3 
12 4 3 2 3 0 2 0 
13 0 4 3 2 3 0 2 
14 4 0 4 2 I 0 
15 0 4 0 4 2 I 

16 3 2 4 2 0 3 2 
17 I 2 3 0 2 3 3 
18 4 2 1 2 0 4 3 
19 4 0 1 0 2 2 4 
20 2 2 2 3 0 3 2 

21 3 3 3 3 3 
22 4 2 0 2 3 0 3 
23 4 0 I 4 2 0 0 
24 0 4 0 1 4 2 0 
25 0 0 4 0 1 4 2 

26 4 0 0 4 4 
27 2 4 1 3 0 4 
28 2 0 1 3 3 1 I 
29 3 4 3 4 3 2 1 
30 3 0 2 1 4 2 2 
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Therefore the matrix Q is given as 

1 0 0 0 0 0 0 

0 0 0 0 0 0 
0 2 3 0 4 3 4 

Q= 0 1 4 0 4 2 1 
2 2 2 3 0 3 2 

0 0 4 0 4 2 
3 0 2 4 2 2 

so that 

0 0 0 0 0 0 0 
0 4 0 0 0 0 
0 2 2 0 4 3 4 

Q-I= 0 1 4 4 4 2 1 
2 2 2 3 4 3 2 
0 0 4 0 1 3 2 

3 0 2 4 2 

Step 3 requires that we find the null space of Q - I. Example 5.2 in §5 deals 
with the matrix A = Q - I and gives as a result of the null space algorithm 
the two linearly independent vectors 

v(I) = (1,0,0,0,0,0,0) and V(2) = (0,3,1,4,1,2,1). 

This means that f has 2 irreducible factors. 
In step 4 we calculate gcd(f, h(2) - s) for all s E 1F5, where 

The result is 

g = x 5 + 2X4 + x 3 + 4x2 + X + 3 for s = O. 

The second factor of f is obtained by division, and turns out to be x 2 + 3x + 
4. Thus the complete factorization of f1 = xf over IF 5 is of the form f1 = 

x(x2 + 3x + 4)(x5 + 2X4 + x 3 + 4x2 + X + 3). 0 

4.5 Example. We want to find the factorization of 

f = x 8 + x 6 + X4 + x 3 + lover 1F2 • 

We verify that gcd(f,f') = 1, thusf does not have any multiple factors. The 
8 x 8 matrix Q can be obtained by means of a recursion. In general, for 
degf = n, we have 
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for the coefficients of x2r (mod f), where f = I,jjJd and ak,-I = O. Thus in 
our example 

We obtain 

k akO akl ak2 ak3 ak4 ak5 ak6 ak7 

0 1 0 0 0 0 0 0 0 

1 0 1 0 0 0 0 0 0 
2 0 0 1 0 0 0 0 0 

3 0 0 0 1 0 0 0 0 
4 0 0 0 0 1 0 0 0 

5 0 0 0 0 0 1 0 0 
6 0 0 0 0 0 0 1 0 

7 0 0 0 0 0 0 0 1 
8 1 0 0 1 1 0 1 0 

9 0 1 0 0 1 1 0 1 
10 1 0 1 1 1 1 0 0 

11 0 1 0 1 1 1 1 0 
12 0 0 1 0 1 1 1 1 

13 1 0 0 0 1 1 0 1 
14 1 1 0 1 1 1 0 0 

Therefore the matrix Q consists of the rows for k = 0,2,4,6,8, 10, 12, 14 
and is of the form 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 
0 0 0 0 0 0 1 0 

Q= 
0 0 0 0 

0 0 0 
0 0 0 

0 0 0 
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0 0 0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 1 0 0 0 0 

0 0 0 0 0 0 
Q-I= 

0 0 0 0 0 

0 1 0 0 0 

0 0 1 0 0 

1 1 0 0 

The null space of Q - I will be calculated in 5.9. From there we have r = 2 
and 

V(2) = x 7 + x 6 + x 5 + x 2 + X. 

Now we can perform Step 4 in 4.3 and calculate gcd(j, V(2) - 1) which yields 
x2 + x + 1 as an irreducible factor of f. The second factor is xl> + x 5 + X4 + 
x+1. 0 

Some additional remarks concerning Berlekamp's algorithm: It may be 
advantageous to find simple factors of the given polynomial by trial-and
error methods before applying more complicated methods such as 4.3. 

If the order of the underlying finite field is large, then the following 
approach can be used to determine the matrix Q in Step 2 of 4.3. First we 
determine an auxiliary table consisting of all coefficients of xm (mod!), for 
m = n, n + 1, ... , 2n - 2, where n = degf. If 

k - n-I ( df) x = Cn_IX + ... + CIX + Co mo , 

then 

2k_ 2 2n-2+ ( ) 2( df) x = Cn_IX ••• + CICO + COCI X + Co mo , 

where the powers X 2n - 2, ••• , xn can be replaced by combinations of powers 
of lower degrees from the auxiliary table. In this way x q (modf) and thus 
the second row of Q can be obtained. The remaining rows of Q are calculated 
by repeated multiplication of x q (modf) by itself modulo f. 

Step 4 in Berlekamp's algorithm clearly shows that practical calculations 
are impossible if q is large, since this step requires the computation of 
gcd(j, h - s) for all s E f q" Berlekamp and Knuth have shown that some of 
the computations can be performed for all S E f q at once, but only for 
polynomials of degrees up to n12. In this method the element s remains in 
th~ calculations as a parameter. Factorization methods for "large" finite 
fields are based on work by Berlekamp; see, e.g. LIDL and NIEDERREITER, 
Chapter 4. 

In several applications the factorization of f = xn - lover f q where 
(n, q) = I is of particular importance. 
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Often it is advantageous to start with the cyclotomic decomposition 

and then to use the polynomials h (i) to factorize the cyclotomic polynomials 
Qd(X). 

Alternatively, we note that Step 2 of 4.3 is simpler in this case, namely 

qij = 1 if qi == j (mod n), 

qij = 0 if qi ~ j (mod n). 

A basis for the null space of Q - I can be obtained by choosing h(k) as the 
coefficient vector of h = LkEK Xk in Step 4 of 4.3, where K is a set of 
integers closed with respect to multiplication by q (mod n). Any such 
polynomial h has a nontrivial common factor with x" - I, which can be 
determined by Euclid's algorithm. Repetition of this procedure for different 
polynomials h eventually gives the factorization off into irreducible factors. 

This method of factorizing x" - 1 is based on a partition of the integers 
0, I, .. " n - I and uses so-called cyclotomic cosets. We follow PLESS. 

4.6 Lemma. Let f be a polynomial over IF p and let a, be a root of f of order n 
in a suitable extension field. Let r be the smallest integer such that p r == 
I (mod n). Then a" a,P, •.• ,a,p'-I are all distinct roots off 

PROOF. All a,P', 0 :S i :S r - I, are roots off Suppose i > j and that a,P' = a,pJ 

for some i,j, then a,p'-pJ = l. This holds if and only if pi == r (mod n); 
that is, pi-j == 1 (mod n), which is true if and only if i - j is a multiple 
~~ 0 

Let r be the smallest integer such that pr s == s (mod pm - I), for any s 
so that O:S s < pm - l. Then we define the cyclotomic coset Cs containing 
s by 

Cs := {s, ps, p2S, ... , pr-' s}, 

where each piS is reduced modulo pm - l. Ifgcd(s, pm -I) = 1, then r = m, 
but if gcd(s, pm - I) ¥- I, then r varies with s. 

4.7 Example. To demonstrate Lemma 4.6 and the definition of a cyclotomic 
coset, we consider the polynomial f = X4 + X + lover 1F2. f has roots a" a 2 , 

a,22, a 23 and a,24 = a, in 1F24. The order of a, is 15 and, obviously, 4 is the 
smallest integer such that 24 == 1 (mod 15). We consider the set of numbers 
that appear as powers of a, for the minimal polynomial f = X4 + X + I. Here 
C, = {I, 2, 4, 8}. We find for the minimal polynomials of 1F24 the following 
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sets of numbers that appear as powers of a: 

X4 + x3 + 1, 

X4 + x3 + x2 + X + 1, 

x2 + X + 1, 

C7 = {7, 17, 13, Il}, 

C3 = {3, 6, 12, 9}, 

Cs = {5, lo}. 

Co = {O}, C h C3, Cs, C7 are all the cyclotomic co sets for 24 - 1 = 15. 0 
The cyclotomic cosets partition the integers (mod pm - 1), that is, 

{O, 1, ... ,pm - 2} = U C., 
S 

where s runs through a system of representatives for the cosets modulo 
pm _ 1. It is convenient to denote a coset by C., if s is its smallest element. 

4.8 Theorem. Let a be an element in fpm and let m(x) be its minimal 
polynomial. Let ( be a primitive element in f pm and let a = (i. If s is the 
smallest element in the cyclotomic coset containing i, then 

m(x) = IT (x - (j). 

PROOF. If a is primitive, its order is pm - 1, and we can set i = 1. Let 
ml = ITjEC1 (x - a j). According to Lemma 4.6, a, a P, ... , aP'-1 are all dis
tinct roots of m, and so ml divides m. We note that the coefficients of m 
are elementary symmetric functions of the form as + a Ps + ... + 
aP'-' s, ... ,as+ps +",+p'-", where each of these coefficients is in f p' Hence 
m = mi' If a is not a primitive element, then the order of a in fpm is 
n = (pm - 1)/ i, for some i. Let s be the smallest element in the cyclotomic 
coset containing i and let ml = IT jECs (x - f3j~. Now pri == i (m~~pm_,9 
if and only if pr == I (mod n), so that a = f3', a P = f3 P', ... , a P = f3P , 
are all distinct roots of m, so ml divides m. Since all coefficients of ml are 
in f", ml = m follows. 0 

4.7 Example (continued). The minimal polynomial of the primitive element 
a is (x - a)(x - a 2)(x - a 4)(x - as) = X4 + X + I, and the minimal poly
nomial of the primitive element a 7 is (x - a 7)( x - a 14)( x - a 12)( x - all) = 
X4 + x3 + 1. a 3 is not primitive; its order in f24 is 5 = (24 - 1)/3 and its 
minirrlal polynomial is (x - a 3 )(x - a 6)(x - a I2 )(x - a 9 ) = X4 + x 7 + x 2 + 
X + 1. The element as is also not primitive; its order in f24 is 3 = (24 - 1)/5, 
and its minimal polynomial is (x - as)(x - alO) = x2 + X + 1. 0 

Cyclotomic cosets are useful in the factorization of polynomials of the 
form x" - l. If n = pm - 1 we can find the numbers and degrees of the 
irreducible factors of xpm- l - 1 by computing the cyclotomic co sets for 
pm _ 1. From Example 4.7 we can conclude immediately from calculating 
C h C3, Cs, C7 and 4.6 that XiS - 1 has three factors of degree 4 and one 
factor of degree 2. 
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4.9 Example. Let pm = 1 = 63. The cyclotomic cosets (mod 63) are 

Co = {O}, C I = {l, 2, 4,8,16, 32}, C3 = {3, 6, 12,24,48, 33}, 

C5 = {5, 10,20,40, 17,34}, C7 = {7, 14,28,56,49, 35}, 

C9 = {9, 18, 36}, C,,{lI, 22, 44, 25,50, 37}, 

C\3 = {13, 26, 52, 41, 19, 38}, CI5 = {IS, 30, 60, 57, 51, 39}, 

C21 = {21, 42}, C23 = {23, 46, 29, 58, 53, 43}, C27 = {27, 54, 45}, 

C31 = {31, 62, 61, 59, 55, 47}. 

Therefore we can conclude that there are nine irreducible factors of X 63 - 1 
of degree 6, two irreducible factors of degree 3, and one of each of degrees 
2 and 1. To find the factors of degree 6 is not easy. 0 

It is easier to find all irreducible factors of x" - 1, n = pm - 1, if we 
factor xpm - x, since this is a product of all irreducible polynomials whose 
degrees divide m. We now consider the case n ¥= pm - 1. We assume that 
gcd( n, p) = 1, so that p has an inverse modulo n and generalize the concept 
of a cyclotomic coset as follows. 

4.10 Definition. The cyclotomic coset modulo n containing s is 

Cs = {S,pS,p2S, ... ,prs-I s}, 

where each piS is reduced modulo n. Here rs is the smallest integer such 
that prss == s (mod n). 

Given nand p, we know that there is a smallest integer m such that n 
divides pm - 1. This happens if and only if x" - I divides x pm- I - I, so that 
IF pm is the smallest field of characteristic p that contains all the roots of 
x" - 1. The roots of x" - I are powers of a primitive root of unity. Now 
Theorem 4.3 can be easily generalized. 

4.11 Theorem. Let 0: be a root of x" - 1 = ° in IF pm and let m be its minimal 
polynomial. Let C be a primitive root of unity in IF pm and let 0: = Ci• If s is the 
smallest element in the cyclotomic coset mod n containing i, then 

o 
jECs 

S· "-I n"-I ( ) r d" I . IF mce x = i=O X - O:i Jor n Istlnct e ements 0:0, ••• , 0:"-1 m pm_ 

the nth roots of unity-we also have x" - 1 = n~,:~ (x - Ci ) for a primitive 
nth root of unity C. Let m(s) denote the minimal polynomial of C then 
Theorem 4.11 implies 

where s runs through a set of coset representatives (mod n). This is the 
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factorization of xn - 1 into irreducible polynomials over IF p. Similar results 
can be obtained by considering a general finite field IF q of prime power order. 

4.12 Example. Let p = 2, n = 9. Then r = 6 and 912r - 1, and x9 - 1 splits 
into linear factors over 1F2,. The cyclotomic cosets modulo n are Co = {O}, 
CI = {l, 2, 4, 8, 7, 5}, C3 = {3, 6}. We choose (E 1F26, where (6 + (3 + 1 = 0. 
Then the minimal polynomials according to Theorem 4.11 are 

m(O) = x + 1, 

Therefore 

o 

4.13 Example. To get some information about the factorization of X 23 - 1 
over 1F2 we compute the cyclotomic cosets modulo 23: 

Co = {O}, C I = {I, 2, 4, 8,16,9,18,13,3,6, 12}, 

Cs = {5, 10,20,17,11,22,21,19,15,7, 14}. 

This implies that X 23 - 1 has two factors of degree 11 and one factor of 
degree 1, namely x-I. Each is a minimal polynomial of a primitive 
twenty-third root of unity, which is contained in 1F2"' since r = 11 is the 
smallest integer such that 2312r - 1. 0 

PROBLEMS 

1. Letf! = x2 + X + I.f2 = x3 + X + I.f3 = X4 + X + 1, g! = X + 1, g2 = x 2 + 1 and 
g3 = x3 + 1 be polynomials over 1F2 • Find a polynomial h such that the simul
taneous congruences h == gj (mod};), i = 1,2,3, are satisfied. 

2. Show that x9 + X4 + 1 is irreducible over 1F2• 

3. Prove the extended Euclidean algorithm for finding polynomials a and b over 
IF q such that gcd(f, g) = af + bg, for given polynomials f and g over IF q. 

4. Find X!2 modulo X S + 2x3 + X + lover 1F3• 

*5. Prove Theorem 4.11. 

*6. Let f be an irreducible polynomial in IF q[x] of degree n and define the matrix 
Q = (qkJ as in Step 2 of Theorem 4.3. Prove that the characteristic polynomial 
det(xI - Q) of Q is equal to xn - 1. 

7. Factorize X l7 + Xl4 + X!3 + Xl2 + Xii + x iO + x9 + x8 + x7 + X S + X4 + X + 1 
over 1F2• 

8. Show "quickly" that Q4S(X) is the product of two irreducible polynomials. 

9. Factorize x 8 + x6 - 3x4 - 3x3 + 8x2 + 2x - 5 over 1F!3 and also over 1F2• 

10. Determine the order of X l6 + x3 + lover 1F2• 

11. Determine the cyclotomic cosets mod 31 over 1F2 • What can you say about the 
factorization of x 3 ! - lover 1F2? 
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12. What can you say about the factorization of X l9 - lover 1F2? 

13. Factorize X l3 - x over 1F2. 

14. Determine the degrees of the factors of Xl27 - lover 1F2. 

*15. Let 1F4 = 1F2(a). Factorize x 5 + ax4 + x 3 + (l + a)x + a over 1F4· 

EXERCISES (Solutions in Chapter 8, p. 457) 

1. How many distinct irreducible factors divide 

f=x 5 +2x4 +X3 +x2+2 inIF3[x]? 

2. Determine the factorization of f = Xl2 + x 8 + x7 + x 6 + x2 + X + lover 1F2. 

3. Determine the factorization of f = x9 + X + lover 1F2. 
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*4. Determine the number of factors of f = X4 + 1 Elf p[x] over IF p for all primes p, 
using Berlekamp's algorithm. 

5. Kronecker's algorithm can be used to determine the divisors of degree,;; s of 
a nonconstant polynomial f in Q[x]; it works as follows: 

(i) Without loss of generality suppose f E Z[x]. 
(ii) Choose distinct integers ao, ... , as which are not zeros of f and then 

determine all divisors of !(a i ), 0,;; i,;; s. 
(iii) Foreach(s + l)-tuple(bo, ... , bs)forwhichbU(aJ,determinepolynomials 

g E Q[x] of degree,;; s such that g(aJ = bi, 0,;; i,;; s. 
(iv) Determine which of these polynomials gdividesjIfdegf= n;::, 1,[n/2] = s 

and the only divisors of f are constants, then f is irreducible. In the case of 
nonconstant divisors g of f repeated application of (ii) and (iii) gives the 
complete factorization of f over Q. Factorize 

f = h4 - x3 + !x2 -!x + ~ E Q[x], 

6. Determine the factorization of x7 + x6 + x 5 - x 3 + x2 - X - lover 1F3. 

*7. Determine the cyclotomic cosets mod 21 over 1F2 and find the factorization of 
X 21 - lover 1F2. 

8. What are the degree of the irreducible factors of X l7 - lover 1F2? What is the 
smallest field of characteristic 2 in which X 17 - 1 splits into linear factors? 

§5. The Nullspace of a Matrix (Appendix to §4) 

We saw in §4 that we have to solve a system of linear equations over f q in 
order to obtain the factorization of a polynomial over f qo For the algorithm 
of Berlekamp it was necessary to find the nullspace of the equation v( Q -
I) = 0, where Q is a given matrix, I is the identity matrix and v is the 
unknown vector. We now describe an algorithm in the formulation of KNUTH 

and a special algorithm in the binary case due to BERLEKAMP. 
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5.1 Theorem (Nullspace Algorithm). Let K be a field. Let A = (aij) E K~, 

with rank A = r. The following steps give the basis vectors v(i) of the solution 
space of the equation vA = 0, where i = 1, ... , n - r. 

Step 1. (Loop for k). Perform step 2 for k = 0,1, ... , n - 1 and stop. 
Step 2. (a) If all akj(O::::; j::::; n - 1) are zero, then 

V(k) .= (V(k) V(k) V(k)) where V(k).= {I if j = k, 
. 0, I , ••• , n-I, } • 0 otherwise. 

(b) If there is some j E {O, 1, ... , n - I} with akj .,t. 0 and asj = 0 for s < k, 
multiply the jth column of A by -1/ akj. This gives the element -1 in the 
place (k,j), which is circled. Suitable column operations transform all 
remaining elements of the kth row into O. 

(c) If for all akj .,t. 0 in the jth column exactly one asj is - 1, for s = 

0, 1, ... , k - 1, and all other elements in the column are 0 for s < k, then 
the output is V(k):= (vbk), V\k), ... , V~k~I)' defined by 

r ifaj' = -1, 

vy) = ~ ifj = k. 

otherwise. 0 

5.2 Example. Determine the nulls pace of 

0 0 0 0 0 0 0 
0 4 0 0 0 1 0 
0 2 2 0 4 3 4 

(aij) = Q - 1= 0 4 4 4 2 1 
2 2 2 3 4 3 2 
0 0 4 0 1 3 2 
3 0 2 1 4 2 

over 71.5. (This is the matrix Q - I of Example 4.4.) We have k = 0, 1, ... ,6 
in the notation of 5.1; for k = 0 all elements of Q - I are zero, thus Step 
2(a) yields the vector 

v(O) = (1,0,0,0,0,0,0). 

For k = I,j = I or 5 satisfy the conditions of Step 2(b). We choose j = 1, 
and then all = -1 in 71.5 and suitable column operations transform the 
matrix into 

0 0 0 0 0 0 0 

0 @ 0 0 0 0 0 
0 2 2 0 4 0 4 

0 I 4 4 4 3 I 
2 2 2 3 4 0 2 

0 0 4 0 1 3 2 

3 0 2 4 2 
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The circled entry indicates that the element all is 4 = -I in l..s. For k = 2 
we choose j = 4 amongst the possible j = 2, 4, 6 and obtain 

0 0 0 0 0 0 0 
0 @ 0 0 0 0 0 

0 0 0 0 @ 0 0 

0 4 2 4 4 3 2 

2 0 0 3 4 0 3 

0 2 I 0 I 3 

3 3 0 4 2 2 

For k = 3,j = 3 we have 

0 0 0 0 0 0 0 
0 @ 0 O· 0 0 0 
0 0 0 o @ 0 0 
0 0 0 @ 0 0 0 
2 2 3 I 4 4 
0 2 0 I 3 I 
3 2 2 I 3 0 4 

Fork = 4,j = 5: 

0 0 0 0 0 0 0 
0 @ 0 0 0 0 0 
0 0 0 o @ 0 0 
0 0 0 @ 0 0 0 
0 0 0 0 0 @ 0 
I 3 4 4 4 3 3 
3 2 2 I 3 0 4 

Finally, for k = 5 and j = 2 

0 0 0 0 0 0 0 
0 @ 0 0 0 0 0 
0 0 0 o @ 0 0 
0 0 0 @ 0 0 0 
0 0 0 0 0 @ 0 
0 0 @ 0 0 0 0 
0 3 2 4 I I 0 

In the case k = 6 we see that there is no suitable j with property 2(b), 
therefore the output according to Step 2(c) is V(6) = (0,3, 1,4, 1,2, I). Thus 
the nullspace algorithm outputs two linearly independent vectors v(O) and 
V(6). 0 

BERLEKAMP describes a modification of this algorithm based on the 
so-called reduced triangular idempotent form of A (in short RTI form). A 
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is in RTI form if: 

each element below the main diagonal is zero, 
each element in the main diagonal is zero or one, 
each element in a column with main diagonal element zero 

or in a row with main diagonal element one is zero. 

5.3 Example. The matrix 

0 2 4 0 3 1 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 2 3 
0 0 0 0 1 0 
0 0 0 0 0 I 

over 1.5 is in RTI form. 0 

The definition of the RTI form of a matrix A = (aij), 0:5 i,j < n, can 
also be given in the following form: A is in RTI form if 

aij = 0 for i > j, 

aij = 0 or 1 for i = j, 
aij = 0 if a jj = 1 or ajj = O. 

It can be verified directly that A2 = A if A is in RTI form. The following 
theorem gives a connection between RTI matrices A and the solution of 
equations vA = o. 

5.4 Theorem. Let A be in R TI form. The vector v is a solution of vA = 0 if 
and only if v is a linear combination of rows of A - I. 

PROOF. A is idempotent, therefore A 2 = A, and thus A(A - I) = (A - I)A = 
O. Therefore, if v is any linear combination of rows of A - I, then vA = O. 
The only nonzero rows of A - I have -Ion the main diagonal, so rank 
(A - I) = dimension of nullspace of A. So linear combinations of rows of 
A - I are the only solutions of the equation vA = O. 0 

Next we give an example of how to transform a square matrix in RTI 
form. The reduction algorithm consists of the following .steps, which are 
repeated n times. 

5.5 Theorem (RTI Algorithm). Given a matrix (aij), repeat thefollowing loop 
n times: 

Step 1. If aoo ¥- 0, go to 2. If aoo = 0, exchange the first column with the 
jth column nearest the first column for which aOj ¥- 0 and ajj = o. If there is 
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no such column, exchange the first column with the jth column nearest the 
first column, for which aOj ¥- 0 and ajj ¥- o. If there is no such column, stop. 

Step 2. Normalize the first column, i.e. divide by its top element. 
Step 3. Suitable column operations transform all other entries of the first 

row into O. 
Step 4. Replace the first row by the second row, the second row by the third 

row, etc. . .. the nth row by the first row. Similarly for the columns. 0 

If this algorithm is performed k times, the resulting n - k columns consist 
of zeros only in the last k rows and the lower right k x k submatrix is of 
triangular idempotent form. 

5.6 Example. Applying 5.5, k = 4 times we obtain the matrix over ls of the 
form 

0 0 3 1 4 0 2 

2 2 3 4 0 0 

4 3 2 4 3 4 

0 0 0 1 0 0 0 

0 0 0 0 0 3 2 

0 0 0 0 0 1 0 

0 0 0 0 0 0 

Performing Steps 1 to 4 we obtain 

2 4 2 0 3 

3 1 2 4 4 2 2 

0 0 0 0 0 0 
0 0 0 0 3 2 0 

0 0 0 0 0 0 

0 0 0 0 0 1 0 
0 0 0 0 0 0 

Thus we see that step k = 5 yields the 5 x 5 sub matrix in RTI form. Two 
more steps give the 7 x 7 matrix in RTI form. 0 

5.7 Theorem. Let A be the RTI matrix corresponding to the matrix A. Then 
the nullspace of A is equal to the nullspace of A. 

PROOF. The algorithm 5.5 uses only admissible column operations. 0 

5.8 Corollary. If A is the RTf matrix A then those row vectors of the matrix 
(bij) = B = A - I, for which bjj = -1, form a basis of the nullspace of A. 

PROOF. Only the rows with bjj = -1 in the matrix B are nonzero rows. 
0 
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BERLEKAMP gives a special, faster algorithm in case of sparse matrices, 
i.e. if "many" of the n2 elements of the n x n matrix A are zero. 

5.9 Example. Solve vA = 0 over 7L. 2, where A over 7L.2 is 

0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

0 0 0 0 1 0 
1 0 1 0 0 0 
0 0 1 0 1 0 I 

0 1 0 

(This is the matrix Q - I of Example 4.5.) The nonzero elements in each 
column of A correspond to the indices of coordinates Vj, the sum of which 
must be zero. We tabulate these indices; the rows of the table correspond 
to the rows of vA = o. 

Equation No. Index of variables 

0 4 5 7 
7 

2 1 2 5 6 
3 3 4 5 7 
4 2 5 6 7 
5 6 7 
6 3 4 
7 6 7 

Firstly we eliminate all equations with not more than two variables Vj, e.g. 
equation 1, since VI + V7 = 0 implies VI = V7 in 7L. 2• In general, the unknowns 
Vk with higher index are expressed in terms of those with lower index, and 
all Vk are deleted from the remaining equations. The index k is circled to 
indicate that this variable is defined by the equation. For instance, we have 
k = 7 in equation I, so in the remaining equations we replace 7 by 1. In 
equation 6 the index 4 is circled and replaced by 3 in the remaining equations. 
This is continued until all Vk are expressed in terms of smaller indices. This 
yields 

0 If $ J f t® 
I (J) 
2 ft(s)~ 1 
3 J If $ J 1 ~ 
4 t $ ~ J f 
5 @J 
6 3 @ 
7 ~ J 
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From this we see: V3 = ° from equation 0. V3 + V4 = ° ~ V4 = ° from equation 
6, etc., and finally VI = V2 = Vs = V6 = V7' For Vo = 1 and VI = ° we obtain, 

y(l) = (1,0,0,0,0,0,0,0). 

For Vo = ° and VI = 1 we have 

y(2) = (0, 1, 1,0,0, 1, 1, O. 

For Vo = VI = ° and Vo = VI = 1: 

y(3) = (0,0,0,0,0,0,0,0) and y(4) = (1, 1, 1,0,0, 1, 1, O. 

We see immediately that y(3) and y(4) are linearly dependent on y(l) and y(2). 

Therefore we have two linearly independent vectors y(l) and y(2) and thus 
the dimension of the nulls pace of A is 2. 0 

NOTES 

Most of the definitions and theorems in section 1 can be found in nearly 
any of the introductory books on modern algebra, e.g. FRALEIGH, HERSTEIN, 
LANG, MACLANE and BIRKHOFF, VAN DER WAERDEN, and more detailed 
accounts offield theory are given in ALBERT, NAGATA, WINTER, to mention 
a few. The discovery of so-called p-adic fields by Hensel led Steinitz to the 
abstract formulation of the theory of fields which was developed in the 
fundamental paper of STEINITZ, where he introduced prime fields, separable 
elements, etc.; earlier contributions in the area of field theory were made 
by KRONECKER and WEBER, who designed the first axiomatic field theory. 
One of the most fundamental theorems in the theory of fields is Theorem 
1.32, due to KRONECKER. Kronecker used the idea of Cauchy that the 
complex numbers can be defined as residue classes in lR[x]/(x2 + 1). If we 
apply Kronecker's approach to lL/(p) we obtain "Galois imaginaries" due 
to Serret and Dedekind. 

Richard Dedekind introduced the term "field" (in German "Korper") 
for the first time, although the concept and some properties of special types 
of fields were known and studied before him, e.g. by Gauss, Galois, Abel. 

Leibniz created the name "transcendentals" when he proved in 1682 that 
sin x cannot be an algebraic function of x. The existence of a transcendental 
number was verified by Liouville in 1844; in 1873 Hermite proved the 
transcendence of e and in 1882 Lindemann showed that 7T is transcendental, 
which concluded the "squaring of the circle" problem of the ancient Greeks. 
The concepts (but not the modern terminology) of constructing an extension 
field by adjoining an element to a given field, and of irreducible poly
nomials and conjugate roots were studied by Galois. Abel and Galois 
defined the elements of the underlying field as those quantities which can 
be expressed as rational functions of given quantities. In 1744, A. Legendre 
recognized that any root of an algebraic equation with rational 
coefficients is an algebraic number, and that numbers that are not algebraic 
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are transcendental. E. E. Kummer, a pupil of Gauss and Dirichlet, introduced 
algebraic numbers of the form ao + ala + ... + ap_2aP-2, a j E 71.., a an 
imaginary pth root of unity, and then studied divisibility, primality and other 
properties of these numbers. In order to obtain unique factorization for his 
numbers he created the theory of "ideal numbers". For instance, consider 
{a + bHla, bE 71..}; then 6 = 2· 3 = (1 + H) (1 - J-5), where all factors 
are prime. Using the ideal numbers 

I+H 
PI = .fi 

I-H 
P2 = .fi 

we have 6 = a 2PIP2 uniquely expressed as a product offour factors. Begin
ning in 1837, and following work of C. F. Gauss, Kummer studied the 
arithmetic of cyclotomic fields for some 25 years in an effort to solve Fermat's 
Last Theorem (namely the conjecture that xn + yn = zn is unsolvable in 
nonzero integers x, y, z for n > 2) in the case of n being an odd prime. 
(Kummer succeeded in proving the conjecture for primes p < 100.) 

Throughout the long history of mathematics over several millennia, the 
problem of solving equations has been an important one. We know from 
the clay tablets of the ancient Babylonians, from papyri of the ancient 
Egyptians and from old Chinese and Hindu writings that the ancient 
civilizations dealt with the solution of equations of the first and second 
degree. Although the interest in such problems diminished during and after 
the classical and Alexandrian Greek period because of the predominance 
of geometry, this interest greatly increased early in the sixteenth century 
due to the Italian mathematicians, who solved equations of degrees 3 and 
4 by radicals. From then on until the eighteenth century the solution of 
algebraic equations by radicals, i.e. "expressions involving roots", was a 
natural problem to consider. Since the middle of the eighteenth century the 
search was on for an a priori proof of the fundamental theorem of algebra, 
because all attempts at finding solutions by radicals failed for general 
equations of degree ;:=: 5. After contributions by Tschirnhaus, Leibniz, de 
Moivre, Euler, d'Alembert and others, Lagrange attempted a proof of the 
fundamental theorem in the early 1770's. C. F. Gauss gave several complete 
proofs, his first one in 1799. Today there are more than 100 different proofs 
known. Lagrange studied the relationship between the roots ah"" an and 
the coefficients ao, ... , an-I of a polynomial equation, namely 

where 

-an-I = al + ... + an> an-2 = ala2 + ... + an-Ian>"" (-l) nao = al'" an· 

Using these relationships Lagrange devised a technique for solving third
and fourth-degree equations by finding a related equation whose degree 
was smaller than the degree of the original equation. When he applied this 
approach to the general fifth-degree equation he obtained a related equation 



Notes 189 

which was of degree six. From this Lagrange deduced that the solution of 
the general fifth-degree equation by radicals might be impossible. 

Work by Ruffini and Gauss led Abel and Galois to the complete solution 
of the problem. In 1824-1826, N. H. Abel showed that the solution by 
radicals of a general equation of fifth degree is impossible (nowadays called 
the Abel-Ruffini theorem). E. Galois studied and extended work by 
Lagrange, Gauss and Abel, and he gave the complete answer that the general 
equation of degree n is not solvable by radicals if n 2:: 5. Galois' work 
(summarized under the name Galois theory) also supplied a criterion for 
constructability that dispensed with some of the famous Greek construction 
problems. The solutions to the problems of the solvability of equations by 
radicals in the nineteenth century made way for a wider development of 
algebraic concepts in the decades following Galois' death in 1832. 

The Greek school of sophists, which was the first school of philosophers 
in ancient Athens, singled out constructions with ruler and compass alone, 
mostly for philosopical rather than mathematical reasons. Therefore Euclid 
in his Elements describes only construction problems of this type, now 
referred to as the classical Greek construction problems. The problems such 
as constructing a square equal in area to a given circle, trisecting any angle, 
constructing the side of a cube whose volume is double that of a cube with 
given edge, had to wait over 2000 years for their solution, namely a 
demonstration of the impossibility of certain such constructions. One version 
of the origin of the problem of doubling the cube, found in a work by 
Erathosthenes (approx. 284-192 B.C.), relates that the Delians, suffering 
from pestilence, consulted an oracle who advised constructing an altar 
double the size of the existing one. The famous Plato was asked to help; 
he answered that the God of the oracle did not really need an altar of twice 
the size, but he censured the Greeks for their indifference to mathematics 
and their lack of respect for geometry. 

Cotes, de Moivre and Vandermonde studied solutions of xn - 1 = 0 and 
divided the circle into n equal parts. Gauss in his fundamental work 
Disquisitiones arithmeticae also studied this cyclotomic equation for n an 
odd prime. He arrived at the famous result that a regular n-gon is construct
ible, using ruler and compass only, if n is a prime of the form 22k + 1. This 
was later generalized to the result that the regular n-gon is constructible 
with ruler and compass if and only if all the odd primes dividing n are 
primes of the form 22k + I whose squares do not divide n. Thus, for instance, 
the regular 60-gon is constructible, since 60 = 22 . 3 . 5, where 3 = 2 + I and 
5 = 22 + 1. 

In most textbooks on abstract or applied algebra, the theory of finite 
fields is covered in a few pages. More extensive treatments can be found, 
for instance, in ALBERT, BERLEKAMP, DORNHOFF and HOHN, MACWIL. 
LIAMS and SLOANE, McDONALD, IRELAND and ROSEN. A comprehensive 
book on finite fields (with an extensive bibliography) is LIDL and NIEDER. 
REITER. 
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The history of finite fields up to 1915 is presented in DICKSON (Ch. 8); 
Some of the early results of Fermat, Euler, Lagrange, Legendre and Gauss 
were concerned with many properties of the special finite field Zp. The 
concept of a finite field in general (that is, not only considered as the prime 
field Zp) first occurred in a paper of GALOIS in 1830. However, Gauss 
initiated a project of developing a theory of "higher congruences", as 
equations over finite fields were called. R. Dedekind observed, after follow
ing Dirichlet's lectures, that Gauss's project could be carried out by estab
lishing an analogy with the theory of ordinary congruences and then emulat
ing Dirichlet's approach to the latter topic. This resulted in an important 
paper by Dedekind (1857), which put the theory of higher congruences on 
a sound basis and also played a role in the conceptual development of 
algebraic number theory and abstract algebra. A posthumous paper by 
Gauss investigated the arithmetic in the polynomial rings IFAx ]; in particular, 
he realized that in these rings the Euclidean algorithm and unique factoriz
ation are valid. The construction of extension fields of IF p was described by 
Galois in 1830, who used an "imaginary" root i of an irreducible polynomial 
overlFp of degree n and showed thatthe expressions ao + ali + ... + a"_li"-l 
with aj E IF p form a field with p" elements. During the nineteenth century 
further research on "higher congruences", was carried out by Dedekind, 
Schoneman, Kummer. 

LIDL and NIEDERREITER (in their Notes to Chapters 2-9) refer to a large 
number of varied contributions to the theory of finite fields. This book also 
contains tables of primitive roots modulo p due to ALANEN and KNUTH 
and has further references to tables representing elements of finite fields. 

Properties of polynomials over finite fields are described in ALBERT (Ch. 
5), and BERLEKAMP; see also MACWILLIAMS and SLOANE, McDONALD, 
BLAKE and MULLIN, to mention just a few more recently published books. 
ALBERT calls the order of a polynomial its exponent, BERLEKAMP calls it 
the period. In the older literature the word primitive was used for a 
polynomial whose coefficients had gcd equal to 1. Our primitive polynomials 
are sometimes also called indexing polynomials. 

The term "irreducible polynomial" over Q goes back to the seventeenth 
century, when Newton and Leibniz gave methods for determining irreduc
ible factors of a given polynomial. Gauss showed that (x" - 1)/ (x - 1) is 
irreducible over Q if n is an odd prime and he also verified that the roots 
of (x" - 1)/ (x - 1) = 0 are cyclic. He also found the formula for the number 
of irreducible polynomials over IF p of fixed degree; our proof of this formula 
and the Mobius multiplicative inversion formula is due to Dedekind. 
Theorem 3.19 is still known as Dedekind's formula. 

The factorization algorithm based on the matrix Q (Berlekamp's 
algorithm) was first developed by BERLEKAMP and it also occurs in CHILDS, 
KNUTH, LIDL and NIEDERREITER, the latter book also contains other 
factorization algorithms for small and large finite fields. CANTOR and 
ZASSENHAUS proposed a new probabilistic algorithm for factorizing univari-
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ate polynomials over finite fields. RABIN redesigned Berlekamp's determinis
tic algorithm into a probabilistic method for finding factorizations of poly
nomials over large finite fields. LAZARD gives several modifications of such 
algorithms. All these algorithms are probabilistic in the sense that the time 
of computation depends on random choices, but the validity of the results 
does not depend on them. For computer implementations of factorization 
algorithms, see, e.g. MUSSER (JACM 22 (1975) 291-308) or MOORE and 
NORMAN (Proceedings SYMSAC 1981, New York, ACM (1981) 109-116). 

Cyclotomic cosets and applications to the factorization of xn - 1 are 
studied in MACWILLIAMS and SLOANE, PLESS; BLAKE and MULLIN call 
them q-chains. Factorization tables for the binomials xn - 1 can be found 
in McELIECE. The nullspace algorithms given in the last section can be 
found in the given form in KNUTH and BERLEKAMP. 

We indicated that applications of finite fields and polynomials over finite 
fields to areas outside algebra will be treated in Chapters 4 and 5. There 
are also other uses of finite fields which we cannot describe here due to 
space limitations. For instance, the analysis of switching circuits (see Chap
ter 2) can be based on arithmetic in finite fields. The calculation of switching 
functions or general logic functions can also be described in terms of finite 
fields. Other applications comprise finite-state algorithms and linear systems 
theory. 



CHAPTER 4 

Coding Theory 

In this and the following sections we shall describe an area of applications 
of modern algebra which has become increasingly important during the last 
two decades. We consider the problem of safe transmission of a message 
over a channel, which can be affected by "noise". This is the problem of 
coding and decoding of information. Examples of this situation, in com
munication systems, are: radio, television, telegraph, telephone, and data 
storage systems, such as records, tapes, films, etc. 

The theory of finite fields and the theory of polynomials over finite fields 
have both influenced coding theory considerably. The origin of coding 
theory comes from a famous theorem of C. Shannon which guarantees the 
existence of codes that can transmit information at rates close to capacity 
with an arbitrarily small probability of error. Here we shall not be concerned 
with any aspects of information theory. We refer the reader interested in 
such aspects to VAN LINT. We shall describe some of the methods for the 
construction of error-correcting and error-detecting codes, which form part 
of algebraic coding theory. In § I we introduce linear codes, §2 contains 
basic properties of cyclic codes and §3 gives special types of cyclic codes. 

§ 1. Linear Codes 

We begin by describing a simple model of a communication transmission 
system (see Figure 4.1). Messages go through the system starting from the 
sender (or source). We shall only consider senders with a finite number of 
discrete signals (e.g. telegraph) in contrast to continuous sources (e.g. radio). 
In most systems the signals emanating from the source cannot be transmitted 
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Sender Coding 
I / 

Channel ~ Noise 

Receiver Decoding I 

Figure 4.1 

directly by the channel. For instance, a binary channel cannot transmit 
words in the usual latin alphabet. Therefore an encoder performs the 
important task of data reduction and suitably transforms the message into 
usable form. Accordingly one distinguishes between source encoding and 
channel encoding. The former reduces the message to its essential (recogniz
able) parts, the latter adds redundant information to enable detection and 
correction of possible errors in the transmission. Similarly, on the receiving 
end one distinguishes between channel decoding and source decoding, 
which invert the corresponding channel and source encoding besides detect
ing and correcting errors. 

One of the main aims of coding theory is to design methods for transmit
ting messages error free, cheap and as fast as possible. There is of course 
the possibility of repeating the message. However, this is time consuming 
(see 1.5 and the following comments), inefficient and crude. We also note 
that the possibility of errors increases with an increase in the length of 
messages. We want to find efficient algebraic methods (codes) to improve 
the reliability of the transmission of messages. There are many types of 
algebraic codes; we shall consider only a few of them. These codes use 
algebraic methods to give simple coding and decoding algorithms which 
can be easily implemented. 

1.1 Example. We describe a simple model for a transmission channel, called 
the binary symmetric channel. Let p be the probability that a binary signal 
is received correctly and then q = 1 - P is the probability of incorrect 
reception. We assume that errors in transmission of successive signals are 
independent. Then the transmission probabilities for this channel are as 
follows 

o P 0 

»<:.1 
P 

Figure 4.2 
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The probability that in the transmission of n symbols we have k errors is 
given by (k)pn-kqk. 0 

In the following we assume that the elements of a finite field represent 
the underlying alphabet for coding. Coding consists of transforming a block 
of k message symbols a\a2'" ak, ai E f q> into a codeword x = X\X2'" X"' 
Xi E f q, where n ~ k. Here the first k symbols Xi are the message symbols, 
i.e. Xi = ai, 1:s i:s k; the remaining n - k elements Xk+l>"" Xn are check 
symbols (or control symbols). Codewords will be written in one of the forms 
x, X\X2"" X", (Xl> X2,"" xn), or Xl> X2,"" Xn. The check symbols can be 
obtained from the message symbols in such a way that the codewords x 
satisfy the system of linear equations 

HxT = 0, 

where H is a given (n - k) x n matrix with elements in f q' A .. standard 
form" for H is (A, In - k ), with A an (n - k) x k matrix and In - k the (n - k) x 
(n - k) identity matrix. 

1.2 Example. Let q = 2, n = 6, k = 3. The message a\a2a3 is encoded as 
the codeword x:= a\a2a3x4xSx6' Here the check symbols X4, Xs, X6 are such 
that for this given matrix 

we have Hx T = 0, i.e. 

Therefore 

a\ + a3 + Xs = 0, 

a\ + a2 + X6 = o. 

Thus the check symbols X4, Xs, X6 are determined by al> a2, a3' The equations 
in the system Hx T = 0 are also called check equations. If the message 
a = 011 is transmitted, then the corresponding codeword is x = 011011. 
Altogether there are 23 codewords: 

000000,011011, 110110,001110, 

100011, 111000,010101, 101101. 

In general we define 

o 

1.3 Definition. Let H be an (n - k) x n matrix with elements in f q' The set 
of all n-dimensional vectors x satisfying Hx T = 0 over f q is called a linear 
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(block) code C over IF q of block length n. The matrix H is called the 
parity-check matrix of the code C. C is also called a linear (n, k) code. 

If H is of the form (A, I n - k ) then the first k symbols of the codeword x 
are called message (or information) symbols, and the last n - k symbols in 
x are the check symbols. C is then also called a systematic linear (n, k) code. 
If q = 2, then C is a binary code. kj n is called transmission (or information) 
rate. 

1.4 Remark. The set C of solutions x of Hx T = 0, i.e. the solution space 
of this system of equations, forms a subspace of IF; of dimension k. Since 
the codewords form an additive group, C is also called a group code. 
C can also be regarded as the nulls pace (see Chapter 4, §4, §5) of the 
matrix H. 

1.5 Example ("Repetition Code"). If each codeword of a code consists of 
only one message symbol al E 1F2 and the n - 1 check symbols X2 = ... = Xn 
are all equal to al (al is "repeated" n - 1 times), then we obtain a binary 
(n, 1) code with parity-check matrix 

H~(i 
0 

f) 0 

0 0 

There are only two codewords in this code, namely 00 ... 0 and 
11 ... 1. 0 

It is often impracticable, impossible or too expensive to send the original 
message more than once. Especially in the transmission of information from 
satellites or other spacecraft, it is impossible to repeat such messages owing 
to severe time limitations. In repetition codes we can, of course, also consider 
codewords with more than one message symbol. If we transmit a message 
of length k three times and compare corresponding "coordinates" Xi, Xk+i, 
X2k+i of the codeword XI ... Xi . .. XkXk+1 ... Xk+i . .. X2kX2k+1 ... X2k+i· .. X3k> 
then a "majority decision" decides which word has been sent, e.g. if 
Xi = Xk+i ¥- X2k+i, then probably Xi has been transmitted. 

1.6 Example ("Parity-Check Code"). This is a binary (n, n - 1) code with 
parity-check matrix H = (II ... 1). Each codeword has one check symbol 
and all codewords are given by all binary vectors of length n with an even 
number of l's. If the sum of ones of the received word is odd then at 
least one error must have occurred in the transmission. Such codes are 
used in banking. The last digit of the account number usually is a control 
digit. 0 

We have seen that a message a = al ... ak can be encoded as codeword 
x = XI ... XkXk+1 ... Xn, with Xl = a], ... , Xk = ak. The check equations 
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(A, In-k)x T = 0 yield 

( X~+l) (~l) (~l) : = -A : = -A : . 
Xn Xk ak 

Thus we obtain 

We transpose and denote this equation as 

(XI."" Xn) = (aI."" ad(lk' _AT). 

1.7 Definition. The matrix G = (Ik' _AT) is called a canonical generator 
matrix (or canonical basic matrix or encoding matrix) of a linear (n, k) code 
with parity-check matrix H = (A,ln - k ). 

In this case we have GH T = o. 

1.8 Example. 

(
1 0 0 0 1 1) 

G= 0 1 0 1 0 1 
o 0 1 1 1 0 

is a canonical generator matrix for the code of Example 1.2. The 23 code
words x of this binary code can be obtained from x = aG with a = al a2a3, 
ai E f 2• 0 

A code can have several parity-check matrices and generator matrices. 
It can be easily shown that a basis of a code C can be formed from the 
rows of a generator matrix of C. In fact, the code C defined by G of 
Definition 1.7 is equal to the row space of G, Le. the space generated by 
the row vectors of G. More generally, any k x n matrix whose row space 
is equal to C is called a generator matrix of C. 

In the following we shall also consider codes C with parity-check matrix 
H and generator matrix G, which are not of the form (A, I) and (I, _AT), 
respectively. We can show that every linear code is equivalent to a linear 
systematic code in the following sense. Let G be an m x n generator matrix 
over f q for a linear code C. Then G is of rank m. Let M be an invertible 
m x m matrix over f q; then MG is an m x n matrix of rank m, and its rows 
are linear combinations of the rows of G, so MG is also a generator matrix 
for the code C. If P is any n x n permutation matrix (with one 1 in each 
row and each column, other entries 0) then MGP is a generator matrix for 
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an m-dimensional code C'. The codes C and C' are said to be equivalent. 
Now, since G has rank m, some m columns of G are linearly independent. 
Therefore there is a permutation matrix P such that GP has its first m 
columns linearly independent. If GP = (BD), with B an invertible matrix, 
and D an m x (n - m) matrix then we have MGP = (ImE), with E = MD. 

If a message a = al ... ak is encoded as x = Xl ••• Xn and is transmitted 
through a "noisy" channel, the codeword x may be altered to a vector 
Y = Yl ... Y", where y may be different to x. Alternatively, G can be trans
formed into its now reduced echelon form. 

1.9 Definition. If x is a transmitted codeword and y is received then e = 
y - x = el ... en is called an error word (or error vector, or error). 

The decoder, on receiving y, has to decide which codeword has been 
transmitted. To do this he has to decide the most likely error. If all codewords 
are equally likely then this procedure makes the probability for incorrect 
decoding minimal. Thus it is called "maximum likelihood decoding". It 
works such that if v is received, then v is decoded to w, where e is the vector 
of least weight with v = W + e for W E C. 

1.10 Definition. (i) The Hamming distance d(x, y) between two vectors 
x = Xl •.. Xn and y = Yl ... Yn in f~ is the number of coordinates in 
which x and y differ. 

(ii) The Hamming weight w(x) of a vector x = Xl ••. Xn in f~ is the number 
of nonzero coordinates Xi. In short w(x) = d(x, 0). 

We leave it as an exercise to show 

1.11 Theorem. The Hamming distance d is a metric on f~, and the Hamming 
weight W is a norm on f~. 0 

One of the most important properties of linear codes is based on the 
following definition. 

1.12 Definition. The minimum distance dmin of a linear code C is given as 

dmin := min den, v). 
U,VEC 

U,",V 

For linear codes we have den, v) = d(n - v, 0) = w(n - v). Therefore 

1.13 Theorem. The minimum distance of C is equal to the least weight of all 
nonzero codewords. 0 

For instance, for the code in 1.2 we have dmin = 3. Two arbitrary code
words differ in at least dmin coordinates. A linear code of length n, dimension 
k and minimum distance d is called an (n, k, d) code. 
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A simple decoding rule is to decode a received vector y as the codeword 
closest to x with respect to Hamming distance, i.e. one chooses an error 
vector e of least weight. This decoding method is called "nearest neighbor 
decoding" and amounts to comparing y with all qk codewords and choosing 
the closest amongst them. The nearest neighbor decoding is the maximum 
likelihood decoding if the probability p for correct transmission is >~. We 
will assume this from now on. Obviously this procedure is impossible for 
large k and one of the aims of coding theory is to find codes with faster 
decoding algorithms. 

1.14 Definition. The set Sr(x) := {y E IF~ I d(x, y) :::; r} is called the sphere of 
radius r about x E IF ~. 

In decoding we distinguish between the detection and the correction of 
errors. We say a code can correct t errors and can detect t + s, s 2: 0, errors, 
if the structure of the code makes it possible to correct up to t errors and 
to detect (but not necessarily correct) t + j, 0 < j :::; s, errors, which occurred 
during transmission over a channel. 

1.15 Theorem. A linear code C with minimum distance dmin can correct up to 
t errors and can detect t + j, 0 < j :::; s, errors, iff 2t + s :::; dmin• 

PROOF. Let C be a subset of IF~, then "nearest neighbor decoding" shows 
that any received word with t or fewer errors must be in a sphere of radius 
t about the transmitted codeword. In order to correct t errors, the spheres 
St(x) must be disjoint. Suppose u E St(x), and U E S,(y) with x, y E C, X .,t. y. 
Then d(x, y) :::; d(x, u) + d(u, y) :::; 2t, in contradiction to dmin 2: 2t + s. In 
order to detect t + j errors, 0 < j :::; s, it suffices to show that t + s errors 
can be detected. We leave this as an exercise. 0 

Thus the code in 1.2 can detect up to two errors and correct one error. 
Because of this theorem one tries to construct codes with distance as large 
as possible. 

The theorem is often stated in the following special form: A linear code 
C with minimum distance d can correct terrors ifand only if t = [Cd - 0/2]. 
(Here the square brackets denote the greatest integer less than (d - 0/2.) 

The real problem of coding theory is not merely to minimize errors, but 
to do so without reducing the transmission rate unnecessarily. Errors can 
be corrected by lengthening the code blocks, but this reduces the number 
of message symbols that can be sent per second. To maximize the trans
mission rate we want code blocks which are numerous enough to encode 
a given message alphabet, but at the same time no longer than is necessary 
to achieve a given Hamming distance. In other words one of the main 
problems in coding theory is: 

Given block length n and Hamming distance d, find the maximum number, 
A(n, d), of binary blocks of length n which are at distances 2: dfrom each other. 
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The following table gives the first few values of A(n, d) for d = 3, i.e. 
the maximum sizes of single-error-correcting codes: 

n 3456789 

A(n,3) 2 2 4 8 16 20 Not known, but 38, 39 or 40 

Let C be a code over f q of length n with M codewords. Suppose C can 

correct t errors, i.e. Cis t-error-correcting. There are (q - I)m(;) vectors 

of length n and weight mover f q" The spheres of radius t about the 
codewords of C are disjoint and each of the M spheres contains I + 

(q - I)(~) + ... + (q - I)t(;) vectors. The total number of vectors in f~ is 
qn. Thus we have 

1.16 Theorem ("Hamming Bound"). The parameters q, n, t, M of a t-error
correcting code Cover f q of length n with M codewords satisfy the inequality 

o 

If all vectors of f~ are within or on spheres of radius t about codewords 
of a linear (n, k) code, then we obtain a special class of codes. 

1.17 Definition. A t-error-correcting code over f q is called perfect if equality 
holds in Theorem 1.16. 

We shall mention perfect codes later on (see Theorem 3.17). Let u = 
UI ••• Un and v = VI .•• Vn be vectors in f~ and let u· v = UIVI + ... + UnVn 

denote the dot product of u and v over f q" If u . v = 0 then u and v are called 
orthogonal. 

1.18 Definition. Let C be a linear (n, k) code over f q" The dual (or 
orthogonal) code C-L of C is defined by 

C-L={ulu·V=O,VVE C}. 

Since C is a k-dimensional subspace of the n-dimensional vector space 
f~, the orthogonal complement is of dimension n - k and an (n, n - k) 
code. It can be shown that if the code C has a generator matrix G and 
parity-check matrix H then C-L has generator matrix H and parity-check 
matrix G. Orthogonality of the two codes can be expressed by GH T = 
HG T = o. We summarize some of the simple properties of linear codes, the 
proofs of which are left as exercises. 
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1.19 Theorem. Let H be a parity-check matrix of a (n, k, d) code C. Then 
the following hold. 

(i) dim e = n - rank H; 
(ii) d = rank H + 1 iff every n - k columns of H are linearly independent; 

(iii) n - k :2: d - 1 ; 
(iv) d is the minimum distance of e if and only if any s ~ d - 1 columns of 

H are linearly independent. 0 

To verify the existence of linear (n, k) codes with minimum distance dover 
IF q, it suffices to show that there exists an (n - k) x n matrix H with condition 
1.19(iv) satisfied. The construction of such a matrix proves 

1.20 Theorem ("Gilbert-Varshamov Bound"). If 

qn-k> ~~:(n~l)(q_l)i, 

then we can construct a linear (n, k) code over IF q with minimum distance 
:2: d. 

PROOF. We construct an (n - k) x n parity check matrix H for such a code. 
Let the first column of H be any nonzero (n - k)-tuple over IF q" The second 
column is any (n - k)-tuple over IFq, which is not a scalar multiple of the 
first column. Suppose j - 1 columns have been chosen so that any d - 1 of 
them are linearly independent. There are at most 

vectors obtained by taking linear combinations of d - 2 or fewer of these 
j - 1 columns. If the inequality of the theorem holds it will be possible to 
choose a jth column which is linearly independent of any d - 2 of the first 
j - I columns. This construction can be carried out in such a way that H 
has rank n - k. To show that the resulting code has minimum distance 
dmin :2: d follows from the fact that no d - 1 columns of H are linearly 
dependent. 0 

Let e be a linear (n, k) code over IF q and let 1 ~ i :5 n be such that e 
contains a codeword with nonzero ith component. Let D be the subspace 
of e containing all codewords with ith component zero. In e I D there 
are q elements which correspond to q choices for the ith component of a 
codeword. If I e I = M denotes the number of elements in e, then Mil DI = 
lei DI, i.e. IDI = qk-I. The sum of the weights of the codewords in e is 
:5 nqk-I(q -1). Since the total number of codewords of nonzero weight 
is qk - 1, the minimum distance d must satisfy the following inequality. 
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1.21 Theorem ("Plotkin Bound"). If there is a code of length n with M 
codewords and minimum distance dover f q' then 

d -< nM(q - I) 
- (M - I)q' o 

In what follows, we shall describe a simple decoding algorithm for linear 
codes. Let C be a linear (n, k) code over f q> regarded as a subspace of f;. 
The factor space f;/C consists of all cosets a + C = {a +xlx E C} for 
arbitrary a E f;. Each coset contains qk vectors. There is a partition of f; 
of the form 

f; = C u {a(I) + C} u ••• u {a(t) + C} for t = qn-k - 1. 

If a vector y is received then y must be an element of one of these cosets, 
say a(i) + C. If the codeword x(1) has been transmitted then the error vector 
e is given as e = y - x(1) E a(i) + C - X(I) = a(i) + C. Thus we have the follow
ing decoding rule. 

1.22 Theorem. If a vector y is received then the possible error vectors e are 
the vectors in the coset containing y. The most likely error is the vector e with 
minimum weight in the coset of y. Thus y is decoded as i = Y - e. 0 

Next we show how to find the coset of y and apply Theorem 1.22. The 
vector of minimum weight in a coset is called the coset leader. If there are 
several such vectors then we arbitrarily choose one of them as coset leader. 
Let a(I), ••• , a(l) be the coset leaders. We first establish the following table 
(due to Slepian). 

x(1) = 0 X(2) X(qk) } codewords in C 

. ~:I:.~ .~(:) ... ~(:). ~ ~:~) .. : : : .. ~( .. : .~ ~.(~~)} other cosets 

a(l) + x(1) a(l) + X(2) .. . a(l) + X(qk) 

'--v----' 

coset leaders 

If a vector y is received then we have to find y in the table. Let y = a(i) + x(j); 
then the decoder decides that the error e is the coset leader a(i). Thus y is 
decoded as the codeword i = Y - e = x(j). The codeword i occurs as the 
first element in the column of y. The coset of y can be found by evaluating 
the so-called syndrome. 

1.23 Definition. Let H be the parity-check matrix of a linear (n, k) code. 
Then the vector S(y) := HyT of length n - k is called the syndrome of y. 

1.24 Theorem. (i) S(y) = 0 ~ Y E C. 
(ii) S(y(l)) = S(y(2») ~ y(1) + C = y(2) + C. 
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PROOF. (i) This follows from the definition of C with the parity-check 
matrix H. 

(ii) 

S(y(l)) = S(y(2)) ~ Hy(I)T = Hy(2)T 

~ H(y(I)T _ y(2)T) = 0 

~ y( I) _ y(2) E C 

~y(1) + C = y(2) + C. o 

Thus we can define the cosets via syndromes. Let e = y - x, X E C, Y Elf;; 
then 

S(y) = Sex + e) = Sex) + See) = See), 

i.e. y and e are in the same coset. We may now state a different formulation 
of the decoding algorithm 1.22. 

1.22' Theorem (Decoding Algorithm). If y E IF; is a received vector, find 
S(y), and the coset leader e with syndrome S(y). Then the most likely transmit
ted codeword is i = Y - e and we have dei, y) = min{d(x, y) Ix E C}. 0 

1.25 Example. Let C be a binary linear (4,2) code with generator matrix 
G and parity-check matrix H, where 

( 1 0 1 1) 
G= 0 1 0 1 ' 

The corresponding coset table is 

message o 0 1 0 
codewords o 0 0 0 101 1 

rooo 
001 1 

other o I 0 0 1 I I I 
cosets o 0 I 0 100 I 

'---v-----' 

coset 
leaders 

H=(1 0 1 0). 
1 101 

o 1 1 1 
o 1 0 I I 1 1 0 
1 101 o 1 I 0 
000 1 101 0 
o I I I I I 0 0 

(0 O)T 
(l l)T 

(0 l)T 

(l O)T 
'---v-----' 

syndromes 

Ify = Illi is received, then S(y) = HyT = (OOT. Thus the error e = 0100 
and y is decoded as i = Y - e = 1011 and the corresponding message 
is 10. 0 

In large linear codes, finding explicitly the coset leaders with least weights 
is practically impossible. (A (50,20) code over 1F2 has approximately 109 

cosets.) Therefore one constructs codes which are more systematic, such as 
Hamming codes. In the binary case we see that S(y) = HeT for y = x + e, 
y E IF;, x E C so that we have 
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1.26 Theorem. In a binary code the syndrome is equal to the sum of those 
columns of the parity-check matrix H in which errors occurred. 0 

In a single-error-correcting code the columns of H must be nonzero, 
otherwise we could not detect an error in the ith place of the message if 
the ith column is zero. All columns must be pairwise distinct, otherwise we 
could not distinguish between the errors. 

1.27 Definition. A binary code em of length n = 2m - 1, m ~ 2, with an 
m x (2 m - 1) parity-check matrix H whose columns consist of all nonzero 
binary vectors of length m, is called a binary Hamming code. 

With the aid of 1.19(ii) it is easily verified that em is a (2m - 1, 2m - 1 -
m, 3) code. The rank of H is m. Decoding in Hamming codes is particularly 
simple. Theorem 1.15 tells us that em can correct errors e with weight 
wee) = I and em can detect errors with wee) :5 2. We choose the lexico
graphical order for the columns of H, i.e. the ith column is the binary 
representation of i. If an error occurs in the ith column then S(y) = HyT = 
He T is the binary representation of i. 

1.28 Example. Let e3 be the (7,4,3) Hamming code with parity-check 
matrix 

(
0 0 0 1 1 1 

H= 0 1 1 0 0 1 

1 0 1 0 1 0 

The first column is the binary representation of 1 = (001) T, the second 
column is 2 = (010) T, etc. If S(y) = (101) T, then we know that an error 
occurred in the fifth column, since (101) T is the binary representation 
of 5. 0 

Interchanging columns of H gives the parity-check matrix in the form 
H' = (A, 1m), where A consists of all columns with at least two 1 's. We know 
that em is up to "equivalence" (in the sense of the remark after 1.8) uniquely 
determined, i.e. any linear (2m - 1, 2m - 1 - m, 3) code is equivalent to em. 

We summarize some further properties and remarks for Hamming codes. 

1.29 Remarks. (i) If we choose 

( 
1 1 

H"= 0 1 

o 0 

as the parity-check matrix for the (7,4,3) Hamming code in 1.28 then 
we see that the code is cyclic, i.e. a cyclic shift of a codeword is also 
a codeword. We shall study this property in §2. 
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(ii) The Hamming code em is a perfect I-error-correcting linear code. 
(iii) A generalized Hamming code over f q can be defined by an m x 

(qm - l)/(q - 1) parity-check matrix H such that no two columns of 
H are multiples of each other. This gives us a «qm -1)/(q -1), 
(qm - I)/(q - 1) - m,3) code over f q' 

(iv) Hamming codes cannot correct any errors e with w(e) 2:: 2. A generali
zation of Hamming codes are the BeH codes, which will be studied 
in the next sections. 

(v) We obtain a so-called "extended code", if we add a new element, the 
negative sum of the first n symbols, in an (n, k, d) code. The parity
check matrix H of an extended code can be obtained from the parity
check matrix H of the original code by the addition of a column of 
zeros and then a row of ones. The code e3 of Example 1.28 can be 
extended to an (8,4,4) extended Hamming code with parity-check 
matrix 

H = (~ ~ ~ ~ ~) 
01100 00' 

1 ° 1 ° ° 
Any nonzero codeword in this extended code is of weight at least 4. 
By Theorem 1.15 this code can correct all errors of weight 1 and detect 
all errors of weight::; 3. 

(vi) The dual code of the binary (2m - I, 2m - I - m,3) Hamming code 
em is the binary simplex code with parameters (2 m - I, m,2m - I ). 

(vii) The dual of an extended (2 m , 2m - 1 - m,4) Hamming code is called 
a first-order Reed-Muller code. This code can also be obtained by 
"lengthening" a simplex code. 

A code is lengthened by the addition of the codeword 11 ... 1 and then 
is extended by adding an overall parity check. (This has the effect of adding 
one more message symbol.) The first-order Reed-Muller code has para
meters (2 m, m + 1, 2m - I ). The decoding algorithm for these codes is based 
on the fast Fourier transform and is not inherently binary, and so the 
first-order Reed-Muller codes can be used well on so-called Gaussian 
channels. This is the main reason that all of NASA's Mariner deep-space 
probes launched between 1969 and 1977 were equipped with a (32,6,15) 
Reed-Muller code for communication purposes. Other deep-space probes 
have been equipped with convolutional codes (see McELIECE, MASSEY). 

The weight distribution of a code is the number of codewords of any 
weight in the code. It is useful for the practical computation of the probability 
of correct decoding. We can describe this by the list of numbers Ai, which 
gives the number of codewords of weight i in the code. Ao is always 1. As 
an example we can calculate the weight distribution of the (7, 4, 3) Hamming 
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code. The sum of the rows of the generator matrix of this code is 
(1,1,1,1,1,1,1) = a, say, so A7 = 1. The only other possible nonzero 
weights are 3 and 4, since with any x in the code, a + x is also in the code. 
Therefore the weight distribution is Ao = A7 = 1, A3 = A4 = 7. All other Ai 
are O. 

1.30 Definition. Let Ai denote the number of codewords x E C of weight 
i, 0 ::5 i ::5 n. Then the polynomial 

n 

A(X, Y) = L AiXiyn - i 
i=O 

in q X, Y] is called the weight enumerator of C. 

There is an elementary way to establish the following Theorem 1.34 on 
weight distribution. However, we use characters to describe the results more 
elegantly. 

A homomorphism X from the additive group (IF q, +), IF q for short, into 
the multiplicative group (C, .) is called a character of (IF q' +), and Xo: IF q ~ 1 
is called the trivial character. 

1.31 Lemma. (i) LaEF X( a) = 0 for a nontrivial character of IF qo 
q 

(ii) The characters of IF qform a group which is isomorphic to the group (IF q' +). 
(iii) For any a, b E IF q' a ;f:. -b, we have L x(a)x(b) = 0 where the summation 

runs through all characters of IF qo 

PROOF. (i) Since X is nontrivial, there is some b E IF q with X( b) ;f:. 1. Then 

X(b) L x(a) = L x(b)x(a) = L x(a + b) = L x(a). 
aelFq aelFq aeFq aeFq 

Thus (X( b) - 1) L X( a) = 0, and the result follows. 
(ii) It is obvious that the characters of IF q form a group with respect to 

pointwise multiplication. If q = pm, then IF q is isomorphic to (Zp)m. Then 
X is of the form (at, ... , am) ~ (~fl, ... , ~~m), where ~i are pth roots of 
unity in Co The set of these m-tuples of pth roots of unity forms a group, 
which is isomorphic to (Zp)m and therefore to (IF q, +). 

(iii) Since we have a + b ;f:. 0, there exists a nontrivial Xl such that 

Then 

x x 

and the result follows as in (i). o 
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1.32 Definition. Let X be a nontrivial additive character of IF q and let v . u 
denote the dot product of v, U'E IF;. For fixed v E IF; we define the mapping 

Xv: IF; ~ 1[:, u~ X(v . u) for u ElF;. 

If V is a vector space over I[: andf a mapping from IF; into V, then we define 

gf: IF; ~ V, u ~ I Xv(u)f(v) foru ElF;. 
vEIF~ 

1.33 Lemma. Let W be a subspace of IF;, W-L its orthogonal complement, 
f: IF; ~ Va mapping from IF; into a vector space V over I[: and X a nontrivial 
additive character of IF qo Then 

I gf(u) = I wi I f(v). 
VE W VEW.l 

PROOF. We have 

I gf(u) = I InXv(u)f(v) = In I x(v' u)f(v) 
UEW UEWVElFq VElFq UEW 

= I wi I f(v) + I I I x(a)f(v). 
VE w.l v~ w.l aElFq uE W 

v·u=a 

We use 1.31 (i) and the fact that the number of vectors u E W with v . u = a 
is a constant, for a v e W-L. Then 

I gf(u) = Iwi I f(v) + Iwi I f(v) I x(a) = Iwi I f(v). 0 
DE W VEW.l q v.ew.l aElFq VEWl.. 

Now let V be the space of polynomials in two indeterminates X and Y 
over I[: and let f be defined by f(v) = Xw(v) yn-w(v), where w(v) denotes the 
weight of v ElF;. 

1.34 Theorem (MacWilliams Identity). Let e be a linear (n, k) code over IFq 
and e-L its dual code. If A(X, Y) is the weight enumerator ofe and A-L(X, Y) 
is the weight enumerator of e-L, then 

1 
A -L(X, Y) = k A( Y - X, Y + (q - 1)X). 

q 

PROOF. Let f: IF; ~ IC[X, Y] be as given above. Then 

A-L(X, Y) = I f(v). 
VEW.l.. 

Let gf be as in 1.32 and for v E IF q let 

Ivl:= {I if v ~ 0, 
o if v = o. 
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For U = (u), ... , un) E IF; we have 

gf(u) = L X(v' u)Xw(v)yn-w(v) 

vEF; 

L X(UI VI + ... + unVn)XlvJI+ ... +lvnl y<HvJi>+ ... +(I-lvnl) 
Vj, •.. ,vneFq 

n 

L n (X(UiVi)X1v,lyHv,l) 
VJ, ... ,vnEFq i=1 

n 

= n L (X( UiV )X1vl yHvl). 
i=l veFq 

207 

For Ui = 0 we have X(UiV) = X(O) = 1, so the corresponding factor in the 
product is (q - l)X + Y. For Ui ¢ 0 the factor is Y + X LveF* X(v) = 
y - X. Therefore q 

Lemma 1.33 implies 

IcIAL(X, Y) = Icl L f(v) = L gf(U) = A( Y - X, Y + (q - l)X). 
veC.L ueC 

The required identity follows, since Icl = qk. o 

1.35 Corollary. Let X = Z and Y = 1 in the weight enumerators A(X, Y) 
and A.L(X, Y) and let the resulting polynomials be denoted by A(Z) and 
A.L(Z), respectively. Then the MacWilliams identity can be written in the form 

.L 1 ) n ( 1-Z ) 
A (Z) = qk (l + (q - 1 Z) A 1 + (q _ l)Z . 

1.36 Example. Let C be the binary (3,2) code with codewords 
{OOO, 001, 101, 110}. Then C.L = {OOO, 11 I}. It is easy to calculate the weights 
of the code words, namely Ao = 1, A2 = 3, A~ = 1, At = 1. Therefore 

We can verify the MacWilliams identity in this case. 

~A(Y - X, Y +(q -l)X) =!«Y +X? +3(Y - X)2(y +X» 
q 

o 

1.37 Example. Let Cm be the binary Hamming code of length n = 2m - I 
and dimension n - m. The dual code C;;, has as its generator matrix the 
parity-check matrix H of Cm, which consists of all nonzero column vectors 
of length mover 1F2• C;, consists of the zero vector and 2m - 1 vectors of 
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weight 2m - I • Thus 

A.L(X, Y) = yn + (2 m _ I)X2m-1 y2m-1_1. 

By Theorem 1.34 the weight enumerator for Cm is 

A(X, Y) = n ~ 1 « y + x)n + n( Y - x)(n+I)/2( Y + X)(n-I)/2). 

In the form of Corollary 1.35 let A(X, 1) = A(Z) = I7=0 AiXi. Then it can 
be verified that A(Z) satisfies the differential equation 

(1 - Z)2 d~<;) + (1 + nZ)A(Z) = (1 + Z)", 

with initial condition A(O) = Ao = 1. This is equivalent to 

iA = (. n ) - A i- I - (n - i + 2)A-2 for i = 2,3, ... , n, 
1-1 

with initial conditions Ao = 1, AI = 0, which enables us to calculate the Ai 
recursively. 0 

We note that the MacWilliams identity can also be expressed in the 
following equivalent form. The notation is as in 1.30. Let C be an (n, k) 
code over IF q" Then 

n (i) n. (n - i) I Ai = qk-r I (- 1)' At for 0 :s r:S n. 
r=O r i=O n - r 

PROBLEMS 

1. Let G be generator matrix of a binary (5,2) code 

G = (0 1 1 1 1). 
1 0 0 1 0 

Determine a parity-check matrix, all syndromes and coset leaders for this code. 

*2. Let C be a linear (n, k) code over IFq with minimum distance d 2: 2t + 1. Let 
N be the cardinality of the set {ulu E IF~, d(u, v):s t}. Prove that N:s qn-k. 

3. A linear (5,3) code over 1F4 is defined by the generator matrix 

(
1 0 0 1 1) 

G= 0 1 0 1 a. 

0011,8 

Determine its parity-check matrix, its codewords, its dual code. Prove that it is 
a single-error-correcting perfect code. 

*4. Design a circuit for encoding and decoding with a (7,4) Hamming code. 
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5. Show that in a binary code either all vectors have even weight or half have even 
weight and half have odd weight. 

6. Let 

G = G ~ 2 ~) 
be the generator matrix of a ternary (4,2) code C. Find a parity-check matrix 
for this code. Also find the weight distribution of C. 

*7. If C is a ternary self-orthogonal code (see Exercise 11) show that Aj = 0 unless 
3 divides j. 

8. Let H be the parity-check matrix of a (7,4) Hamming code. Suppose two words 
of the code were sent and the words 1 0 0 1 0 1 0 and 1 1 0 1 0 1 1 were 
received from a noisy channel. Decode these words. 

H = ( ~ ~ ~ ~ ~ ~ ~1) . 
101 010 

9. For the (i5, 11) Hamming code with columns of the parity-check matrix in 
natural order using maximum likelihood decoding, 

(i) find the parity-check matrix; 
(ii) determine the information rate; 

(iii) decode the received word 1 1 1 1 0 0 1 0 1 1 0 0 0 1 0; 
(iv) find parity check equations (similar to Example 1.2). 

10. Determine the probability of making no error when using a (7,4) Hamming 
code with maximum likelihood decoder over a binary symmetric channel. 

11. Let C be a (5,3) linear code over 1F2 with generator matrix 

(1 1 1 0 0) 
G= 00110. 

1 1 1 1 1 

Determine its dual code and the weight enumerators for C and its dual code. 

EXERCISES (Solutions in Chapter 8, p. 462) 

I. Prove Theorem 1.11. 

2. Show that a code can at the same time correct::; r errors and detect r + terrors 
if its minimum distance is 2: r + t + 1. 

3. Let G1 and G2 be generator matrices of a linear (n], k, d1) code and (n2' k, d2) 
code, respectively. Show that the codes with generator matrices 

( G1 0) and (G 1 G2 ) 

o G2 

are (nl + nb 2k, min{d], d2}) and (nl + n2, k, d) codes, respectively, where d 2: 

d 1 + d2• 
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4. A linear code C <;; IF~ is defined by the generator matrix 

G= 0 0 I 0 I. (
0 I 0 0 I) 

I 0 0 I I 

Determine the rank of G, the minimum distance of C, a parity-check matrix 
for C and all the codewords. 

5. Determine the dual code C.L to the code C given in Exercise 4. Find the table 
of all cosets of n mod C.L, and determine the coset leaders and syndromes. 
If y = 0 I 0 0 I is received, which word is most likely to have been trans
mitted? 

*6. Prove that all binary Hamming codes and the repetition codes of odd block 
length are perfect. Also prove that the general Hamming codes over IF q defined 
in 1.29(iii) are perfect. 

*7. The covering radius r for a binary code of length n is defined as the smallest 
number s so that spheres of radius s about codewords cover the vector space 
IF~. Show that the covering radius is the weight of the coset of largest weight. 

*8. Use the definition of equivalent codes to show that the binary linear codes 
with generator matrices 

( 
I I I 

G 1 = 0 1 1 

001 

respectively, are equivalent. 

9. Determine the generator matrix, all codewords and the dual code of the (4,2) 
code over 1F3 with parity-check matrix 

H = (I I I 0). 
I 2 0 I 

*10. Let ct be the dual code of a code Cj , i = 1,2. Prove: 
(i) (ct).L = Cj • 

(ii) (C1 + C2 ).L = ct 1\ ct. 
(iii) If C1 is the (n, I, n) binary repetition code, then ct is the (n, n - 1,2) 

parity-check code. 

*11. A code C is self-orthogonal if C <;; C.L. Prove: 
(i) If the rows of a generator matrix G for a binary (n, k) code C have even 

weight and are orthogonal to each other, then C is self-orthogonal, and 
conversely. 

(ii) If the rows of a generator matrix G for a binary (n, k) code C have weights 
divisible by 4 and are orthogonal to each other, then C is self-orthogonal 
and all weights in C are divisible by 4. 
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12. Let C be a binary (7,3) code with generator matrix 

G = (~ ~ ~ ~ ~ ~ ~) . 
101 010 1 

Show that C is self-orthogonal. Find its dual code. 

13. Let 

(
1 0 0 1 1 0 1) 

H= 0 1 0 1 0 1 1 

0010111 

be a parity-check matrix ofthe (7, 4) Hamming code.lfy = 1110011 is received, 
determine the codeword which was most likely sent. 

14. Use the Hamming (7,4) code to encode the messages 0110 and 1011. Also 
encode these messages using the extended modified Hamming (8,4) code, 
which is obtained from the (7,4) Hamming parity-check matrix by adding a 
column of O's and filling the new row with 1 's. Decode 11001101 by this (8,4) 
code. 

*15. Find the parity-check matrix and generator matrix of the ternary Hamming 
code of length 13. Decode 0110100000011 using this code. 

16. Verify the MacWilliams identity for: 
(i) the self-dual code {OO, II}; 

(ii) the (7,4,3) Hamming code. 

17. Find the weight distribution of the extended Hamming (8,4) code. 

*18. Let C be a binary linear (n, k) code with weight enumerator A(x, y) = 
L7=o Aixiyn-i and let Al.(x, y) = L~=o Atxiyn-i be the weight enumerator of 
the dual code Cl.. Show the following identity for r = 0, 1, ... : 

i~O i'Ai = t (_l)iAt t t! S(r, t)2k-t(: =:). 
where 

S(r,t)=~ t (-I)'-j(~)j' 
t! j=O ] 

is a Stirling number of the second kind and the binomial coefficient (;) is 

defined to be 0 whenever h > m or h < O. Write down the identity for r = 0, 
1 and 2. 

§2. Cyclic Codes 
Cyclic codes are codes which have been studied extensively in the literature. 
They have relatively simple coding and decoding algorithms, which can 
easily be implemented. Moreover, cyclic codes also have important algebraic 
properties. Many of the linear codes are also cyclic. 
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Let (f;, +, .) be the n-dimensional vector space of n-tuples 
(ao, ah ••• , an-I) E f;, with the usual operations of addition of n-tuples 
and scalar multiplication of n-tuples by elements in f q' The mapping 

is a linear mapping, called a "cyclic shift". 
We shall consider the linear algebra A = (f q[x], +,.,.) with the operation 

+ of polynomial addition, polynomial multiplication . (not composition) 
and multiplication of polynomials by elements of f q' Then (f q [x], +, .) is 
a ring and (f q[x], +, .) is a vector space over f q' We define a subspace Vn 
of this vector space by 

Vn := {v E fq[x]idegree v < n} 

= {vo + VIX + ... + Vn_IXn-li Vi E f q> 0::5 i::5 n - I}. 

We can identify the two spaces Vn and f; by the isomorphism 

T: (f;, +, .) ~ Vn, 

( ) + + + n-I T: Vo, VI. ••• , Vn-I ~ Vo VIX . . . Vn-IX . 

From now on we shall use both the word vector and polynomial for 

( ) + + + n-I V = VO, VI. ••• , Vn-I = Vo VIX . . • Vn-IX . 

Consider polynomial ring R = (fq[x], +,.) and its factor ring R/(xn - 1), 
modulo the principal ideal generated by xn - 1 in R. Then the mapping 

w: f; ~ R/(xn - 1), w(vo, VI."" Vn-I) = Vo + ... + Vn_IXn- 1 

is an isomorphism of the additive group f; onto the factor group of all 
polynomials of degree < n over f q, denoted by Vn or (Vn, +). Vn is also an 
algebra over f q with respect to the operations of addition, scalar multiplica
tion by elements in f q and multiplication * of polynomials modulo xn - 1, 
defined by 

VI * V2 = V:~ VIV2 == v (mod(xn -1), 

for all VI. V2 E f q[x], V E Vn. If deg VI V2 < n, then VI V2 = VI * V2' 

2.1 Example. Let n = 5, q = 7. Then 

(X4 + x3 + X2 + X + 1) * (X3 + X2 + 1) = 3(X4 + x3 + x2 + X + 1). 

This is because 

(x4 + X3 + X2 + X + 1)(X3 + x2 + 1) 

= X7 + 2x6 + 2x5 + 3x4 + 3X3 + 2X2 + X + 1 

== x2 + 2x + 2 + 3x4 + 3X3 + 2X2 + X + 1 

== 3x4 + 3x3 + 3x2 + 3x + 3 (mod(x5 - 1). o 
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For the linear map Z we have Z(v) = x * v and more generally Zi(V) = 
Xi * v for v E IFq[x], i E N. Here Zi = Z 0 Z 0 ••• 0 Z (i times). Cyclic shifts 
can be implemented by using linear shift registers. The basic building blocks 
of a shift register are delay (or storage) elements and adders. The delay 
element (flip-flop) has one input and one output and is regulated by an 
external synchronous clock so that its input at a particular time appears as 
its output one unit of time later. The adder has two inputs and one output, 
the output being the sum in IF q of the two inputs. The delay element and 
adder can be represented as follows. 

- ....... · ... 0 · 
delay element 

Figure 4.3 

---+i. + 1-... -

adder 

In addition a constant multiplier and a constant adder are used, which 
multiply or add constant elements of IF q to the input. Their representation 
is as follows. 

· 0 · · e · 
constant multiplier constant adder 

Figure 4.4 

A shift register is built by interconnecting a finite number of these devices 
in a suitable way along closed loops. As an example, we give a binary shift 
register with four delay elements aQ, ah a2 and a3 and two binary adders. 
At time 0, four binary elements, say 1, 1, ° and 1 are placed in aQ, ah a2 
and a3, respectively. These positions can be interpreted as message positions. 
After one time interval aQ = 1 is output, a1 = 1 is shifted into aQ, a2 = ° 
into ah a3 = 1 into a2 and the new element is entered into a3. If the shift 
register is of the form 

Figure 4.5 
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then this new element is ao + a2 + a3. To summarize the outputs for seven 
time intervals, we obtain 

Outputs Qo QI Q2 Q3 Time 

I I 0 I 0 
I I 0 I 0 I 

I I 0 I 0 0 2 
I I 0 I 0 0 0 3 

I I 0 I 0 0 0 I 4 
I I 0 I 0 0 0 I I 5 

I I 0 I 0 0 0 I I 0 6 
I I 0 I 0 0 0 I I 0 I 7 

Continuing this process for time 8,9, ... we see that the output vector 
1101000 generated from the four initial entries 1101 will be repeated. 
The process can be interpreted as encoding the message 1101 into a code 
word 1101000. The code generated in this way is a linear code, with the 
property that whenever (vo, VI. ••• , Vn-I) is in the code then the cyclic shift 
(Vn-I. Vo, VI. ••• , Vn -2) is also in the code. 

2.2 Definition. A k-dimensional subspace C of f; is called a cyclic code if 
Z(v) E C for all VEe, that is 

for v E f;. 

If C is a cyclic, linear (n, k) code, for brevity, we call C a cyclic (n, k) 
code. 

2.3 Example. Let C s;;; f~ be defined by the generator matrix 

( ~ ~ ~ ~ ~ ~ ~) = (~:::). 
o 0 I I 1 0 I g(3) 

We show that C is cyclic. Each codeword of C is a linear combination of 
the linearly independent vectors g(l), g(2), g(3). C is cyclic if and only if 
Z(g(i) E C for i = 1,2,3. We have 

Z(g(l) = g(2), Z(g(2» = g(3), Z(g(3» = g(l) + g(2). 0 

We now prove an elegant algebraic characterization of cyclic codes. 

2.4 Theorem. A linear code C s;;; Vn is cyclic if and only if C is a principal 
ideal in Vn, generated by g E C. 
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PROOF. Let C be cyclic and let f = L ajx j E f q[x]. Then for VEe we have 
f* v = L aj(x j * v) = L ajZj(v) E C, and moreover C:5 Vn• Now C is a 
principal ideal (g) with gEe where g is an element in C of least nonzero 
degree. 

Conversely, let C = (g) and v E C. Since Z(v) = x * VEe, we see that 
C is cyclic. 0 

2.5 Remark and Definition. The polynomial gEe in Theorem 2.4 can be 
assumed to be monic. If we suppose in addition that g I xn - 1 (this can be 
derived from 2.4) then g is uniquely determined and is called the generator 
polynomial of C. The elements of C are called codewords, code polynomials 
or code vectors. 

2.6 Remark. Let g = go + glx + ... + gmxm E Vno gl(xn - 1) and deg g = 
m < n. Let C be a linear (n, k) code, with k = n - m, defined by the 
generator matrix 

G = (? .. :: ......... g~~.' ... ; ........... ~.) = (f ). 
o 0 ... gogl ... gm X g 

Then C is cyclic. The rows of G are linearly independent and rank G = Ie, 
the dimension of C. 

A message aoal ... ak-I can be encoded by using a code C = (g) in such 
a way that we calculate aoal ... ak-I * g. 

2.7 Example. Suppose messages for transmission are elements of n. Let 
g = 1 + x 3 be the generator polynomial of a cyclic code. Then all possible 
messages can be encoded as codewords in the following way: We compute 
a * g for each message polynomial a. 

OOO~OOOOOO 

001~001001 

01O~010010 

011 ~011011 

100~1O0100 

101~ 101101 
110~ 110110 
111~111111 

The corresponding generator matrix is of the form 

(
1 0 0 1 0 0) 
o 1 0 0 1 O. 

o 0 I 001 
o 

If xn - 1 = g I ••• gt is the complete factorization of xn - 1 into irreducible 
polynomials over f q' then the cyclic codes (gj) generated by polynomials 



216 Chapter 4. Coding Theory 

gi are called maximal cyclic codes. A maximal cyclic code is a maximal ideal 
in IF q[x]/ (x" - 1). All cyclic codes over IF q can be obtained by choosing any 
of the 2' divisors of x" - I as generator polynomials of the principal ideals. 
Many of these codes will be equivalent. Since a cyclic code is a principal 
ideal in IFq[x]/(x" -1) we shall use some of the properties of ideals and 
of principal ideal rings for the construction of codes. 

If g is a generator polynomial of a cyclic code C then g I (x" - 1). 
Therefore h = (x" - I)/g is also a generator polynomial of a cyclic code. 
Let deg g = m = n - k, so that deg h = k. 

2.8 Definition. Let g be a generator polynomial of a cyclic code C. Then 
h = (x" - 1)/ g is called a check polynomial of C. For the sake of brevity 

k i 
we denote h = L~o hix , hk ¥- 0, by h. 

2.9 Theorem. Let h be a check polynomial of a cyclic code C ~ V" with 
generator polynomial g. Let v E V". Then 

v E C ~ V * h = 0. 

PROOF. Let v E C; then there is a polynomial a such that v = ag = a * g. 
Since g * h = 0, we have v * h = a * g * h = 0. Conversely, if v * h = 0, then 
vh == ° (mod(x" - I». Moreover, x" - I = gh implies v = ag for a suitable 
polynomial a, i.e. v E C. 0 

In Theorem 2.9, let v = I Vi Xi. Then the coefficient of Xi in the product 
v * h is given by 

"-I 

I vihj - i = 0, 
i=O 

j = 0, I, ... , n - I, 

where the indices are calculated mod n. Thus we see 

v E C~HVT = 0, 
where 

H = ( ~ ........... 0 ... ~~ .. h~;: ...... ::: .. :: .. ?) 
hk ... hi ho ° . . . ° ° 

is a parity-check matrix of the given code C = (g). Hence we have 

2.10 Theorem. Let C be a cyclic (n, k) code with generator polynomial g. Then 
the dual code C.l of C is a cyclic (n, n - k) code with generator polynomial 

g.l = Xdegh(h oX-I), where h = (x" -l)/g. 

We note that a polynomial of the form x deg h(h a X-I) is called the 
reciprocal polynomial of h. The code generated by h is equivalent to the 
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dual code CJ. of C = (g); therefore CJ. = (h) is also called the dual code 
of C. 

In Chapter 5 we shall consider linear recurrence relations of the form 
I;=ojjai+j = 0, i = 0, I, ... , which are periodic of period n. Here jj E IF q are 
coefficients of f(x) = fo + f1X + ... + ff<Xk, fo ¥- 0, fk = 1. The set of the 
n-tuples of the first n terms of each possible solution, considered as poly
nomials modulo xn - I, is the ideal generated by g E Vn, where g is the 
reciprocal polynomial of (xn - 1)/ f(x) of degree n - k. Thus there is a 
close relationship between cyclic codes and linear recurrence relations. 
Moreover, this relationship facilitates the implementation of cyclic codes 
on feedback shift registers. 

2.11 Example. Let f(x) = x 3 + X + I; f divides x 7 - lover 1F2. Associated 
with f is the linear recurrence relation ai+3 + ai+1 + ai = 0, which defines a 
(7,3) cyclic code. This code encodes Ill, say, as IlIOOIO. The generator 
polynomial is the reciprocal polynomial of (x7 - I)/f(x), namely g(x) = 

X4 + x 3 + x 2 + 1. 0 

The following summarizes some results on principal ideals. Let 11 and 
12 be ideals in IFq[x]/(x n - I) = Vn• Then the intersection 11 n 12 is an ideal 
while the (set-theoretic) union of 11 and 12 is not an ideal in general. The 
ideal 11 + 12 is the smallest ideal containing 11 and 12, The product 1112 := 
{I ai, ai2 1 ai, E 11, ai2 E 12} is an ideal of Vm too. Let Ii, i = I, 2, be two ideals 
in Vn with generating elements gi' Then 

(i) 11 + 12 is generated by gcd(g], g2); 
(ii) 11 n 12 is generated by lcm(g], g2); 

(iii) 1]12 is generated by gcd(g]g2' xn - O. 

Let xn - I = g1 ... gt be the factorization of xn - I into irreducible poly
nomials over IF qo The relation between a code C and its dual CJ. in Theorem 
2.10 means that (xn - 1)/ gi is a generator polynomial ofa so-called "minimal 
code" and gi is a generator polynomial of the corresponding maximal code. 
The codes generated by (xn - 1)/ gi are also called irreducible cyclic codes. 

2.12 Example. For n = 7 and q = 2 we have x7 - I = (x - l)(x3 + x2 + 
I )(x3 + X + I) as the factorization into irreducibles. Let g = x 3 + X + I; then 
G is a generator matrix of a cyclic code and since h = (x7 - 1)/ g, H is 
check matrix for this code and at the same time the generator matrix of a 
minimal code: 

° 1 G= (
I 1 

° ° 
° ° 

o ~) o 
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For a better understanding of the following remarks we refer the reader 
to the relevant parts of Chapter 3, § I. Let Mi = ((xn - 1)/ gi) be principal 
ideals, then Mi (\ ~ = {O} for i ,c. j and Mi + ~ = {mi + mj I mi E Mi, mj E 

M;}, where gcd( hi, h;) = (xn - 1)/ gig; is a generating element of Mi + M;, 
because of (i) after 2.11. 

For any ideal J = (g) in Vn with g = gil . .. gi, we have 

(xn - 1)/ gjl ... gj, = gil· .. gi" 

if {j], . .. ,jr} u {i], ... , is} = {I, ... , k} and J is the direct sum of the ideals 

~I'···'~' 
Next we summarize simple coding and decoding rules: 

Coding. Let a = ao . .. ak-l E IF ~ be a message with k = n - m symbols. 
Then a, if regarded as a polynomial in IF q[x], is encoded as a * g. The map 
W Vk ~ Vn. a ~ a * g is linear and injective and we have a * gEe = (g). 

Decoding. A received word w will be divided by g. If a remainder occurs 
in the division then an error must have occurred in the transmission. To 
recognize the error e we determine w * h, where h is the check polynomial 
of C. Here we have w = v + e; see 2.9 and 2.15. 

2.13 Example. (i) Let g = I + x2 + x3 be a generator polynomial of a binary 
(7,4) code. The message a = 1010 is encoded as a * g = 1001110. 

(ii) Let w = 1100001 be a received word; then w/ g is 0111 = x + x2 + x3 

with remainder I + x 2• This shows that an error must have occurred. 
To correct it, we find (x7 - 1)/ g = h = IOIIl = I + x2 + x3 + X4 and 
w * h = 100 I 0 II. This equals e * h, since w * h = (v + e) * h = 0 + e * h 
(see 2.9). Division by h gives us the error e = 1010000. Therefore 
v = w - e = 0 II 000 I is the transmitted codeword. The original message 
a is obtained by division by g, namely a = Oil I. 0 

A canonical generator matrix of the form G = (I k, -Akxm ) can be 
obtained by using the division algorithm for polynomials. Let deg g = m = 

n - k; then there are unique polynomials a(j) and r(j) with deg r(j) < m, 

such that 

j E N. 

Therefore 

The k polynomials g(j) = Xk(xj - r(j) considered modulo xn - 1, m ::::; j ::::; 
n - 1, are linearly independent and form a matrix of the required form, 
where A is the k x m matrix whose ith row is the vector of coefficients of 
r(n-k-l +i). 

2.14 Example. Let n = 7, q = 2 and x7 - I = (x + l)(x3 + X + l)(x3 + x2 + 
I). The polynomial g = x3 + x2 + I generates a cyclic (7,4) code with check 
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polynomial h = X4 + x3 + x2 + I. The canonical generator matrix has the 
rows g(j} for j = 3,4, 5,6. Thus 

(
I 0 0 0 I 0 I) (I I 

G = 0 I 0 0 I I I and H = 0 I ~ 
0010110 110 
000 I 0 I I 

o I 0 0) 
I 0 I O. 

I 0 0 I 
o 

We mention also that the syndrome S(w) with respect to a parity-check 
matrix H of the form (A, 1m) can be easily determined. 

2.15 Theorem. Let C be a cyclic code with generator polynomial g and parity
check matrix H. Then the syndrome S( w) of a received vector satisfies 
S(w) == w (mod g); i.e. it is the remainder when dividing w by g. 

Cyclic codes can be described in various ways by using roots of the 
generator polynomial. The simple proofs are left as exercises. 

2.16 Theorem. (i) Let g be a generator polynomial of a cyclic code Cover f q 

and let al> ••• , am be roots of g in an extension field of f q' Then 

v E C ~ v(al) = v(a2) = ... = v(am ) = o. 
(ii) Let g = g(l) ... g(t) be a generator polynomial of a cyclic code Cover f q 

and let ai be roots of g(i) in an extension of f q' Then 

v E C ~ v(al) = v(a2) = ... = v(a t ) = O. 

As a special form of (i) we state: 
(iii) Let g = DiEK (x - t) be a generator polynomial of a cyclic (n, k) code 

over f q' let, be a primitive nth root of unity and let K be a union of 
cyclotomic cosets mod n (see Chapter 3, §4). Then 

v(x) E C ~ V(,i) = 0 for all i E K. o 

As an example of the concurrence of the description of a cyclic code by 
a generator polynomial or by roots of code polynomials we prove the 
following results. 

2.17 Theorem. The binary cyclic code of length n = 2m - I for which the 
generator polynomial is the minimal polynomial over f2 of a primitive element 
of f2m is equivalent to the binary (n, n - m) Hamming code. 

PROOF. Let, be a primitive element of f2m and let g = (x -,)(x _,2) ... 
(x _,2m

-
I
) be the minimal polynomial of, over f 2. For the cyclic code C 

generated by g we construct an m X (2m -1) matrix H for which the jth 
I . ( )T 'f yj-l_~m-l yi f If -co umn IS co, Cl> ••• , Cm-l 1 ~ - .L.i=O Ci~' Ci E 2' V -

(VO, Vl>'." Vn-l) and v(x) = Vo + V1X + ... + Vn_1X n- 1 E f 2[x], then HVT 
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corresponds to v«() expressed in the basis {I, (, ... , (m-I}. So HVT = 0 
holds exactly when g divides v, so H is a parity-check matrix of C. The 
proof is complete, since the columns of H are a permutation of the binary 
representations of the numbers 1,2, ... , 2m - 1. 0 

2.18 Example. X4 + x + 1 is primitive over f2 and thus has a primitive 
element (E f24 as a root. If we use vector notation for the 15 elements 
(j E f!4, j = 0, 1, ... , 14 expressed in terms of the basis {I, (, (2, (3} and if 
we form a 4 x 15 matrix with these vectors as columns, then we get the 
parity-check matrix H of a code equivalent to the (15, 11) Hamming code. 
A message v = (vo, Vh ••• , VIO) = L vjX j is encoded into a code word 
w = v * (x4 + X + 1). Suppose the received polynomial contains one 
error, i.e. w + x e - I is received when w is transmitted. Then the syndrome 
is w( () + (e-I = ~e-I and the decoder knows that there is an error in the eth 
position. 0 

2.19 Theorem. Let C s; Vk be a cyclic code with generator polynomial g and 
let ah ... , an-k be the roots of g. Then v E Vn is a code polynomial if and 
only if the coefficient vector (vo, ... , Vn -I) of v is in the nullspace of the matrix 

n-I) al 

n-I 
an-k 

PROOF. Let v(x) = Vo + VIX + ... + Vn_IX n - l ; then v(a;) = 0, i.e. 
(1, ai, ... , a~-I)(vo, Vh ••• , Vn_I)T = (0, ... ,0), 1:5 i:5 n - k, if and only 
ifHvT = o. 0 

In the case of cyclic codes, the syndrome can often be replaced by a 
simpler entity. Let a be a primitive nth root of unity in f qm and let the 
generator polynomial g be the minimal polynomial of a over f q. We know 
that g divides v E Vn if and only if v( a) = o. Therefore we can replace the 
parity-check matrix H in Theorem 2.19 by (1 a a 2 ••• an-I). Then 
the role of the syndrome is played by S( u) = Hu T, and S( u) = u (a) since 
u = (uo, ... , Un-I) can be regarded as a polynomial u(x) with coefficients Uj. 

If v denotes the transmitted codeword and w is the received word, 
suppose e(j)(x) = xi-I, 1 :5 j:5 n, is an error polynomial with a single error. 
Let w = v + e(j). Then 

w(a) = v(a) + e(j)(a) = e(j)(a) = aj-I. 

Here e(j)(a) is called the error-location number. S(w) = a j - I indicates the 
error uniquely, since e(i).( a) -:;6. e(j)( a) for i -:;6. j, 1 :5 i:5 n. 

The nth roots of unity {(j liE K} in 2.16(iii) are called zeros of the code 
C. The remaining nth roots of unity are zeros of h = (x n - 1)/ g. The 
following theorem shows that the generator polynomial does not have to 
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be the monic polynomial of least degree in C. Let C = (g) be a cyclic (n, k) 
code. We use the notation of Theorem 2.l6(iii). 

2.20 Theorem. The polynomials g and fg are generator polynomials of the 
same code, if for a polynomial f E Vn we have f(,i) -:F 0 for all i E K, i.e. f 
does not introduce new zeros of C. 0 

A cyclic code can be described in terms of a primitive nth root of unity 
, and the set K = Uk]n Ig(nk = O}. The following theorem shows that the 
code is independent of the choice of ,. 

2.21 Theorem. Let, and f.L be arbitrary primitive nth roots of unity in an 
extension field of r q and let K be the union of cyclotomic cosets mod n. Then 
the polynomials 

ieK 

are generator polynomials of equivalent codes. 

PROOF. See e.g. BLAKE and MULLIN. 

ieK 

o 

A different characterization of a cyclic (n, k) code C with generator 
polynomial g over r q follows. Let, and K be as above. Then 

C = {v E VnIV(,i) = o for all i E K}. 

2.22 Definition. The Mattson-Solomon polynomial Fv of a vector v E Vn is 

l:5j:5n. 

2.23 Theorem. Let v = (vo, ... , Vn-I) E C andij as in 2.22. Then v. = Fv(C), 
s = 0, 1, ... , n - 1. 

PROOF. 

1 n-I n . . 

= - L Vi L ,('-')1 = v., since 
n i=O j=1 

n 
L ,(i-.li = 0, i -:F s. o 

j=1 

The Mattson-Solomon polynomial Fv for arbitrary vectors in r;m is also 
called a discrete Fourier transform of v. Theorem 2.23 enables us to describe 
a cyclic code C in the form 
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2.24 Lemma. Let g = njEK (x - {j) be a generator polynomial of a cyclic code 
C and let {I, 2, ... , d - I} be a subset of K, with K as above. Then deg Fv :5 

n - dfor v E C. 

PROOF. For any j < d we have V({i) = 0. o 

2.25 Theorem. If there are exactly r nth roots of unity which are zeros of FIJ") 
then the weight of v is n - r. 

PROOF. The weight of v is the number of nonzero coordinates of Vs' There 
are r values s, such that Vs = 0. 0 

This theorem will be used to prove Theorem 3.4. 
The discrete Fourier transforms can be used for the formulation of the 

subject of coding. In such an approach the engineering aspects of signal 
processing and the algebraic theory of error control codes are drawn much 
closer together. We give a brief indication of the introduction of the so-called 
spectral setting for cyclic codes. We modify our definition 2.22 as follows. 
Let a be an element of f qm of order n, where n divides qm - I for 
some mEN. 

The discrete Fourier transform (OFT) of c = (co, ... , cn - I ) E f; is the 
vector C = (Co, ... , Cn-I) given by 

n-I 
q = L aijcj, 

j=O 
j = 0, ... , n - 1. 

If n = qm - 1 then a is a primitive element off qm. In the engineering context 
the discrete index i is called time, c is the time domain function or signal, 
j is the frequency and C is the frequency domain function or the spectrum. 
The OFT has many interesting properties. Let p be the characteristic of f q' 

2.26 Lemma. (i) Let C be the OFT of c E f;. Then the components of care 

1 n-I .. 
c· = - ~ a-liC· 

I L.. J' 
n j=o 

i = 0, ... , n - 1, 

where n is taken mod p. 
(ii) Let Cj = ejgj, i = 0, ... , n -1, be the components of c E f;. Then the OFT 

C of c has components 

where all subscripts are taken mod n. o 

The proof of (i) is analogous to the proof of 2.23, and (ii) is left as an 
exercise. The OFT can also transform polynomials c E f q[x] into poly
nomials C. The roots of polynomials are closely related to the spectrum, 
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since c(x) has a root at aj if and only if Cj equals zero. C(x) has a root 
at a -j if and only if Cj equals zero. Thus speaking of roots of polynomials 
is the· same as speaking of spectral components equal to zero. 

An alternative description of cyclic codes, similar to the one given 
before Lemma 2.24, is the following: The set of words ofIF~ whose spectrum 
is zero in components j], ... ,jn-k is a cyclic code. The transform of each 
such word is called a codeword spectrum. Although each codeword in such 
a cyclic code is a vector with components in f q' the codeword spectrum is 
in f~m. Hence, a cyclic code can be interpreted as the inverse discrete Fourier 
transforms of all spectral vectors which are zero in several prescribed 
components, provided that the DFT has a value in f q' We shall briefly 
return to this description when we consider special cyclic codes. Here we 
conclude with an application of the following result (see BLAHUT). 

2.27 Theorem. Let n be a divisor of 2m - 1 and let Cj E f 2 m , j = 0, ... , n - l. 
The components of the inverse DFT c are all elements of f2 if and only if 
c] = C2j(mod n), j = 0, ... , n - l. 

PROOF. By definition 

where the subscripts are taken mod n. If Cj e f2 for some i, then c;.,t. Cj • 

Therefore 

o 

2.28 Example. We consider again the construction of the binary (7, 4) 
Hamming code, but now we use DFT. We have n = 7, q = 2, m = 6, a E f 26 , 

ord a = 7, and we find the following codeword spectra and codewords: 

Codeword spectra Codewords 
(frequency domain codewords) (time domain codewords) 

Co CI C2 C3 C4 C5 C6 Co CI Cz C3 C4 C5 C6 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 aO 0 aO aO 1 1 0 0 0 
0 0 0 a l 0 a 4 a Z 0 0 1 0 
0 0 0 a Z 0 a l a 4 0 0 0 1 1 1 
0 0 0 a 3 0 a 5 a 6 1 0 0 0 1 
0 0 0 a 4 0 a Z a l 0 0 0 
0 0 0 a 5 0 a 6 a 3 0 0 0 

(continued on next page) 
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Codeword spectra Codewords 
(frequency domain codewords) (time domain codewords) 

Co C 1 C 2 C 3 C 4 Cs C 6 Co C1 C2 C3 C4 Cs C6 

0 0 0 a 6 0 a 3 a 5 0 0 0 
0 0 0 0 0 0 1 1 1 
0 0 aO 0 aO aO 0 0 0 1 0 
0 0 a 1 0 a 4 a 2 0 0 0 0 
0 0 a 2 0 a 1 a 4 0 1 1 0 0 0 
0 0 a 3 0 as a 6 0 0 1 0 1 1 0 
0 0 a 4 0 a 2 a 1 1 0 0 0 1 0 
0 0 as 0 a 6 a 3 0 1 1 0 0 0 
0 0 a 6 0 a 3 as 0 0 0 0 

0 

PROBLEMS 

1. Let G be a generator matrix of a (5,3) code over F3: 

G~(~ 
1 1 0 

~) 1 0 2 

0 2 1 

Determine a parity-check matrix for this code. Is this a cyclic code? 

2. How many binary cyclic (8, k) codes are there for k = 1,2, ... , 7? Answer the 
same question for ternary cyclic (to, k) codes. 

3. The polynomial g = x6 + x S + X4 + x3 + 1 is the generator polynomial for a 
cyclic code over F2 with block length n = 15. Find the parity-check polynomial 
and the generator and parity-check matrix for this code. How many errors can 
this code correct? 

4. Determine the generator polynomial of the (9,7) Hamming code over fs. 

5. Design circuits for the multiplication and also for the division of polynomials 
over a finite field. 

6. Give the degrees of the following polynomials in an (n, k) code: generator, 
parity-check, message, codeword, error received and syndrome polynomial. 

*7. Let d be the minimum distance of a cyclic code C. Show that every error of 
weight less than ~d has a unique syndrome. 

8. How many cyclic codes of block length 15 are there? 

9. Show that the (21, 18) Hamming code over 1F4 is not cyclic. 

10. Prove that the Hamming codes of block length n = (qm - 1)/(q - 1) over f q 

are cyclic if m and q - I are relatively prime. 
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*11. Let f(x) = L~~o bix k -" bo = 1, be a polynomial over 1F2 such that fl xn - 1. 
Show that 

is a linear, cyclic (n, k) code over 1F2• 

12. If e is the idempotent generator of a code C of length n, show that the generator 
polynomial g of C equals gcd(e, xn - I). (See Exercise 12 for a definition.) 

13. If xn - 1 = gh and the code C = (g) has idempotent generator e, show that 
(h) has idempotent generator 1 + e. (See Exercise 12 for a definition.) 

*14. Let n = (qm - 1)/ (q - I) and f3 be a primitive nth root of unity in IF qrn, m ~ 2. 
Prove that the nulls pace of the matrix H = (1 f3f32 ... f3 n-I) is a code over IF q 

with minimum distance at least 3 if and only if gcd(m, q - I) = 1. 

*15. A code C is called reversible if (ao, aj, ... , a"-I) E C holds if and only if 
(an-j, ... , aj, ao) E C. 
(i) Prove that a cyclic code C = (g) is reversible if and only if with each root 

of g also the reciprocal value of that root is a root of g. 
(ii) Prove that any cyclic code over IF q of length n is reversible if -1 is a power 

of q modulo n. 

EXERCISES (Solutions in Chapter 8, p. 467) 

1. Determine all codewords of a code with generator polynomial g = 1 + x + x 3 

over 1F2' if the length k of the messages is 4. Which of the following received 
words have detectable errors: 1000111, 0110011, 0100011. 

2. Show that there are noncyclic Hamming codes. 

3. Determine a table of coset leaders and syndromes for the binary (3, I) code 
generated by g = 1 + x + x 2• Do likewise for the binary (7,3) code generated 
by 1 + x 2 + x 3 + X4. 

*4. Prove properties (i), (ii), (iii) stated immediately after Example 2.11. 

5. Show that g = X4 + x 2 + X + 1 generates a binary code equivalent to the (8,4) 
extended Hamming code. Find dmlO of this code. 

*6. Let x" - 1 = gl ... g, be the factorization of x" - 1 into irreducible polynomials 
over IFq. Prove that (g;), 1 -s i -s t, is a maximal ideal in IFq[x]/(x" - I), and 
(xn - 1)/ g, generates a minimal ideal M i, such that Mi n ~ = 0 and M, + 
Mj = {mi + mj I mi E M i, mj E MJ } has generator gcd((x" - 1)/ gi, (x" -
1)/ gj) = (x" - 1)/ g,g}. 

7. Prove: The binary cyclic code with generator polynomial I + x is the (n - 1)
dimensional code C consisting of all even weight vectors of length n. A 
binary cyclic code C = (g) contains only even weight vectors if and only if 
1 + x divides g. 
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8. A code C is called self-orthogonal if C s C.l. 
(i) Let xn - 1 = gh over IF q" Prove that a cyclic code C with generator poly

nomial g is self-orthogonal if and only if the reciprocal polynomial of h 
divides g. 

(ii) Consider a cyclic code of block length n = 7, with generator polynomial 
1 + x 2 + x 3 + X4. Is this code self-orthogonal? 

*9. Show that if ord(g) = n then the (n, k) binary code generated by g has dmin 2: 3. 
If ord(g) < 9 find dmin• Is this true for nonbinary codes? 

*10. A binary (9,3) code C is defined by 

Show that C is equivalent to a cyclic code and find a generator polynomial 
for C. 

11. A binary cyclic code of length 63 has a generator polynomial x 5 + X4 + I. 
Determine the minimum distance of this code. 

12. Let n be an odd integer and let q = 2. Prove: For every ideal C in Vn there 
is a unique polynomial e E C, called the idempotent of C, with the following 
properties: 

(i) e = e2 ; 

(ii) e generates C; 
(iii) e is a unit for C, i.e. ea = a for all a E C. Furthermore, show that a binary 

polynomial 1 is an idempotent in Vn if and only if the set K of powers 
of x that occur with nonzero coefficients in 1 is a union of cyclotomic 
cosets for n. 

13. Find the generator polynomials, dimensions and idempotent generators, for 
all binary Ityclic codes oflength n = 7. Identify dual codes and self-orthogonal 
codes. 

14. Let C = (f) over IF q' L = {i, O:s; i:s; n - ll/((i) = O}, and (be a primitive root 
of unity over IF q" Prove C = (g), with g = lcm{ M(i) 1 i E L} for minimal poly
nomials M(i) of (i. 

*15. Prove that the coordinates Vi of V = VOVI ... Vn- I can be obtained from 
1 n-I . .. 

V = Vo + V1x + ... + vn_1x n- 1 by Vi = - L v((J)(-lJ, 
n j~O 

where ( is a primitive nth root of unity over IF q" 

16. Prove the following properties of the Mattson-Solomon polynomials: 
*(i) If v is a binary vector then Fv is an idempotent in the polynomial ring 

over 1F2m mod(xn - 1). 
(ii) v = U + w in Vn ~ Fv = Fu + Fw. 

*(iii) v = U * w in Vn ~ Fv = FuFw. 
1 n-l. 

(iv) v=uw:=(UOWO,UIWt. ... 'Un_IWn_I)~Fv=-(Fu*Fw)= L UiWiX'. 
n i~O 

17. What is the block length of the shortest cyclic binary code whose generator 
polynomial is x 7 + X + I? Repeat the question for x 9 + x + I. 
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*§3. Special Cyclic Codes 

In this section we shall consider some important examples of cyclic codes. 
In Theorem 2.17 we showed that the cyclic code of block length 2m - 1 
over f2m is a Hamming code Cm, if we choose the minimal polynomial of 
a primitive element ( of f2m as a generating polynomial. The matrix H = 
(1, (, (2, ... , ("-I) is a parity-check matrix for Cm. This is a special case of 
Theorem 2.19. In the following example we shall generalize these codes 
and motivate the theory of these codes. 

3.1 Example. Let (E f24 be a root of X4 + X + 1 E f2[X] and let a" a2 of 
Theorem 2.9 be (, and (3, respectively. Then ( and (3 have the minimal 
polynomials M(l) = X4 + X + 1 and M(3) = X4 + x 3 + x 2 + X + 1, over f2' 
respectively. They are divisors of XiS - 1, because (IS = 1 and «(3)15 = 1. 
Hence a cyclic code Cover f2 is defined by the generator polynomial 
g = M(l) M(3) and parity-check matrix 

(
1 ( ... (13 (14) 

H = 1 (3 . .. (39 (42· 

We shall see in 3.4 that dmin ::::: 5 for this code. This means (by 1.15) that C 
can correct up to two errors and can detect up to four errors. C is a cyclic 
(15,7) code since n = 15, k = 15 - deg g = 7. We have 

v E C <=> 5(v) = HVT = O<=> 51 = 53 = 0, 

where 

14 14 
S .-,.- L Vi(i and S3 := L Vi,3; 

;=0 i=O 

are the components of the syndrome 5( v) = (SI, S3) T of v with respect to 
H. If we use binary representation for elements of f24 then H is of the form 

0 0 0 0 0 0 0 1 

0 1 0 0 0 1 0 0 0 

0 0 1 0 0 0 1 0 1 0 

0 0 0 0 0 1 0 0 1 1 
H= 

1 1 0 0 0 0 0 0 0 0 0 

0 0 0 1 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 

0 1 0 0 1 

Here we use the fact that (4 + ( + 1 = 0 in f 24 • The columns of H can be 
obtained as follows: The upper half of the first column is the coefficient 
vector (0 + 0(1 + 0,2 + 0(3, i.e. (1000) T. The upper half of the second column 
is the coefficient vector of 0(0 + 1(1 + 0(2 + 0(3, i.e. (0100) T, etc. The lower 
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half of the second column is the coefficient vector of 0,0 + 0, I + 0,2 + 1,3, 
etc. Suppose the received vector v = (Vo, VI, ... , V14) is a vector with at most 
two errors. Let e = Xa1 + Xa2, O:s; ai, al:S; 14, al ;t. al, be the error vector. 
We have 

We let 

be the error-location numbers, then 

SI = XI +X2' 
or 

Hence 

and 

SI sf + S3/ S I 0 
1 +- + 1 =. 

XI XI 

If two errors occurred then 1/ XI and 1/ Xl are two roots in !F2' of the 
polynomial 

( 2 S3) 2 
U = 1 + SIX + SI + SI X, (1) 

called the error-locator polynomial. If only one error occurred, then SI = XI. 
S3 = Xf and S~ + S3 = O. Hence 

(2) 

If no error occurred then 

(3) 

To summarize, first we have to find the syndrome of the received vector v, 
then we check to see if a maximum of one error occurred, determine u, 
check if one or no error has occurred and find the error location and roots 
of u. Equation (2) is always solvable in !Fl'. If u in (1) is irreducible, then 
we know that we have a detectable error e with more than two error locations, 
which is not correctable. 0 

Suppose the vector V = 100111000000000 is the received word. Then the 
syndrome S( v) = (SJ, S3) T is given by 

SI = 1 + ,3 + ,4 + ,5, 
S3 = 1 + ,9 + ,12 + ,IS. 
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Here (is a primitive element ofIF24 with (4 + ( + 1 = o. We use the following 
powers of ( in our calculations: 

Then 

(4=1+(, 

(5 = ( + (2, 

(6 = (2 + (3, 

C = 1 + (+ (3, 

(8 = 1 + (2, 

(9 = (+ (3, 

(10 = 1 + ( + (2, 

t l =(+(2+(3, 

(12 = 1 + ( + (2 + (3, 

(13 = 1 + (2 + (3, 

(14 = 1 + (3, 

(IS = 1. 

The polynomial (T is, according to (1), 

We determine the roots of (T by trial-and-error and find that ( and Care 
roots. Hence 

1 1 1 7 1 
XI = ( = (14 and X 2 = ( = (8 

in 1F24. Thus we know that errors must have occurred in the posItions 
corresponding to x 8 and X14, i.e. in the ninth and fifteenth components of 
the received word v. Therefore the corrected transmitted codeword is w = 
100111001000001. Then w is decoded by dividing it by the generator poly
nomial g = 1 + X4 + X6 + X7 + X8. This gives wig = X6 + X5 + X3 + 1 with 
remainder o. Therefore the original message was a = 1001011. D 

We describe a class of codes which has been introduced by BOSE, 
CHAUDHURI and HOCQUENGHEM and which are therefore all called BCH 
codes. 

3.2 Definition and Theorem. Let c, mEN, let ( be a primitive nth root of 
unity in IF qm, where m is the multiplicative order of q modulo n, and let 
dEN with 2 - c:S d :s n and 1= {c, c + 1, ... , c + d - 2}. Then the BCH 
code C s: Vn of designed distance d is a cyclic code over IF q of length n 
defined by the following equivalent conditions: 

(i) v E C ~ v(n = 0 for all i E 1. 
(ii) The polynomial g = lcm{M(i) liE I, M(i) is the minimal polynomial of 

(i} is a generator polynomial of C, and (i for i E I are the roots of g. 
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(iii) A parity-check matrix of C is the matrix 

,c(n-I) ) 

,(C+1)(n-1) 

,(c+d-2)(n-l) 

Here C is the nullspace of R. o 

3.3 Remark. If c = 1 then the code defined in 3.2 is called a narrow-sense 
BCH code. If n = qm - 1 the BCH code is called primitive. The dual of a 
BCH code is, in general, not a BCH code. If c = 1 and d ;=: 2t + 1 the code 
is called a t-error correcting code. The dimension of C is ;=: n - m(d - 1). 

o 

A practical example for the use of BCH codes is the European and 
trans-Atlantic information communication system, which has been using 
such codes for many years. The message symbols are of length 231 and the 
generator polynomial is of degree 24 such that 231 + 24 = 255 = 28 - 1 is 
the length of the codewords. The code detects at least six errors, and its 
failure probability is 1 in 16 million. 

3.4 Theorem. A BCH code of designed distance d defined by 3.2 has minimum 
distance dmin ;=: d. 

PROOF. We show that no d - lor fewer columns ofR are linearly dependent 
over f qm. We choose a set of d - 1 columns with first elements 
c\ ,C\ ... , Cid-' and form the (d - 1) x (d - 1) determinant. We can 
factorize the divisors Cik, k = 1, 2, ... , d - 1, and obtain 

,(d-2)i, ,(d-2)i2 ••• ,(d-2)id _, 

= C(i,+···+id -,) n (,i) - ,ik) ~ o. 
l,,;;k<jsd-l 

The determinant is the Vandermonde determinant and is nonzero, which 
proves that the minimum distance of the code is at least d. 0 

We note that there is a simple proof of Theorem 3.4 in the case c = 1, 
by using Lemma 2.24. Let v be a codeword in the BCH code of 3.4, so that 
deg Fv :5 n - d. Theorem 2.25 shows that the weight of v must be m - n. 

In the spectral setting introduced at the end of §2, a primitive t-error
correcting BCH code of length n = qm - 1 is the set of all vectors with n 
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components in IF q whose spectrum is zero in a specified block of 2t consecu
tive components. 

For n = q - I we obtain the Reed-Solomon codes. Encoding of these 
codes is very simple. Since some set of 2t consecutive frequencies has been 
given zeros as components, the message symbols are loaded into the remain
ing n - 2t symbols, and the result is inverse Fourier transformed to produce 
the (time-domain) codeword. 

The following definition introduces this special class of BCH codes. 

3.5 Definition. A Reed-Solomon code (in short: RS code) is a BCH code 
of designed distance d and of length n = q - lover IF q-

If we let c = m = I in Definition 3.2 then the generator polynomial of 
an RS code is given by 

d-J 

g = n (x - (i), 
i~1 

where ( is a primitive element of IF q-

3.6 Theorem. The minimum distance of an RS code with generator polynomial 
nd - I ( i) . d g= i~1 x-( IS. 

PROOF. Theorem 3.4 shows that the minimum distance of the RS code is 
at least d. If we consider a linear code of length n and dimension k and if 
we collect all codewords with k - I zeros, then we obtain a subcode of 
dimension at least I and minimum distance at most n - k + 1. In particular, 
this is true for the given code, where the dimension is k = n + I-d. 0 

3.7 Examples of BCH codes. (i) Let (; E 1F2m be a primitive element with 
minimal polynomial ME 1F2[X]. Let n = 2m - I, deg M = m, I = {I, 2}, 
and then according to 3.2, C = (M) is a BCH code and is also a binary 
Hamming code with m check symbols. 

(ii) Let (E 1F24 be a primitive element with minimal polynomial M(I)(x) = 
X4 + X + lover 1F2. The powers (i, 0:::; i:::; 14, can be written as linear 
combinations of I, {, {2, {3. Thus we obtain a parity-check matrix H 
of a code equivalent to the (15, 11) Hamming code, 

H~(~ 
0 0 0 0 0 I 0 0 

~) I 0 0 I 0 0 0 

0 0 0 0 I 0 I 

0 0 0 0 I 0 I 0 

=(1 ( (2 (3 (4 (5 (6 {7 (8 t (10 (II (12 (13 (14). 

This code can be regarded as a narrow-sense BCH code of designed 
distance d = 3 over 1F2 • Its minimum distance is also 3 and therefore 
this code can correct one error. For decoding a received word w E 1F~5, 
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we have to find the syndrome H w T. In this case the syndrome is given 
as w«() in the basis {I, (, (2, (3}. We obtain it by dividing w(x) by 
M(I)(x); say w(x) = a(x)M(I)(x) + rex), where deg r < 4. Then 
wen = v(n, i.e. the components of the syndrome are equal to the 
coefficients of r(n For instance, if w = 010110001011101 is the 
received word, then rex) = 1 +x, and hence HWT = (1100)T = 1 +(. 
Next we have to find the error e with weight ::s: 1 and having the same 
syndrome as w. Thus we must find the exponent j, O::s: j ::s: 14, such 
that (j = H w T. In this numerical example j = 4, and thus the received 
word w has an error in the fifth position. The transmitted codeword 
was v = 010100001011101. 

(iii) Let q = 3, n = 15 and d = 4. Then X4 + x + 1 is irreducible over 1F2 
and roots are primitive elements of 1F24. If ( is such a root, then (2 is 
a root, and (3 is then a root of X4 + x 3 + x 2 + X + 1. Thus 

g(x) = (x4 + X + l)(x4 + x 3 + x 2 + X + 1) 

is a generator polynomial of a narrow-sense BCH code with d = 4. 
This is also a generator for a BCH code with designed distance d = 5, 
since (4 is a root of X4 + x + 1. The dimension of this code is 15-
deg g = 7. This code was considered in detail in Example 3.1. 

(iv) Let q = 3, n = 8 and d = 4 and let ( be a primitive element of 1F32 with 
minimal polynomial x 2 - x-lover 1F3. Then (2 has minimal poly
nomial x 2 + 1, and (3 has x 2 - x-I as its minimal polynomial. The 
polynomial g(x) = (x 2 - X - l)(x2 + I) = X4 - x 3 - x-I is the gen
erating polynomial for a BCH code of length 8, dimension 4 over 1F3 
and has minimum distance 4, since g is a polynomial of weight 4. 

(v) Let q = 2, n = 23 and d = 5. The polynomial X 23 - 1 has the following 
factorization into irreducibles over 1F2 

X 23 - 1 = (x - 1)go(x)gl(x) = (x - 1)(x ll + x 9 + x 7 + x 6 + x 5 + X + 1) 

X (Xii + x iO + x 6 + x 5 + X4 + x 2 + 1). 

The roots of these polynomials are in 1F211 and they are the primitive 
twenty-third roots of unity over 1F2' since 2 II - 1 = 23.89. If ( is such 
a root then (j, for j = 1,2,4,8, 16,9, 18, 13,3,6,12, are its conjugates. 
Each of the cyclic codes in 1F~3 generated by the irreducible factors 
go, gl of X 23 - 1 of degree 11 is a BCH code of dimension 12 and of 
designed distance d = 5. These codes are equivalent versions of the 
so-called binary Golay code. We state that its minimum distance is 7 
and note that again dmin 2: d. 0 

BCH codes are very powerful since for any positive integer d we can 
construct a BCH code of minimum distance 2: d. To find a BCH code for 
a larger minimum distance, we have to increase the length n and hence 
increase the number m, i.e. the degree of IF qm over IF q- A BCH code of 
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designed distance d ~ 2t + 1 will correct t or fewer errors, but at the same 
time, in order to achieve the desired minimum distance, we must use code 
words of great length. 

We describe a general decoding algorithm for BCH codes and follow 
LIDL and NIEDERREITER, Chapter 9. This will generalize the approach 
taken in Example 3.1. Let us denote by v(x), w(x) and e(x) the transmitted 
code polynomial, the received polynomial, and the error polynomial, respec
tively, so that w(x) = v(x) + e(x). Also w, v, e denote the corresponding 
coefficient vectors. The syndrome of w is calculated as 

where 

The error polynomial is e(x) = L~=I cix\ where r:5 t errors occur and 
where alo ••• , ar are distinct elements in {O, 1, ... , n - I}. The elements 
Xi = C' in IF qm are called error-location numbers, the elements Ci E IF: are 
the error values. Since v({j) = 0, we obtain 

Sj=e({j)= L CiX{ forC:5j:5c+d-2. 
;=1 

Because of the computational rules in IF qm we have 

( 
r )q r r 

SJ = L ciX{ = L c? X{q = L ciX{q = Sjq-
;=1 ;=1 l=I 

The unknowns here are the elements Xi and Ci, i = 1, ... , r, which we pair 
into (Xi, Ci). The Sj are known quantities by calculation from the received 
vector w. In the binary case q = 2 we have Ci = 1 for all i, so that any error 
is completely characterized by the Xi alone. 

Next we determine the coefficients Ui defined by the identity 

r r 

IT (Xi - x) = L (_1)iur_ixi = Ur - Ur_IX + ... + (-I)'uoxr. 
i=l i=O 

Therefore Uo = I, and Ulo ••. , Ur are the elementary symmetric polynomials 
in X lo ••• ,X,. We substitute Xi for x and have 

(-1) rur + (_1)r-I Ur_ tX i + ... + (-1)UtX~-t + X~ = 0 for i = 1, ... , r. 

Multiplying by ciX{ and summing these equations for i = 1, ... , r yields 

(-I),urSj + (_l)r-IUr_tSj+1 + ... + (-1)uI Sj+r-1 + Sj+r = 0 

for j = C, C + 1, ... , C + r - 1. 

Now we consider the determinant in the Xi of the system below, observe 
that it is nonzero and thus obtain 



234 Chapter 4. Coding Theory 

3.8 Lemma. The system of equations 
r 

L CiX { = Sj, j = C, C + 1, ... , C + r - 1 
i=1 

in the unknowns Ci is solvable if the Xi are distinct elements of r:m. 0 

3.9 Lemma. The system of equations 

(-l) ru,sj + (_l)r-Iur_ISj+1 + ... + (-l)uISj +r- 1 + Sj+r = 0, 

j = c, c + 1, ... , c + r - 1 

in the unknowns (-1 ) i Ui, i = 1, 2, ... , r, is solvable uniquely if and only if r 
errors occur. 

PROOF. The matrix of the system with entries Sj can be decomposed as the 
product VDV T of matrices of the form 

( 

1 
XI X 2 

V=. . 

X~-I X~-I 

1 ) (CIXI Xr 0 
: and D= : 

X;-I 0 

o 

JJ o 
The matrix of the given system of equations is nonsingular if and only if 
V and Dare nonsingular. We observe that V is a Vandermonde matrix and 
it can be shown that it is nonsingular if and only if the Xi, i = 1, ... , r, are 
distinct. The matrix D is nonsingular if and only if all the X j and Cj are 
nonzero. Both of these conditions hold if and only if r errors occur. 0 

We generalize the polynomial U of (1) in Example 3.1 and introduce the 
general error-locator polynomial: 

r r 

s(x) = n (1 - XiX) = L (_l) iu;Xi, 
i=1 i=O 

where the Ui are as above. The roots of s(x) are xII, X2"\ ... , X~I. In 
order to find these roots, one can use a search method which is due to 
Chien. First we want to know if C- I is an error-location number, that is if 
, = ,-(n-I) is a root of s(x). This can be tested by forming 

-UI' + U2,2 + ... + (-l) ru rC. 

If this expression is equal to -I, then ,n-I is an error-location number since 
then s(n = O. More generally, ,n-m is tested for m = 1,2, ... ,n in the 
same way. In the binary case, the finding of error locations is equivalent 
to correcting errors. We summarize the BCH decoding algorithm, now 
writing 7"i for (_l)iUi. 

3.10 BeH Decoding. Let v be a codeword and suppose that at most terrors 
occur in transmitting it by using a BCH code of designed distance d ;;:: 2 t + 1. 



§3. Special Cyclic Codes 235 

For decoding a received word w, the following steps should be executed: 
Step 1. Determine the syndrome of w, where 

S(n = (Se, Se+b ... , Se+d-2) T. 

Let 

r 

Sj = L CiX{, C :5 j :5 C + d - 2. 
i=1 

Step 2. Determine the maximum number r :5 t of equations of the form 

C :5 j :5 C + d - r - 2, 

such that the coefficient matrix of the Ti is nonsingular and thus obtain the 
number r of errors that have occurred. Then form the error-locator polynomial 

r r 

s(x) = IT (1 - XiX) = L TiXi. 
i=l i=O 

Determine the coefficients Ti from the Sj. 
Step 3. Solve s(x) = 0 by substituting the powers of { into s(x). Thus find 

the error-location numbers Xi (by performing a Chien search). 
Step 4. Introduce the Xi into the first r equations of Step 1 to determine 

the error values Ci' Thenfind the transmitted word vfrom v(x) = w(x) - e(x). 

3.11 Remark. The most difficult step in this algorithm is Step 2. One way 
of facilitating the required calculations is to use an algorithm due to 
Berlekamp and Massey (see BERLEKAMP or LIDL and NIEDERREITER, 
Chapter 8) to determine the unknown coefficients Ti in the system of Step 
2. This system represents a linear recurrence relation for the Sj (see Chapter 
5, §3). 

3.12 Example (Example 3.1 revisited). For c = 1, n = 15, q = 2 as param
eters we consider the BCH code with designed distance d = 5, which can 
correct up to two errors and was introduced in 3.1. Again, let M\I) denote 
the minimal polynomial of {i over f2' where {i is a primitive element of 
f24, and a root of X4 + x + 1. Then 

M(I) = M(2) = M(4) = 1 +x +X4, 

M(3) = M(6) = M(l2) = M(9) = I + x + x 2 + x 3 + X4. 

Therefore a generator polynomial of the BCH code will be 

g = M(I) M(3) = 1 + X4 + x 6 + x 7 + x 8• 

The code is a (15, 7) code, with parity-check polynomial 

h = (X 15 -1)/g = 1 +X4 +x6 +X7. 

A generator matrix of the (15, 7) BCH code is obtained by taking the vectors 
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corresponding to g, xg, x 2g, x3g, x 4g, x 5g, x6g as the basis of the code. Then 

1 0 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 1 0 1 0 0 0 0 

G= 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 

Suppose now that the received word w is given by 

1 0 0 1 0 0 1 1 0 0 0 0 1 0 0, 

or written as a polynomial, 

w(x) = 1 +x3 +x6 +x7 + X 12. 

We calculate the syndrome according to Step 1, using equation (*) before 
Lemma 3.8 to simplify the work: 

SI = e(~) = v(n = 1, 

S2 = e(~2) = V(~2) = 1, 

S3 = e(,3) = V(,3) = " 

S4 = e(~4) = V(~4) = 1. 

Then Step 2 yields the system of linear equations 

or, after substituting for Sj, 

S271 + SI 7 2 = S3, 

S3 7 1 + S2 72 = S4, 

71 + 72 = ~4 

~471 + 72 = 1. 

Since these two equations are linearly independent, two errors must have 
occurred, i.e. r = 2. We solve the system and find 71 = 1,72 = ~. Substituting 
into s(x) and noting 70 = 1, we find s(x) = 1 + x + ~X2. As roots in 1F16 we 
find XII = ~8, X 21 = ~6, and hence XI = (, X2 = ~9. Therefore we know 
that errors must have occurred in positions 8 and 10 of the code word. In 
order to correct these errors in the received polynomial we form 

w(x) - e(x) = (I +x3 +x6 +x7 +XI2) - (x7 + x9) 

= 1 +x3 +x6 +x9 +xl2, 
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and thus obtain the transmitted code polynomial v(x). The corresponding 
codeword is 

o 0 o 0 o 0 o 0 o O. 

The initial message can be recovered by dividing the corrected polynomial 
v(x) by g(x). This gives 

v(x)/ g(x) = I + x3 + X4, 

which yields the corresponding message word I 0 0 I I 0 O. 0 

3.13 Remark. The decoding algorithm of3.10 can be presented in a different 
way by using a suitable notation for the error vector. Let v be a codeword, 
w the received word after using a BCH code C of designed distance 
d 2: 2t + I, which can correct r ::::; t errors. Let e = w - v be the error vector, 
with e = LiEE eixi, E = {nt. ... , nr }. 

Step 1. Determine the syndrome S(w) = HWT = (So Sc+t. ... , Sc+d-2). 
Step 2. Determine the error-locator polynomial (J" from the S/s: 

(J" = L (J"kXk, where (J"o = 1. 
k=O 

Step 3. Solve the equation (J" = O. Since (J" = I1EE (l - (iX ), we have for 
each i E {I, 2, ... , n - I}, 

I 
i is a root of (J" ~ i E E. 
( 

Step 4. Determine ei with Sj = LEE el ij, c ::::; j ::::; c + d - 2. o 

The calculations of the syndrome yield S(w) = W({i) = e(n = fj, where 
fj is a coefficient of the Mattson-Solomon polynomial. If r errors occurred, 
then r coordinates ei are nonzero, and they are error-locations. 

For the determination of the error-locating polynomial (J" in Step 2 we 
have 

I + (J"l C i + ... + (J"rC ir = 0 for each i E E. 

Using Sj from Step I we obtain 

c ::::; j ::::; c + d - r - 2. 

Since the Si are linear combinations of r elements in f qm, at most r of these 
equations can be linearly independent. If the first r equations are linearly 
independent then 

c::::;j::::; c + d - 2. 
i=1 

There are special methods available to determine (J" (see specialist books 
on coding theory). 
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Step 3 requires us to find the roots of 0". We have to check whether 
O"(C i ) = 0, O:s; i:s; n - 1, i.e. whether zeros of 0" are the reciprocals of the 
error locations ~i. 

We conclude this chapter with some remarks on important types of codes 
and recall that a t-error-correcting code over IF q is perfect if equality holds 
in the Hamming bound (Theorem 1.16). In the binary case, if t = 3, a sphere 

about a codeword contains 1 + n + (~) + (;) points and this is a power 

of 2 for n = 23. Similarly, 1 + 2n + 4(~) is a power of 3 for n = 11, so for 

these values the Hamming bound is also satisfied as an equation. Probably 
this observation led Marcel Golay to find the corresponding codes and give 
the difficult existence proof for the famous and very important binary 
(23,12,7) code and the ternary (11,6,5) code. Both are perfect codes and 
are called the binary and ternary Golay codes, respectively. There are various 
ways of defining Golay codes, and one possibility for the binary Golay 
code was given in Example 3.7(v). 

Golay codes are a special type of code, called quadratic residue codes. 
In the following, let n be an odd prime and q a prime power such that 
(n, q) = 1, q is assumed to be a quadratic residue modulo n. Uo denotes 
the set of quadratic residues mod n, that is the set of squares in IF~, and UI 

denotes the set of nonsquares in IF n' If ~ is a primitive nth root of unity in 
IF q"-I, then 

go = n (x - ;i), gl = n (x - ;j) 
iEUO jEU1 

are polynomials over IFq and we have xn - 1 = (x - l)gogl' 

3.14 Definition. The quadratic residue codes (QR codes) C;, Co, ct, C I are 
the cyclic codes with generator polynomials go, (x - l)go, gl and (x - l)g, 
respectively. 

It can be easily verified that the codes Co and C I (and also C; and Cn 
are equivalent and that C; = ct, ct = ct, if the prime n satisfies n == 
-1 (mod 4). If n == 1 (mod 4) then ct = ct, ct = C;. Extended quadratic 
residue codes of length n + 1 are obtained from QR codes by adding an 
overall parity check component. 

3.15 Definition. The extended QR codes C;, are defined by adding an overall 
parity-check component Coo to C;. 

It can be shown that the binary QR code Co consists of all code words 
of even weight of the code C;. If Go is an r X n generator matrix for the 

binary code Co then (~o) is a generator matrix of C;. A well-known result 
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from number theory is that q = 2 is a quadratic residue mod n if and only 
if n == ±1 (mod 8). A generator matrix for extended QR codes can be 
obtained by using idempotent generators (see Exercises 12, 13 in §2). Let 
q = 2 and n be a prime == ± 1 (mod 8) and e = LE VO Xi. Then it can be shown 
that e is an idempotent generator of Co if n == 1 (mod 8), and e is an 
idempotent generator of Cri if n == -1 (mod 8). Now let G be a circulant 
n x n matrix over f2 with e = (eo, e" ... , en-I) as its first row, i.e. 

(

eo el en-2 en-I) 
G = . ~~ ... ~2 •• ",,: •• ~~~I ••• ~~ •• 

en-I eo ... en-3 en-2 

Let a = (0, ... ,0) for n == 1 (mod 8) and a = (1, ... , 1) for n == -1 (mod 8). 
Then 

is a generator matrix for the extended QR code C:,. An important result 
on the minimum distance of a QR code is the following (see VAN LINT). 

3.16 Theorem. The minimum distance of the binary QR code Cri of length n 
is the odd number d, for which 

(i) d 2 > n if n == 1 (mod 8), 
(ii) d2 - d + 1 ~ n if n == -1 (mod 8). 0 

Now we observe that the binary (23, 12) Golay code is a binary QR code 
of length n = 23. Its minimal distance is 7, because of Theorem 3.16(ii). If 
we extend this binary (23, 12,7) Golay code, we obtain the so-called binary 
(24,12,8) Golay code. More generally, given an (n, k) code C for n even, 
then we obtain a punctured code by removing a column of a generator matrix 
of C. Thus the binary (23, 12,7) Golay code can be obtained by puncturing 
the (24, 12,8) Golay code. 

The ternary (11,6,5) Golay code can be defined as follows. Let Ss be 
the 5 x 5 circulant matrix over f3' whose first row is (0, 1, -1, -1, 1); thus 

0 -1 -1 

1 0 1 -1 -1 

Ss = -1 1 0 1 -1 

-1 -1 1 0 1 
-1 -1 0 

Then the matrix 

(~ 0 ;) Is 



240 Chapter 4. Coding Theory 

is a generator matrix for the ternary (11,6,5) Golay code. This code is also 
a QR code. We consider the factorization 

Xii _ 1 = (x - 1)(x5 - x 3 + x 2 - X - l)(x 5 + X4 - x 3 + x 2 -1) 

over 1F3. This factorization must be the factorization Xii - 1 = (x - 1)gogl 
in the sense of QR codes. Again the codes (go) and (gl) are equivalent. 

We say that an (n, k, d) code with certain properties over IF q is unique 
if any two (n, k, d) codes over IF q with these properties are equivalent. It 
has been shown (see VAN LINT, PLESS) that the Hamming codes, the ternary 
Golay codes, the binary (24, 12,8) code and the binary (23, 12,7) code are 
unique. 

We conClude with a remarkable result on perfect codes, which involves 
the Golay codes and classifies all perfect codes. Besides the binary repetition 
code of odd length with two codewords Ill ... 1 and 00 ... 0, the only 
trivial perfect codes are codes which consist of only one codeword or which 
contain the whole vector space; (see Example 1.5). The l-error-correcting 
Hamming codes over IF q of length n = (q rn - 1)/ (q - 1), dimension k = 

(qrn - 1)/(q - 1) - m and minimum distance d = 3 are perfect. The binary 
(23,12,7) Golay code and the (11,6,5) Golay code over 1F3 are perfect. It 
has been shown in the mid-1970's that there are no other perfect codes. 

3.17 Theorem. The only nontrivial multiple-error-correcting perfect codes are 
equivalent to either the binary (23,12,7) Golay code or the ternary (11,6,5) 
Golay code. The only nontrivial single-error-correcting perfect codes have the 
parameters of the Hamming codes. 0 

PROBLEMS 

1. A BCH code C can be defined in the following ways: Let ao, a], ... , an-I be 
an arbitrary but fixed ordering of the nonzero elements of 1F2m, n = 2m - 1. 

(i) V = (vo, VI, ••• , Vn-I) is a codeword if and only if 
n-I 

I via{=O forj= 1,2,3, ... ,2t. 
j=O 

(ii) if ai = ai, a a primitive root of 1F2m, then 

n-I 

VEe ¢:> I Via ij, 
i=O 

j = 1,2, ... ,2t. 

(iii) VEe ¢:> v(a j ) = O,j = 1,3, ... , 2t - I and deg v(x):::; n - 1. 

(iv) 
n-I v. 

VEe ¢:> I --' - = 0 (mod x2'). 
i=O x - ai 

Verify the equivalence of these definitions. Then use (iii) to prove that there 
is a unique polynomial g(x) E 1F2[X] such that vex) E C ¢:> vex) ;: 0 (mod g(x» 
and deg vex) :::; n - 1. Moreover, prove dim C = k = n - deg g(x). Also, 
define RS codes according to (i), (ii), (iii) or (iv). 
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*2. Let Ai denote the number of Golay codewords of weight i. Prove that Ai = A 23- io 

o :5 i :5 23, for the (23, 12) Golay code. 

3. Describe a RS (15, 13) code over 1F16 by determining its generator polynomial 
and the number of errors it will correct. 

4. Find the generating polynomial of the (7,3) RS code over F23. 

5. The polynomial g(x) = x6 + 3xs + X4 + x 3 + 2X2 + 2x + lover IF 4 is a generator 
polynomial for a (15,9) code over IF 4' Encode x8 + 2X2 + X + I. Find the 
parity-check polynomial. Is Xii + 3x2 + 2x + I a codeword? Determine the 
syndrome of x iO + 3X2 + X + 2. 

*6. Prove: The minimum distance d of any quadratic residue code of block length 
p satisfies d 2: JP. 

7. Find the generator polynomial of the binary cyclic (17,9,5) code. 

*8. Let G(x) be a polynomial of degree s over IF qm and let ao, ah"" an-I be any 
subset of IF qm such that G( ai) '" 0, i = 0, I, ... , n - l. Then a Goppa code C 
is defined as follows: v = (vo, Vh' .. , Vn-I) E F~ is a codeword if and only if 

n-I V. 
L -'- == 0 (mod G(x». 

i=O x - ai 

Show that the Goppa code defined in this way is a linear (n, k) code over IF q 

satisfying the inequalities dmin 2: S + I and k 2: n - ms. 

*9. Let P be the set of all polynomials of degree :5 d in m variables over F2• Let 
Vo, . .. ,~m_1 be a list of all 2m binary vectors (Xh"" xm ). For each f E P 
define a binary vector oflength 2m by evaluating (f(vo), ... ,f(~m_I»' The set 
of all vectors obtained in this way from polynomials in P is called the dth 
order Reed-Muller code of length 2m, abbreviated as RM(m, d). 

(i) Show that RM(m, d) is a binary (n, k) linear code with n = 2m and 

k=I+(7) + ... +(;). 
(ii) Prove that the minimum distance of RM(m, d) is 2m - d• 

(iii) Show that the dual of RM(m, d) is RM(m, m - d - I). 

*10. A generator matrix for RM(m, d) can be defined as an array G = 

(Go, Gh ••. , Gd )T, where Go is the vector oflength n = 2m containing all ones; 
G I is an m by 2m matrix that has each binary m-tuple appearing once as a 
column; the rows of G" 2:5 r:5 d, are constructed from G I by calculating 
them as all possible products of r rows of G I • Usually the leftmost column of 
G I is the all zeros column, the rightmost the all ones, the others are binary 
m-tuples in increasing order. Determine G for RM(l6, 3), and for RM(l6, 2). 

11. A burst of length b is a vector whose nonzero digits occur in b (cyclically) 
consecutive components, the first and the last of which are nonzero. Let C be 
a linear (n, k) code. Prove: 
(i) If C has every nonzero codeword a burst of length> b, then n - k 2: b. 
(ii) If C corrects all bursts of length :5 b, then n - k 2: 2b (Rieger bound). 
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12. A Fire code is a cyclic code over IFq with generator polynomial g(x) = 
(X2b - 1 - I)r(x), where r(x) is an irreducible polynomial of degree m ;;:: band 
of order e. r(x) does not divide X 2b - 1 -I. The block length of the Fire code 
is the order of g(x). Show that this block length is n = e(2b - I). If g(x) is 
primitive, prove that the Fire code is a 

«qm _ 1)(2b - I), (qm - 1)(2b - I) - m - 2b + I) code. 

(We note without proof that a Fire code can correct all burst errors of length 
5, b.) 

13. Let g(x) = x 6 + x 3 + x 2 + X + 1 be the generator polynomial of a binary code 
of length 15. Enumerate the burst errors of length 5, 3 and show that this code 
can correct burst errors of length 3. 

14. The inequality kin 5, 1 - 2bln, derived from the Rieger bound, shows that 
the best burst-error-correcting codes have rate very close to 1 - 2bl n, that is 
n - k - 2b very close to O. Compare the Rieger bounds for a Fire code, a BCH 
code, and a RS code, all considered with respect to burst-error-correcting. 

15. Construct an (n, k) Fire code which corrects all bursts of 5, 5 errors. 

16. What is the length of an error burst that can be corrected by a (19437, 19408) 
Fire code? 

17. Show that the binary (23, 12) Golay code has no nonzero codeword of weight 
4 or less. 

*18. A ternary (12,6) Golay code is defined by its generator matrix G = (IIA), 
where A is of the form 

Show that this code is self-orthogonal. Verify that it has minimum distance 6. 

EXERCISES (Solutions in Chapter 8, p. 473) 

1. Determine the errors in Example 3.1, if the syndrome of a received word is 
given as (10010 11 0) T. Find a generator matrix of this code. 

2. Determine the dimension of a 5-error-correcting BCH code over 1F3 of length 80. 

3. A binary 2-error-correcting BCH code of length 31 is defined by the zero ( of 
x 5 + x 2 + 1 E IFAx ]. If a received word has syndrome (111001110 I) T, find the 
errors. 

4. Find a generator polynomial of the 3-error-correcting BCH code of length 15 
by using the primitive element ( of 1F24, where (4 = (3 + l. 
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5. Determine a generator polynomial g for a BCH code oflength 31 with minimum 
distance d = 9. 

*6. Let , be a primitive element of f 2, with ,4 + , + I = 0, and let g = 
XIO + x 8 + X S + X4 + x2 + X + I be a generator polynomial of a (15,5) BCH 
code. Suppose the word v = 110001001101000 is received. Then determine the 
corrected received word and decode it. 

7. Suppose n = ad, and show that the binary BCH code of length n and designed 
distance d has dmin = d. 

*8. Find all narrow sense primitive binary BCH codes of length n = 15. 

*9. Find the generator polynomial of the double error correcting narrow sense 
ternary code of length 8 over 1F3• (' E 1F32 satisfying ,2 + , + 2 = 0 is primitive.) 
Decode v = 22001001. 

10. Determine whether the dual of an arbitrary BCH code is a BCH code. Is the 
dual of an arbitrary Reed-Solomon code a RS code? 

II. Find a generator polynomial of the RS code of length 4 over F 5 with designed 
distance 3. 

12. Let C be the (n = qm - I, k) RS code of minimum distance d. Prove that the 
extended code, which is obtained by adding to each codeword an overall parity 
check, is a (qm, k) code of minimum distance d + I. 

13. For any positive integer m and t :s; 2m - 1 - I, prove the existence of a binary 
BCH code of length n = 2m - I that is t-error-correcting and has dimension 
2: n - mt. 

*14. Verify that the QR codes ct and Ci are equivalent. 

*15. Show that the weight of all codewords of the ternary (I I, 6, 5) Golay code is 
not congruent to 1 (mod 3). 

*16. Show that the ternary Golay code has minimum distance 5 and that the code 
is perfect. 

NOTES 

SHANNON'S paper marks the beginning of information theory as a mathe
matical discipline. The first nontrivial example of an error-correcting code 
over a finite field is contained in this paper; nowadays it would be referred 
to as the (7, 4) Hamming code. A short history of the developments in 
algebraic coding theory is given in BLAKE; this is a collection of important 
papers on the subject. There is quite a number of monographs and textbooks 
on algebraic coding theory; we refer the beginner, who is interested in 
knowing somewhat more than we present, to the introductory texts by 
SLOANE, PLESS or VAN LINT. Some of the books on applied algebra or 
combinatorics also contain material on algebraic coding theory, which is 
easily accessible; see, e.g. BIRKHOFF and BARTEE, DORNHOFF and HOHN, 
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STREET and WALLIS, LIDL and N IEDERREITER. Amongst the more advanced 
texts and monographs we mention the very comprehensive volume 
MACWILLIAMS and SLOANE (with an extensive bibliography on coding), 
PETERSON and WELDON, BERLEKAMP, BLAHUT, and BLAKE and MULLIN. 
The following books contain sections on coding in the general context of 
information theory: McELIECE, GUIASU, GALLAGER. 

Cyclic codes were introduced by Prange, most of the books mentioned 
above contain the basics of cyclic codes (and some books much more). For 
connections between cyclic codes, shift registers and linear recurring sequen
ces (Chapter 5, §3) see ABRAMSON, BERLEKAMP (Chapter 5), ZIERLER. The 
engineering approach to coding was described by R. E. BLAHUT in order 
to bring coding closer to the subject of signal processing. 

Fourier transforms over a finite field were discussed by POLLARD, but 
MATTSON and SOLOMON used similar relationships already a decade earlier. 

BCH codes were introduced by Hocquenghem and Bose and Ray
Chaudhuri in the binary case and GORENSTEIN and ZIERLER in the non
binary case. Any standard book on coding includes a description of BCH 
codes and their properties, in particular a presentation of decoding pro
cedures. 

The interrelation between coding and combinatorics is of advantage 
to both disciplines and the books by BLAKE and MULLIN, PLESS, 
MACWILLIAMS and SLOANE, WALLIS and STREET and VAN LINT pay 
particular attention to this relationship. 

The vast material on algebraic coding makes it impossible to give details 
on references for other types of codes. It should suffice to refer the interested 
reader to MACWILLIAMS and SLOANE, who treat some thirty kinds of codes, 
and give encoding and decoding procedures and nearly 1500 references. 

In conclusion we mention a few applications of codes. One of the 
important areas where codes are used is digital communication by satellite. 
The (32,6) Reed-Muller codes were used in all of NASA's Mariner class 
deep-space probes from 1969 to 1977. Block codes are used for satellite 
communication with mobile airborne terminals. The (7,2) Reed-Solomon 
(RS) code was used in the U.S. Defence Department Tactical Satellite 
whereas the (31,15) RS code has been adopted for tactical military com
munication links in the United States (see BERLEKAMP). As a code for 
high-speed data transmission with the INTELSAT V satellite the double
error-correcting, triple-error-detecting (128, 112) BCH code has been selec
ted. This is an extended version of the (127, 112) BCH code. The RS code 
of length 63 over F2• was used for correcting errors in binary data stored 
in a photo digital mass memory. Many thousands of lines of 6.63 binary 
bits of data are stored on a memory chip, each line representing one code 
word of the RS code. DORNHOFF and HOHN describe a method based on 
cyclic codes, called the cyclic redundancy check, to correct errors in recorded 
data on magnetic tape. 
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BHARGAVA et al. refer to some other examples of appHcations: Digital 
communication via satellite has been considered for the U.S. Postal Service 
Electronic Message System, where binary error probabilities as low as 10-12 

have been stated as goals to be achieved with appropriate error-control 
techniques. Long cyclic codes have been suggested for a UHF satellite 
system, where erasure bursts are due to radio-frequency interference with 
pulse lengths significantly longer than the bit transmission time. It was 
thought that codes of block length no greater than 128 should suffice for 
the U.S. Navy's UHF demand-assignment multiple access system. 

In contrast to block codes, convolutional codes (which are not discussed 
in this text) are suitable when the message symbols to be transmitted are 
given serially in long sequences rather than in blocks, when block codes 
would be more appropriate. Several deep-space probes, such as Voyager, 
NASA's Pioneer missions, the INTELSAT SPADE system and West Ger
many's Helios have used convolutional codes. The INTELSAT SPADE 
system, for example, uses threshold decoding. Another decoding scheme 
was successfully used on a two-way digital video link with the Canadian 
experimental satellite Hermes, where the use of a Viterbi decoding scheme 
could be translated into a substantial reduction of antenna site and a smaller 
overall Earth station cost. 



CHAPTER 5 

Further Applications of Fields 
and Groups 

This chapter contains some topics from combinatorics, cryptology and 
recurring sequences. The material is mainly selected to give a brief indication 
of some further applications of algebraic concepts, mainly groups and fields, 
to areas such as the design of experiments, transmission of secret information 
or communication with satellites. The selected areas and examples offurther 
applications form only a sample. We refer the interested reader to the special 
literature on these topics, and also to the notes at the end of the chapter. 
Some additional references on other topics of applications of abstract 
algebra are given at the end of the bibliography. 

§ 1. Combinatorial Applications 

A. Hadamard Matrices 

We begin this section with the definition of so-called Hadamard matrices. 
Because of the use of Hadamard transforms, these matrices are important 
in algebraic coding theory, information science and physics. They are also 
useful in various problems for determining: weights; voltage or resistance; 
concentration of chemicals; or frequencies of spectra. 

1.1 Definition. A Hadamard matrix Hn of order n is an n X n matrix with 
elements in {I, - I}, such that 

H~Hn = HnH~ = nl. 
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This implies that the scalar product of any two distinct rows (or columns) 
of Hn is equal to 0, i.e. any two distinct rows (or columns) are orthogonal. 

1.2 Examples. 

H\ = (1), 

H8= 

1 

-1 

-1 
-1 
-1 

-1 1 -1 -1 -1 

1 -1 -1 1 -1 -1 

-1 -1 -1 -1 

1 -1 -1 -1 -1 

-1 -1 -1 1-1 

-1 -1 -1 -1 1 
-1 -1 -1 -1 

-~) -1 ' 

1 

o 
Hn is called a Hadamard matrix, since its determinant attains a bound 

originally given by Hadamard, namely Idet Hnl = nn/2. Since transition from 
Hn to -Hn and the interchanging of signs of rows or columns of Hn does 
not alter the defining property of Hm we may assume that the first row and 
first column consist of ones only. In this case Hn is called "normalized". 

1.3 Theorem. If a Hadamard matrix of order n exists, then n is equal to 1 or 
2 or is a multiple of 4. 

PROOF. For n = 1 and 2 Hadamard matrices exist. Let n 2: 3 and suppose 
the first three rows of Hn are of the form 

I I I. . . I 
I .. . I I ... -I -I ... -I -I -I 
I .. . -I -I ... -I I ... -I-I 

i times j times k times , times 

Since the rows are orthogonal, we have 

i + j - k -I = 0, 

i - j + k -I = 0, 

i - j - k + I = 0. 

This implies that i = j = k = I, and thus n = 4i. 

-I 
-I 

o 

It is an unsolved problem whether or not Hadamard matrices of order 
n = 4k exist for all kEN. Hadamard matrices can be constructed in the 
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following way. If Hn is a Hadamard matrix of order n, then 

H = (Hn Hn) 
2n H -H 

n n 

is a Hadamard matrix of order 2n. More generally, let X denote the Legendre 
symbol, defined by 

for any a E IF q-

{
I if a¥-O is a square, 

x(a) = -1 if a is not a square, 
o if a = O. 

1.4 Theorem. If IF q = {ao, a h ... , aq_I}, q = pe = 4t - 1, then the following 
(q + 1) x (q + 1) matrix is a Hadamard matrix: 

1 

-1 x(al) 

x(aq-I) -1 

x( aq -2) X( aq _ l ) 

X( aq - 3) X( aq -2) 
........................................... 

-1 o 
Since all entries are ± 1 the theorem is proved by showing that the inner 

product of any two distinct rows is O. 
Hadamard matrices of orders 2k(q + 1) with k 2: 0 and prime powers q 

of the form q = 4t - 1 can be obtained by using 1.4 and the construction 
mentioned before this theorem. By starting from the Hadamard matrix HI 
of Example 1.2, one can construct Hadamard matrices of orders 2k, k 2: O. 
At present the smallest order of a Hadamard matrix that has not been 
constructed is 268. 

Some Hadamard matrices (namely those obtained by the so-called Paley 
construction (see Theorem 1.4)) give rise to an important class of nonlinear 
codes. Let Hn be a normalized Hadamard matrix of order n. We replace 
all + 1 's in Hn by O's and all -1 's by 1 's, and then Hn is changed into a 
binary Hadamard matrix An- The rows of Hn are orthogonal, therefore any 
two rows of An agree in !n places and differ in !n places and so are Hamming 
distance !n apart. A nonlinear code is defined as a set of M vectors of length 
n (with components from some field F) such that any two vectors differ in 
at least d places and d is the smallest number with this property. We call 
such a code an (n, M, d) code. The following nonlinear codes can be 
obtained from the matrix An. 

(i) an (n - 1, n, !n) code S'in consists of the rows of An with the first column 
deleted; 

(ii) an (n - 1, 2n,!n - 1) code !?lJn consists of stln together with the comple
ments of all its codewords; 

(iii) an (n, 2n, !n) code cgn consists of the rows of An and their complements. 
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For instance, the codewords of a (7, 8, 4) code are 

0 0 0 0 0 0 0 

0 0 0 
0 0 1 0 1 

0 0 1 0 
Ag = 

0 0 0 1 

1 0 1 0 0 
0 1 0 1 0 
0 0 0 

For further properties and examples see MACWILLIAMS and SLOANE. 

1.5 Example. The problem is to determine the weight of four objects by 
using a chemical balance with two pans. Suppose we know that the scales 
have error E at each weighing. This E is a random variable with mean 0 
and variance u 2, independent of the weight of the objects. Let Xj denote 
the exact weights of the objects, let Yj be the weights found by reading off 
the scales, and let Ej be the (unknown) errors, i.e. 

Xj = Yj + Ej for i = 1,2,3,4. 

Estimates for the unknown weights Xj are 

Xj = Yj = Xj - Ej, i= 1,2,3,4, 

where each has variance u 2• 

Alternatively, we can use the following weighing design. We make the 
measurements Zj, 

where again the Xj denote the true weights and ej denote errors. These 
equations mean that in the first weighing all four objects are placed in the 
left pan, in the second weighing objects 1 and 3 are in the left pan and 2 
and 4 in the right, and so on. The coefficient matrix of the Xj is a Hadamard 
matrix "4' The estimates for the weights are 

XI = *(ZI + Z2 + Z3 + Z4), 

X2 = *(ZI - Z2 + Z3 - Z4), 

X3 = M Z I + Z2 - Z3 - Z4), 

X4 = *(ZI - Z2 - Z3 + Z4), 
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which implies that 

XI = XI +!(el + e2 + e3 + e4), etc. 

The variances or the mean squared errors in the estimates are el = 
mean(xI - XI)2 = u 2/4 = e2 = e3 = e4, which is an improvement by a factor 
of 4 over weighing the objects one at a time. This holds under the assumption 
that the errors ej in the ith measurement are independent of the quantity 
being measured, i.e. that the weight of the objects should be light in 
comparison with the mass of the balance. Also we assumed mean(ej) = 0, 
mean(e7) = u 2 and mean(ejej) = o. D 

Hotelling proved that Hadamard matrices make the best chemical balance 
weighing designs, i.e. they are the best matrices to be used to design the 
weighing of objects on chemical balances as described above. If there are 
n objects and a Hadamard matrix of order n is used, then the mean squared 
error in each unknown Xj is reduced by a factor of n. 

SLOANE describes an application of so-called S-matrices in measuring 
the spectrum of a beam of light. Instead of n objects whose weights are to 
be determined, a beam of light has to be divided into n components of 
different wavelengths and their intensities have to be found. This is done 
by using a multiplexing spectrometer with several exit slits allowing several 
components to pass freely through a mask and be measured. The S-matrices 
used for such a device are defined by beginning with a normalized Hadamard 
matrix Hn of order n. Then an S-matrix of order n - 1, Sn-I> is the 
(n - 1) x (n - 1) matrix of O's and 1 's obtained by omitting the first row 
and column ofHn and then changing 1 's to O's and -1 's to 1 'so The S-matrices 
SI> S3 and S4 are obtained from Example 1.2. 

0 0 1 0 

0 1 0 0 1 

s'~G 
0 

l} 
I 0 0 I 0 

SI = (I), S7 = 0 0 0 1 

0 0 0 

0 0 0 

I 0 0 0 I 

We leave it as an exercise to show 

1.6 Lemma. Let Sn be an S-matrix of order n. Then Sn satisfies 

(i) SnS~ = !(n + 1)(ln +In); 
(ii) SnJn = JnSn = !(n + 1)Jn; 
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where J n is an n X n matrix of l' s. (Properties (i) and (ii) for an arbitrary 
n X n matrix of 0' sand l' s imply that Sn is an S-matrix.) 0 

The most important examples for practical purposes are cyclic S-matrices, 
which have the property that each row is a cyclic shift to the left or to the 
right of the previous row, e.g. 

0 1 0 0 
0 1 0 1 0 

0 0 1 0 
1 0 0 1 0 

0 0 0 

0 0 0 1 

0 0 0 

Cyclic S-matrices can be constructed by using maximal length shift-register 
sequences (see §3 of this chapter). In this construction the first row of the 
n x n matrix is taken to be one period's worth of the output from a 
shift-register whose feedback polynomial is a primitive polynomial (see 
3.3.12) of degree m. In §3 we shall see that the period of such a shift-register 
is n = 2m - 1. 

1.7 Example. The polynomial X4 + x + lover 1F2 determines the following 
shift-register 

I-"~-'" output 

Figure 5.1 

The output from this shift-register has period n = 2m - 1 = 15. If it initially 
contains 1 0 0 0 in the delay elements one period's worth of the output is 

000 o 0 o o 1. 
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An S-matrix of order 15 having this sequence as its first row is 

00000 
o 0 1 0 0 

o 0 

000 
100 
o 0 
o 1 0 

101 

o 0 
100 
010 

o 1 0 1 

o 

o 
o 0 

1 0 0 0 
1 0 0 0 1 
000 0 

S15 = 1 0 0 

o 100000 
o 0 0 1 0 0 

00000 

PROBLEMS 

o 0 
10 000100 10 
o 000 000 

000 1 0 0 1 0 1 0 
00000 010 

00000 
000 100 

o 0 
o 0 1 

o 

1. Let ah . .. , an denote the n = 2m distinct binary m-tuples. Show that the matrix 
H = (hij ) where h'j = (_l)a,-a, is a Hadamard matrix of order n. 

*2. Let ® denote the Kronecker product of matrices, e.g. H4 = H2 ® H2 for 
Hadamard matrices. Hence 

H4 = (:: _::). 

In general we define a Hadamard matrix recursively by H2k+1 = H2 ® H2k. Let 
Hn be obtained in this way, where n = 2m. If we replace I and -I by 0 aI1d I, 
respectively, we obtain a matrix en of O's andl's. Show that the 2m +1 rows of 
en and J - en form a linear subspace of dimension m + I in (f2)n. This defines 
a linear code oflength n and dimension m + I, (see Chapter 4, § 1). For NASA's 
Mariner 9 space probe such a code was used with m = 5 and n = 32. 

3. Let Ik denote the k x k unit matrix and let Hn be a Hadamard matrix where 
n = 2m. Define 

4. If A is a matrix of zeros and ones and if B is the matrix obtained from A by 
replacing every 0 by -I, show that B = 2A - J. Again J denotes the matrix 
whose entries are all ones. 
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5. A conference matrix Cn of order n is an n x n matrix with diagonal entries 0 
and others + 1 or -I which satisfies 

CnC~ = (n - l)Ino 

(The name arises from the use of such matrices in the design of networks having 
the same attenuation between every pair of terminals.) Show that n must be 
even for Cn to exist. Then let n = 4t + 2 = p + 1, p an odd prime. Let Cn be of 
the form 

= (~ I I ... 1) 
Cn . B ' 

. n-l 

I 

where Bn - 1 = (bij) is a symmetric matrix. 
A conference matrix Cn can be constructed by setting bij = 0 if i = j, bij = 1 

if j - I is a square (mod p), and bij = -1 if j - I is not a square (mod p). Verify 
that Bn - 1 is cyclic. Construct conference matrices for n = 6 and for n = 14. 
Generalize this construction by replacing p by any odd prime power q. The 
rows and columns of Bn - 1 are labeled with the elements of the finite field IF q

What conditions do you have to impose on bi ; in this generalized situation? 
Construct C 10' 

*6. Design the weighing of eight objects similar to Example 1.5. 

7. Construct two more S-matrices other than those given in the text. 

*8. Prove Lemma 1.6. 

B. Balanced Incomplete Block Designs 

R. A. Fisher in his book The Design of Experiments was the first to indicate 
how experiments can be organized systematically so that statistical analysis 
can be applied. In the planning of experiments it often occurs that results 
are influenced by phenomena outside the control of the experimenter. The 
first applications of experimental design methods were in the design of 
agricultural and biological experiments. Suppose v types of fertilizers have 
to be tested on b different plants. In ideal circumstances we would test each 
plant with respect to each fertilizer, i.e. we would have b plots (blocks) 
each of size v. Such an array is called 2-( v, v, b) design. However, this is 
often not economical, and so one tries to design experiments such that each 
plant is tested with k fertilizers and any two fertilizers together are applied 
on the same plant A times. Such an experiment is called "balanced". It is 
a 2- (v, k, A) design with b blocks, and is called "incomplete" if k < v. 

If we have to compare m types of wheat with respect to their average 
yield on a given plot, then we subdivide the plot into m2 subplots and plant 
each type of wheat exactly once (in one of the plots) in each row of m 
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plots. This arrangement is fair in avoiding undesirable influences on the 
experiment by quality variations in different subplots. It is called a Latin 
square. In general, if we have to test the effect of r different conditions with 
m possibilities for each condition, this leads to a set of r orthogonal Latin 
squares. Sections Band C contain the formal definitions. 

1.8 Definition. A balanced incomplete block design (BIBO) with parameters 
(v, b, r, k, A) is a pair (P, B) with the following properties: 

(i) P is a set with v elements; 
(ii) B = {Bt. ... , Bb } is a subset of gJJ(P) with b elements; 

(iii) each B j has exactly k elements where k < v; 
(iv) each unordered pair (p, q) with p, q E P, P ¥- q, occurs in exactly A 

elements of B. 

The sets Bt. ... , Bb are called the blocks of the BIBO. Each a E P occurs 
in exactly r sets of B. 

Such a BIBO is also called a (v, b, r, k, A) configuration or 2-(v, k, A) 
tactical configuration or design. The term "balance" indicates that each pair 
of elements occurs in exactly the same number of blocks; the term "incom
plete" means that each block contains less than v elements. A BIBO is 
symmetric if v = b. 

1.9 Definition. The incidence matrix of a (v, b, r, k, A) configuration is the 
v x b matrix A = (aij), where 

{ I if i E Bj , 

aij = 0 otherwise, 

here i denotes the ith element of the configuration. 

We summarize some properties of incidence matrices. 

1.10 Theorem. Let A be the incidence matrix of a (v, b, r, k, A) configuration. 
Then 

(i) AAT=(r-A)Iv+AJvv ; 
(ii) det(AA T) = [r + (v - I)A](r - A)V-l; 

(iii) AJ bb = rJvb ; 

(iv) JvvA = kJvb ; 

where J mn is the m x n matrix with all entries equal to 1 and In is the n x n 
~~~~ 0 

We prove (ii) and leave the other parts to the reader. If we subtract the 
first column from all other columns, and then add the second, third, ... , vth 
row to the first, then all elements above the main diagonal are zero. On the 
main diagonal the first entry is r + (v - 1 )A, and the others are r - A. 



§ I. Combinatorial Applications 255 

1.11 Theorem. The following conditions are necessary for the existence of a 
BIBD with parameters v, b, r, k, A: 

(i) bk = rv; 
(ii) r(k -1) = A(v - 1); 

(iii) b 2= v. 

PROOF. (i) We count the number of ordered pairs consisting of a block and 
an element of that block as bk. Each element of P must occur in r blocks 
B j , therefore there are vr ordered pairs of an element and a block containing 
it. The numbers bk and vr count the number of elements of the same set, 
so bk = vr. 

(ii) follows by a similar argument. 
(iii) If r> A then AT has rank v, by l.lO(ii). On the other hand, since 

the rank of A can be at most b, and since rank A 2= rank AA T = v, we have 
b2=~ 0 

1.12 Example. Let {t, 2, 3, 4,5,6, 7} be the set of elements (varieties) and 
{{I, 2, 3}, {3, 4, 5}, {t, 5, 6}, {I, 4, 7}, {3, 6, 7}, {2, 5, 7}, {2, 4, 6}} be the set of 
blocks. Then we obtain a (7, 7, 3, 3, 1) configuration. This is the so-called 
Fano geometry (Fano plane), the simplest example of a finite projective 
plane over 1F2 • The blocks are the sets of points on lines, the elements are 
the seven points of the plane. 

Figure 5.2 o 

There is a special type of algebraic structure, near-rings, which can be 
used in constructing block designs. 

1.13 Definition. A set N together with two operations + and 0 is a near-ring 
provided that: 

(i) (N, +) is a group (not necessarily abelian); 
(ii) (N, 0) is a semigroup; 

(iii) V n, n', nil E N: (n + n') 0 nil = no nil + n' 0 nil. 

1.14 Examples. (i) Let (f, +) be a (not necessarily abelian) group with zero 
O. Near-rings are, e.g. M(f) := (fr , +,0), Mo(f) := {f E M(f)lf(O) = O} 
and Mc(f) := {f E M(f)lf constant}. 
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(ii) Let (r, +) be a group and S ~ End(r). Then Ms(r):= 
{f E Mo(r)IV S E S: f 0 s = so f} is a near-ring (which is going to play 
an important role in the sequel). If, for instance, (r, +) = (IR, +) and 
S = {sAIA E IR} with SA:IR ~ IR, x ~ Ax then Ms(r) consists of the 
"homogeneous functions": 

Ms(r) = {f E IRRIV x, A E lR:f(Ax) = Af(x)}. 

(iii) Let V be a vector space. Maff( V) := {f E VVlf is an affine map, i.e. 
the sum of a linear and a constant map} is another important near-ring. 

o 

Of course, every ring is a near-ring. Hence near-rings are generalized 
rings. Two ring axioms are missing: the commutativity of addition and 
(much more important) the second distributive law. 

1.15 Definition. Let N be a near-ring and nh n2 E N. 

Then == turns out to be an equivalence relation. 

1.16 Definition. The near-ring N is called planar, if IN / == I 2: 3 and if all 
equations x 0 a = x 0 b + c (a, b, c E N, a ~ b) have exactly one solution 
x EN. 

This condition is motivated by geometry. Basically it says that two 
"nonparallel lines have exactly one point of intersection". From the general 
theory (see, e.g. PILZ) we get the following example which will be of 
considerable use in the sequel. 

1.17 Example. Consider N:= (Zs, +, *) with + as usual and n * 0 = 0, 
n * 1 = n * 2 = n, n * 3 = n * 4 = 4n for all n E N. Then 1 == 2 and 3 == 4. 
N is planar; for instance, the equation x * 2 = x * 3 + 1 with 2 ~ 3 has the 
unique solution x = 3. 0 

Planar near-rings produce BIBD's with parameters v, b, r, Ie, A and excel
lent "efficiency" E := Av/rk. This E is a number between 0 and 1 and it 
estimates, for the statistical analysis of experiments, the "quality" of the 
design; BIBD's with efficiency E 2: 0.75 are usually considered to be "good" 
ones. 

One gets BIBD's from planar near-rings in the following way. We define 
for a EN, N a planar near-ring, ga: N ~ N, n ~ no a and form G:= 
{gala EN}. Call a E N "group-forming" if a 0 N is a subgroup of (N, +). 
Let us call all sets a 0 N + b (a E N*, bEN) "blocks". Then these blocks, 
together with N as the set of "points", form a tactical configuration with 
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parameters 

(v, b, r, k, A) = (V, ~~~ + azv, al + azlOI, 101, A), 

where v = I NI and a 1 (az) denote the number of orbits of F under the group 
O\{O} which consists entirely of group-forming (nongroup-forming, respec
tively) elements. This tactical configuration is a BIBD if and only if either 
all elements are group-forming (in this case we get A = 1) or just 0 is 
group-forming (in which case we arrive at A = 101). 

1.18 Example. We consider the problem of testing combinations of six out 
of ten fertilizers, each on three fields. Definition 1.8 tells us that we have 
to look for a BIBD with parameters (v,10,6,3,A). By l.lI(i) we get 
10· 3 = V· 6, whence v = 5. Similarly, l.lI(ii) forces 6· 2 = A· (5 -1), 
whence A = 3 (all under the assumption that there actually exists a BIBD 
with these said parameters). Hence we are searching for a planar near-ring 
of order 5 and the near-ring N of 1.17 comes to our mind. 

We construct the blocks a * N + b (a ¥- 0): 

1 * N + 0 = 4 * N + 0 = {O, 1, 4} =: Bl> 

1 * N + 1 = 4 * N + I = {l, 2, O} =: Bz, 

1 * N + 2 = 4 * N + 2 = {2, 3, I} =: B3, 

1 * N + 3 = 4 * N + 3 = {3, 4, 2} =: B4 , 

1 * N + 4 = 4 * N + 4 = {4, 0, 3} =: Bs, 

2 * N + 0 = 3 * N + 0 = {O, 2, 3} =: B6, 

2 * N + 1 = 3 * N + 1 = {I, 3, 4} =: B7 , 

2 * N + 2 = 3 * N + 2 = {2, 4, O} =: Bs, 

2 * N + 3 = 3 * N + 3 = {3, 0, I} =: B9 , 

2 * N + 4 = 3 * N + 4 = {4, 1, 2} =: B IO• 

Obviously, only 0 is group-forming. By our theorem above, we get a BIBD. 
The parameters do not have to be computed by the formula given (we end 
up with 101 = 3, v = 5, al = 0, az = 2); they can be obtained directly from 
this list: 

(i) v = five points (namely 0, 1,2,3,4); 
(ii) b = ten blocks; 

(iii) Each point lies in exactly r = six blocks; 
(iv) Each block contains precisely k = three elements; 
(v) Every pair of different points appears in A = three blocks. 

In order to solve our fertilizer problem, we divide the whole field into five 
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parts which we call 0, 1,2,3,4. Then we use the fertilizer F; on every field 
of the block B; (i = 1,2, ... , 10): 

Field 0 Field I Field 2 Field 3 Field 4 

FI FI FI 
F2 F2 F2 

F3 F3 F3 
F4 F4 F4 

Fs Fs Fs 
F6 F6 F6 

F7 F7 F7 
Fa Fa Fa 
F9 F9 F9 

FI FI FI 

Then we get: every field contains exactly six fertilizers, and every fertilizer 
is applied on three fields. Finally, every pair of different fields have three 
fertilizers in common. The efficiency E of this BIBD is already E = Avl rk = 
15/18 = 0.83. 0 

This BIBD is a special case of designs found by J. R. Clay and G. Ferrero: 
Let F:= fp" (see §2 of Chapter 3) and choose a nontrivial divisor s of 
p" - 1. Then 3.2.2 gives us the information that (F*,·) is cyclic with a 
subgroup 8 of order s. Next we choose representatives il = 1,i2, ... ,im of 
the cosets 8ih ... , 8im of 8 in (F*,·) and define *s in F by 

a * b:= {O if b ,e 0 
sa· Sb if b ,e 0, b E 8f;, b = s~. 

Then N = (F, +, *s) is a planar near-ring and the sets aN + b 
(a E N*, bEN) form a BIBD with parameters 

(.) ( " p"(p" - 1) p" - 1 m 1)·f . f h ~ k I 
1 p, m( m )'-m--,P, 1 S1S0 t elOrmS=p - , 

P P -1 P -1 

.. ( p"(p" - 1) (S + 1)(p" - 1) ). 
(u) p", s' S ' S + I, S + I otherwise. 

In our example above we had p = 5, n = 1, S = 2,8 = {t, 3}, il = 1, i2 = 2 
(hence this is case (ii». 

PROBLEMS 

I. Prove that in a symmetric BIBO with k :5 v - I the following are equivalent: 
(i) b = v; (ii) r = k; (iii) any two blocks have A common points. 

*2. Prove parts (i), (iii) and (iv) of Theorem 1.10. 
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3. If A is the incidence matrix of a (v, k, A) configuration, show that A is a 
Hadamard matrix if and only if v = 4(k - A). 

4. Show that there exists no (8, 12,3,2, 1) configuration. 

5. Which designs can be used to test nine types of washing powder with the help 
of twelve households, or with the assistance of three households on four 
consecutive days. 

6. The complement of a design D is the design obtained by changing ° to I and 
1 to ° throughout the incidence matrix of D. If D is a (v, b, r, k, A) configuration, 
show that its complement is a (v, b, b - r, v - k, b - 2r + A) configuration. Find 
a (9, 12,8,6,5) configuration. 

7. Consider a (4n - 1, 2n - 1, n - 1) configuration and take the rows of its 
incidence matrix as codewords of a code. How many errors will the code 
correct? Derive a code from the Fano plane which corrects one error. 

8. Design an experiment which tests 22 brands of breakfast cereal by distributing 
them to households in such a way that each household tests seven brands over 
a 7 -week period and each pair of brands is tested by two different households. 

9. Similarly for 16 brands to be tested such that each household tests six brands 
over 6 weeks such that each pair of brands is tested by two different households. 

10. A (v, b, r, k, A) configuration is resolvable if the blocks may be grouped into s 
sets each of which is a partition of the set P. Prove that if a configuration is 
resolvable, then b I r = v I k are integers. 

11. Design an experiment to test nine brands of an item on test persons in 
the following way over several days: each test can test exactly three items 
at the same time; the experimenter wishes to test all nine brands each day the 
experiment runs; each brand should be tested against each other by the same 
test person exactly once. 

12. A college tennis club wants to organize a night-time tennis competition for a 
period of about 12 weeks. It is assumed that there are either 14 or maybe 13 
or 12 players available. The tennis courts can only be used for three matches 
at night and the club would like to have three players come each time and 
play three matches, where one is doing the umpiring, whilst the other two 
players play, etc. Can the matches be scheduled so that each player plays each 
other player twice and each player comes to the club just once a week? Should 
the club persuade one or two of the 14 players not to participate? 

13. The testing of toothpaste consists of giving 13 subjects 13 brands of toothpaste 
in differently colored tubes so that no toothpaste has an advantage over any 
other toothpase. It is required that each subject tests the same number of tubes, 
each brand is used the same number of times, each pair of brands is com pared 
by a subject the same number of times. Which symmetric BIBD should be 
used to design this experiment? Can this BIBD satisfy the requirement that 
each brand is given each color the same number of times so that no brand has 
the advantage of being contained in a favorably colored tube? 

*14. Establish a BIBD with parameters (9,18,10,5,5) by using the approach of 
Example 1.18. Determine the efficiency of this BIBD. 
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C. Steiner Systems, Difference Sets and Latin Squares 

Example 1.12 can be generalized in the following way. A configuration 
consisting of k blocks in a set A of v elements is called a t-design, if any 
subset of t elements in A is contained in eactly A blocks, in symbols: 
t-(v, k, A) design. The Fano geometry in 1.12 is a 2-(7,3, l) design. A 
2-(v, k, A) design is a BIBD. 

1.19 Definition. A Steiner system is a t-design with A = I; a t-( v, k, 1) design 
is denoted by S(t, k, v). 

A projective geometry of order n is a Steiner system S(2, n + 1, n2 + n + 1) 
with n ~ 2. 

An affine geometry of order n is a Steiner system S(2, n, n2 ) with n ~ 2. 

1.20 Example. We consider the Fano geometry as S(2, 3, 7). For v = 
1 + q + q2 and k = 1 + q we obtain a projective geometry, denoted 
by PG(2, q). This is a finite projective geometry of order q, q a prime 
power. 0 

At this point we mention an interesting, but still unsolved problem: Is 
there a finite projective plane of order 10? In 1.12 we saw an example of 
a projective plane with seven "points" and seven "lines". If we transfer 
this notation to the problem of the existence of a finite projective plane, of 
order 10, we would have to find a plane with 111 points and 111 lines, 
where each line contains 11 points and each point lies on 11 lines. Even 
extensive use oflarge computers has not produced a solution to this problem. 

If we denote the points of the Fano geometry by the integers (mod 7), 
i.e. 0, 1,2,3,4,5,6, and if the lines are defined in such a way that we 
successively add the integers (mod 7) to the triple (0, 1,3), then we obtain 
the Fano geometry of 1.12. This approach can be generalized. 

1.21 Definition. A set ofresidue classes {d), d2, ••• , dk } is called a difference 
set modulo v, or a (v, k, A) difference set, if the set of all differences 
d, - dj , i ;e j, represents all the nonzero residues (mod v) with each differ
ence occurring exactly A times. 

We have k(k -1) = A(v -1). There is a simple connection between 
designs and difference sets. 

1.22 Theorem. Let {d), ... , dd be a (v, k, A) difference set. Then 
(Zv, {Bo, B), ... , Bv- 1}) is a (v, k, A) design, where 

j = 0, 1, ... , v-I. 

Thus the elements of Bj are the residue classes (mod v). 
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PROOF. A residue a modulo v occurs precisely in those blocks with subscripts 
a - d h .•• , a - dk modulo v, and thus each of the v points is incident with 
the same number k of blocks. For a pair of distinct residues a, c modulo v, 
we have a, c E Bj if and only if a == dr + j (mod v) and c == d. + j (mod v), 
for some d" d •. Therefore, a - c == dr - d. (mod v), and conversely, for 
every solution (d" ds ) of this congruence, both a and c occur in the block 
with subscript a - dr modulo v. By hypothesis, there are exactly A solutions 
(d" ds) of this congruence and so all the conditions for a symmetric (v, k, A) 
block design are satisfied. 0 

1.23 Example. {O, 1,2,4,5,8, 10} E :lIS form a (15,7,3) difference set. The 
blocks 

Bj = {j,j + l,j + 2,j + 4,j + 5,j + 8,j + 1O}, 

form a (15,7,3) design, which can be interpreted as a three-dimensional 
projective geometry PG(3,2). It consists of 15 planes and 15 points, the 
residue classes (mod 15). Each of these planes is a Fano geometry PG(2, 2). 

o 
Theorem 1.22 can be generalized in the following way. 

1.24 Theorem. Let {dih ••• , did, i = 1,2, ... , t, be a system of difference sets 
(mod v), where v is a prime power. Then the following form the blocks of a 
BIBD: 

{dj) + d, ... , dik + d}, dE f.,. 

The elements of the difference sets are tire elements of the BIBD. We have 
b = tv and r = tic. 0 

The simple proof is left as an exercise. 

1.25 Example. Let v = 6t + 1 be a prime; then a BIBD with b = t(6t + 1), 
k = 3, and r = 3t can be obtained from the system of difference sets 

{O, C, C+ t }, 

where , is a primitive element of f v and s = 0, 1, ... , t - 1. 
A BIBD with v = 6t + 1 a prime power, b = t(6t + I), k = 3 and r = 3t 

can also be obtained from the system of difference sets 

i = 0, 1, ... , t - 1. o 

Finally we formulate the concept of a Latin square. 

1.26 Definition. An n X n matrix L = (aij) over A = {ah"" an} is called a 
Latin square of order n if each row and column contains each element of 
A exactly once. Two Latin squares (aij) and (bij), usually over A, of order 
n are called orthogonal if all n2 ordered pairs (aij, bij) are distinct. 
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1.27 Example. The two Latin squares 

L'~G 
b 

!) Io~ (~ 
b 

:) a and c 
c a 

superimposed give the square 

C 
bb 

CC) cb ac ba . 
bc ca ab 

Thus L) and L2 are orthogonal. 0 

Latin squares first appeared in parlor games, e.g. in the problem of 
arranging the Jacks, Queens, Kings and Aces of a card deck into a 4 x 4 
matrix, such that in each row and column each suit and each value of a 
card occurs exactly once. 

The famous Euler's officers problem goes back to Leonard Euler, who 
posed the following question (in 1779 and more generally in 1782): Is it 
possible to arrange 36 officers of six regiments with six ranks into a 6 x 6 
square in a parade, such that each "row" and each "column" of the square 
has exactly one officer of each regiment and each rank? In the formulation 
of Definition 1.26, this means, do there exist two orthogonal Latin squares 
of order 6. Euler conjectured that there are no two orthogonal Latin squares 
of order 6. More generally, he conjectured: There are no two orthogonal 
Latin squares of order n, where n == 2 (mod 4). 

In 1899, G. Tarry proved that Euler's officers problem cannot be done. 
But Euler's more general conjecture was disproved by Bose, Shrikhande 
and Parker in 1959. They showed that for any n > 6 there are at least two 
orthogonal Latin squares of order n. 

1.28 Theorem. For any positive integer n there is a Latin square of order 
~ 0 

This follows immediately, since Latin squares are essentially the oper
ation tables of (not necessarily associative) finite "groups" (called finite 
loops). We might take ln' for instance. 

Next we show that for n = p, a prime, there are n - I pairwise orthogonal 
Latin squares of order n. We form 

o 
j 

2j 
1+ j 
I +2j 

p-I 

P -I +j 

p - I +2j 
........................................... 
(p - 1)j I + (p - 1)j . .. p - I + (p - 1)j 
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for j = 1,2, ... ,p - I, where all elements in Lj are reduced (mod p). The 
L/s are Latin squares and Li and Lj are orthogonal, if i ,c j. For suppose 
(a, b) were a pair which appeared twice, say in row a and column {3 as 
well as in row y and column S, then 

{3 + aj == S + yj == a (mod p), 

{3 + ai == S + yi == b (modp). 

Thus a(i - j) == y(i - j) (modp), i.e. a == y,{3 == S (modp). 
This construction can be generalized to Latin squares over IF q' q = pe. 

1.29 Theorem. Let 0, I, a2, ... ,aq-l be the elements of IF q' Then the Latin 
squares Lj, I ::S i ::S q - I, form a set of q - I pairwise orthogonal Latin 
squares, where 

° aq-l 

ai ai + I ai + aq-l 

Li := aia2 aia2 + I aia2 + aq-l 

If' is a primitive element of IF q' then the following q - I Latin squares L: are 
pairwise orthogonal, i = 0,1, ... , q - 2: 

° aq- 1 

,O+i I + ,O+i a + ,O+i 
q-l 

L'= , ,l+i 1+ ,l+i a + ,l+i 
q-l 

a + yq-2+i 
q-l !. 

L:+ 1 can be obtained from L: by a cyclic exchange of the last q - I rows. 

PROOF. We prove the first part of the theorem. Each Li is a Latin square. 
Let a~~ = aiam-l + an-l be the (m, n) entry of Li. For i,c j, suppose 
(a~~, a~~) = (a~~), a~;)) for some I ::S m, n, r, s ::S q. Then 

so 

and 

Since ai ,c aj' it follows that am-l = ar-h as-l = an-l hence m = r, n = s. 
Thus the ordered pairs of corresponding entries from Li and Lj are all 
different and so Li and Lj are orthogonal. D 
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1.30 Example. Three pairwise orthogonal Latin squares of order 4 are given 
by 

L, ~(! ") ~~(~ 
( 

~') 0 (2 ( (2 0 
(2 o I' ( o ' 

(2 ( I 0 0 (2 ( 

(0 
I ( 

n (2 ( 

L3 = ~ 0 (2 
(2 0 

Here ( is a primitive element of f 4 and a zero of f = x2 + X + I. LI is the 
addition table of f 4' 0 

1.31 Example. As an example of the use of Latin squares in experimental 
design, suppose it is required to test the effect of five different treatments 
on wool. Five processes Pi are to be used to treat the wool and both the 
process and the operator affect the final texture of the wool. 

Ideally we would test the effect of every treatment with every operator 
and every process. However, using the technique of analysis of variance, it 
suffices that each type of treated wool is treated once by each operator and 
once using each process. 

If we have five operators Oi' 1 :5 i :5 5, then the required set of experi
ments can be specifid by a 5 x 5 Latin square as follows 

0 1 O2 0 3 0 4 Os 

PI Wo WI W2 W3 W4 

P2 WI W2 W3 W4 Wo 
P3 W2 W3 W4 Wo WI 
P4 W3 W4 Wo WI W2 

Ps W4 Wo WI W2 W3 

Here the columns specify the operator and the rows specify the process to 
be used. The entries in the square indicate the type of wool to be used. 

Now suppose that the performance of the operators varied with the day 
of the week. This could be accounted for by using a Latin square which 
was orthogonal to the first to specify the day of the week on which the 
experiment was to be carried out. Such a suitable Latin square is shown 
below. We then have each process, each operator and each type of wool 
associated with each day of the week just once. 
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0 2 3 4 

2 3 4 0 I 
4 0 I 2 3 

I 2 3 4 0 

3 4 0 I 2 

It may happen that only four operators are available. In this case, the first 
Latin square can still be used but with its last column (say) deleted. Each 
of the types of wool would still be treated by each of the four operators, 
but now each process would work on only four of the different wool types. 
To cope with these more general problems, one uses balanced incomplete 
block designs. 0 

1.32 Example. The following method is due to Olderogge and is based on 
orthogonal Latin squares for synthesizing binary codes. This technique 
allows the construction of code words of length n2 + 4n + I, where n2 of 
the symbols are the appropriate message symbols. It can be shown that 
such a code will correct all single and double error patterns, and even a 
majority of patterns of three or four errors. We illustrate this procedure by 
example (following DENES and KEEDWELL). 

Consider the case n = 5 and suppose the message of binary digits is: 
11100, 00110, 11011, 01101, 01010. To obtain the remaining 4·5 + 1 = 21 
additional parity-check digits which are to be transmitted, we partition the 
message into five blocks, each block containing five symbols as shown. Each 
block is taken to be a row of a 5 x 5 matrix K = (kij ) 

o 0 I I 0 

100 I 
o 0 0 0 

K= 1 

o 
o 

o I 0 

I 0 

o 0 0 

We border the matrix K by parity-check digits, one for each row and column. 
If the sum of the digits of the rth column is i (mod 2) we head that column 
by i, and similarly for other columns. The rows are labeled in a corresponding 
way. 

N ext we construct a 5 x 5 matrix M = (( aij' bij)) whose entries are ordered 
pairs of elements from two orthogonal Latin squares A = (aij), B = (bij), 
each of order 5. Let 

11 22 33 44 55 

34 45 51 12 23 

M= 52 13 24 35 41 

25 31 42 53 14 

43 54 15 21 32 
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Using M, we construct from K a further 5 x 5 matrix L = (cij) by defining 
Cij = ka'Jb'J' for all 1 :S i,j :S 5, For instance, C23 = k51 = O. We border the 
matrix L with parity-check digits as we did for the matrix K. Then we have 

00000 

o 0 0 0 

o 0 
100 0 

1 1 0 0 

o 
To get the codeword to be transmitted we now adjoin in turn the five 
parity-check digits for the rows of K, the five parity-check digits for the 
columns of K, the five parity-check digits for the rows of L, the five 
parity-check digits for the columns of L, and finally a parity-check digit 
taken over the whole preceding set of 52 + 4 . 5 components giving a total 
word length of 52 + 4 . 5 + 1 components, or of n2 + 4n + 1 components in 
the general case. 

Let 1 1 1 0 0, 0 0 1 1 0, 1 1 0 1 1, 0 1 1 0 1, 0 1 0 lObe the 
message a 1 a2 ••• a25 , regarded as a 25-tupole over 7L. 2 • The parity check digits 
to be added to the message to obtain a codeword are: 1 0 0 1 0 from the 
row, 0 0 1 1 0 from the column parity-checks ofK, respectively, 1 0 0 0 1 
from the row, 0 0 0 0 0 from the column parity-checks of L, and 0 is the 
overall parity-check symbol. 

This code is successful in correcting all double errors. We observe firstly 
that, if the two errors occur in different rows and columns of K then two 
of the five parity checks on the rows of K will fail, and two will fail on the 
columns. Thus there will be four possible cells whose entries are among 
the two in error. These four cells occur two in each of two rows and two 
in each of two columns of K. In L, the contents k", krr of the two cells of 
the same row of K necessarily occur in different rows and a similar result 
holds for columns. Therefore the two cells whose entries are incorrect can 
be distinguished by the examination of the parity check digits associated 
with L. 

If the two errors occur in the same row (or column) of K then just two 
of the five parity-checks on the columns (rows) of K will be in error. To 
determine which is the row (column) of K which contains the two errors, 
we again use the parity-checks on L. Finally, cases when one or both of 
the errors occur among the parity-checks themselves are easily detected and 
corrected. 0 

PROBLEMS 

I. Show that Steiner systems S(5, 7,13) and S(2, 7, 43) cannot exist. 

2. Prove that if a Steiner system S(3, 4, v) exists, then v must be of the form 
v = 6r + 2 or 6r + 4. 
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3. Prove that if a Steiner system S( t, k, v) exists, so does a system S( t - s, k - s, 
v - s) for each s < t. 

*4. One of the most interesting Steiner systems is S(5, 8, 24), with important applica
tions in coding (see PLESS). Determine the number of its eight-element sets, 
show that each of the 24 elements in a set A are in 253 eight-element sets and 
each pair of elements in A lies in 77 eight-element sets. What can you say about 
triples, quadruples and quintuples of elements of A? 

*5. Prove that the codewords of weight 3 in a (2 m - 1, 2m - 1 - m,3) Hamming 
code C form a Steiner system S(2, 3, 2m - 1) and the codewords of the code, 
which are obtained from C by adding an overall parity-check, form a Steiner 
system S(3, 4, 2m). Determine the number of codewords of weight 3 in C. 

*6. Prove Theorem 1.24. 

7. Construct a (31,6,1) difference set. 

8. A (v, k, A) group difference set is a subset S = {Xiii E J} of an additive abelian 
group G of order v if among the set of elements {Xi - Xjli ;t. j, 1 ~ i,j ~ k} the 
nonzero elements of G each occur A times. Prove A (v - 1) = k( k - I). Construct 
a (27, 13,6) group difference set in 1F33 where X3 - X - 2 = 0. 

*9. Establish a one-to-one connection between a complete set of mutually orthogonal 
Latin squares Lb L2, ••• , Ls - 1 and PG(2, s). Consider the special case s = 4 first. 

10. Let B be a BIBD (v, b, T, k, A). Prove: if v = b is even, then r - A = k - A. Is 
it possible to have a (46,46,10,10,2) BIBD? 

11. An orthogonal array (N, c, n, t) of size N, c constraints, level n and strength t 
is a rectangular arrangement of n different elements in N columns and crows, 
such that in any t rows the N columns contain all the n' possible ordered sets 
of n elements the same number of times. If this number is the index A of the 
array, then N = An'. For A = 1, t = 2 the array is an orthogonal set of Latin 
squares. 

Let}j(x) = I;:~ a,x',j = 1,2, ... , q', denote the s' different polynomials over 
IF q = {b 1, ••• , bq }, let t ~ q. Prove that the matrix with entry }j (b i ) in the ith row 
and jth column is an orthogonal array (q', q, q, t). Construct (16,5,4,2) by 
expanding (16,4,4,2) by the addition of a row which contains, in each column, 
the leading coefficient of the polynomial to which that column corresponds. 
Prove in general that such an extended array is still orthogonal. 

EXERCISES (Solutions in Chapter 8, p. 480) 

I. Determine a Hadamard matrix of order 12. 

2. Prove that if Hadamard matrices Hm and Hn exist, then Hmn is a Hadamard 
matrix. 

3. Let H be a Hadamard matrix of order h. Then prove: 
(i) IdetHI = hl/2h; 

(ii) Hadamard matrices may be changed into other Hadamard matrices by 
permuting rows and columns and by multiplying rows and columns by -I. 

(iii) if H is a normalized Hadamard matrix of order 4n, then every row 
(column) except the first contains 2n minus ones and 2n plus ones, and 
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moreover n minus ones in any row (column) overlap with n minus ones 
in each other row· (column). 

4. An r x n Latin rectangle is an r x n array made out of the integers I, 2, ... , n 
such that no integer is repeated in any row or in any column. Give an example 
of a 3 x 5 Latin rectangle, and extend it to a Latin square of order 5. Can a 
Latin rectangle always be extended to a Latin square? 

*5. Let L(k) = (at), where at = i + jk (mod 9). Which of the L(k), I $ k $ 8, are 
Latin squares? Are L (2) and L (5) orthogonal? 

*6. How many normalized Latin squares of order n $ 5 are there? 

7. Show that for n 2: 2 there can be at most n - I mutually orthogonal Latin 
squares of order n. 

8. List the points and lines of PG(2, 3). 

9. Show that {O, 4, 5, 7} is a difference set of residues modulo 13 which yields a 
projective geometry PG(2,3). 

*10. Verify that {O, 1,2,3,5,7,12,13, 16} is a difference set of residues modulo 19. 
Determine the parameters v, k and A. 

II. Decide whether D = {O, 1,2,32,33,12,24,29,5,26,27,22, 18} is a difference 
set (mod 40). Determine the parameters v, k, A. 

12. Show that the following system of blocks from elements 1,2, ... ,9 is a design 
and determine the parameters v, b, r, k and A: 

123 
456 
789 

147 
258 
369 

159 
267 
348 

168 
249 
357. 

*13. Let Ph''', P, be distinct points in a t-(V, k, A) design, let Ai be the number 
of blocks containing Ph ... , Pi> I $ i $ t, and let Ao = b be the total number 
of blocks. Prove that Ai is independent of the choice of Ph' .. , Pi and that 

(
V - i) 

A t-i (v-i)(v-i-l) ... (v-t+l) 
A· = = A -'-----'--'------'----'-----'-

I (k - ~) (k - i)(k - i-I) ... (k - t + l) 
t - I 

for 0$ i $ t. This implies that a t-(v, k, A) design is an i-(v, k, Ai) design for 
1$ i $ t. 

14. Set up an "incidence table" for PG(2,2) assuming that the point P, and the 
line Is are incident if 

r + s == 0, 1 or 3 (mod 7). 

Does this geometry satisfy the following axioms? 
Axiom 1. Any two distinct points are incident with just one line. 
Axiom 2. Any two lines meet in at least one point. 
Axiom 3. There exist four points no three of which are collinear. 
Axiom 4. The three diagonal points of a quadrangle are never collinear. 
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15. A magic square of order n consists of the integers I to n2 arranged in an n x n 
array such that the sums of entries in rows, column and diagonals are all the 
same. Let A = (aij) and B = (bij ) be two orthogonal Latin squares of order n 
with entries in {O, I, ... , n - l} such that the sum of entries in each of the 
diagonals of A and B is n(n - 1)/2. Show that M = (naij + bij + l) is a magic 
square of order n. Construct a magic square of order 4 from two orthogonal 
Latin squares. 

16. De la Loubere's method for constructing magic squares is as follows: Place a 
1 in the middle square of the top row. The successive integers are then placed 
in their natural order in a diagonal line which slopes upwards to the right with 
the following modifications. 

(i) When the top row is reached, the next integer is placed in the square in 
the bottom row as if it came immediately above the top row. 

(ii) When the right-hand column is reached, the next integer is placed in the 
left-hand column as if it immediately succeeded the right-hand column. 

(iii) When a square already contains a number or when the top right-hand 
square is reached, the next integer is placed vertically below it in the next 
row. 

Illustate this construction for a 5 x 5 array. 

*17. Show that from a normalized Hadamard matrix of order 4t, t ?: 2, one can 
construct a symmetric (4t - 1, 2t - 1, t - 1) block design. 

18. Room squares were described by T. G. Room in an article entitled "A New 
Type of Magic Square" in the Mathematics Gazette, 1955. However Room 
squares were first introduced into duplicate bridge under the name of Howell 
Movements by E. C. Howell about 1897. 

A Room square of side n is an n x n array of cells, n odd, in which each 
cell is either empty or contains an unordered pair of symbols from the set 
{co,O, 1,2, ... , n - I} with the following properties holding: 

(i) The array is "Latin" by columns (every symbol occurs exactly once in a 
column. 

(ii) The array is Latin by rows. 
(iii) Ail lines contain exactly !(n - 1) blank cells. 
(iv) All pairs are distinct (each possible pair occurs once and only once). 
Show that there is no Room square of side n = 3, and one of side n = 5. 

19. (i) Solve the following special case of the "Kirkman Schoolgirl Problem": 
A schoolmistress took her nine girls for a daily walk, the girls arranged 
in rows of three girls. Plan the walk for four consecutive days so that no 
girl walks with any of her classmates in any triplet more than once. 

*(ii) Try to solve the same problem for 15 girls and five rows of three girls 
for seven consecutive days. 

20. In a school consisting of b pupils, t athletics teams are formed. The athletics 
teacher puts k pupils on each team, and arranges for every pupil to play in 
the same number of teams. He also arranges for each pair of pupils to play 
together the same number of times. Find how many teams a pupil plays in 
and how often two pupils play in the same team. 
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§2. Algebraic Cryptography 

Cryptology, or the general abstract encryption and decryption problem can 
be paralleled with the basic process of encoding and decoding. Again we 
consider a transmitter who wants to communicate a message to a receiver 
through an unreliable communication channel. Here the unreliability of the 
channel can be caused by an unauthorized interceptor, who tries to obtain 
or alter the original message. 

Whereas in coding the main aim is fast and correct transmission of a 
message over a noisy channel, in cryptology, the aim is safe transmission 
by disguising the original message in such a way that this unauthorized 
interceptor of the transmitted message would be unable to understand the 
message. Usually in this context the words cipher, enciphering and decipher
ing (or encryption and decryption) are used instead of code, encoding and 
decoding. Cryptology comprises cryptography and cryptanalysis. The former 
deals with the designing of cipher systems, the latter is concerned with 
methods to decipher a received or intercepted cipher. The nature of such 
methods can be mathematical, linguistic or technical in the sense of engineer
ing; here we shall concentrate on cryptography. 

The following problem areas may arise if a sender A wants to send a 
message to a receiver B: How can both be certain that nobody else can 
receive the message? How can A ensure that B receives all of A's message? 
How can they ensure that B receives only A's message and no others? These 
questions highlight the main problems in communication and cryptography: 
secrecy and authenticity of message transfer. 

Cryptography has important applications in data security in computing. 
We indicate a few examples of such applications. Often secret data are 
stored in computers or are exchanged between computers. Cryptographic 
devices can prevent that unauthorized personnel can obtain these data. 
Another example is represented by electronic mail and electronic transfers 
of money. In both cases secrecy and authenticity are often crucial. It is also 
essential to design security devices in many other instances, for instance to 
prevent industrial espionage or sabotage of important installations such as 
power stations or military installations. Another application of cryptology 
lies in deciphering ancient secret documents written in ciphers. This branch 
is often called historical cryptanalysis; it is several hundred years old. Secret 
ciphers have existed for centuries to protect messages from intelligent 
opponents. Thus the problem areas of secrecy and authenticity (i.e. protec
tion from forgery) have very old beginnings. However, nowadays the most 
important aspects of cryptography are in the governmental as well as in the 
commercial and private domain of data security in the widest sense. Contem
porary cryptology has been characterized as a multi-million dollar problem 
awaiting solution and as an important question in applied mathematics. In 
this text we shall just describe some algebraic methods in cryptography 
emphasizing recent developments in public-key cryptography. First we 
introduce some terminology. 
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Cryptography, or a cryptographic system (cryptosystem or cipher) consists 
of transforming a message (called the plaintext) via an enciphering function 
(or encryption) in such a way that only an authorized recipient can invert 
the transformation and restore the message. A message can be a readable 
text for a collection of computer data. The process of transforming the 
plaintext into a ciphertext (or cryptogram) is called enciphering and each 
enciphering function is defined by an enciphering algorithm, which is com
mon to every enciphering furiction of a given family, and a key k, which is 
a parameter particular to one transformation. The key is known to the 
sender and the (authorized) receiver but not to those from whom the 
plaintext is to be concealed. The key and ciphertext must determine the 
plaintext uniquely. Recovering the plaintext from a received ciphertext is 
called deciphering and is performed by a deciphering transformation (or 
function) which is defined by a deciphering algorithm and a key k. For a 
given key, the corresponding deciphering function is the inverse of the 
enciphering function. An important feature of classical forms of cryptosys
terns or ciphers is that sender and receiver use a single key k. We refer to 
such systems as single key cryptosystems in order to distinguish them from 
systems using two different keys, the newer public-key cryptosystems. Such 
systems are very well suited for protecting information transmitted over a 
computer network or for enciphering a user's private files. The security of 
cryptosystems lies in the large range of choice for the key k, which is known 
only to the sender and the receiver. It must be computationally impracti
cable, virtually impossible, or extremely difficult and time consuming 
(depending on the specific task) to find the value of the key, even if 
corresponding values of plaintext and cryptogram are known to an 
unauthorized interceptor. Thus in secure cryptosystems it should be compu
tationally infeasible for an interceptor to determine the deciphering function, 
even if the plaintext corresponding to the intercepted ciphertext is known. 
It should also be computationally infeasible for an interceptor to systemati
cally determine the plaintext from intercepted ciphertext without knowing 
the deciphering function. 

A. Single Key (Symmetric) Cryptosystems 

In classical cryptography two basic transformations of plaintext messages 
exist: transposition ciphers rearrange characters according to some rule (e.g. 
the plaintext is written into a matrix by rows), whereas substitution ciphers 
replace plaintext letters (or characters) by corresponding characters of a 
ciphertext alphabet. If only one cipher alphabet is used, the cryptosystem 
is called monoalphabetic. Cryptosystems, in which a ciphertext letter may 
represent more than one plaintext letter are called polyalphabetic. Such 
systems use a sequence of monoalphabetic cryptosystems. In deciphering 
unknown cryptosystems it was said by cryptanalysts that success is measured 
by four things in the order named: perseverance, careful methods of analysis, 
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intuition and luck. There are, however, some statistical and other techniques 
at the cryptanalysts disposal. Often frequency analysis on the characters of 
a cryptogram, or on pairs or triples of characters lead to success. However, 
we shall not consider statistical methods. 

Let A denote the plaintext alphabet and B be a cipher alphabet. These 
alphabets may be letters of the English alphabet, or n-tuples of letters, or 
elements of lq (particularly q = 2, q = 26 or q = 96 as in some commercial 
systems), or elements of a finite field. We shall replace letters by numbers 
in lq. 

2.1 Definition. Any one-to-one (or injective) mapping from A into B is 
called a key. 

The given problem is to encipher a text consisting of letters' in A, i.e. a 
word ata2'" an, ai E A. If we use the same mapping to encipher each ai 
then we use a "fixed key", otherwise we use a "variable key". In the latter 
case the key depends on some parameters, e.g. time. Time dependent variable 
keys are called context free; text dependent variable keys are called context 
sensitive. 

A fixed key!: A ~ B, can be extended to words with letters in A (i.e. to 
the free semigroups on A, see Chapter 6) by considering ata2'" an ~ 
!(at)!(a2) .. .f(an). Similarly, a variable key ft,f2, ... can be extended by 
ata2'" an ~ !t(at)!ia2) .. .fn(an). Looking for the pre-images is the pro
cess of deciphering. We shall describe five methods of enciphering: by using 
linear functions on lq> by using matrices over lq, by using permutations 
on lq> by using scalar products and finally by using big prime numbers. 
First we give an example of a simple substitution cipher. We verify easily 
that the mapping a ~ an + k from lq into itself is injective if and only if 
gcd(n, q) = l. 

2.2 Definition. The mapping !: lq ~ lq, a ~ an + k, with fixed n, k E lq 
and gcd( n, q) = I is called a modular encoding; for n = I we call this cipher 
a Caesar cipher. 

The key with n = I and k = 3, i.e. cyclic shift of the alphabet by three 
letters, is of historical interest since it was used by the Roman emperor 
Gaius Julius Caesar. A simple Caesar cipher can be deciphered if only one 
association of an original letter with a letter in the cipher alphabet is known. 

2.3 Example. Let A = Z26' We identify A with 0, more precisely with [0]26, 
B with I, C with 2, etc.: 

ABC D E F G H J K L M N 0 P Q R STU V W X Y Z 

o 2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
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If we use the modular encoding a ~ 3a + 2 then the word ALGEBRA 
i.e. 0 11 6 4 1 17 0 is enciphered as 2 9 20 14 5 1 2, namely 
CJUOFBC. 0 

Simple substitution ciphers use only one function from plaintext charac
ters to ciphertext characters and can thus be easily broken by observing 
single-letter frequency distribution of the characters (= letters), which is 
preserved in the ciphertext. Polyalphabetic substitution ciphers conceal 
letter frequencies by using multiple substitution. 

2.4 Definition. A periodic substitution cipher with period p consists of 
p cipher alphabets Rio"" Rp and the keys };: A ~ Ri, 1 $ i $ p. A 
plaintext message m = ml ... mpmp+1 ... m2p' . . is enciphered as 
fl(ml) .. . J;,(mp)fl(mp+l) .. . J;,(m2P) ... by repeating the sequence of func
tions flo' .. ,J;, every p characters. 

A popular example of a periodic substitution cipher is the Vigenere cipher, 
falsely ascribed to the sixteenth century French cryptologist Claise de 
Vigenere (see KAHN). In this cipher the alphabets are Z26 and the key is 
given by a sequence of letters (often a key word k = kl ... kp, where ki 

indicates the cyclic shift in the ith alphabet. So };(m) = m + Ie; (mod 26). 
A Vigenere square can be used for enciphering. This is a special Latin 
square (see Chapter 5, § I) with the letters A, B, ... ,Z of the alphabet as 
first row and column. 

A B ... Y Z 

B C ... Z A 

Y Z ... W X 

Z A ... X Y 

A periodic column method of period p can be described by a simple key 
word of length p. Let "GALOIS" be a key word, thus p = 6, and then the 
keys}; are given by the following simple tableau. 

A B C 

G H I = fl(A)!I(B)fl(C)"" 
A B C = J;(A)fiB)J;(C) ... , 
L M N = ,t;(A),t;(B)f3(C) ... , 
0 P Q = fiA)h(B)fiC) ... , 
I J K = fs(A)fs(B)fs(C) ... , 
S T U = f6(A)f6(B}.t;;(C) .... 

In this case the word "ALGEBRA" is enciphered as GLRSJJG = 
};(A)fiL),t;(G)f4(E)fs(B)f6(R)f7(A). We note that such a column method 
is essentially a sequence flo J; • ... of period 6 of Caesar ciphers on Z26' 
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Two more examples of substitution ciphers on Zq are obtained from the 
sequence (1;), m = 1,2, ... , where 1; is applied to the ith letter ai in the 
plaintext and 1; is given as 

where gcd(k, q) = 1, and such that 

di = cai-I with c, ao given, (1) 

or 

di = cbi _ 1 with C, bo given. (2) 

2.5 Example. (i) If we number the letters from A to Z as in Example 
2.3, then ALGEBRA, i.e. 0 11 6 4 1 17 0 = al a2 a3 a4 as a6 a7, is 
enciphered according to (1) by means of 1;(a) = 3a + ai-I and ao:= 4 
as follows. 

11(0) = II(al) = 3al + 4 = 4, 

12(11) = IAa2) = 3a2 + 0 = 7, 

13(6) = !J(a3) = 3a3 + 11 = 3, 

14(4) = lia4) = 3a4 + 6 = 18, 

Is(1) = 7, 

16(17) = 0, 

17(0) = 17. 

Thus ALGEBRA is enciphered as 4 7 3 18 7 0 17, i.e. EHDSHAR. 
(ii) If we use (2) with j;(a) = 3a + 1;-I(ai-l) and lo(ao) := 4, we obtain 

11(0) = II(a l) = 3al + lo(ao) = 0 + 4 = 4, 

12(11) = 12(a2) = 3a2 + II(al) = 7 + 4 = 11, 

13(6) = 13(a3) = 3a3 + 12(a2) = 18 + 11 = 3, 

14(4) = lia4) = 3a4 + 13(a3) = 12 + 3 = 15, 

Is(1) = 18, 

16(17) = 17, 

17(0) = 17. 

ThusALGEBRAisencipheredas4 II 3 15 18 17 17,i.e.ELDPSRR. 
o 

The Vigenere cipher was considered unbreakable in its day, but it has 
been successfully cracked in the nineteenth century due to work by Kasiski. 
As in the Caesar cipher, a shift is applied to the alphabet, but the length 
of the shift varies, usually in a periodic way. For example, cf. STILLWELL, 
our opponent might decide to use shifts of lengths 1, 7, 4, 13, 5 over and 
over again as a running key. He then writes the sequence 

1, 7, 4, 13,5, 1, 7, 4, 13,5, 1, 7, 4, 13,5, ... 

(call this the key sequence) for as long as necessary and "adds" it to the 
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message, say 

Message S E N 0 M 0 R E M E N A N 0 M 0 R E A R M S 

Key Sequence 7 4 13 5 7 4 13 5 7 4 13 5 7 4 13 5 7 

Enciphered 

Message T L R Q R P Y Z J 0 H R Q R P Y N W N Z. 

The changing shifts even out the overall letter frequencies, defeating the 
kind of analysis used to break Caesar ciphers, but the characteristic fre
quencies are retained in subsequences of the enciphered message corres
ponding to repetition in the key sequence (every five places in the above 
example). If we can find the length of the key's period, letters can be 
identified by frequency analysis. 

The period can indeed be discovered, by looking for repeated blocks in 
the enciphered message. Some of these will be accidental, but a large 
proportion will result from matches between repeated words or subwords 
of the message and repeated blocks in the key sequence. When this happens, 
the distance between repetitions will be a multiple of the period. In our 
example, the block RQRPYI is undoubtedly a true repeat; the distance 
between its two occurrences is 10, indicating that the period length is 10 
or 5. Examining all the repeats in a longer enciphered message we will find 
a majority at distances which are multiples of 5, at which time we will know 
that the period is 5. 

The ultimate generalization of the Vigenere cipher was proposed by the 
American engineer G. S. Vernam. Let the key sequence be arbitrarily long 
and random, and use successive blocks of it for successive messages. If we 
assume an upper bound N on the length of all possible messages then we 
take the number of keys to be at least as large as N. All keys are equally 
likely. A commonly used method is a modulo 26 adder (or a mod 2 adder 
for implementation in microelectronics). If the message is m = m[m2'" mn 
and each mi is represented by one of the integers from 0 to 25 and each ki 

is a number between 0 and 25 then the resulting cryptogram is c = C[ C2 ••• 

where Ci = mi + k i (mod 26). This system is called a one-time pad and its 
name is derived from the fact that for enciphering one utilizes written pads 
of random numbers to obtain the sequence k[ k2 ... kn and one uses each 
key tape only once. This is a cumbersome method, because both sender 
and receiver need to keep a copy of the long key sequence, but it is clearly 
unbreakable-the randomness of the key means that any two message 
sequences of the same length are equally likely to have produced the 
message, the cryptogram. A one-time pad is used for the hot line between 
Washington and Moscow. 

The increase in security from Caesar cipher to one-time pad depends on 
increasing the length of the key. For a Caesar cipher the key is a single 
number between I and 26 (the length of shift), for a periodic Vigenere 
cipher it is a finite sequence of numbers, and for the one-time pad it is a 
potentially infinite sequence. The longer the key, the harder the cipher is 
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to break, but for all the classical ciphers it is possible for an opponent to 
reconstruct the key by an amount of work which does not grow too exhor
bitantly, relative to key size. 

Next we consider matrix methods based on investigations by HILL. A 
mapping from the space (lq)n into itself, defined by 

b = Ka +d with K E (lq)~, 

is injective if and only if gcd( det K, q) = I. Therefore we can generalize 
modular enciphering as follows. 

2.6 Definition. A Hill cipher (key) with matrix K is a mapping from (lq)n 
into itself, defined by a ~ Ka + d, such that gcd( det K, q) = I. 

For enciphering we subdivide the plaintext into blocks of n letters each, 
replace each letter by its corresponding element in lq and write this in 
columns. Then we apply the given linear transformation to each block a. 
In this context the so-called involutory (or self-inverse) matrices K, defined 
by K2 = I or K = K- 1, are convenient to use since in deciphering we do not 
have to evaluate K- 1 separately. A cryptogram which is constructed accord
ing to 2.6 can be deciphered if a plaintext word of sufficient minimal length 
(depending on n) is known. For n = 3 and q = 26 one can show that such 
a word of length ~ 4 is sufficient. For n = 2 such a cryptogram can be 
deciphered even if no word of minimal length is known in the plaintext. 
In this case all possible involutory 2 x 2 matrices mod q are determined 
and tried. (There are 736 such matrices.) For larger n, deciphering by this 
trial and error method is no longer feasible, since, e.g. there are 22 involutory 
3 x 3 matrices mod 2,66,856 such matrices mod 13, and therefore 1,360,832 
involutory 3 x 3 matrices mod 26. 

2.7 Example. We assign to the 26 letters of the alphabet the integers from 
o to 25 as follows 

ABC D E F G H I J K L M N 0 P Q R STU V W X Y Z 

19 2 21 0 4 7 6 9 17 24 II 15 14 13 12 16 18 I 25 20 3 22 5 8 23 10 

Using the involutory matrix 

we form 

(3) 
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Here ah a2 are the numbers of letters in the plaintext, which has been 
divided into blocks of two. If the plaintext is CRYPTOLOGY, we divide 
this into pairs, CR YP TO LO GY; in case of an odd number of letters we 
add an arbitrary letter. To each pair of letters corresponds a pair ah a2 in 
(3), which determines bh b2• Since CR~ala2 = 21 I, we have 

bl =4,21 +7·1 = 13~N, 

b2 = 9 . 21 + 22 . 1 = 3~U, 

i.e. CR is enciphered as NU, etc. o 

These methods are fixed transposition methods. Variable methods can 
be obtained which are similar to (l) and (2) (preceding 2.5) by subdividing 
the plaintext into blocks, each of which contains n letters, such that by 
substitution with elements in lq, the plain text is of the form 

af ar .. 
A variable matrix method is obtained by letting fm(a) := bm := Ka + dm, 

where gcd( det K, q) = I, and with 

(4) 

or 
dm = Cbm _ 1 with given C E (lq)~, bo given. (5) 

2.8 Example. A variable key according to (4) for enciphering CRYP
TOLOGY is given by 

(1 2 
:). C~ (~ 1 1 ) ~~m· K= 2 5 03, 

1 2 2 0 
(6) 

( b
a 

) (
1 2 3) r) bi2 = 2 5 6 ai2 

bi3 1 2 4 ai3 

(4 1 1;->') + 2 0 3 a i-I,2' 

1 2 0 a i -I,3 

We use the simple association A~O, B~l, etc. as in 2.3. For the first group 
of three letters we obtain 

C~2, R~17, Y~24, 
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i.e. CRY = (ail, ai2, aiJ) = (2, 17,24). Thus 

Deciphering means determining the inverse transformation of the transfor
mation (6). 0 

Enciphering by using a linear system of equations C = KP can be done 
by replacing the constant matrix K by a matrix with variable elements, i.e. 
by a matrix with parameters. We assume that the determinant of K is 
independent of the parameters and also that it is relatively prime to 26. A 
simple form for such matrices is the lower triangular matrix 

o 

t~J 
where t,1o ... , tnn are fixed numbers with gcd( tii, 26) = I, while the other tij 
(i > j) might be variable. 

2.9 Example. Let K( t) be the matrix 

(21 ~ I 
0 0 

0) K(t) = 
3 0 o 4 

2 5 ~ E (ZZ6)4, 

t + 1 

with an arbitrary parameter t E ZZ6' For each such t we have det K(t) = l. 
o 

The notation K(t) indicates that the matrix K depends on t. Let 

b=K(t)a+d 

and assign a special value to t for each vector ai in the plaintext, say ki ; 

then 2.7 gives 

bi = K(k;)aT. 

In general K-'(t) is complicated, but we can make K-'(t) linear in t by 
letting K(t) = G + tH, with (det G, 26) = I, where G, H are constant 
matrices satisfying H = XG, and X2 = O. Then 

K-'(t) = G-' - tG-'X. 

A suitable matrix X with the property XZ = 0 is, say, X = QNQ-', where Q 
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is an arbitrary invertible matrix and N is a matrix of the form 

N= 

o 

o 
with r::5 [nI2]. A suitable "key matrix" K(t) is of the form 

K(t) = G + tXG = G + tQNQ-1G. 

279 

It is advantageous to use involutory matrices K(t). Then K(t)2 = I or 
K(t) = K-1(t). Such matrices are determined by choosing 

K(t) = Q(J - tN)Q-\ 

where Q is an arbitrary invertible matrix with constant elements, N is as 
above, and J is given by 

jl 

o -I 

J= 

. as 

withjh ... ,jr constant, where ah ... , as are either + 1 or -1 and s + 2r = n. 
We now describe permutation keys. Let f q be a finite field with q = pn 

elements and let ( be a primitive element of f q. Each element of f q can be 
expressed in the form 

( ) yn-I yn-2 a= Co, ••. ,Cn-1 =CO~ +CI~ + .•. +Cn-h 

f q consists of all elements of the form {O, (, ... , (q-I}. The primitive element 
is a zero of a primitive irreducible polynomial! over f p" We denote the integer 

as the field-value of the element a in f q" 
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2.10 Example. Let f = x 3 + 2x + I be a primitive polynomial with zero l 
in 1F33. The elements of 1F33 are given in the following table. Column (l) will 
be used in the enciphering of plaintexts. Column (2) represents the field 
values of the elements in 1F33. In column (3) we describe the elements of 1F33 

in vector form COCI ••• Cn-I. Column (4) gives the exponents of the powers 
lj of the elements of the cyclic group IFj3. 

(1) (2) (3) (4) (1) (2) (3) (4) 
A 0 000 0 0 14 112 11 
B I 001 26 P 15 120 4 
C 2 002 13 Q 16 121 18 
D 3 010 I R 17 122 7 
E 4 011 9 S 18 200 15 
F 5 012 3 T 19 201 25 
G 6 020 14 U 20 202 8 
H 7 021 16 V 21 210 17 
I 8 022 22 W 22 211 20 
J 9 100 2 X 23 212 5 
K 10 101 21 Y 24 220 23 
L 11 102 12 Z 25 221 24 
M 12 110 10 w 26 222 19 
N 13 III 6 0 

2.11 Definition. A polynomial g E IF q[ x] is called a permutation polynomidl 
of IF'I' if the polynomial function g induced by g is a permutation of IF q-

If A is an alphabet with q letters then a key can be defined as follows. 
First we determine a one-to-one correspondence between the q letters of 
A and the q letters of IF q. If PI P2P3 ... is a plaintext then let al a2a3 ... be 
the corresponding sequence of elements in IF q. This sequence will be mapped 
into g(al)g(a2)g(a3) ... by using a permutation polynomial g over IFq• The 
elements g(aj) are represented as letters of A and form a cryptogram. If 
f: A ~ IF q is bijective and PEA then 

P ~ f(P) ~ g(f(P» ~ jl(g(f(p))) 

is a key j log 0 f. If we use permutation polynomials gj in enciphering, we 
obtain a variable key. 

2.12 Example (2.10 continued). Columns (1) and (3) give the association 
between the letters of the natural alphabet and 1F33 and w denotes the 
twenty-seventh letter. Thus A = 000, H = 021, etc. Let gj = ajX + bj, a ~ 0, 
and let aj and bj be determined by 

i = 1,2, ... 
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with initial values 

al = 021 = {16, a2 = III = {6, bl = 002, b2 = 1l0. 

The enciphering of the word GALOIS is given by 

(a) G A L 0 I S 
(b) 020 000 102 112 022 200 
(c) 14 0 12 II 22 15 
(d) 16 6 22 2 24 
(e) 120 III 202 002 211 021 
(f) 002 110 112 222 001 220 
(g) 122 221 Oil 221 212 21l 
(h) R Z E Z X W 

The rows can be calculated as follows: (a) plaintext; (b) vector form; 
(c) exponents of the elements (l = t; (d) exponents t of the powers t of 
a i ; (e) vector form of the products ai(li, i.e. (c) + (d) mod 26; (f) vector 
form of b i ; (g) vector form of Yi = ai(li + b i of (e) + (f); (h) cipher descrip
tion of (f) and (a). D 

PROBLEMS 

I. Use ALGEBRA as a key word (sequence) in a Vigenere cipher and encipher 
CRYPTOGRAPHY. 

2. Find a random sequence of 0-1 by flipping a coin and use this sequence in a 
one-time pad to encipher THEMESSAGEISFAKED. 

3. Use the key word ALGEBRA in a Vigenere cipher to encipher the message 
SECRET CODES. 

4. Encipher the message CIPHER according to the method of Example 2.5. 

5. Let Z29 be the plaintext and ciphertext alphabet of a Hill cipher. Let 

(27 I) 
K = 16 14 

be the enciphering matrix. Encipher the message 18 4 2 20 17 8 19 24. Also 
find the inverse of K (mod 29). 

6. Decipher the cryptogram TXO of Example 2.8 which was obtained by using 
the variable matrix key given in 2.8. 

7. Let K be the matrix of a Hill key; let n = 3. Use K to encipher SECURITYIS
VITAL, 

K =(1;1 \: 2~). 
2 2 19 

Also find K- 1 (mod 26). Decipher LNSHDLEWMTRW. 
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8. We use the notation immediately after 2.9. Let 

N ~ (: 
I 

:), (" 
6 

12) 0 Q= 6 13 24 , 

0 12 24 23 

(24 
13 

18) (25 2 16) 
X= 10 0 I~ , G= 2 25 I~ . 

20 0 16 10 

Determine K(t) and K-1(t). Encipher the message KEY. 

9. Let N, Q and X be as before and let 

G~(: 
9 10) 19 2 . 

12 14 3 

Construct an involutory matrix K( t). 

10. How many involutory 3 x 3 matrices are there (mod 2)? 

II. Use the permutation polynomials g, = aix 3 + b, of 1F27 (with a, and bi given in 
Example 2.12) to encipher the message SECRET according to the method of2.12. 

12. A Hill cipher can also be constructed by using blocks of four message characters 
abed and forming a 2 x 2 matrix 

which is enciphered as the matrix product KM with a Hill key K. Suppose letters 
A through Z are denoted by 0 through 25, a blank by 26, a full stop by 27 and 
a comma by 28. Suppose the key 

K= G !) 
was used for enciphering to obtain MA.AFWHEHbFLSVCL. Decipher this 
cryptogram. 

B. Public-Key Cryptosystems 

In the usual form of cryptosystems discussed so far the secrecy of the 
transformation of a message is preserved by making the algorithm depend 
on a secret key. We use the same key for enciphering and deciphering and 
call such systems single-key systems. A different type of system, the public-key 
cryptosystem, is based on the observation that encipherment procedure and 
key do not have to be the same as decipherment procedure and key. The 
purpose of public-key cryptosystems is to remove the difficult requirements 
that the key must be kept secret. Distribution of keys in a large organization 
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can be expensive and risky and the problem increases as the size of the 
communicating community increases. 

In public-key cryptosystems, the desirable features of the cipher in terms 
of an enciphering method E and a deciphering method Dare: 

(i) Deciphering an enciphered message M yields M, i.e. 

D(E(M» = M. 

(ii) E and D can be easily computed. 
(iii) E can be made public without revealing D. 
(iv) Enciphering a deciphered message M yields M, i.e. 

E(D(M» = M. 

In 1976 Diffie and Hellman called ciphers with such properties public-key 
cryptosystems. During the following years several examples of such ciphers 
have been developed, some of them were found insecure soon after, the 
security of others is still open. 

There are some interesting applications. If a person B wants to receive 
messages he places his enciphering method, EB, in a public directory (like 
a telephone directory), enabling anyone else to communicate with him in 
guaranteed privacy, since only B has the deciphering method, DB' 

B can also "sign" messages he sends to another person A, so that A is 
assured of their authenticity. To sign a message M, B first computes the 
"digital signature" 

then, if he is communicating with A, he looks up EA in the directory and 
sends EA(S). He also sends the uncoded message of which he, B, is the 
author. A will be able to check the truth of that, as we shall see. Since A 
has the deciphering procedure D A, she can first compute 

obtaining the signature S, and then use EB from the directory to obtain the 
message M: 

Since only B can have created an S which deciphers to M by EB , A knows 
that M can only have come from B. 

(Here we are assuming that only a tiny fraction of symbol sequences 
actually are meaningful messages M, as is the case for sequences of letters 
in the English alphabet. Then any forgery S' is likely to be detected, because 
of the miniscule probability that EB(S') will be a meaningful message M'. 
This protection against forgery is analogous to the way error correcting 
codes give protection against random errors, namely, by having only a small 
fraction of possible binary blocks actually in the code cf. STILLWELL.) 
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As a concrete example suppose a test ban treaty for monitoring nuclear 
tests between country A and country B proposes that each nation place 
seismic instruments in each other's territory, to record any disturbances and 
hence detect underground tests. It is possible to protect the instruments (in 
the sense that they can be made to self-destruct if anyone tampers with 
them) but not the channel which sends their information (the host nation 
could cut the wires and send false information). Furthermore, if information 
is sent in ciphered form, the host nation may suspect that unauthorized 
information is also being sent, in addition to the agreed-on seismic data. 

A digital signature system is the ideal solution to this problem. Nation 
B's seismic station contains a computer which converts the message M to 

Nation A cannot substitute any S' for S, because of the overwhelming 
probability that EB(S') = M' will not be meaningful, and hence nation B 
will detect the forgery. However, nation B can supply A with the procedure 
EB, which A can then use to recover 

and thus be reassured that only an authorized message M is being sent. 
The trapdoor one-way function is crucial for the construction of public

key cryptosystems: A function f(x) is called a one-way function if f(x) can 
be computed for given x, but for almost all values of y in the range of fit 
is computationally infeasible or impracticable to find x such that y = f(x), 
that is, the computation of the inverse of f( x) can be said to be impracticable. 
f is a trapdoor one-way function if it is easy to compute its inverse given 
additional information, namely the secret deciphering key. One-way func
tions must lack all obvious structure in the table of f(x) against x. The finite 
exponential used in the RSA cryptosystem, to be described below, is an 
example of such a function. 

The first public-key cryptosystem we consider is based on the difficult 
problem of selecting from a collection of objects of various different sizes 
a set which will exactly fit a defined space. Expressed in one-dimensional 
terms this is equivalent to selecting rods of different lengths which, put 
end-to-end, will exactly equal a specified length K. This problem is called 
the knapsack problem. First we express the knapsack problem in symbolic 
form. Let y = (Yt. ... ,Yn) be the components of the knapsack written as a 
vector. In order to fill a specified knapsack a selection of these numbers is 
added together to form the total. This selection is a binary array a = 
(at. ... , an), in which ai = 0 means that the ith value of y is not chosen, 
ai = 1 means that it is chosen. If this selection of components fits the size 
of the knapsack then 

K =y'a 

where· denotes the scalar product of vectors. Usually it is not easy to find 
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a when only K and yare given. In the application to cryptography a is the 
plaintext and K is the ciphertext. Cryptanalysis means solving the knapsack 
problem, that is given K and y, find a. Deciphering means knowing a secret 
way to find a much more easily than by solving the general problem. It is 
known that determining a given knapsack problem with sum K and vector 
y = (y" ... ,Yn), such that K is the sum of some y/s, belongs to a class of 
problems for which no polynomial time algorithm is known (one says it is 
an NP-complete problem). However, the complexity of a knapsack depends 
largely on the choice of y. A simple knapsack is one where Yj> 
YI + ... + Yi-" for i = 2, ... , n, and in this case it can be decided in linear 
time whether there is a solution and a simple algorithm will find it, if it 
exists. The basic idea of using a knapsack for a cryptosystem is to convert 
a simple knapsack into a complex one, a trapdoor knapsack. This is done 
by choosing two large integers k and q, (k, q) = 1, and then forming a new 
trapdoor knapsack z = (z" ... , zn) from a given knapsack vector y by letting 
Zi == kYi (mod q). Knowing k and q makes it easy to compute K == 
k- I L (mod q), where L is assumed to be the sum of some of the Zj, forming 
the given knapsack problem. Multiplying L by 1/ k transforms L into K 
and reduces the given difficult knapsack with sum L and vector z into the 
easy knapsack with sum K and vector y. This method can be used for a 
cryptosystem, where z = (z" ... , zn) is the public key, the private keys are 
k and q in the calculation Zi == Icyi (mod q) for a given trivially solvable 
knapsack vector y, with Yi > YI + ... + Yi-I for i = 2, ... ,n. A message 
a = (a" ... ,an) in binary form is enciphered by computing L = 
aizi + ... + anz", which is transmitted. 

It is thought that the security of some cryptosystems can be increased 
by repeating the enciphering procedure using new parameters. Iteration (or 
multiple encryption) does not always enhance security but in the case of 
the trapdoor knapsack it was initially thought to work by constructing 
doubly (or multiply) iterated knapsacks. But today attacks on simple and 
doubly iterated knapsacks are known; for mUltiple knapsacks used for 
constructing cryptosystems security is also in serious doubt. To obtain a 
doubly iterated knapsack, we choose large coprime integers kl and ql and 
construct a new knapsack vector u = (u" ... , un) where Ui == k1zi (mod ql)' 
This process can be repeated as often as desired. It is not clear to an 
unauthorized receiver whether one or more iterations are used, since all 
keys k, q, k" q" ... are secret. In practical applications it has been suggested 
that n be at least 200, and that other conditions on q, Yi and k are imposed. 
However, in 1982 Adi Shamir made a successful attack on a basic variant 
of the trapdoor knapsack system, whose security has been suspect already 
since its introduction in 1976 by Merkle and Hellman. Nevertheless, we 
describe the knapsack cryptosystem more specifically. First the letters of 
the alphabet A are replaced by the elements of (Z2)1, for suitable values of 
t. Then we subdivide the resulting O-l-sequences into blocks (a" a2 , ••• , an). 
Let q E fill and let x = (x" ... ,xn ) be a fixed vector in (Zq)". A block 
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a = (a" ... , an) is enciphered as an element bE 7l.. q by means of: 

a ~ b := a' x = a,x, + ... + anxn· 

Here we have a mapping from A = (71.. q ) ~ into B = 7l.. q ; this is not a key in 
the sense of 2.1. In order to make this enciphering method into a key (to 
enable deciphering), the authorized receiver has to possess additional infor
mation. There are several ways to do this. We give an example. 

2.13 Example. Let t = 5, i.e. we replace the letters of the alphabet by 5-tuples 
of elements in 7l.. 2• 

A B C D E F G H J K 

00000 00001 00010 00011 00100 00101 00110 00111 01000 01001 01010 

L M N 0 p Q R S T U V 

01011 01100 01101 01110 01111 10000 10001 10010 10011 10100 10101 

W X Y Z ? + 

10110 10111 11000 11001 11010 11011 11100 11101 11110 11111 

Here + represents a space. Now we choose n = 10, q = 19999 and a vector 
y = (4, 10,64,101,200,400,800,1980,4000,9000) E (71..'9999)1O. In y each 
coordinate is larger than the sum of the preceding coordinates if we regard 
the elements as integers. We form a new vector 

x = 200y = (800,2000,12800,201,2,4,8,16019,40,90) E (71..'9999)1O. 

If we wish to encipher the word CRYPTOLOGY we subdivide the message 
into groups of two: CR YP TO LO GY and encode: 

Also: 

CR = 0001010001 

~ (0,0,0,1,0,1,0,0,0,1) 

. (800,2000, 12800,201,2,4,8, 16019,40,90) 

= 295. 

YP~ 18957, TO~ 17070, LO~ 18270, GY~ 13013. 

Thus the enciphered plaintext is 

(295,18957,17070,18270,13013) E (71..'9999)5. 

If the receiver obtains the message 

w = (2130,18067,17034) E (71..'9999)3 

then we decipher it as follows. We evaluate 200-'w = 100w E (71..'9999)3. For 
the first component, say, we obtain 13010 = a . y = 4a, + 10a2 + ... + 
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9000alO, where a = (al>"" alO) with ai E {O, I} represents the original first 
part of the message in numerical form. 

13010 can only be represented in the form 

1 . 9000 + 1 . 4000 + 1 . 10 = lOa2 + 4000a9 + 9000alO, 

if we subtract from 13010 the numbers 9000, 4000, etc. Thus one obtains 
a = (0, 1, 0, 0, 0, 0, 0, 0, 1, 1)~0 1 000 000 11 ~ ID. The surprised receiver 
continues deciphering 6790 = a* . Y and 3485 = a** . y and indignantly 
reads the message (a, a*, a**): 

a* = 6790~IO, a** = 3485~ T! o 
We summarize these steps in the following remark. 

2.14 A Trapdoor-Knapsack Method. For sending a plaintext message, choose 
a correspondence between the letters of the alphabet and (Z2)', i.e. replace 
letters by t-tuples of zeros and ones. Then choose numbers q and n such 
that tin and a vector y E (Zq)" such that Yi > YI + ... + Yi-I for 2 :5 i:5 n. 
Also choose a number k with (k, q) = 1. Then we encipher and decipher 
as follows: 

Enciphering. Form x:= ky, divide the original plaintext message into 
blocks of n / t letters, and replace these by blocks of zeros and ones of length 
n. Multiply these blocks by the vector x. 

Deciphering. Multiply the received sequence by k- I E Zq (which exists, 
since (k, q) = 1). Each term in the sequence corresponds to one 0-1-
sequence of length n. Interpret this as a group of n/ t blocks of t letters 
each. 0 

Here n, q and x are openly published in a directory. The number k is 
kept secret between the participants. This method has one great advantage. 
If we want to enable many participants to exchange information (e.g. 

. (1000) between say 1000 branches of a bankmg group) we would then need 2 ' 

i.e. some half million arrangements between 1000 participants. This method 
makes it possible for each participant to openly announce a vector x 
(similar to telephone numbers). The association letters~numbers and the 
numbers nand q can be openly agreed upon by the participants (e.g. the 
banking group). If participant A wants to transmit a message to participant 
B, she looks up B's vector x (e.g. given in a register) and multiplies her 
message "piecewise" by x. Then the enciphered message can be transmitted 
openly. Only B is capable of deciphering the received message, because 
only he knows k and thus only he can restore the original message. 

A similar cryptosystem is based on a multiplicative knapsack. Here we 
try to find a selection from a collection of numbers, the product of which 
equals a specified number. We impose the condition that the components 
of the knapsack vector y should be relatively prime. To represent a binary 
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number a = (a h ... , an) we could form (ai, Yi,) ... (ai,Y;') = K, for all those 
ai, I :::; i:::; n, which are nonzero, say ai" I :::; j :::; r. A reversal of the operation 
would recover a with ease, by successive division of the elements of y into 
K. Let p be a prime (of the form 2n + I) larger than the product of all the 
vector elements. Then y is transformed into an additive knapsack vector y' 
by choosing a base b and computing 

bY; == Yi (mod p). 

Let K' = y' . a be the additive knapsack and form 

K == b K ' (mod p). 

Having obtained K with the secret information, p and b, we find that solving 
for a is trivial using the secret values of y. 

Next we describe a public-key cryptosystem whose security seems to be 
very high. It is based on the power function as a one-way function. This 
system is due to RIVEST, SHAMIR and AOLEMAN (therefore called the RSA 
cryptosystem). For the description of this cryptosystem we need an elemen
tary result from number theory. The reduced set of residues (mod n) is the 
subset of {O, I, ... , n - I} consisting of integers relatively prime to n. 

Euler's <p-function <p (n) gives the number of elements in the reduced set 
of residues (mod n). For a prime p, obviously <p(p) = p - l.1t can be easily 
verified that <p (pq) = (p - I) (q - 1) for distinct primes p and q. If arbitrary 
integers a and n are relatively prime then Euler's theorem says that a<l>(n) == I 
(mod n). This is a generalization of Fermat's (Little) Theorem: For p prime 
and for every a relatively prime to p we have aP - 1 == I (mod p). Euler's 
theorem implies that if 

st == I (mod <p(n», 

then m == c' (mod n) is the inverse of c == m S (mod n). If m is a plaintext 
number and c the corresponding ciphertext after using the enciphering key 
sand n, then the deciphering key t restores the original m. t can be calculated 
as the multiplicative inverse of s modulo <p(n) by using the extended 
Euclidean algorithm. Since st == I (mod <p(n) is equivalentto st = I + k<p(n) 
for a suitable integer k, and since gcd(s, <p(n» = I we can represent this 
gcd as a linear combination of sand <p(n). That is by retracing the steps 
in Euclid's algorithm for finding gcd we can find integers t and k such that 
st = I + k<p(n). 

First we give a simple version of a cryptosystem for enciphering and 
deciphering a message given in base 100 digits, which are subdivided into 
r-digit words by collecting the digits into r-digit base 100 numbers. For 
instance, if we associate A, B, C, ... with 01,02,03, respectively, then ABEL 
becomes 01 02 05 12. If we want r = 2 digit words in base 100 then 
0102 0512 are the corresponding "words". For n a prime the system 2.15 
is due to Pohlig and Hellman. 
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2.15 Remark. Choose some numbers n, SEN such that (s, 4>(n)) = I and 
such that no prime dividing n is smaller than the largest possible message 
word. Then there exists atE N such that st == 1 (mod 4>(n)). Therefore, by 
elementary number theory, if (m, n) = 1, (m S )' == m (mod n). 

Enciphering. A message word m is enciphered as m S = v (mod n). 
Deciphering. A received cipherword z is deciphered as z' == m (mod n). 

o 

2.16 Example. Let n = 101 and s = 3. Then 4>(n) = 100, and we find t = 67 
such that st == 1 (mod 100). If the alphabet A, B, C, ... ,Z is replaced by 
the numbers 1,2,3, ... ,26 then the word A L G E BRA is replaced by 
1 12 7 5 2 18 1. This is enciphered using 13 == 1 (mod 101), 123 == 
11 (mod 101), 73 == 40 (mod 101), etc. The corresponding cipher word is 
1 11 40 24 8 75 1. Deciphering is performed by raising each number in 
the received word to the power t = 67. 0 

The important RSA cryptosystem is based on n being the product of two 
large prime numbers of approximately equal size. The message gets split 
up into blocks and each block, regarded as an integer, must lie between 0 
and n - 1, since we try to perform an encryption (mod n). Let n = pq and 
let s be relatively prime to 4>(n) = (p - 1)(q - 1). Then nand s (but not 
the prime factorization of n) can be made publicly known, usually by the 
receiver, and form the encryption key. The method is based on the fact that 
for large n it is virtually impossible to find t such that st == 1 (mod 4>(n)), 
without knowing the factorization of n. This is a generalization of Fermat's 
theorem. Only the authorized receiver knows this factorization of n into p 
and q. Enciphering consists of transforming the message into a number 
sequence. Each number or block of numbers is raised to the power sand 
is reduced modulo n. For deciphering we find the element t which is the 
inverse of s, being in the prime residue class group modulo n of order 
4>(n) = (p - l)(q -1). We use the extended form of the Euclidean 
algorithm to find t. This is easy to do if we know p and q, but it is extremely 
difficult or computationally infeasible if we only know n, for large n. The 
unauthorized decipherer thus has the problem of factoring a number into 
prime factors. If n has 200 digits even the fastest computer will (in 1984) 
need years in order to factorize n. It is believed that the RSA cryptosystem 
will be secure for the next 10 to 20 years if one uses a well-chosen 512 bit 
number n, or even a 1024 bit number when the need arises. 

We give two numerical examples of the RSA public-key cryptosystem 
in order to demonstrate this method, but we have to mention that the values 
of the crucial parameters chosen here are too small to provide any security, 
i.e. too small to ensure that parts of the calculation are not feasible for an 
unauthorized interceptor. 

The first example is easily done by trivial calculations; the second one 
involves slightly larger numbers. 
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2.17 Example. Choose n = pq = 3 . 11 = 33 and s = 3. Then 
ALGEBRA= 1,12,7,5,2,18,1 is enciphered as 1, 12, 13,26,8,24,1 
by computing 13 == 1 (mod 33), 123 == 12 (mod 33), etc. We find t = 7 such 
that, by the Euclidean algorithm, st = 1 + k20 or equivalently st == 
1 (mod 20), 20 being q,(33). To decipher 17, 26, 12, 12, 9 we calculate 
177 == 8 (mod 33), etc. and find that the message was HE L L O. 0 

2.18 Example. Let n = 11023 = 73 . 151 = P' q, s = 11. Now we assume 
that the letters A, B, C, ... ,Z correspond to 00,01,02, ... ,25, respec
tively. The message I L IKE A L G E BRA, then becomes 
081108100400110604011700. We partition this string of numbers into blocks 
of equal length, say 0811, 0810, 0400, etc. This is enciphered by calculating 
811 11 == 867 (mod 11023), etc. 

The authorized receiver knows p and q, and that the exponents in 
congruences (mod n) are calculated mod q,(n). He finds t == S-1 (mod q,(n» 
to be t = 5891, evaluates 8675891 == 811 (mod 11023), etc. and finds the plain 
text by using the agreed upon correspondence between letters and numbers. 

o 

We note that the choice of p and q (and of the encrypting exponent s) 
does have to be conditioned in certain ways (see below) in order to deny 
the unauthorized interceptor a means of deciphering, which does not depend 
on the factorization of the modulus n. One condition is that p - 1 should 
have a large prime factor, say u, and that u - I should have a large prime 
factor. This ensures that the plaintext cannot be found by iterating the 
enciphering more quickly than by random search. A similar condition must 
hold for q. 

More generally, instead of the modulus n = pq one can consider an 
arbitrary integer n, which is larger than any number representing a message 
block. Then Euler's theorem says 

ac/>(n) == 1 (mod n) for a E lL., (a, n) = 1. 

It can be shown that 

aA(n) == I (mod n), 

where A(n) is the maximum period of the multiplicative group lL. n. Here 
A(n) is called the Carmichael function and is defined as follows: Let 
n = p~, ... p~, be the prime factorization of nElL., and let q,(pe) be Euler's 
function, then 

A(n) = lcm(A(pr'), ... , A(p~'», 

A( e) = {!q,(2 e ) for p = 2 and e > 2, 
P q,(pe) for p odd prime or p = 2 and e = lor 2. 
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It can be shown that for all a E 7L: 

if and only if n is free of(k + I)th powers and A (n) I u. From ast == a (mod n) 
it follows that st == I (mod A(n)). 

Earlier we used st == I (mod (p - I)(q - I)), which gives correct results, 
but could result in t being unnecessarily large, given s. In the special case 
n = pq Carmichael's function is A(n) = lcm(p - I, q - 1) and the RSA 
cryptosystem is based on the fact that it is impossible to find t from 
st == I (mod A (n)), if s is known but the primes p and q in n are unknown. 

As of this time it is not known whether the RSA public-key cryptosystem 
(with additional conditions on the primes p and q) satisfies all of the 
requirements listed above, making the factorization of n = pq infeasible 
and thus the cipher unbreakable. 

McEliece has given an example of connecting special cyclic codes and 
cryptography to obtain a safe method for transmission of information. He 
uses a so-called Goppa code of length n = 2m , which is a t-error-correcting 
code over 1F2m, defined by the parity-check matrix 

H = (. ~~~~~;" ... : : : ... ~~~~:~)',). 
a '-Ig(a )-1 a,-Ig(a )-1 I 1 • • • n n 

Here ai, ... , an are the elements of 1F2m and g is an irreducible polynomial 
of degree t over 1F2 m. From this we can find a generator matrix G (see 
Chapter 4), which is a k x n matrix where k = n - mt. The message a is 
encoded as c = aGo G can be scrambled by using a random invertible k x k 
matrix S and a random n x n permutation matrix P and forming G' = SGP. 
This matrix G' is "published" but the matrices S, G, P are kept secret 
between sender and receiver. A message k-tuple a is enciphered as u = 

aG' + z, where z is a random vector containing t ones, chosen by the sender. 
To decipher the received word u, one has to calculate up- I = (as)G + zP- I . 

This is decoded by the t-error-correcting Goppa code to obtain as and 
therefore a. An unauthorized interceptor has the task of decoding a code 
defined by G', which is a large, random-looking code. SLOANE gives the 
numerical example that for n = 210, t = 50 there are about 10149 possible 
choices for g(x) and an even larger number of ways of choosing Sand P. 
The dimension of such a code is at least k = 524 and the eavesdropper is 
faced with the problem of decoding an apparently random 50-error
correcting code of length 1024, a virtually impossible task. 

In the literature on public-key cryptosystems several aspects are con
sidered in detail, such as the authentication problem and signatures, extra 
precautions for security, how to calculate powers, and how to find suitable 
prime numbers. 
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In conclusion it should be stated that at present the most widely used 
cryptosystem is the data encryption standard (DES). It is anticipated that 
it will be safe for a number of years to come (see DIFFIE). To break it is 
one of the great challenges in cryptography. 

DAVIES, PRICE and PARKIN mention that the principal advantage of the 
public-key cryptosystem for privacy in communication is that it avoids the 
need to distribute secret keys. The keys which are distributed are public 
keys and they can be associated with the intended recipient of the message 
so that, assuming the corresponding secret key used in decipherment is 
secure, the message can be deciphered only by the intended recipient. Since 
anyone, with the aid of the public-key, can produce an enciphered message, 
the cryptosystem in its simple form gives no information about the origin 
of the message and therefore message authentication is an important extra 
requirement. 

The use of the public-key cryptosystem for signatures is effective only 
for those versions which introduce no redundancy in the ciphertext and 
therefore allow their inverses to be used as message transformations. For 
this subclass of public-key systems a form of authentication can be employed 
which gives the message 'an unforgeable transformation that associates it 
with the sender, since only he could give the transformation which can be 
inverted to produce the message by means of his public key. The two 
transformations can be combined, one producing secrecy and the other 
producing authentication. For signatures, the RSA system is a very good 
technique. So with the present state of knowledge one could advise use of 
the RSA system for exchanging or distributing keys with signed messages 
in combination with the DES or a similar algorithm for encipherment. 

PROBLEMS 

I. Find the multiplicative inverse of 791 modulo 3120. 

2. Use an algorithm given in the Appendix to test 1987 for primality. 

*3. Show that primitive roots modulo a prime p can be found by using Exercise 
20, assuming the factors of p - 1 are known. Furthermore, in the case of 
p = 2q + 1, P and q primes, a primitive root modulo p can be found by 
calculating p - b2, for a b between 1 and p - I. 

4. Let q = 9291, y = (15,92,108,279,563, 1172,2243,4468), k = 2393. Use a 
trapdoor-knapsack algorithm with these parameters to encipher a binary 
message 1 0 1 I 0 0 0 1. 

5. Write a computer program for solving a simple knapsack. 

6. Let y = (14,28,56,82,90,132,197,284,341,455) be a knapsack vector. How 
many binary vectors can you find such that a· y = SIS? Repeat the question 
for 516 instead of 515. 

7. Let (1,2,22, ••• ,2"-1) be a knapsack vector. For which values of K can we 
solve the corresponding knapsack problem with sum K? 
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*8. Let b be a primitive root modulo a prime b then b i (mod p) is easy to compute. 
Conversely, given bk (mod p) to find k is conjectured to be difficult. (This is 
called the logarithm problem.) Design a public-key cryptosystem that uses the 
logarithm problem for defining a one-way function. 

*9. Given the knapsack vector (al> ... , an), where ai> a1 + ... + ai-l for i = 

2, ... , n, construct a linear-time algorithm for determining whether the knap
sack problem K = ai, + ... + ai, has a solution for given K. Here ai" ... , ai, 
form a suitable subset of the knapsack vector aI, •.. , an- If there is a solution, 
the algorithm should output it. Furthermore, show that this knapsack has at 
most one solution for any integer K. 

10. Use n = pq = 2867, s = 167, in an RSA cryptosystem to encipher the message 
ALGORITHM. 

*11. Describe an RSA cryptosystem which uses an integer n = n;=l pr', Pi primes, 
instead of n = pq. Which conditions do you have to impose on n? 

12. How can the RSA cryptosystem be used for digital signatures and authenti
cation? 

13. Suppose n = 2773 in an RSA cryptosystem. Determine the rest of the public 
key under the assumption that it should be the smallest three-digit number 
possible. 

*14. Rabin's public key cryptosystem uses an enciphering function which is not 
bijective. It is defined by enciphering a message M as 

C == M(M + b) (mod n), 

where n is the product of two approximately equally large primes, M is the 
message to be enciphered, and b is an integer with 0 :5 b < n. The integers n 
and b are the public keys, the prime factors p and q of n are private. Show 
that for deciphering we have four solutions for M, given C (mod n). Also 
show that it suffices to solve the two congruences 

C == M(M + b) (modp), C == M(M + b) (mod q) 

to determine a solution to the original congruence. 

EXERCISES (Solutions in Chapter 8, p. 486) 

1. Suppose a Caesar cipher has been used and a received word is XTWTEL?C. 
Determine the original message ("?" represents an unreadable letter). 

2. Determine the number of different 2 x 2 matrix encipherings of 7.26• 

3. Find the complete enciphering of the word CRYPTOLOGY in 2.8. 

*4. Decipher: 
Z UZMZGRZ RH Z KVIHLM DSL RH SRTSOB VMGSFHRZHGRX 
ZYLFG HLNVGSRMT RM DSRXS BLF ZIV MLG VEVM IVNLGVOB 
RMGVIVHGYW. 
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5. Decipher the following cipher message assuming that a cipher alphabet derived 
from a normal alphabet by a linear transformation was used: 

R FX SNO FGYFRQ NG ONXNYNNZGNY R WFELTLLS PLTOLYQFP 
FSQ R CNEL ONQFP. 

Note: The frequency of the letters of the alphabet in a sample of 1000 letters 
in an English article is as follows: 

E130, T93, N78, R77, 174, 074, A73, S63, D44, H35, L35, C30, F28, 
P27, U27, M 25, Y 19, G 16, W 16, VB, B9, X 5, K3, Q3, J2, Z 1. 

6. Determine the values a which will make the matrix 

involutory, over l26. 

*7. The Playfair cipher utilizes a so-called Polybius square. The alphabet is written 
into the square (with I-J always combined), usually led off by a key word 
[PLAYF(A)IR in this example]: 

PLAYF 
IRBCD 
EGHKM 
NO Q S T 
UV WX Z 

To prepare the plaintext for encipherment, it is divided into digraphs. Where 
double letters could occur in the same digraph, a prearranged letter is inserted 
between the pair. Encipherment is performed for each digraph by using the 
Polybius square with the following rules: 
(l) if the two letters in the plaintext digraph appear in the same line, substitute 

for each one the letter immediately to its right; 
(2) if the two letters appear in the same column, substitute for each the letter 

immediately below it; Here the first column (row) is considered to be to 
the right (below) of the last column (row); 

(3) if the two letters are not in the same row or column, substitute for them 
the letters at the remaining two corners of the rectangle or square which 
they form, using first the letter on the same row as the first plaintext letter. 

Encipher: "Better late than never". 
Deciphering simply uses the reverse of the enciphering steps. Decipher the 

following ciphertext (where two plaintext words-written above the cipher
text-are known): 

NRPRU OBZD P U W SEW GGWHR 
E WN R N S MIN S A W P L E CPR C H 
A WK D L I B A B Q ALB I N S P I L 0 

wo m a n I e a 
ECMSC R G NN Y IDOL G D WB L B 
n i n g 
S N I K L I D V P 0 UF QUC D S B V C 
Z A B A C I L A V D S B TLB QEO AR 
ATZAE B P WP E AS HNT BUT Z P 
ARUHU R 0 HC N B Q B Q. 
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8. Determine all involutory matrices (mod 26) of the form 

H = (; !) with a2 + be "" I (mod 26). 

9. Encode and decode ALGEBRA IS FUN by using the 2 x 2 cipher matrix 

10. Find the determinant of 

(
I 0 2) 
2 3 2, 

010 

where entries are in lq. Also find the inverse of this matrix for odd q. 

II. (i) Prove: A 2 x 2 matrix M with determinant congruent to -I (mod 26) is 
involutory if and only if the sum of the elements in the main diagonal is 
congruent to 0 (mod 26). 

(ii) Find all involutory matrices (with determinant congruent to -I (mod 26» 
with entry all = 2. 

12. (i) Prove that Xk is a permutation polynomial of IF q ifand only if(k, q - 1) = 1. 
(ii) Given that X S + x3 +!x is a permutation polynomial of F27, use this 

polynomial to encipher the word GALOIS according to the procedure 
outlined before and in Example 2.12. 

*13. Prove that the method of Remark 2.15 is correct. 

14. Use n = 2803, r = 2 and s = 113 to encipher the word NO = 1415 according 
to 2.15. 

15. Estimate the number of digits in the following prime numbers: 

2127 _ 1, 180(2127 - If + I, 2607 - I, 23217 -I, 219937 - I, 244497 _1. 

16. Encipher ALGEBRA IS GREAT by using the method described in 2.13. 
Decipher the message (14800, 17152, 17162,2044, 11913,9668). 

17. Use the knapsack scheme with y = (23,57,91,179,353), n = p = 719 and k = 
299 to encipher the binary number 10110, and then decipher that number. 

18. Use the multiplicative knapsack scheme with y = (2,3,5,7), n = p = 223 and 
b = II, to encipher the binary number 0101. 

19. Find a numerical example which shows that the statement "an-I"" I (mod n) 
and a ". 0 (mod n) implies that n is prime" is not true. 

20. Give numerical examples for the following test: If for each prime p such that 
p divides n - I, there exists an a such that a(n-1)/p ". I (mod n) and a n- 1 "" 

I (mod n), then p is prime. 

*21. An integer N satisfying b N - 1"" I (mod N) is called a base b pseudoprime. 
Show that there are infinitely many composite base b pseudoprimes. Verify 
that 341 is a base 2 pseudoprime, also that 91 is a base 3 pseudoprime. 
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Moreover, N is called a strong base b pseudoprime if N = 2S t + I, for odd t, 
implies that either b' == I (mod N) or b'2' == -I (mod N), for some 0 oS r < s. 
Give an example of such a strong base b pseudoprime. Note that base b 
pseudoprimes are used in Rabin's primality test, see Appendix B. 

22. The lacobi symbol lea, n) is defined as follows 

lea, n) = {~(a/2' n)(-I) (n 2-1l/8 

l(n (mod a), a)(_I)(a-l)(n-l l/4 

if a = I, 
if a is even, 

if a > I is odd. 

Evaluate 1(6, 13). 

23. Use the following test due to Solovay and Strassen in a numerical example to 
show that a given number n is not prime. [This is an example of a probabilistic 
algorithm for checking primality. If the test has been passed f times then the 
remaining probability that n is non prime is less than r'.J Choose an integer 
a at random from I, ... , n - I, and then test to see if (a, n) = I and a(n- ll /2 == 
lea, n) (mod n). If n is prime then it always passes the test. If n is not prime 
it will pass the test for less than half of the values of a which are coprime to 
n. (See Appendix B for a computer program.) 

24. Use the following algorithm to calculate a2 (mod n) for a = 116, s = 27, n = 39. 
(a) Let bkbk - 1 ••• b1bo be the binary representation of s. 
(b) Set c = 1. 
(c) Set i = k. 
(d) Set c equal to the remainder when c2 is divided by n. 
(e) If bi = I then set c equal to the remainder when ca is divided by n. 
(f) Decrease i by 1. 
(g) If i < 0 stop, otherwise go to step (d). 

25. Let n = pq = 61 . 53 = 3233 and s = 37. Find t such that sf'" I 
(mod(p -l)(q -I). Use the enciphering key (t,3233) to encipher the first 
two letters of the message A L G E BRA. 

§3. Linear Recurring Sequences 

Linear recurring sequences and properties of finite fields are closely related. 
Examples of applications of linear recurring sequences occur in radar and 
communications systems. Radar is an abbreviation for "radio detection and 
ranging". It operates by the emission of electromagnetic energy with radio 
frequency, which is reflected by an object "hit" by radar waves. One possible 
way of measuring the distance of an object (aeroplane, satellite, etc.) from 
a radar station consists in emitting a long, periodic sequence of signals of 
electromagnetic energy which is reflected back by the object and received 
by the station. The time t, which elapses between transmission of the signals 
from the radar station and their return after reflection from the object, can 
be used to calculate the distance of the object from the station. For a discrete 



§3. Linear Recurring Sequences 297 

system with "period" r we must have rc > t, where c is the time unit used. 
If the transmitter decreases the time interval between sending signals below 
this elapsed-time between transmission and reception, a condition called 
"range ambiguity" results, making it impossible to accurately determine 
the actual range of the target without further information being available. 
It is also desirable that the transmitted pulses be of short duration. One 
therefore tries to use encoding techniques for transmitting signals such that 
these signals may be decoded without range ambiguity and with an increase 
in the total on-time for the transmitter. So-called maximal-length linear 
recurring sequences (or M-sequences) present possibly a method for encod
ing the transmitter for a tracking radar. These sequences have very long 
"periods". They may be generated by shift registers. 

Let f E IF q[x] be an irreducible polynomial with (qn - I)th roots of unity 
as its roots. In calculating the formal power series 

I 00 . 

- = L CjX' 
f j=O 

the Cj are in IF q> and they form a pseudo-random-sequence of elements of 
IFqo C = (co, Ch ••• ) is periodic with period qn - l. Within a period every 
subsequence of length n with elements in IF q occurs exactly once, except 
the null-sequence. 

Consider the primitive polynomial f = X3 + X + lover 1F2• We find 
I + X7 = (X3 + X + I)(X3 + X2 + I)(x + I) and thus 

I f = (I + x + X2 + x4)(1 + X7 + XI4 + X24 + ... ), 

i.e. 

The sequence of coefficients Cj in this case is periodic with period 7, the 
first coefficients are I II 0 100. 

We construct such sequences which are of interest in various branches 
of information theory and electrical engineering. As before, IF q denotes the 
finite field with q = p' elements. 

3.1 Definition. Let kEN. A sequence So, Sh ... of elements in IF q is called 
a linear recurring sequence of order k in IF q' if there are elements 
a, ao, ah ... , ak-I E 1Fq> 

(I) 

The terms so, Sh ... , Sk-I determining the sequence are called initial values. 
The equation (I) is called a linear recurrence relation of order k. 

Sometimes also the expressions "difference equations" or "linear recur
sive relation" are used for (I). In the case a = 0 the linear recurrence 
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relation (1) is called homogeneous, otherwise it is called inhomogeneous. 
The vector sn = (sm sn+1> ... , Sn+k-l) is called an nth state vector, and So = 
(so, S I> ••• , Sk-l) is called an initial state vector. It is a characteristic of linear 
recurring sequences in f q that they are periodic. 

As was indicated in Chapter 4, §2, the generation of linear recurring 
sequences can be implemented on a feedback shift register. The building 
blocks of a feedback shift register are delay elements, adders (see Chapter 
4, §2 for a description) and constant multipliers and adders, which multiply 
and add constant elements of f q to the input. In the case of binary 
homogeneous linear recurring sequences one only needs delay elements, 
adders and wire connections for their implementation. A feedback shift 
register that generates a linear recurring sequence (I) is given by 

Figure 5.3 

At the start each delay element dj,j = 0, 1, ... , k - 1, contains the initial 
values Sj. Mter one time unit, each dj will contain Sj+l. The output of the 
feedback shift register is the string of elements so, SI> Sz, ••• received in 
intervals of one time unit. 

3.2 Example. In order to generate a linear recurring sequence in f 5, which 
satisfies the homogeneous linear recurrence relation 

Sn+5 = sn+4 + 2sn+3 + sn+l + 3sn for n = 0, I, ... , 

we may use the feedback shift register (see Figure 5.4). o 

3.3 Definition. Let S be an arbitrary set, and let so, SI> ••• be a sequence in 
S. The sequence is called ultimately periodic if there are numbers r E Nand 
no E No, such that Sn+r = Sn for all n 2: no. The number r is called the period 
of the sequence, and the smallest of all possible periods of an ultimately 
periodic sequence is called the least period of the sequence. An ultimately 
periodic sequence with least period r is called periodic if Sn+r = Sn holds 
for all n = 0, 1, .... The number no is called preperiod. 
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Figure 5.4 

It can be verified immediately that a sequence So, s), ... is periodic if 
and only if there exists an r> 0 such that Sn+r = Sn for n = 0, 1, .... 

3.4 Theorem. Every linear recurring sequence of order k in f q is ultimately 
periodic with least period r:5 qk; and if the sequence is homogeneous, then 
r:5 qk - 1. 

3.5 Examples. (i) so, S), ... E fpk, where Sn+l = Sn + 1 for n = 0, 1, ... has 
least period pk - 1 =: q - 1. 

(ii) It can be shown that for homogeneous linear recurring sequences of 
first order in f q the least period is a divisor of q - 1. For k 2: 2 the least 
period of a kth order homogeneous linear recurring sequence need not 
divide qk - 1. Let so, s), ... E fs with So = 0, s, = 1 and Sn+2 = Sn+' + Sn 
for n = 0, 1, .... The least period for this sequence is 20. 0 

3.6 Theorem. If so, s), ... is a linear recurring sequence in f q defined by (1) 
with ao :j:. 0, then the sequence is periodic. 

PROOF. Exercise. 

Let s = (so, s), ... ) be a homogeneous recurring sequence of order kin 
f q satisfying the relation 

(2) 

for n = 0, 1, ... , aj E f q, 0 :5 j :5 k - 1. With this sequence we associate a 
k x k matrix 

0 0 0 0 ao 
0 0 0 a, 

A= 0 0 0 a2 (3) 

0 0 0 ... ak-' 

For k = 1 let A = (ao). 
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The proof of 3.7 is straightforward. 

3.7 Theorem. Let So, sl> ••• be a homogeneous linear recurring sequence in f q 
satisfying (2), and let A be the associated matrix of the form (3). Then the 
state vector of the sequence satisfies 

Sn = soAn for n = 0, I, .... o 

3.8 Theorem. Let so, Sl> ••• be a homogeneous linear recurring sequence in f q 
satisfying (2) with ao,c. O. Then the least period of the sequence is a divisor 
of the order of the associated matrix A in GL(k, f q). 

PROOF. We have det A = (- I)k-I ao ,c. 0, thus A is nonsingular. Let m be 
the order of A, then Theorem 3.7 implies Sn+m = soA n+m = soAn = Sn for all 
n :2:: O. Therefore m is a period of the given sequence. The proof that m is 
divisible by the least period is left as an exercise. 0 

3.9 Definition. Let so, Sl> ••• be a homogeneous linear recurring sequence 
of order k in f q satisfying (2). Then the polynomial 

f = Xk - ak_lxk- 1 - ak_2xk-2 - ... - ao E fq[x] 

is called the characteristic polynomial of the sequence. The polynomial 

f* = 1- ak_lx - ak_2x2 - ... - aoxk E fq[x] 

is called the reciprocal characteristic polynomial. We have f* = xk(f 0 X-I). 

It can be shown that the characteristic polynomial f is also the characteris
tic polynomial of the associated matrix, so that, in the sense oflinear algebra, 

f = det(xI - A). 

We can evaluate the terms of a linear recurring sequence by using the 
characteristic polynomial. 

3.10 Theorem. Let so, Sl> ••• be a homogeneous linear recurring sequence of 
order k over f q with characteristic polynomial f If all zeros al> ... , ak off 
are distinct then 

k 

Sn = L {3pj for n = 0, I, ... 
j=1 

where the elements {3j are uniquely determined by the initial values of the 
sequence. Moreover, they are elements of the splitting field off over f q-

PROOF. The elements {31>"" 13k can be determined from the system of 
linear equations 

k 

L a j {3j = Sn
j=1 

(4) 
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Cramer's rule shows that 131>"" 13k are elements in the splitting field 
IF q(al, ... , ak) off over IF q' Since the determinant of (4) is the VanderMonde 
determinant, which is nonzero, the elements f3j are uniquely determined. 
Direct substitution shows that the elements Sn in (4) satisfy the recurrence 
relation (2). 0 

3.11 Example. Consider the linear recurring sequence So, Sl> ••• in IF q' defined 
by So = Sl = I and Sn+2 = Sn+1 + Sn for n = 0, I, .... The characteristic poly
nomial is f = x 2 - X - I = x 2 + X + IE 1F2[x]. Let 1F22 = 1F2(a), then al = a 
and a2 = I + a are zeros of f Then we obtain 131 + 132 = I and 131 a + 
f32(I + a) = I, thus 131 = a and 132 = I + a. Theorem 3.l 0 implies Sn = 
a n+1 + (I + a)"+1 for all n;::= O. We have 13 3 = I for all 0'" 13 E 1F22, and 
therefore Sn+3 = Sn for all n ;::= 0, which agrees with the fact that the least 
period of the sequence is 3. 0 

Some rather exhausting comparisons of coefficients prove 

3.12 Theorem. Let So, SI> ••• be a homogeneous linear recurring sequence of 
order k and period n over IF q satisfying (2). Letfbe its characteristic polynomial. 
Then 

fs = (I - xr)h, 

with s = soxr- I + SIX r- 2 + ... + Sr-I Elf q[x] and 

k-I k-I-j 
h= L L ai+j+lsjxjElFq[x], 

j~O j~O 

(5) 

o 

We recall from 3.3.9 that the order off E IF q[x] is the least natural number 
e such that fixe - 1, if f is not divisible by x. The case xlf can be dealt 
with separately. 

3.13 Theorem. Let so, Sl> ••• be a homogeneous linear recurring sequence in 
IF q with characteristic polynomialf E IF q[x]. Then the least period of the sequence 
is a divisor of the order of f 

PROOF. It is easily verified that the order of f equals the order of the 
associated matrix (3). The result then follows from 3.8. 0 

3.14 Theorem. Let so, Sl> ••• be a homogeneous linear recurring sequence in 
IF q with nonzero initial state vector and irreducible characteristic polynomial f 
over IF q not divisible by x. Then the sequence is periodic with least period equal 
to the order of f 

PROOF. Theorem 3.13 shows that the sequence is periodic with least period 
r being a divisor of the order of f On the other hand (5) implies f1(x r - I)h. 
Since s, h '" 0 and deg h < degf, the irreducibility of f ensures thatflx r - I 
and thus r;::= order of f 0 
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In Chapter 3, §3 we saw that the order of an irreducible polynomial f 
of degree k over IF q is a divisor of qk - 1. Hence 3.4 implies that the least 
period of a homogeneous linear recurring sequence in IF q can be at most 
qk _ 1. In order to construct sequences with least period equal to qk - I, 
we use primitive polynomials (see 3.3.12). Such sequences with "long" 
periods are of particular importance in applications. 

3.15 Definition. A homogeneous linear recurring sequence in IF q is called a 
sequence with maximal period, if its characteristic polynomial is primitive 
over IF q and its initial state vector is nonzero. 

3.16 Theorem. A sequence of order k with maximal period in IF q is periodic 
with least period qk - 1. 

PROOF. We need to know (see 3.3.13) that a monic polynomial f of degree 
k over IF q is primitive if and only if f(O) = 0 and the order of f is qk - 1. 
The result then follows from 3.14 and 3.4. D 

3.17 Example. The sequence Sn+7 = Sn+4 + Sn+3 + Sn+2 + Sn, n = 0, I, ... in 
F2 has the characteristic polynomialf = X7 - X4 - X3 - X2 - I E IF2[X], Since 
f is primitive over IF 2, any sequence defined by the linear recurrence equation 
and having nonzero initial state vector is a sequ~nce of maximal period. 
The least period of such sequences is 27 - I = 127. All possible nonzero 
vectors of IF~ are state vectors of this sequence. Any other sequence of 
maximal period which can be obtained from the given linear recurrence is 
a "shifted" copy of the sequence so, SIo . . . . D 

Next we formalize the approach indicated at the beginning of this section 
by using the concept of formal power series (see Chapter 3, § I). 

3.18 Definition. Let so, SIo ... be an arbitrary sequence of elements in IF'l' 
then the formal power series 

00 

2 n _ ~ n 
G = So + SIX + S2X + ... + SnX + ... - t... SnX 

n=O 

is called the generating function associated with so, SIo .... 

We know that power series form an integral domain with respect to the 
operations addition and multiplication. It can be shown that the power 
series I:=o bnxn ElF q[[X]] has a multiplicative inverse if and only if bo ¥- O. 

3.19 Theorem. Let so, SIo ... be a homogeneous linear recurring sequence of 
order k in IF q satisfying (2), let f* be its reciprocal characteristic polynomial 
in IF q[x] and let G E IF q[[x]] be its generating function. Then 

G=..!. 
f*' 

(6) 
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where 

k-) j 

g = - I I ai+k-jSiJd E IFq[x], ak:=-1. 
j=Oi=O 

303 

Conversely, if g is an arbitrary polynomial over IF q of degree less than k 
and iff* E IF q[x] is as in Definition 3.9, then the formal power series 0 defined 
by (6) is the generating function of a homogeneous linear recurring sequence 
of order k in IF q' which satisfies (2). 

PROOF. We have 

(7) 

If the sequence so, s), ... satisfies (2) then f*0 = g holds, because 
I:=o aisn+i = O. Since f* has a multiplicative inverse, equation (6) follows. 

Conversely, (7) implies that f*0 can only be a polynomial of degree 
< k if 

k 

I aiSj-k+i = 0 for allj ~ k. 
i=O 

This means that the sequence of coefficients so, s), ... of 0 satisfies (2). 
D 

Theorem 3.19 implies that there is a one-to-one correspondence between 
the homogeneous linear recurring sequence of order k with reciprocal 
characteristic polynomial f* and the rational functions g/ f* with degree 
g < k. 

3.20 Example. Consider Sn+4 = Sn+3 + Sn+l + Sn, n = 0, 1, ... , in 1F2• The 
reciprocal characteristic polynomial is f* = 1 + x + x 3 + X4 E IF 2[ x]. For the 
initial state vector (1,1,0,1) we obtain g = 1 + x 2 from Theorem 3.19. Thus 
the generating function 0 is of the form 

1 + x 2 3 4 6 
0=1 3 4=I+x+x+x+x+ ... , 

+x +x +x 

which corresponds to the binary sequence 1101101 ... with least period 3. 
D 

Theorem 3.16 has practical applications in systems of information trans
mission, in locating satellites. For instance, a primitive polynomial of degree 
20 over 1F2' such as x20 + x3 + 1, generates a periodic sequence of period 
220 - 1, which is approximately of length 106, just suitable for radar observa
tions of the moon. For satellite communication systems, primitive poly
nomials of degree 50 or higher must be used. 



304 Chapter 5. Further Applications of Fields and Groups 

There is an interesting connection between linear recurring sequences 
and cryptography, given by stream ciphers. A stream cipher consists of a 
key which is fed to an algorithm for the generation of an infinite sequence. 
A further connection with another concept of algebra-applications is estab
lished, since this algorithm is an example of a finite state machine. Stream 
ciphers provide one of the most important methods of modern encipherment. 
There are two major requirements: the input sequence must have a guaran
teed minimum length for its period; the ciphertext must appear to be random. 
Then we only encipher messages which are shorter than the period of the 
sequence. 

key 
algorithm 

ciphertext 

plaintext 

Figure 5.5. Diagram of a stream cipher 

Details of stream ciphers are given in BEKER and PIPER. 
A linear recurring sequence is defined by a specific linear recurrence 

relation, but satisfies many other linear recurrence relations as well. 
The next theorem establishes the connection between the various linear 

recurrence relations valid for a given homogeneous linear recurring 
sequence. 

3.21 Theorem. Let so, Sh ••• be a homogeneous linear recurring sequence in 
f q. Then there exists a uniquely determined monic polynomial m E f q[x] with 
the following property: a monic polynomial f E f q [x] of positive degree is a 
characteristic polynomial of so, Sh ••• if and only if m divides f. 

PROOF. Let fo E fq[x] be the characteristic polynomial of a homogeneous 
linear recurrence relation satisfied by the sequence, and let ho E f q[x] be 
the polynomial h in Theorem 3.12 determined by fo and the sequence. If d 
is the (monic) greatest common divisor of fo and ho, then we can write 
fo = md and ho = bd with m, b E f q[x]. We shall prove that m is the desired 
polynomial. Clearly, m is monic. Now let f E f q[x] be an arbitrary charac
teristic polynomial of the given sequence, and let h E f q[x] bethe polynomial 
h in Theorem 3.12 determined by f and the sequence. By applying Theorem 
3.19, we find that the generating function G of the sequence satisfies 

go g 
G=-=-It 1*' 

with go and g determined by the expression following (6). 
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If So, s1. ... is periodic with period r then the generating function G can 
be written as 

S*(x) 
G=--

1 r' -x 

where s*(x) = So + SIX + ... + Sr_IXr- l. From Theorem 3.19 we know that 
G = g / f*. Equating these expressions for G we obtain 

f* s* = (l - xr)g. 

If f and S are as in (5) (Theorem 3.12) then 

f(x)s(s) = xkf*(~)xr-Is*(~) = (x r _l)xk-Ig(~). 

Comparison of h in Theorem 3.12 and g in Theorem 3.19 shows that 

(8) 

Therefore gft = gof*. We have 

h(x)fo(x) = _xdeg(f(X))-lg(~)xdeg(fo(X))ft(~) 

= _xdeg(fo(x»-I go(~)xdeg(f(X))f*(~) 

= ho(x)f(x). 

After division by d we have hm = bi, and since m and b are relatively 
prime, it follows that m divides f 

Now suppose that f E IF q[x] is a monic polynomial of positive degree 
which is divisible by m, say f = me with e E IF q[ x]. Passing to reciprocal 
polynomials, we get f* = m*e* in an obvious notation. We also have 
hom = bfo, so that, using the relation (8), we obtain 

go(x)m*(x) = _xdeg(fo(X»-lho(~)xdeg(m(X»m(~) 

= _xdeg(m(x»-I b(~)xdeg(fo(x»fo(~). 

Since deg(b) < deg(m), the product of the first two factors on the right-hand 
side (negative sign included) is a polynomial a E IFq[x]. 

Therefore, we have gom* = aft. It follows then from Theorem 3.19 that 
the generating function G of the sequence satisfies 

go a ae* ae* 
G=-=-=--=-

ft m* m*e* f* . 
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Since deg(ac*) = deg(a) + deg(c*) < deg(m) + deg(c) = deg(f), the 
second part of Theorem 3.19 shows that f is a characteristic polynomial of 
the sequence. It is clear that there can only be one polynomial m with the 
indicated properties. 0 

3.22 Definition. The uniquely determined polynomial m(x) over f q associ
ated with the sequence So, SI> ... as described in Theorem 3.21 is called the 
minimal polynomial of the sequence. 

If Sn = ° for all n ~ 0, the minimal polynomial is equal to the constant 
polynomial 1. For all other homogeneous linear recurring sequences, m is 
that monic polynomial with deg(m) > ° which is the characteristic poly
nomial of the linear recurrence relation of least possible order satisfied by 
the sequence. 

3.23 Example. Let So, SI> ... be the linear recurring sequence in f2 with 
Sn+4 = Sn+3 + Sn+l + Sm n = 0, 1, ... , and initial state vector (1, 1,0, 1). To 
find the minimal polynomial, we proceed as in the proof of Theorem 3.21. 
We may take fo = X4 - x 3 - x-I = X4 + x 3 + X + 1 E f2[X]. Then by 
Theorem 3.12 the polynomial ho is given by ho = x 3 + x. The greatest 
common divisor of fo and ho is d = x 2 + 1, and so the minimal polynomial 
of the sequence is m = fol d = x 2 + X + 1. One checks easily that the 
sequence satisfies the linear recurrence relation Sn+2 = Sn+l + Sm n = 
0, 1, ... , as it should according to the general theory. We note that ord(m) = 
3, which is identical with the least period of the sequence. We shall see in 
Theorem 3.24 below that this is true in general. 0 

The minimal polynomial plays an important role in the determination 
of the least period of a linear recurring sequence. This is shown in the 
following result. 

3.24 Theorem. Let So, SI> ... be a homogeneous linear recurring sequence in 
f q with minimal polynomial m E f q[x]. Then the least period of the sequence 
is equal to ord(m). 

PROOF. If r is the least period of the sequence and no is its preperiod, then 
we have Sn+r = Sn for all n ~ no. Therefore, the sequence satisfies the 
homogeneous linear recurrence relation sn+no+r = sn+no for n = 0, 1, .... 
Then, according to Theorem 3.21, m divides xno+r - x"o = xno(xr - 1), so 
that m is of the form m = xhg with h :s no and g E f q[x], where g(O) '¢ ° 
and g divides xr - 1. It follows from the definition of the order of a 
polynomial that ord(m) = ord(g) :s r. On the other hand, r divides ord(m) 
by Theorem 3.13, and so r = ord(m). 0 

3.25 Example. Let so, SI> ... be the linear recurring sequence in f2 with 
sn +5 = sn + I + sn, n = 0, 1, ... , and initial state vector (1, I, 1, 0, 1). Following 
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the method in the proof of Theorem 3.21, we take fo = x 5 - X - I = 

x 5 + X + I E f2[X] and get ho = X4 + x3 + x2 from Theorem 3.12. Then d = 
x 2 + X + I, and so the minimal polynomial m of the sequence is given by 
m = fo/ d = x 3 + x 2 + l. We have ord(m) = 7, and so Theorem 3.24 implies 
that the least period of the sequence is 7. 0 

The details in the example above show how to find the least period of 
a linear recurring sequence without evaluating its terms. The method is 
particularly effective if a table of the order of polynomials is available. 

3.26 Theorem. Let So, Sl> ... be a homogeneous linear recurring sequence in 
f q and let b be a positive integer. Then the minimal polynomial ml of the 
shifted sequence Sb, Sb+1> ... divides the minimal polynomial m of the original 
sequence. If so, Sl> ... is periodic, then m1 = m. 

PROOF. To prove the first part, it is sufficient to show because of Theorem 
3.21 that every homogeneous linear recurrence relation satisfied by the 
original sequence is also satisfied by the shifted sequence. But this is obvious. 
For the second part, let Sn+b+k = ak-lsn+b+k-l + ... + aOSn+b, n = 0, I, ... , 
be a homogeneous linear recurrence relation satisfied by the shifted 
sequence. Let r be a period of so, SI> ... , so that Sn+r = Sn for all n ;::::: 0, and 
choose an integer c with cr ;::::: b. Then, by using the linear recurrence relation 
with n replaced by n + cr - b and invoking the periodicity property, we 
find that Sn+k = ak-lsn+k-l + ... + aosn for all n ;::::: 0, i.e., that the sequence 
so, SI> ... satisfies the same linear recurrence relation as the shifted sequence. 
By again applying Theorem 3.21, we conclude that ml = m. 0 

3.27 Theorem. Letf E f q[x] be monic and irreducible over f q' and let so, SI>'" 
be a homogeneous linear recurring sequence in IF q not all of whose terms are 
0. If the sequence has f as a characteristic polynomial, then the minimal 
polynomial of the sequence is equal to f 

PROOF. Since, according to 3.21, the minimal polynomial m of the sequence 
divides f, the irreducibility of f implies that either m = I or m = f But 
m = I holds only for the sequence all of whose terms are 0, and so the 
result follows. 0 

There is a general criterion for deciding whether the characteristic poly
nomial of the linear recurrence relation defining a given linear recurring 
sequence is already the minimal polynomial of the sequence. For a proof 
see LIDL and N IEDERREITER. 

3.28 Theorem. Let so, Sl> ... be a sequence in f q satisfying a kth order 
homogeneous linear recurrence relation with characteristic polynomial f E 

f q[x]. Then f is the minimal polynomial of the sequence if and only if the state 
vectors So, SI> ••• ,Sk-l are linearly independent over f q" 0 
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3.29 Corollary. If so, sl> . .. is an impulse response sequence for some 
homogeneous linear recurrence relation in IF q' then its minimal polynomial is 
equal to the characteristic polynomial of that linear recurrence relation. 0 

(For the definition of an impulse response sequence, cf. Exercise 2.) 

PROBLEMS 

1. Determine a binary pseudo-random-number of period 215 - I by using a linear 
recurring sequence. 

2. Determine the linear recurring sequence which generates 11000 I 00 II 0 I 0 II and 
design a suitable linear shift register. 

3. An n-stage shift register produces a sequence of state vectors 
(so(t), Sl(t), ... , Sn-I(t)), t = 0, 1,2, ... , such that Sj(t + 1) = Sj+l(t) for i = 
0, I, ... , n - I and Sn_l(t + I) = f(so(1), SI(t), ... , Sn-I(t)). If s, := so(t), then 
we obtain the shift register sequence SOSI S2 ... and the function f is called the 
feedback function of the register. The shift register is nonlinear iff is nonlinear. 
f can be regarded as a Boolean polynomial on So, Sh ••• , Sn-h its values can 
be given in form of a table (truth table). 
(i) How many feedback functions are there for an n-stage shift register? 
(ii) Let the inputs and outputs be as follows 

Input Output 

So SI S2 S3 
0 0 0 I 
0 0 0 
0 I 0 0 
0 I I 0 

0 0 0 
0 I 0 

0 0 

Find the corresponding f as a polynomial in So, Sh S2. 

4. Design feedback shift registers which (i) multiply polynomials in IFq[x], (ii) 
divide polynomials in IF q[x]. Design a feedback shift register which multiplies 
and divides polynomials in IF q [x]. 

*5. Design shift registers that compute discrete logarithms (and their inverses, 
antilogarithms) for 1F34. (See Chapter 3, §2 for the definition of discrete 
logarithms.) 

6. Design a shift register that divides x 5 + X4 + 3X2 + x by X3 + x 2 + I in 1F3[x]. 
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*7. Let aI, ... , am be the distinct roots of the characteristic polynomial f of a kth 
order homogeneous linear recurring sequence in IF q and suppose that each a i 

has multiplicity ei ,;; char IF q' i = 1, 2, ... , m. Let Pi be a polynomial of degree 
less than ei whose coefficients are uniquely determined by the initial values of 
the sequence and belong to the splitting field of f over IF qo Prove that S" = 
L~~l Pi(n)a~ for n = 0, 1, ... satisfy the homogeneous linear recurring relation 
with characteristic polynomial f (The integer n is identified with an element 
oflFq-) 

8. Find a linear recurring sequence of least order in IFz whose least period is 24. 

9. Given the linear recurring sequence in 1F3 with So = Sl = Sz = 1, S3 = S4 = -1, 
and S"+s = Sn+4 + Sn+Z - Sn+l + Sn for n = 0, 1, ... , represent the generating 
function of this sequence in the form (6) of Theorem 3.19. 

10. Let So, s], ... be a kth order inhomogeneous linear recurring sequence in IF q 

satisfying (1). Show how this sequence can be interpreted as a (k + 1)th order 
homogeneous linear recurring sequence in IF q-

11. If f is any polynomial over IFz and f* is its reciprocal show that (i) (f*)* = f 
iff f(O) = 1, (ii) f*(0) = 1 if degf;:::, 1. 

12. A nonlinear shift register can be obtained from two linear ones by multiplication 
that is, if one linear shift register generates a sequence Si and the other generates 
a sequence ti, then the output of their product is Siti. Prove: If (m, n) = 1 and 
the sequences generated by two linear shift registers have periods 2m - 1 and 
2" - 1, respectively, then the output sequence of their product has period 
(2 m - 1)(2n - 1). Verify this in case m = 4, n = 3, and characteristic poly
nomials f(x) = X4 + x 3 + 1, g(x) = x 3 + X Z + 1. Why is multiplication of two 
linear shift registers not good for cryptanalytic purposes? (Another operation 
of combining linear shift registers is multiplexing, see BEKER and PIPER.) 

* 13. A k-stage circulating shift register over IF q is a feedback shift register over IF q 

with characteristic polynomial Xk - 1. Design its circuit, find its period and 
its associated matrix. 

14. Calculate the first five terms of (l - 2x + X3)-1 in 1F7[[xJ]. 

15. Use Theorem 3.21 to determine the minimal polynomial of the linear recurring 
sequence over IFz with So = Sz = S4 = Ss = S6 = 0, Sl = S3 = S7 = I, and Sn+8 = 
S"+7 + Sn+6 + Sn+S + Sn for n = 0,1, .... 

*16. Prove Corollary 3.29 by using the methods of the proof of 3.21. 

17. The nonzero elements of a finite field IF p" can be generated by using linear 
recurring sequences. Let (s" . .. , Sr+n-l) be the nth state vector of a linear 
recurring sequence in IF p of maximal period p" - 1. Then a r = (s" ... , Sr+n-l), 

I ,;; r';; pn - 1, are the nonzero elements of IF pO. Multiplication of two such 
elements ar and at is defined by the relation 

a r • at = ar+r(modp"-l). 

Use this approach to generate the elements of the finite field with nine elements. 
Use the linear recurring sequence defined by the primitive polynomial X Z + x + 
2 over 1F3 and the initial values So = I, Sl = o. 
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EXERCISES (Solutions in Chapter 8, p.492) 

I. Give an example of a linear recurring sequence in F q' which is ultimately 
periodic but not periodic. 

2. A homogeneous linear recurring sequence do, dh •.• of order k in F q is called 
the impulse response sequence corresponding to the sequence so, Sh .•. with 
recursion (2), if 

do = d l = ... = dk - 2 = 0, dk _ 1 = I (do = lfor k = I), 

and 

d n +k = ak-1dn +k - 1 + ak-2dn+k-2 + ... + aodn 

for n = 0, I, .... 
(i) Find the impulse response sequence do. d h ... for the linear recurring 

sequence Sn+5 = Sn+1 + Sn (n = 0, I, ... ) in F2• 

(ii) Determine the least period. 
*(iii) Let do, d 1o •• • be an impulse response sequence and let A be the matrix 

defined in (3) after 3.6. Show that two state vectors dm and dn are identical 
if and only if Am = An. Determine A for the sequence in (i) and discuss 
the sequences resulting from all possible state vectors. 

3. Design a feedback shift register which yields the elements of F2" if ( is a 
primitive element, where (4 = ( + I. 

4. Determine the impulse response sequence do, d I, ... corresponding to the linear 
recurring sequence of Example 3.20. Find the generating polynomials of this 
sequence do, dh •.•• (See Exercise 2 for the definition.) 

5. Consider the impulse response sequence (see Exercise 2) do, dh ••• corre
sponding to the linear recurring sequence Sn+5 = Sn+1 + Sm n = 0,1, ... in F2• 

Design a feedback shift register generating the sequence. 

6. Find the characteristic polynomial f of the recurring sequence Sn+6 = 

Sn+4 + Sn+2 + Sn+1 + Sm n = 0, I, ... , in F2• Determine the order of f and find 
the impulse response sequence corresponding to the given linear recurrence 
relation. Take 0000 II as the initial state vector and find the corresponding 
output sequence. 

*7. Find the order of f = X4 + x3 + lover F2, determine the homogeneous linear 
recurrence and the corresponding sequence which characteristic polynomial f 
and initial values So = I, SI = S2 = S3 = o. 

8. Determine the multiplicative inverse of 3 + x + x 2 in F5[[x]]. 

9. Compute a/ b in F2[x], where a = L~=o x n, b = I + x + x3 • 

10. Let so, S1o ••• be an inhomogeneous linear recurring sequence in F2 with 

Sn+4 = Sn+3 + Sn+1 + Sn + I for n = 0, I, ... 

and initial state vector (I, 1,0, I). Find its characteristic polynomial, minimal 
polynomial and least period. 

II. Is the linear recurring sequence so, S10 ••• in F2, defined by Sn+4 = Sn+2 + Sn+1 

for n = 0, I, ... and initial state vector (1,0, 1,0), a periodic sequence? 

* 12. Use the shifted sequence SI> S2, ••• of the sequence of Exercise II to verify the 
second assertion of Theorem 3.26. 
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§4. Fast Adding 

Group and ring theory turn out to have interesting applications in designs 
of computer software. They result in computing techniques which speed up 
calculations considerably. If one considers two numbers such as a = 37 
and b = 56, it makes no difference whether one adds them as natural 
numbers or as members of some In with n sufficiently large, say n = 140 
in our case. The only requirement is that a + b < n. 

We now decompose n canonically as 

n = P:'Pt ... p~k. 

The theorem on finite abelian groups (see before 3.2.2) shows that 

In == lp:' EEl ••• EEl lp~k. 

An isomorphism is given by h: [x]n ~ ([x]P:" ... ,[X]p~k)' where [x]m 
denotes the residue class of x modulo m. Surjectivity of h means that for 
all numbers Yh"" Yk E l some x E l can be found with x == YI 

(mod P:'), ... , x == Yk (mod p~), a result which was already basically known 
in ancient China. It is therefore known as the "Chinese Remainder 
Theorem" (cf. 3.4.1). 

It is not hard to find this solution x explicitly. Form qi := n' pit,. Because 
gcd(pL qi) = 1, qi has an inverse ri in lp:,' x is then given by 

x := YI ql rl + ... + Ykqkrk-

It is unique modulo n. 
The importance of this Theorem lies in the fact that one can replace the 

addition of big natural numbers by a series of k "small" simultaneous 
additions. We illustrate this by the example mentioned above. 

n = 140 = 22 . 5 . 7 

a = 37 ~ [37]140 ~ ([37]4, [37]5, [37]7) = ([1]4, [2]5, [2]7) 

b = 56 ~ [56]140 ~ ([56]4, [56]5, [56]7) = ([0]4, [1]5, [0]7) 

a + b ([1]4, [3]5, [2]7) 

Now we have to solve 

x == 1 (mod 4), 

x == 3 (mod 5), 

x == 2 (mod 7), 

by the method mentioned above. We get x = 93, hence 37 + 56 = 93. 
Of course, using this method does not make sense if one just has to add 

two numbers. If, however, some numbers are given to a computer which 
has to work with them a great number of times (as in approximation 
problems, for instance), it definitely does make sense to transform the 
numbers to residue classes and to calculate simultaneously in smalllp"s. 
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Before we really adopt this system, we estimate the time we save by using 
it. The following gives a rough estimate. Adding devices in computers consist 
of a great number of "gates". Each gate has a small number r of inlets 
(r:5 4 is typical), and one outlet. Each gate needs a certain time (10-7 

seconds, say) to produce the output. 

4.1 Notation. For x E IR, let r x 1 be the smallest natural number 2: x. 

4.2 Theorem. The time required to produce an output from m inputs by means 
of r gates is at least pogr m 1-
PROOF. In one time unit r inputs can be processed, in two time units r2 
inputs can be processed and so on. Hence in t time units, rl inputs can be 
processed. Since we have to handle m inputs, we must have rl > m = rIOg,m, 

whence t 2: logr m, so t 2: rlogr m 1- 0 

4.3 Theorem. Usual addition of two m-digit binary numbers needs at least 
flogr 2m 1 time units. 

PROOF. This follows from 4.2 by noting that the sum of two m-digit numbers 
a l a2 ... am and b l b2 ... bm depends on the 2m inputs a], ... , am, b], ... , bm. 

o 

4.4 Theorem. The addition modulo n (i.e. in Zn) in binary form consumes at 
least pog,(2 flOg2 n 1) 1 time units. 

PROOF. In order to write 0, 1, ... ,n - 1 in binary form one needs m-ary 
binary numbers with 2m 2: n, whence m 2: Iog2 n, so m 2: POg2 n 1- Now 
apply 4.3. 0 

Similarly, we get the result for the proposed adding method. 

4.5 Theorem. Addition of two (binary) numbers in Z n by the methods described 
above 4.1 needs at least Pogr(2 POg2 n'l) 1 time units. Here, n' is the greatest 
prime power in the decomposition of n. 0 

Hence we will chose n in such a way that n' is as small as possible. It 
is wise to start from the other end, i.e. to fix n' and look for a large n. 

4.6 Example. We want n':5 50 and can choose n in an optimal way as 

n.:= 25 • 33 . 52. 72.11.13.17.19.23.29. 31·37·41·43·47. 

Now n > 3 . 1021 and n' = 49. So we can even add numbers with 20 digits. 
If we choose r = 3, the method in 4.4 needs at least 

pog3(2) POg2 3 . 1021 l) 1 = r 4.521 = 5 time units. 
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With 4.5 we get (again with r = 3) 

Thus we can add nearly twice as fast. o 

4.7 Remark. Since the Chinese Remainder Theorem holds for the rings In 
as well as for their additive groups, we get a method for fast multiplication 
as well. In general, this method is applicable to all unique factorization 
domains such as F[x] (F a field). 

PROBLEMS 

l. Compute "quickly" 8· (6.43 +7.17 -152) modulo 2520. 

2. What is the minimal choice for D if we want n > 2 . 105? Estimate the computing 
times in both cases as in 4.6 (with r = 4). 

3. Try to compute (3x + 4)(x2 - 1)2 + x 3 + X + 1 modulo x 2(x + I)(x + 2)(x + 3) 
(x + 4) instead of in lR[x]. 

4. Add 516 and 1687 in two different ways, using the Chinese Remainder Theorem 
or performing usual addition in l, and compare the times required to obtain the 
sum. 

5. Explain a method of "fast multiplication" in detail. 

6. Determine the number of time units required to multiply two m-digit integers. 
Similarly for "fast mUltiplication". 

*§5. P61ya's Theory of Enumeration 

Groups of permutations (i.e. subgroups of the symmetric group SM) were 
the first groups which were studied. N. H. Abel and E. Galois, for instance, 
studied groups of permutations of zeros of polynomials. Moreover, it is a 
big understatement to say that one is "only" studying permutation groups. 
The following classical theorem tells us that all groups are-up to isomorph
ism-permutation groups. 

5.1 Theorem ("Cayley's Theorem"). If G is a group then 

G C+ Sa-

PROOF. The map h: G ~ Sa. g ~ cPg with cPg : G ~ G, x ~ gx does the 
embedding job: cPgg' = cPg 0 cPg ' ensures that h is a homomorphism, and 
Ker h = {g E GlcPg = id} = {l}, so h is a monomorphism. 0 
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It follows that every group of order n E N can be embedded in Sn. In 
writing products TTU of permutations 7T, U E Sn we consider 7T, U to be 
functions. Hence in TTU we first perform u, then 7T. 

5.2 Definition. 7T E Sn is called a cycle of length r ifthere is a subset {iJ. ... , ir} 
of {I, ... , n} with 7T(i.) = i2, 7T(i2) = i3, ... , 7T(ir) = i. and 7T(j) = j for all 
j t {iJ. ... , ir}. We will then write 7T = (iJ. i2, ... , ir)' Cycles of length 2 are 
called transpositions. 

E (.) ( 1 2 3 4 5) ( ). ... 5.3 xamples. 1 1 4 3 2 5 = 2, 4 IS a transpositlon m Ss· 

( .. ) (1 2 3 4 5) ( ) . 
11 1 5 4 2 3 = 2, 5, 3, 4 IS a 4-cycle in Ss· 

(iii) S3 = {id, (1, 2), (1,3), (2, 3), (1,2,3), (1,3, 2)}. 0 

So every 7T E S3 is a cycle. This is not true any more from S4 upwards. 
But we will show in 5.6 that every permutation in Sn is a product of cycles. 

5.4 Definition. For 7T E Sn let W" := {i E {I, ... , n}!7T(i) ¥= i} be the domain 
of action of 7T. 

The following result shows that permutations with disjoint domains of 
action commute. The easy proof is left to the reader. 

5.5 Theorem. If 7T, U E Sn with W" n Wo- = 0 then TTU = U7T. o 

5.6 Theorem. Every 7T E Sn \{id} can-up to order-be written uniquely as a 
product of cycles with disjoint domains of action. 0 

The decomposition of 5.6 is called "canonical". We will give an example; 
the proof of 5.6 is just a formalization of this example and is omitted. 

5.7 Example. Let 

7T = (21 2 3 4 5 6 7 8) E S . 
1567438 8 

7T moves 1 into 2 and 2 into 1; this gives the first cycle (1,2).3 is transferred 
into 5, 5 into 7, 7 into 3; second cycle: (3,5,7).4 and 6 are transposed, 
which yields (4,6) as the third cycle. Finally, 8 is left fixed. Hence 7T = 
(1,2)(3,5,7)(4,6). (By 5.5, there is no reason to worry about the order of 
these cycles.) 0 

Without loss of generality, we might assume that the cycles in a canonical 
decomposition are ordered in such a way that their length is not decreasing. 
This gives, for instance, 7T = (1,2)(4,6)(3,5,7) in 5.7. Two canonical 
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decompositions are called similar if the sequences of the lengths of the 
cycles involved are equal. Hence 11' = (1,2)(4,6)(3,5,7) and u = 
(1,3)(2,4)(5,8, 7) are different elements of S8 having similar decomposi
tions. These considerations prove very useful in looking at the structure of 
Sn: Let n E N. A partition of n is a sequence (a" a2, ... , as) E NS with sEN, 
at ~ a2 ~ ... ~ as and at + a2 + ... + as = n. Let P(n) be the number of 
all different partitions of n. 

5.8 Theorem. (i) If 11', u E Sn then U11'U- t can be obtained from the canonical 
decomposition of 11' by replacing every i in its cycles by u(i). 

(ii) Two cycles are conjugate if and only if they are of the same length. 
(iii) 11'" 11'2 E Sn are conjugate if and only if they have similar canonical 

decomposition. 
(iv) P(n) is the class number of Sn. 
(v) V n ~ 3: Z(Sn) = {id}. But Z(Sn) = Sn for n = 1,2. Here Z(Sn) = 

{s E SnlV g E Sn: sg = gs} is the center of Sn. 

PROOF. (i) If 11' = gt g2 ... gm is the canonical decomposition of 11' into cycles 
gi then U11'U- t = (ugtU-t)(Ug2U-t) ... (ugmu- t), so that it suffices to look 
at a cycle g. Let g = (i" ... , ir)' If 1 :5 k:5 r - 1 then g(id = ik+" hence 
(ugu-t)(u(id) = u(ik+t). If k = r then g(ik) = i" whence (ugu-t)(u(ik)) = 
u(id. If i e W then g(i) = i, and so (ugu-t)(u(i)) = u(i). Thus ugu- t = 

(u(it), ... , u(ir)). 
(ii), (iii) and (iv) now follow from (i). 
(v) Let 11' E Sn,11' ¥- id. Then there is some i with 11'(i) ¥- i. If n ~ 3 then 

there is some k E {I, ... , n} with i ¥- k ¥- 11'(i). By (i) we get 11'(i, k)11'- t = 
(11'(i), 11'(k)) ¥- (i, k), whence 11' e Z(Sn)' Hence Z(Sn) = {id} for n ~ 3. 
Since S) and S2 are abelian, Z(Sn) = Sn in these cases. 0 

5.9 Theorem. Every permutation is a product of transpositions. 

In contrast to 5.6, this decomposition is not unique. 

5.10 Definition. For 11' E Sn, 

. () rr11'(i) - 11'(j) sign 11' := .. 
i>j 1-] 

is called the signature of 11'. 
It is easy to compute sign( 11') by means of 5.6 or 5.9: 

5.11 Theorem. Let n > 1. 
(i) If g is a cycle of length k then sign(~) = (- I)k-t. 
(ii) sign: Sn ~ ({ I, -I}, .) is an epimorphism. 

o 
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(iii) If 1T' = ~I ~2 ••• ~r is a canonical decomposition of 1T' into cycles of length 
kI, ... , k" respectively, then sign( 1T') = (-1) kl +k2+···+k, -r. 

(iv) If 1T' = 'T1 'T2'" 'Ts with 'Ti a transposition then sign( 1T') = (-1)s. 

(v) An := Ker sign = {1T' E Sn Isign( 1T') = I} is a normal subgroup of Sn. 
(vi) [Sn:An] = 2, so IAnl = n!/2. 

PROOF. (i) Let ~ = (iI, ... , ik ). In 

. (I:) nk ~(~) - ~(ij-I) sign ~ = .. , 
j~1 Ij-Ij_1 

all factors with j < k can be canceled and there remains 

si n(l:) = (i l - i2)(il - i3)'" (i l - ik ) = (_I)k-l. 
g ~ (. . )(. . ) ( . . ) 

12 - II 13 - II ..• Ik - II 

(ii) For 1T', 0" E Sn we get 

. ( ) n 1T'( O"(i)) - 1T'( O"(j)) 
sign 1T'0" = .. 

i>j 1-J 

= n 1T'(0"(i)) - 1T'(0"(j)) . O"(i) - O"(j) 
i> j O"(i) - O"(j) i - j 

= ( n 1T'(O"(i~) - 1T'(~(j)))( n O"(i). - ~(j)) 
<T(i»<T(j) 0"(1) - O"(J) i>j 1-J 

= sign( 1T') sign(O"). 

By (i) and 5.6, 1m sign = {I, -I}. 
(iii) If 1T' = ~I ••• ~r then 

sign( 1T') = (sign ~I) .•. (sign ~r) = (_l)kl-I ..• (_l)k,-I = (-1 )kl+···+k,-r. 

(iv) follows from (ii) or (iii) since sign( 'T) = -1 for every transposition 'T. 

We leave (v) and (vi) as exercises. 0 

5.12 Definition. An = Ker sign is called the alternating group. Let G be a 
group. Then aba-Ib- I with a, bEG is called the commutator of a and b. 
K (G) denotes the subgroup of G generated by all commutators. 

Note that A3 is abelian because IA31 = 6!/2 = 3, whence A3 = 7L3. But An 
is non-abelian if n :::=: 4. 

We list several important properties of these alternating groups (without 
proofs). 

5.13 Theorem. (i) An is the subgroup of Sn generated by the 3-cycles. 
(ii) A4 is not simple, since it has a normal subgroup isomorphic to 7L2 x 7L2• 

But A4, a group of order 12, has no subgroup of order 6. 
(iii) For n :::=: 5, An is simple and nonabelian. This is the deep reason for the 

fact that there cannot exist" solution formulas" for equations of degree 
:::=: 5. Also, A5 has order 60 and is the smallest nonabelian simple group. 

(iv) K(Sn) = An for n:::=: 3; K(Sn) = {id} for n E {l, 2}. 
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(v) K(An) = An for n 2: 5; K(An) = {id} for n E {I, 2, 3}; K(A4) == 
7L.2 X 7L. 2• 

(vi) Z(An) = {id} for n 2: 4; Z(An) = An for n E {I, 2, 3}. 
(vii) UnEN An =: Aoo is an infinite (nonabelian) simple group. 0 

Now suppose that X is a set and G::s Sx. Then every 1T' E G can be 
thought of as being an operator acting on X by sending x E X into 1T'(x). 
We are interested in what happens to a fixed x E X under all 1T' E G. The 
easy proofs of the following assertions are left to the reader. 

5.14 Theorem and Definition. Let G ::s Sx and x, Y E X. Then 

(i) x and yare called G-equivalent (denoted by x - G y) if 31T' E G: 1T'(x) = 
y. 

(ii) - G is an equivalence relation on X. 
(iii) The equivalence classes Orb(x) := {y E Xix -GY} are called orbits (of 

G on X). 
(iv) For every x E X, Stab( x) := {1T' E GI1T'( x) = x} is a subgroup of G, called 

the stabilizer ofx. Let 1T' -Stab(x) T if1T'T- 1 E Stab(x). 

5.15 Examples. (i) Let G be a group, S::s G and X = G. By 5.1, S can be 
considered as a subgroup of SG = Sx. If g E G then Orb(g) = Sg (the 
right coset of g with respect to S) and Stab(g) = {s E Sisg = g} = {I}. 

(ii) Let G be a group, X = G and Inn G ::S Sa. where Inn G = {<Pxlx E G} 
for all inner automorphisms <Px: G ~ G, g>-+ xgx- I • Then for each g in 
G we get Orb(g) = {<Px(g)l<Px E Inn G} = conjugacy class of g, and 
Stab(g) = {<Px EInn Glxgx- I = <pAg) = g} = {<Px E Inn Glxg = gx}. 

o 
These concepts turn out to be very useful in several applications. As 
an example, we mention an application to chemistry, due to G. P6lya. 

5.16 Example. From the carbon ring (a) one can obtain a number of 
molecules by attaching hydrogen (H-) atoms or CH3-groups in the 
places CD-@in (b). For instance, one can obtain xylole (c) and benzene 
(d). 

c-c 

/ " (a) C C 

'\. / 

c-c 

(b) Q)-c/ ~c-0 " / c_c c-c 

o '0 
Figure 5.6 
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CH3 CH3 

" / 
C-C 

/ " (c) H-C C -H 

" / 
C-C 

/ " H H 

H H 

" / C-C 

/ '" (d) H- C C -H 

"- / 
C-C 

/ " H H 

Figure 5.6 (continued) 

Obviously, (c') gives xylole as well: 

H H 

"- / 
C-C 

/ '" (c') H-C C -H 

"- / 
C-C 

/ " CH3 CH3 

Figure 5.7 

The problem which arises is: how many chemically different molecules can 
be obtained in this way? Altogether, there are 26 possibilities to attach either 
H or CH3 for oo-@. But how many attachments coincide chemically? 0 

In order to solve this problem we can employ the following result of 
Burnside. 
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5.17 Theorem. Let X befinite and 0 ~ Sx. For every x E X, IOrb(x)1 divides 
101 and the number n of different orbits of X under 0 is given by 

n = I~I JG IFix(g)1 = I~I Jx IStab(x)l, 

where Fix(g) := {x E Xlg(x) = x}. Also [0: Stab(x)] = IOrb(x)l, and hence 
IStab(x)IIOrb(x)1 = 101. 

PROOF. First we compute IOrb(x)l. Let x E X and f: Orb(x) ~ OJ -Stab(x), 
g(x) 1---+ g Stab(x). Since 

gl(x) = gix) ¢::> g2"l gl (X) = x¢::> g2"l gl E Stab(x) ¢::> gl -Stab(x) g2 

¢::> gl Stab(x) = g2 Stab(x), 

f is well defined. Obviously f is bijective and hence IOrb(x)1 = 10 j -Stab(x)1 = 
[0: Stab(x)], so IOrb(x)1 divides 101· 

Now we compute the cardinality of {(g, x)lg E 0, x E X, g(x) = x} in 
two different ways: 

L IStab(x)1 = I{(g, x)lg E 0, x E X, g(x) = x}1 = L IFix(g)l· 
XEX gEG 

Let us choose representations XI. .•• , Xn from the n orbits. Since Orb(x) = 
Orb(y) implies 

we get 

101 
IStab(x)1 = [0: Stab(x)J 

= IStab(y)l, 

101 
IOrb(x)1 

101 
IOrb(y)1 [0: Stab(y)] 

n n 101 
x~x IStab(x)1 = i~1 IOrb(xJI·IStab(xJI = i~1 IStab(xJI·IStab(xi)1 = n ·101· 

D 

Now we use 5.17 for our problem 5.16. 

5.16 Example (continued). Let us denote the said 26 = 64 attachments by 
{XI. ••• , X64} =: X. Attaching Xi and Xj will yield the same molecule if and 
only if Xj can be obtained from Xi by means of a symmetry operation of 
the hexagon CD-@, i.e. by means of an element of D 6 , the dihedral group 
of order 12. Hence the number n of different possible molecules we are 
looking for is just the number of different orbits of X under D 6• From 5.17 
we get 

n = -I 1_1 L IFix(g)1 = 12 L IFix(g)l· 
D6 gED6 gED6 

Now id fixes all elements, whence IFix(id)1 = 64. A reflection r on the axis 
CD-@) in (b) fixes the four attachments possible in CD and @) and also the 
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four other possible attachments in ~ and Q) if they are the same as those 
in ® and~, respectively. Hence IFix(r}1 = 4· 4 = 16, and so on. Altogether 
we get n = -b. . 156 = 13 different molecules. 0 

One sees that this enumeration can be applied to situations where one 
looks for the number of possible "attachments". The result in 5.17 shows 
that n is the "arithmetic mean" of the IFix(g }I's (and also of the IStab(x }I's 
in G). 

One can improve the formula in 5.17 slightly by the remark that if g( 
and g2 are conjugate then IFix(g(}1 = IFix(g2}1. Of course, this only helps 
in the nonabelian case. So we get 

5.18 Theorem. Let X be finite and G:5 5x . Let gh ... , gr be a complete set 
of representatives for the conjugacy classes in G / - and let ki be the number 
of elements conjugate to gi' Then the number n of orbits of X under G is given 
by 

n = I~I (kdFix(gdl + ... + krIFix(gr)I}· 

We give a simple example in which we can use our knowledge about 
the conjugacy classes of 53' 

5.19 Example. Find the number of essentially different possibilities, n, that 
there are of placing three different elements from the set {A, B, C, D, E} in 
the three corners 1, 2, 3 of an equilateral triangle, such that at least two 
letters are distinct. 

SOLUTION. G = S3 acts on {I, 2, 3} as the group of symmetries. Take, in the 
language of 5.18, g( = id, g2 = (1, 2) and g3 = (1,2, 3). Then k( = 1, k2 = 3, 
k3 = 2. Now X contains all triples (a, b, c) with pairwise different a, b, c E 

{A, B, C, D, E}. Hence 

IXI = 5(4 + 4.5} = 120, 
IFix(g(}1 = 120, 
IFix(g2}1 = 20, since g2 fixes precisely all (a, a, b), 
IFix(g3)1 = 0, since g3 fixes exactly all (a, a, a); these combinations are not 

allowed. 

Hence 5.18 gives us 

n = ~(120 + 60 + O) = 30. o 

The results 5.17/5.18 are indeed useful for 5.19. A direct treatment of 

. .. f I (120) . f h 5.19 would reqUIre an exammatlOn 0 al 2 = 7260 palfS 0 attac ments 

with respect to being essentially different. And that's quite a job. There 
might, however, remain quite a bit to do in 5.17/5.18, especially if G is big 
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and if there are many conjugacy classes. So we might still be dissatisfied 
with what we have accomplished so far. Also, we still have no tool for 
finding a representative in each class of essentially equal attachments. 

5.20 Definition. Suppose that 7T E Sn decomposes into jl cycles of length I, 
h cycles of length 2, ... ,jn cycles of length n according to 5.6 (we then 
have Ih + 2j2 + ... + njn = n). (jt. ... ,jn) is then called the cycle index of 
7T. If G ::5 Sn then 

I .. . 
Z( G) := I GI1T~G X"\'x't . .. x'; E Q[xt. ... , xn ] 

(where (j I, ... ,jn) is the cycle index of 7T) is called the cycle index polynomial 
of G. 

5.21 Example. In S3, we have one permutation (namely id) with cycle index 
(3,0,0), three permutations «(1, 2), (1,3), (2, 3)) with cycle index XiX2 (since 
(1,2) = (1,2)(3), and so on) and two permutations with cycle index X3' 
Hence 

o 

It is not hard, but it is lengthy, to determine the cycle index polynomial 
of the following groups which mostly appear as groups of symmetries. We 
give the following list without proof. 

5.22 List of Some Cycle Index Polynomials. 

(i) 

(ii) 

I .. . 
Z(Sn) =L(l j l"')(-.i2' ') (jn' ,)X{IX~2 ... x~n, 1. . £," Jz. ... n 'In· 

where the summation goes over all (jl>'" ,jn) E N~ with Ijl + 2j2 + 
... + njn = n. In particular, we get 

Z(SI) = XI> 

Z(S2) = !(xi + X2), 

Z(S3) = Mx~ + 3xix2 + 2X3), 

Z(S4) = -b(x~ + 6xi + 3x~ + 8XIX3 + 6x4). 

I + (- I)j 2+j 4+'" .. . 

Z(An) = L 2(l j ,' ')(2j2 ' ') (jn' ,)X"\'x'i ... x';, 
11' Jz .... n'ln· 

where the summation is as in (i). In particular, 

Z(A I ) = Xt. 

Z(A2) = !xi, 

Z(A1) = !(x~ + 2X3)' 

Z(A4) = -h(x~ + 8XIX3 + 3x~). 
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(iii) 

(iv) 
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1 
Z(Zn) = - L f,O(d)x:;/d (f,O = Euler's f,O-function). 

n din 

For instance, 

Z(Z7) = ~(xi + 6X7), 

Z(Zg) = k(x~ + X~ + 2x~ + 4Xg), 

Z(Z9) = ~(X~ + 2x~ + 6x9 ). 

Here Dn is the dihedral group. 
For instance, 

Z(D4 ) = k(x~ + 2xix2 + 3x~ + 2x4 ), 

Z(Ds) = -Io(x~ + 5xlx~ + 4xs), 

Z(D6) = i2(x1 + 3xix~ + 4x~ + 2x~ + 2X6)· 

(v) Let 0 be the group of all rotations mapping a given cube (or a given 
octahedron) into itself. Then 101 = 24. Consider 0 as a group Cc of 
permutations on the eight corners of the cube. Then 

Z( Cc ) = -i4(x~ + 9xi + 6x~ + 8xixn. 

(vi) Let 0 be as in (v). Now let 0 act as a group Ce on the twelve edges 
of the cube. Then 

Z( Ce) = -i4(x:2 + 3x~ + 8x~ + 6xix~ + 6x~). 

(vii) Again, let 0 be as above. Now let 0 act as a permutation group Cf 
on the six faces of the cube. Then 

o 

The reader might be wondering, what these cycle index polynomials 
might be good for. Recall our examples, in which we wanted to assign 
certain "figures" 11> ... ,f,. (H- or CH-modules in 5.16 or letters A, ... , E 
in 5.19) to a number n of "places" 1, 2, ... ,n (free places in the carbon 
ring, corners of a triangle, .. ). We build up a mathematical model for these 
situations. 

5.23 Definition. Let P be a set of r figures};. Let mEN. If 0 =:; Sm then 0 
can be thought of as a permutation group on pm via g(};, ... Jm) := 

(}"g(lh··· ,}"g(m»). 
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5.24 Theorem ("Polya's Theorem"). In the situation of 5.23, the number n 
of different orbits on X = pm under G is given by 

n = Z(G)(r, r, ... , r). 

(This equals the value of the induced polynomial function of Z( G) at 
x. = r, ... , Xm = r.) 

PROOF. If g E G then (f ..... Jm) E Fix(g) if and only if all};, where i runs 
through the elements of a cycle of g, are equal. Hence IFix(g)1 = ,-il+j2+ .. ·+j m, 
where (j ..... ,jm) is the cycle index of g. Now Burnside's Theorem 5.17 
gives us the desired result 

o 

5.16 Example (Revisited). We have P = {H-, CHd, n = 2, m = 6 and G = 
D6• From 5.22(iv) we get 

hence 

n = Z(D6 )(2, 2, 2, 2, 2, 2) = 12(64 + 48 + 32 + 8 + 4) = 12' 156 = 13. 0 

5.25 Example. We want to color the faces of a cube with two colors. How 
many essentially different colorings can we get? 

SOLUTION. By 5.22(vii) we get Cfi m = 6, 
~(64 + 48 + 48 + 48 + 32) = lO different colorings. 

r = 2, hence n = 
o 

Hence the solution becomes as short as the question. If we actually want 
to find a representative in each orbit, we can simply try to find one. If one 
dislikes this brute force method then some more theory is needed. For a 
proof and a detailed account, see, e.g. STONE. 

5.26 Theorem ("Redfield-P6Iya Theorem"). Recall the situation in 5.23. Let 
us "invent" formal products of the figures f., ... ,f,. and write f2 for f· f, etc. 
If one now substitutes f. + ... + j,. for x., fT + f~ + ... + f~ for x2, and so on, 
in Z( G), then one gets, by expanding the products, sums of the form 
nJ\Ij~2 ... f~ with i. + ... + ir = m. This means that there are precisely n j ways 
to put i. figures f. into the place number I, i2 of the figures f2 into number 2, 
and so on. 0 

5.16 Example (Revisited). Let f. be the H- and f2 the CHrgroup. If we 
expand as in 5.26, we get 12(]; + f2)6 + 3(]; + f2)2(fT + f~? + 4(fi + f~)3 + 
2(f~ + fD2 + 2(f~ + f~» = f~ + fU2 + 3fU~ + 3fU~ + 3fUi + fdi + f~. 
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Hence there are: 

one possibility to give only H-atoms, 
one possibility to give five H- and one CHrgroups, 
three possibilities to take four H- and two CH3-groups, and so on. 

In order to find a complete set of representatives, one has to collect these 
(altogether l3) possibilities. This is very easy. 0 

Of course, if one replaces all h by 1, one gets Polya's Theorem 5.23 as 
a corollary of 5.26. Even after the discovery of these two powerful results 
it was not always realized that these methods are available. Let's give a 
final example. 

5.27 Example. Let us call two truth functions (or switching functions) 
IIJ2: {O, I}" ~ {O, I} essentially similar, if, after a suitable relabeling 
(il> ... , in) of (1, ... , n) we have 

II(bl> ... , bn) = I2(b jl ,···, bjJ 

for all (bl> ... , bn) E {O, -I}". For switching theory, this means that the corres
ponding switching circuits of II and 12 "work identically" after a suitable 
permutation of the input wires. 

Problem. How many essentially different such functions exist? 
History. This problem was explicitly carried out and solved by means of 

a gigantic computer program in 1951 for n = 4. The total number of these 
functions is already 224 = 65,536. 

SOLUTION. Our solution is rather immediate. The group G is basically Sn. 
However, care must be taken, since G acts as described above on {O, I}" 
and not on {I, ... , n}. If we take n = 4, for instance, the effect of g = 
(1,2)(3,4) on the quadruple (a, b, c, d) E {O, I}4 is given by (b, a, d, c). 
Obviously, Fix(g) consists of precisely those functions which are constant 
on each cycle of g. In our case for g = (1,2)(3,4) we get Fix(g) = 2 . 2 = 4. 
Now Sn decomposes into the following congruence classes (see 5.8): 

(i) id; 
(ii) six 2-cycles; 

(iii) three products of two 2-cycles; 
(iv) eight 3-cycles; 
(v) six 4-cycles; 

Now (i) fixes all 16 (a, b, c, d), yielding X:6 in the cycle index polynomial. 
Also, (ii) contributes 6x~xi, since for instance (1,2) yields the four 2-cycles 
«0, I, c, d), (1,0, c, d» and fixes all (0,0, c, d) and (1,1, c, d), thus produc
ing eight I-cycles, and so on. The cycle index polynomial for G acting on 
{O, 1}4 is then given by 

Z( G) = i4(x: 6 + 6x~x~ + 3xix~ + 8xix~ + 6xix2X!). 
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Hence Xl = X2 = X3 = X4 = 2 gives 3948 equivalence classes of functions 
from {a, 1}4 to {a, I}. D 

5.28 Remark. If one adds complementation to G as a symmetry operation 
(i.e.jl - f2 ¢:> fl(b h .•• , bn ) = f2(b;, ... , b~)) then this number reduces fur
ther from 3948 to just 222. 

PROBLEMS 

1. Show that each of the following three subsets of Sn (n 2: 2) generate Sn: 
(i) {(l, n), (I, n - 1), ... , (I, 2)} (cf. 5.9); 

(ii) {(l, 2), (2,3), ... , (n - I, n), (n, I)}; 
(iii) {(l, 2), (I, 2, ... , n)}. 
Remark. You can consider this as a "game", in which you put the numbers 
1,2, ... , n to the vertices of a regular n gon on the unit circle. In (i), you can 
interchange 1 with any other number, in (ii) you can transpose every number 
with the one following it, and in (iii) you can interchange 1 and 2 and turn the 
whole circle by 360/ n degrees. The question is always: Can you get every 
arbitrary order of 1, ... , n on the circle by means of these "allowed" manipula
tions? 

2. Determine K(Sn) for all n E N. 

3. If 101 = n, we know from 5.1 that 0 C:;Sn' By (iii) of Problem 1, Sn can be 
generated by two elements. Hence every finite group can be generated by two 
elements. Is this correct (where is the error)? 

4. Let 0 be the group of all orthogonal transformations in the [R3 which move the 
edges of a cube (with center in the origin) into edges. Determine 101 via 5.17. 

*5. Consider the class of organic molecules of the form 

x 
I 

X-C-X 
I 

X 

where C is a carbon atom, and each X can be anyone of the following: CH3, 

C2 Hs, H or Cl. Model each molecule of this class as a regular tetrahedron with 
the carbon atom at the centre and the X-components at its vertices. Find the 
number of different molecules of this class. (Hint: Find the number of 
equivalence classes of maps from the four vertices of the tetrahedron as the 
domain to the range {CH3, C2Hs. H, Cl}. A suitable permutation group is the 
group of the permutations which correspond to all possible rotations of the 
tetrahedron.) 

6. Two Boolean functions over IB in n variables are said to be equivalent if one 
can be obtained from the other by permuting and/ or complementing the vari
ables. The set of all possible permutations and/or complementations of the n 
variables can be represented by a permutation group 0 acting on the domain 
IBn of the Boolean function. 
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(i) Determine the number of equivalence classes of Boolean functions for 
n = 2. 

*(ii) Also for n = 3, where it is known that the cycle index for G is 

fs(x~ + 13xj + 8xfx~ + 8X2X6 + 6x~x~ + 12x~). 

7. Let k be a given integer and let n = 2k + 1. Each of the IOn numbers of n digits 
is printed on a separate slip of paper. Leading zeros are always filled in. We 
regard two slips to be the same if one of them represents the other one if the 
slip is held upside down. So we assume that the digits 0,6,9,8, 1 cannot be 
distinguished from the upside down counterparts 0,9,6,8, 1. Determine the 
number of different slips of paper. 

EXERCISES (Solutions in Chapter 8, p. 494) 

1. Find the number of distinct bracelets of five beads made up of red, blue and 
white beads. 

2. Three big and six small pearls are connected onto a circular chain. The chain 
can be rotated and turned. How many different chains can be obtained assuming 
that pearls of the same size are indistinguishable? 

3. Find the number of ways of painting the four faces a, b, c and d of a tetrahedron 
with two colors of paints. 

4. If n colors are available, in how many different ways is it possible to color the 
vertices of a cube? 

5. Determine the number of switching functions using three none qui valent switches. 

NOTES 

§1 

There is a very large body of mathematical knowledge which is usually 
referred to as combinatorics; most of such combinatorial topics are part of 
discrete mathematics with applications to computing. Some of the standard 
texts on combinatorics are BERMAN and FRYER, HALL, VILENKIN, RYSER, 
STREET and WALLIS; one of the advanced books is AIGNER. There is a 
considerable number of conference proceedings, outlining topics in the 
theory and applications of combinatorics proceedings, outlining topics in 
the theory and applications of combinatorics; we mention WELSH. The 
proceedings of the Australian Conferences on Combinatorial Mathematics, 
an annual and ongoing event, are published in the series "Lecture Notes 
in Mathematics" by Springer-Verlag. The British Combinatorial Bulletin 
gives an excellent survey of recently submitted or published combinatorial 
books and papers. MACWILLIAMS and SLOANE and SLOANE give several 
applications of Hadamard matrices, the theory of these matrices is developed 
in detail in WALLIS, STREET and WALLIS. The standard references for Latin 
squares is DENES and KEEDWELL; applications to the design of statistical 
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experiments are discussed in MANN , VAJDA, RAGHAVARAO. Finite projective 
planes are considered in most books on projective geometry, e.g. HUGHES 
and PIPER, HORADAM. The most comprehensive account of projective 
geometries over finite fields is given in HIRSCHFELD. In the notes to Chapter 
4 we referred to the applications of finite geometries to coding theory. 
Balanced incomplete block designs, tactical configurations, Steiner systems 
and difference equations are all standard topics of combinatorics, and the 
following references contain applications of some of these topics: BOGART, 
VAJDA, WELSH. 

§2 

Cryptography is concerned with the protection of an established communi
cation channel against (passive) eavesdropping and (active) forging, thus 
secrecy and authenticity being the two main concerns. Today cryptography 
draws heavily from mathematics and computer science. The importance of 
mathematics in cryptography was already recognized by the famous alge
braist A. Adrian Albert, who said almost half a century ago: "It would not 
be an exaggeration to state that abstract cryptography is identical with 
abstract mathematics." 

Cryptography is a subject which has evolved rapidly recently, particularly 
in its applications in data security. The number of publications in cryptogra
phy has also grown rapidly. There are now several excellent books on 
crytography available: BEKER and PIPER includes interesting applications 
of finite fields, DENNING and KONHEIM present a wealth of stimulating 
mathematical aspects of the subject. DENNING includes an excellent 
introduction to encryption algorithms, cryptographic techniques, and chap
ters on access control, information flow control and inference control 
together with extensive bibliographical references. MYER and MATYAS 
contains many references to applications. Whereas GALLAND and SINKOV 
cover the older literature and the mathematically more elementary aspects 
of cryptography. Other books, some of them of a survey nature, are: BETH, 
SIMMONS, LEISS, MERKLE and BETH, HESS and WIRL. SIMMONS, SLOANE 
and GARDNER are survey articles on various aspects of cryptography. The 
NPL published a series of annotated bibliographies on data security and 
cryptology (see PRICE). There is also a journal, Cryptoiogia, devoted entirely 
to this subject area. The event of an annual conference and workshop on 
cryptography give an indication of the vigor and fast development of this 
discipline. Since this is a rather new and in our view fascinating subject, 
we give more extensive notes and mention a few aspects in the history of 
cryptography with some further references to the bibliography. KAHN gives 
an exciting and mostly nonmathematical account of the historical develop
ment of cryptography. The first system of military cryptography was estab
lished by the Spartans in ancient Greece in the fifth century B.C. They used 
a transposition cipher which was implemented on an apparatus called 
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"skytale"-a staff of wood around which a strip of papyrus or leather was 
wrapped. The secret message is written on the papyrus down the length of 
the staff, the papyrus is then unwound and sent to the recipient. The Greek 
writer Polybius devised a cryptosystem which has as one of its characteristics 
the conversion of letters to numbers. Cryptology proper, which comprises 
both cryptography and cryptanalysis, was first discovered and written down 
by the Arabs in 1412. Kahn traces the history of cryptography in detail over 
the following centuries, with emphasis on the important developments 
earlier in the twentieth century, particularly resulting from two World Wars. 

It was recognized by Alberti (1466) and Viete (1589) many centuries ago 
that monoalphabetic substitution offers no security. F. W. Kasiski (1863) 
laid the foundation for breaking polyalphabetic substitutions with periodic 
or non periodic keys, if the same key is used several times. This lead to the 
development of running keys for one-time use. J. C. Mauborgne, of the 
U.S. Army Signal Corps, introduced such random keys in 1918 based on 
Vernam ciphers, which had been invented for teletype machines by G. S. 
Vernam a year before. Claude Shannon studied the probabilistic nature of 
the one-time key and defined the concept of "perfect secrecy". The theoreti
cal basis of this and other systems was established by information theory. 
One time pads require extremely long keys and are therefore prohibitively 
expensive in most applications. 

The period after World War I saw the development of special purpose 
machines for enciphering. Later the development of digital computers has 
greatly facilitated the search for better cryptographic methods. World War 
II brought mathematicians in close contact with cryptology; for example, 
Alan Turing in England and A. A. Albert in the USA, who organized 
mathematicians for the work in cryptology. In 1940 the British were able 
to break the German ciphers produced by the ENIGMA machines, which 
are rotor machines for polyalphabetic enciphering. It is said that some 
200,000 of these machines were in use. Another example of a cryptographic 
machine is the American Hagelin C-36 machine or M-209 converter. It was 
used by the U.S. Army until the early 1950s. 

United States cryptologists under the leadership of W. F. Friedman 
succeeded in cracking the Japanese PURPLE ciphers in 1941. German 
cryptanalysts under H. Rohrbach were able to break one of the early 
American M-138-A ciphers, which were then changed into new cipher 
machines, such as the M-134-C. 

Only from the mid-1970's on was there also a wide-spread commercial 
interest in cryptography. Incentives for this development came from the 
need for protecting data, computer-supported message systems such as 
electronic mai~ or industrial espionage, to mention a few. 

In the early 1970's IBM developed and implemented the system 
LUZIFER, which uses a transformation that alternatively applies substitu
tion and transposition. This system was then modified into DES, the 
National Bureau of Standard's Data Encryption Standard. An interesting 



Notes 329 

and rather new area of cryptography is the problem of secure speech 
transmission. There are, essentially, two techniques for encrypting speech: 
digital and analogues. Both techniques of voice scrambling are described 
in BEKER and PIPER. 

SIMMONS gives a survey of the state of cryptography, comparing classical 
methods (symmetric encryption) with newer developments of public-key 
cryptography (asymmetric encryption). Symmetric cryptosystems involve 
substitution and transposition as the primary operation; Caesar ciphers, 
Vigeneres, Hill ciphers and the DES fall into this category. One important 
advantage of the DES is that it is very fast and thus can be used for 
high-volume, high speed enciphering. 

The concept of a public-key cryptosystem is due to DIFFIE and HELLMAN: 
as an important implementation the RSA cryptosystem was developed by 
RIVEST, SHAMIR and ADLEMAN. The trapdoor knapsack is another 
implementation of a public key cryptosystem given by MERKLE and HELL
MANN. Public-key cryptosystems have the advantage that there is no need 
for an initial exchange of keys via a secure channel between two users who 
wish to communicate with each other. Secondly, only two keys are required 
per user (the public and the private key) independent of the number of 
participants in such a system. 

It is still open if the RSA system can be broken. So far there is no proof 
that deciphering in the RSA system is computationally as hard as factoriz
ation of an integer. It is conceivable that some day a method will be 
developed that factors in polynomial time. Today it appears that a length 
of 400 digits for the integer n, and p and q primes of length approximately 
200 each are sufficient. 

The security of most cryptographic systems depends on the computational 
difficulty to discover the plaintext without knowledge of the key. The two 
modern disciplines which study the difficulty of solving computational 
problems are complexity theory and analysis of algorithms. The ultimate 
test of a system is the attack by a skilled cryptanalyst under very favorable 
conditions such as a chosen plaintext attack, where the cryptanalyst can 
submit an unlimited number of plaintext messages of his choice and examine 
the resulting cryptograms. 

Today the need for governmental (diplomatic and military) cryptography 
and for private and commercial cryptography is recognized. The times are 
now over when the Secretary of State under President Hoover of the USA 
in 1929 dismissed on ethical grounds the Black Chamber of the State 
Department, with the explanation "Gentlemen do not read each other's 
mail." 

§3 

The history of linear recurring sequences from 1202 to 1918 has been traced 
by DICKSON. The celebrated Fibonacci sequence Fo• F .. Fz •... defined by 
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Fo = 0, FI = I, Fn+2 = Fn+1 + Fn for n = 0, I, ... attracted a great deal of 
attention initially. Then linear recurring sequences of real and complex 
numbers were considered, and more recently linear sequences in Z have 
been considered modulo a prime p. Such sequences became important in 
electrical engineering because of their connection with switching circuits 
and coding theory. SELMER gives a brief survey of the history of the subject 
with particular emphasis on the developments after 1918. The basic paper 
for the modern theory of linear recurring sequences in finite fields is 
ZIERLER, and expository accounts of this theory can be found in: BIRKHOFF 
and BARTEE, DORNHOFF and HOHN, GOLOMB, GILL, LIDL and NIEDER
REITER, LUNEBURG, PETERSON and WELDON. Applications of linear recur
ring sequences in coding theory were mentioned in the notes for Chapter 4. 
Some of the pioneering work on the interplay between linear recurring 
sequences, feedback shift registers and coding theory is presented in ASH, 
LIN, PETERSON and WELDON, ABRAMSON. Linear recurring sequences in 
cryptography are discussed in BEKER and PIPER; other applications of such 
sequences are presented in GOLOMB. Linear recurring sequences are also 
used in the construction of Hadamard matrices, in the theory of difference 
sets, in pseudo-random number generators and in simplifying computations 
in f q and f q[x]. 

§4 

The area of algebraic computing is a young and growing discipline. Many 
aspects of it are dealt with in computer science courses rather than algebra 
courses. The book by LIPSON tries to build a bridge between these two 
disciplines as an alternative viewpoint to modern algebra. More useful 
algorithms and programs for algebraic calculations can be found in AHO, 
HOPCROFT and ULLMAN and also BORODIN and MUNRO. Our example is 
contained in SZABO and TANAKA. 

§5 

The central position in the theory of counting is taken by P61ya's theorem, 
a very elegant result contained in a paper published in 1937 in Acta 
Mathematica 68. A survey of P61ya's theory of counting is given in DE 
BRUUN, with many further references. Some of the texts on applied algebra 
also contain a section on applications of the central theory of this paragraph, 
e.g. GILBERT, DORNHOFF and HOHN. 



CHAPTER 6 

Automata 

One meets automata or machines in various forms such as calculating 
machines, computers, money changing devices, telephone switch boards 
and elevator or lift switchings. All of the above have one aspect in common, 
namely a "box" which can assume various "states". These states can be 
transformed into other states by outside influences (called "inputs"), for 
instance by electrical or mechanical impulses. Often the automaton "reacts" 
and produces "outputs" like resvlts of computations or change. 

We shall indicate what is common to all automata and describe an 
abstract model which will be amenable to mathematical treatment. We 
shall see that there is a close relationship between automata and semigroups. 
Essential terms are a set of states and a set of inputs which operate on the 
states and transform them into other states (and sometimes yield an output). 
If outputs occur then we shall speak of automata, otherwise we speak of 
semiautomata. 

§ 1. Semiautomata and Automata 

1.1 Definition. A semiautomaton is a triple ::I = (Z, A, 8), consisting of two 
non empty sets Z and A and a function 8: Z x A ~ Z. Z is called the set 
of states, A the input alphabet and 8 the "next-state function" of ::I. 

The above definition is very much an abstraction of automata in the 
usual sense. Historically, the theory of automata developed from concrete 
automata in communication techniques, nowadays it is a fundamental 
science. If we want "outputs", then we have to study automata rather than 
semiautomata. 
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1.2 Definition. An automaton is a quintupel sf = (Z, A, B, i>, A) where 
(Z, A, i» is a semiautomaton, B is a nonempty set called the output alphabet 
and A: Z X A ~ B is the "output function". 

If Z E Z and a E A, then we interpret i>(z, a) E Z as the next state into 
which Z is transformed by the input a. A (z, a) E B is the output of Z resulting 
from the input a. Thus if the automaton is in state z and receives input a, 
then it changes to state 8(z, a) with output A(Z, a). 

1.3 Definition. A (semi-) automaton is finite, if all sets Z, A and B are finite; 
finite automata are also called Mealy automata. If a special state Zo E Z is 
fixed, then the (semi-) automaton is called initial and Zo is the initial state. 
We write (Z, A, i>, zo) in this case. An automaton with A depending only 
on Z is called a Moore automaton. 

In practical examples it often happens that states are realized by collec
tions of switching elements each of which has only two states (e.g. current-no 
current), denoted by 0 and I. Thus Z will be the cartesian product of several 
copies of 7L2 • Similarly for A and B. 

PROBLEMS 

1-4. Give interpretations of the situations described as (semi-) automata by specify
ing Z, A and 8. When does it make sense to consider these semiautomata as 
automata, Mealy automata, Moore automata, initial automata? 

I. A computer. 

2. A money changing device. 

3. An elevator switching circuit. 

4. A mouse trap. 

EXERCISES (Solutions in Chapter 8, p. 494) 

I. Describe parts of your brain as a semi automaton, such that A is the set of 
theorems in this book and 8 describes "studying". 

2. Could you interpret the semiautomaton in Exercise 1 as a computer (brain = 
storage, etc.)? 

3. What would be a possible interpretation if the semi automaton in Exercise 
should be considered as an automaton? 

4. Same as Exercise 3, but with the interpretation as an initial automaton. 
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§2. Description of Automata; Examples 

Now we investigate how to describe a finite (semi-) automaton explicitly. 
There are several ways of doing this, two of which seem to be particularly 
appropriate. Let A = {at. ... , an}, B = {bt. ... , bm } and Z = {zt. ... , Zk}' 

I. Description by Tables 
In order to describe [j we can simply give a table (the "transition table") 

In case of automata we also need an "output table": 

II. Description by Graphs 
We depict Zt. ... , Zk as "discs" in the plane and draw an arrow labeled a j 

from Zr to Zs if [j(z" a;) = z,. In case of an automaton we denote the arrow 
also by A(z" a;). This graph is called the state graph: 

Figure 6.1 

For further descriptions by means of incidence matrices see ARBIB. We are 
now in a position to consider the first example. 

2.1 Example (Marriage Semiautomaton). We consider the following situ
ation of a somewhat idealized marriage: The husband is angry or bored or 
happy; the wife is quiet or shouts or cooks his favorite dish. Silence on her 
part does not change the husband's mood, shouting "lowers" it by one 
"degree" (if he is already angry, then no change), cooking of his favorite 
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dish creates general happiness for him. We try to describe this rather limited 
view of a marriage in terms of a semiautomaton Y = (Z, A, 8). We define 
Z = {Zi> Z2, Z3} and A = {ai> a2, a 3}, with 

ZI .•• "husband is angry", 

Z2 ••• "husband is bored", 

Z3 .•• "husband is happy", 

Using description I, we obtain 

Description II yields 

al ... "wife is quiet", 

a2 •.. "wife shouts", 

a3 ••. "wife cooks". 

n a, 
Ql ~0---"'~----

Figure 6.2 o 

2.2 Example (Marriage Automaton). Let the situation be as in 2.1 and add 
the outputs B = {bi> b2} with the interpretation 

b l ... "husband shouts", b2 ••• "husband is quiet". 

We assume that the husband only shouts if he is angry and his wife shouts. 
Otherwise he is quiet, even in state Z3' In description I we have to add the 
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output table 

A 

In II we add 

Figure 6.3 o 

2.3 Example ("Parity-Check Automaton"). Let Z = {zo, ZI}, A = B = {O, I} 
and 

o 

With II we have 

A o 

o 
o 

1 ;1 
0;0 r- Q':.==;~=~"I fz0':::::> 0;0 
~ 1;1 \2) 

Figure 6.4 
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A possible interpretation would be: Zo and ZI are the two states of a number 
storage with 

Zo ••• "machine stores 0", 

Z I ... "machine stores I". 

For i, j E {a, l} the input i operates on the state Zj by creating the state Zj+1 

(addition modulo 2). The output is identical to the input. 0 

2.4 Example ("Flip-Flop"). The following three (mini-) automata are 
particularly important, since they are often used as building blocks for bigger 
automata. Let Z = B = {a, l}. 

(i) Shift register: A = {a, l} 

o 

or 

o 

o 
o 

A 

o 
1 

o 

o o 
1 

0;0 c-IQ\..;.==~==::::-. 1 ..::=> 1 ;1 1:0 0 
\::/ 0;1 

(ii) Trigger flip-flop: A = {a, I} 

or 

o 
1 

o 

o 1 
o 

Figure 6.5 

A 

o 
1 

o 

o 
1 

o 
1 

1;0 
0;0 c=:.. fQ\1";:. =;:;:::::~ .. f'i\ ---- 0; 1 \V 1;1 v---' 

(iii) IR flip-flop: A = {e, 0, l} 

e 

o o 

o 

o 
o 

Figure 6.6 

A 

o 

e 

o 

o 

o 
1 

o 
1 
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or 

e;O e;1 

rRl--==~1~iO ===~rR 
\::..J 0;1 \:..J U [f 

0;0 1;1 

Figure 6.7 

The input e does not change anything, the inputs i E {O, I} change all 
states into i, the output is equal to the corresponding input. 0 

All three miniautomata are Moore automata. We shall clarify how they 
work after the introduction of semi groups into the theory of automata. 

PROBLEMS 

1-4. Describe simple cases of the (semi-) automata in Problems 1-4 of §I by means 
of tables and graphs. 

5. Do the same for Exercise I of § l. 

6. Let Z = A = Is and 5(z, a) = z + a (addition modulo 5). Describe (Z, A, 5) by 
a table and by a graph. 

7. As in Problem 6, but now with 5(z, a) = za (multiplication modulo 5). 

8. As in Problem 6, now with 5(z, a) = za (powers in Is). 

EXERCISES (Solutions see Chapter 8, p. 494) 

I. A stamp automaton fI has a capacity of ten stamps. Define it as a semiautomaton 
according to l.l, such that the state z means "there are z stamps in fI", the 
inputs are "no coin is inserted", "a correct coin is inserted", "a wrong coin is 
inserted". Describe this semi automaton by a table and a state graph. 

2. Generalize the semiautomaton of Exercise I to an automaton by adding the 
outputs "no output", "a stamp is output", "a coin is output". Complete the table 
and state graph. 

3. Given A = B = Z = I4 and 5(z, a) = z + a, A(z, a) = z· a, draw the graph of 
this automaton. 

4. LetA = {a, 1,2,3, 4} :5IIO' B = IIO,Z = all multiples of4in IIO. Let5(z, a) = za 
and A(z, a) = z. Determine Z, give the tables for 5 and A, and draw the graph 
of this automaton. 

5. More generally, given a semiautomaton (A, Z, 5) with A = Z, will we always get 
(A,o) as a semigroup via a 0 b:= 5(a, b)? Conversely, given a semigroup H, can 
it always be considered as a semiautomaton (A, Z, 5) with A = Z? 
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6. In a metabolic cycle, let Z = {zt. Z2, Z3} consist of three organic acids. Two 
enzymes at. a2 act on Z al changes Zl into Z2, Z2 into Z3, and Z3 into Zl· a2 does 
the exact inverse. Interpret this situation by a semiautomaton and draw its graph. 

§3. Semigroups 

Algebraic automata theory and the theory of formal languages (cf. Chapter 
7) make extensive use of semigroups. In this paragraph we summarize those 
results of semigroup theory, which will be needed for the description of 
automata. Some of the results given early in this section are elementary and 
are probably known to many readers, however these introductory results 
are included for the benefit of those who are unfamiliar with semigroups. 

A. Fundamental Concepts 

3.1 Definition. A semigroup is a set S together with an associative binary 
operation 0 defined on it. We shall write (S, 0) or simply S for a semigroup. 

Here are some examples of semigroups. 

3.2 Examples. (i) (II\J, +), (lI\Jo, +), (II\J, .), (Z, +), (Z, .), (IR, +) and (IR, .) are 
prominent examples of semigroups. These examples will show up 
frequently. 

(ii) (IR, max) with x(max)y:= max(x, y) is another example of a semi
group on the set IR. 

(iii) Let IR~ denote the set of all n x n-matrices with entries in IR. Then 
(IR~, +) and (IR~,·) are semigroups. 

(iv) Let lR[x] be the set of all real polynomials. If +, ',0 denote addition, 
multiplication and substitution, respectively, then (lR[x], +), (lR[x], .) 
and (lR[x],o) are examples of semigroups. Again one can see that 
many different operations can be defined on a set, turning this set 
into (different) semigroups. 

(v) Let S be any non empty set. Let SS be the set of all mappings from 
S to S and let 0 denote the composition of mappings. Then (Ss, 0) is 
a semigroup. These types of semigroups will tum out to be "universal 
examples" in the sense that every semigroup "sits inside" such a 
(Ss,o) for a properly chosen S. 

(vi) Let V be a vector space and Hom( V, V) the set of all linear maps 
from V to V. Then (Hom( V, V), +) and (Hom( V, V),o) (with 0 as in 
(v» are semigroups. 

(vii) Let S again be a set (now S might be empty). Then (9J(M), n), 
(9J(M), u) and (9J(M),~) are semigroups whose elements are sets. 
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(viii) We now show that every nonempty set S can be turned into a 
semigroup. Define in S, Sl * S2 =: SI' Then (S, *) is a semigroup. 0 

More examples will follow. Sets with operations which together do not 
form a semigroup are ({I, 2, 3, 4, 5}, +) since + is not a closed operation 
on the given set, and (Z, -) since - is not associative. If the underlying set 
S is finite we speak of a finite semigroup (S, 0), say ({XI."" xn }, 0). Such a 
semigroup can be characterized by a semigroup table, 

where all "products" Xi 0 Xj are elements of S. 
However, if a table such as 3.3 is given, where all Xi 0 Xj are in {XI."" xn }, 

then ({XI."" xn }, 0) is not necessarily a semigroup, since the operation 0 
need not be associative. To show that a 0 (b 0 c) = (a 0 b) 0 c for all a, b, C E 

{XI. ••• , xn }, one has to check this for all n3 possible choices for a, b, c. In 
7.2.2 we describe a considerably quicker method for testing associativity. 

We now introduce another important class of semigroups. If we regard 
the subsets of M x M as relations we write ~(M) instead of f!J(M x M) 
and define for R, S E ~(M) a relation R 0 S by 

x(R 0 S)y :~ 3 Z EM: X R Z A Z S y. 

The following result is straightforward. 

3.4 Theorem. (~(M), 0) is a semigroup for any set M. o 

3.5 Definition. (~(M), 0) is called the relation semigroup on M. The 
operation 0 is called the relation product. 

3.6 Remark. R E ~(M) is transitive if and only if R 0 R s; R. 

3.7 Definition. Let (S, 0) be a semigroup and s E S. 
(i) s is called a zero element of (S, 0) if X 0 s = sox = s holds for all X in 

S; 
(ii) s is called an identity element of (S, 0) provided that x 0 s = sox = x 

holds for all XES; 
(iii) s is called an idempotent of (S, 0) if so s = s. 



340 Chapter 6. Automata 

If we have only x 0 s = s for all XES in (i), then s is called a right zero 
element. Right identity elements, left zero elements, etc. are defined 
analogously. 

In general we write S2 instead of s 0 S, S3 instead of s 0 s 0 s, etc. s is an 
idempotent if and only if s = S2 = S3 = .... Not every semigroup has a zero 
or an identity. However, no semigroup can have more than one of each of 
these. More precisely we have 

3.8 Theorem. Let (S, 0) be a semigroup. 

(i) If I is a left zero element and r is a right zero element then they are equal 
and therefore the uniquely determined zero element. 

(ii) If I is a left identity element and r is a right identity element then they 
are equal and therefore the uniquely determined identity element. 

(iii) Any left or right zero element is an idempotent. 
(iv) Any left or right identity element is an idempotent. 

PROOF. (i) and (ii) follow from I = lor = r; (iii) and (iv) are trivial conse
quences. 0 

3.9 Definition. If the semigroup (S, 0) has an identity element (which is 
unique by 3.8(ii)) then (S, 0) is called a monoid. If (S, 0) is a monoid and 
if XES then x is called invertible if there is some YES such that x 0 y and 
y 0 x are the identity element. 

Left and right invertible elements in a monoid are defined similarly. 

3.10 Theorem and Definition. The element yin 3.9 is uniquely determined by 
x and is called the inverse of x, denoted by y = x-lor by y = -x. 

3.11 Examples. (i) (N, +) is a semigroup which has neither a zero nor an 
identity element. 

(ii) (No, +) is a monoid with identity 0; only 0 is invertible. 
(iii) (N,') is a monoid with identity 1; only 1 is invertible. 
(iv) (ll,') is a monoid with identity 1, in which precisely 1 and -1 are 

invertible. The only idempotents are given by 0 and 1. 
(v) (0,·) is also a monoid with 1 as the identity, but this time every 

element except 0 is invertible. 0 and 1 are still the only idempotents. 
(vi) The n x n-matrices over the reals form a monoid (IR~, .) with the unit 

matrix as an identity. The invertible elements are precisely the regular 

matrices. A = (~ ~) is an example of a "nontrivial" idempotent. 

(vii) (Ss,o), as in 3.2(v), is a monoid with the identity function as the 
identity element. Invertible are exactly the invertible (= bijective) 
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functions. The projection f: IR x IR -+ IR, (x, y) -+ (x,O) is an example 
of an idempotent element (with 8 = IR x IR). 

(viii) (9J>(M), n) is a monoid for every set M. This set M, considered as 
an element of 9J>(M), serves as the identity; it is the only invertible 
element. All elements are idempotent. 

(ix) The relation semi group r!Il(M) on the nonempty set M is a monoid 
with the equality relation {(x, x) 1 x E M} (sometimes referred to as 
the diagonal of M) as identity. The graphs of the bijective functions 
from M to M are precisely the invertible elements. The empty set 0 
is the zero element and one of many idempotent elements. 

(x) Let ( G, 0) be a group. Then ( G, 0) is a monoid in which every element 
is invertible. No element beside the identity can be idempotent. 

PROBLEMS 

1-8. Prove all assertions in 3.2(i)-(viii). 

9. Show that (~(M), D) is a semigroup for every set M. 

10-19. Check all details in 3.ll(i)-(x). 

20. Find five idempotent elements in (~(N), D). 

B. Subsemigroups, Homomorphisms 

o 

Within a semigroup we can have smaller semigroups, the substructures or 
subsemigroups, e.g. (N, .) in (l, .). 

3.12 Definition. Let (8,0) be a semigroup and A, B s;;; 8. Then 

A 0 B := {a 0 b I a E A, bE B}. 

Instead of A 0 A, A 0 A 0 A etc. we write A 2, A 3, ••• , and for {a} 0 B we 
use the notation a 0 B. 

3.13 Definition. Let (8,0) be a semigroup and Us;;; 8, U ¥- 0. U is a 
subsemigroup if U 2 s;;; U. 

In this case (U, 0), or rather (U, 01 uxu), is a semigroup, called a subsemi
group of (8,0). We write (U, 0) :5 (8,0) or U:5 8 if the operations are 
obvious. 

3.14 Examples. (N,'):5 (l, .), (N, +):5 (l, +), but (N, +) ~ (l, .). 0 

A subsemigroup U of a monoid 8 in general is not a monoid, e.g. 
(N, +):5 (No, +). If U is a submonoid then the identities of U and 8 may 
differ, e.g. ({0},'):5 (l, .). Alternatively, in a semigroup or a monoid we 
can have a group. In order to show this we "collect" the invertible elements. 
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3.15 Definition. Let (S, 0) be a monoid. Os := {X E S I x is invertible} is called 
the group kernel (or unit group) of (S, 0). 

3.16 Theorem. Os is a group within (S,o). 

PROOF. (i) If x, y E Os then x 0 y has y-l 0 X-I as an inverse (why?). Hence 
x 0 y E Os. 

(ii) Since the identity element e is invertible (e = e- I ), e belongs to Os. 
(iii) If x E Os then X-I 0 (X-I)-I = X-loX = e and also (X-I)-I 0 x = e. 

Hence X-I E Os and so every element in Os is invertible (in Os). 0 

3.17 Examples. The following list gives the group kernels of the monoids 
in 3.11. 

Monoid Group kernel Monoid Group kernel 

(No, +) {O} (SS, 0) {f E SS If bijective} 
(N, .) {I} (fIll(M), n) {M} 
(Z, .) {I, -I} ([iJl(M),o) {{(m,f(m) 1m 
(0, .) 0* = O",{O} E M} If bijective} 
(lR~,·) GI(n, IR) (G, 0), a group G 

0 

In a certain sense, the larger the group kernel, the closer a monoid 
resembles a group. 

3.18 Theorem. Any non empty intersections of subsemigroups Sj of a semigroup 
(S, 0) is again a subsemigroup. In general, however, the union of subsemigroups 
of (S, 0) is not a subsemigroup any more. 

PROOF. If x and yare in nSj then x E Sj and y E Sj, hence x 0 y E Sj hold 
for all i. This shows that x 0 y E nSj. The second part of the statement will 
be shown in the exercises. 0 

If (S, 0) is a semigroup and 0;e T c::; S, then the intersection of all 
subsemigroups containing T forms a subsemigroup, according to 3.18. This 
is the smallest subsemigroup which contains T and is denoted by (T). Since 
the subsemigroups of S, along with 0, form an (inductive) Moore system, 
it is possible to speak about generated subsemigroups. 

3.19 Definition. (T) is called the subsemigroup of (S, 0) generated by T. 

We shall write (t) instead of ({t}). It is obvious that T forms a subsemi
group if and only if T = (T). We always have T c::; (T). Next we find (T) 
for T;e 0. 
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3.20 Theorem. V T s;; S, T ¥- 0: (T) = UnEI'II T". 

PROOF. UnEI'II T" is the set of all finite products of elements of T. This set 
forms a subsemigroup of (S, 0) and any subsemigroup containing T must 
contain all finite products of elements of T. Thus U Tn is the smallest 
subsemigroup of (S, 0), containing T, and this is (T). 0 

Every semigroup (S, 0) is generated by "something", e.g. by itself, since 
S = (S). If T s;; V and T generates S, then V generates S. Therefore we 
want to find generating systems which are as small as possible. 

3.21 Definition. (S, 0) is called finitely generated if there exists T s;; S with 
T finite and (T) = s. (S,o) is cyclic if there is atE S:. (t) = S. 

3.22 Examples. (i) (N, +) = (1); (N, +) is cyclic. 
(ii) (N,·)=(Pu{I}). 

(iii) (No,+)=({O,l}). o 

We mention without proof the following result due to Vorobev, which 
shows that the bijective functions on a finite set N, together with one single 
nonbijective function, generate already all of S8. 

3.23 Theorem. Let INI = n E {2, 3, ... } and f E NN with If(N)1 = n - 1. 
Then (SN u {f}) = (NN, 0). 0 

3.24 Theorem and Definition. Let R E f1l(M), then the union Rt of the sets in 
(R) is the smallest transitive relation off1l(M) containing R. Rt is called the 
transitive hull ofR. xRty ¢:> 3 n EN, 3 x h ••• , xn E M: xRxI A x lRx2 A •• , A 

xnRy. 

PROOF. We have Rt 0 RI s;; RI, because (R):S f1l(M), and hence (R) is 
transitive. The characterization of xRty follows from 3.18. Let U E f1l(M) 
be transitive with R s;; U. Then xRly ~ 3 n EN, 3 xt. ... , xn E M: XRxI 
A x lRx2 A ••• A xnRy ~ 3 n E N, 3 Xt. ••• ,Xn E M:xUxl A XI UX2 A ••• A 

xnUy ~ xUy. Therefore Rt s;; U. 0 

As an application of this result we obtain 

3.25 Corollary. If R E f1l (M) then the smallest equivalence relation R contain
ing R is given by the union U of the sets in (R u R- I u {(x, x)lx EM}). It is 
called the equivalence relation generated by R. 

PROOF. R must contain R, R- I and the diagonal D = {(x, x) Ix EM}, since 
R is symmetric and reflexive. R is also transitive, thus R = R t contains U 
because of 3.24. This is equal to R, since U is an equivalence relation. 0 



344 Chapter 6. Automata 

By this time, the reader will certainly have discovered some of the 
similarities and also some of the differences between semigroup theory and 
group theory. Many more topics from group theory can be carried over, 
for instance the concepts of homomorphisms and factor (semi-) groups 
which we shall discuss now. 

3.26 Definition. Let (S, 0) and (S', 0') be semigroups andf: S ~ S' a mapping. 
f is called a homomorphism if 

v x, Y E S:f(x 0 y) = f(x) 0' fey). 

Injective homomorphisms are called monomorphisms (or embeddings), sur
jective homomorphisms are called epimorphisms, bijective homomorphisms 
are called isomorphisms. If f is an isomorphism then (S, 0) and (S', 0') are 
called isomorphic, in symbols (S, 0) := (S', 0'). If there exists a monomorphism 
from (S, 0) into (S', 0'), then (S, 0) is embeddable in (S', 0'), in symbols 
(S, 0) ~ (S', 0'). We denote by Hom(S, S') the set {flf is a homomorphism 
from (S, 0) into (S', o')}. 

3.27 Examples. (i) f: (Z, .) ~ (No, .), x .-Ixl is a homomorphism, because 
f(xoy) = Ix·yl = Ixl·lyl =f(x)-f(y).fis also an epimorphism, but not 
a monomorphism, since f( 3) = f( - 3). 

(ii) g: (Z, .) ~ (No, .), x .- 0 is a homomorphism. 
(iii) (9J>({I, 2, 3}, n) and (9J>({a, b, c}, n) are isomorphic semigroups. 0 

Isomorphic semigroups can be regarded as being "essentially equal". In 
fact, one can be obtained from the other by relabeling the elements and 
the operation. 

3.28 Definition. Let (S, 0) be a semigroup and - an equivalence relation on 
S. - is called congruence relation on (S,o) if - is compatible with 0, i.e. 
a - a' and b - b' ~ a 0 a' - bob'. 

For congruence relations on (S, 0) we define on the factor set 
SI-: [a] ® [b]:= [a 0 b]. This is well defined: If [a] = [a'], [b] = [b'] then 
a - a', b - b', hence a 0 b - a' 0 b', whence [a 0 b] = [a' 0 b']. 

3.29 Theorem and Definition. Let - be a congruence relation on the semigroup 
(S, 0). Then (S 1-, ®) is a semigroup, called the factor semigroup (or quotient 
semigroup) of (S, 0) over -. The mapping 1T: S ~ S 1-, s .- [s] is an epimorph
ism, called the canonical epimorphism. 0 

For (SI -,0) we write (SI _,0) or simply SI -. Conversely, the following 
homomorphism theorem holds (the proof is left to the reader). 
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3.30 Theorem. Let f: (S, 0) ~ (S', 0') be an epimorphism. Then - defined by 
x-y:~f(x)=f(y) is a congruence relation on (S,o) and (S/-,o)~ 
(S', 0'). 0 

This means that all homomorphic images (S',o') of (S, 0) can be found 
"within" (S, 0), just by finding all suitable congruence relations. A most 
important special case is the following. Let (S, 0) be a semigroup and R a 
relation on S. Modifying 3.25 we see that there is (with respect to ~) a 
smallest congruence relation R in (S, 0) which contains R. Thus we define 

3.31 Definition. R is the congruence relation generated by R. 

Let -) and -2 be two congruences on a semigroup (S, 0), such that 
-) ~ -2 (hence for all x, YES: x -) y => X -2 y). We say that -) is "finer" 
than -2. The equivalence classes with respect to -) and -2 are denoted by 
[x]) and [X]2. 

3.32 Theorem. Let -) and -2 be two congruence relations on the semigroup 
(S, 0). Then 

-) ~ -2 if and only if 
[x]) ~ [xh is an epimorphism of (S/ - I> 0) onto (S/ -2,0). 

PROOF. "=>" If -) ~ -2 then f: [x]) ~ [X]2 is well defined, since [x]) = 
[y]) => X -) y, thus x - 2 Y and therefore [x h = [y h f is clearly surjective 
and is an epimorphism, since f([x]) ® [y])) = f([x 0 y])) = [x 0 yh = 
f([x])) ®f([y])) for all [x]1> [y]) E Sf-i. i.e. if [x]) = [y]) then [X]2 = [y]2. 
It follows that X-I Y implies x -2 y, as required. 

" ¢::" If [x]) ~ [x h is an epimorphism, then f is a well-defined mapping, 
since x -) y, i.e. [x]) = [y]) implies [X]2 = [y]2, thus X -2Y. 0 

In particular, -) ~ -2 implies that (S/ -2,0) is a homomorphic image 
of (S/ -I> 0) (" Dyck' s Theorem"). 

3.33 Example. Let (S, 0) = (£:, .) and -I> -2 be the congruence relations 
== 4, == 2, respectively. Here we have == 4 ~ == 2 and also (S / -), 0) = 
(£:/==4'·)~(£:4'·) and (S/-2,0)=(£:/==2'·)~(£:2'·). In fact h:(£:4' 0) 
~ (£:2, .), [x]) ~ [xh is an epimorphism. 0 

3.34 Definition. Let -) ~ -2 be congruence relations on (S, 0). Then the 
mappingf: [x]) ~ [X]2 of3.32 is called the standard epimorphism of (S/ _),0) 
onto (S/-2,0). 

We describe a further way of obtaining a new semigroup from a given 
one, which generalizes the construction of direct products of groups. 
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3.35 Theorem and Definition. Let (S['° l ) and (S2, O 2) be semigroups. The 
semigroup (S[, 01) x (S2, O2) := (SI x S2, 0) with (s[, S2) 0 (s;, s~) := 
(Sl 0 1 s;, S2 O2 sD is called the direct product of (S[, 0 1) and (S2, O2). The product 
of finitely many semigroups is defined inductively. 0 

3.36 Example. (Z2, +) X (Z3, +) consists of six elements ([0], [0]), ([0], [1]), 
([0], [2]), ([1], [0]), ([1], [1]), ([1], [2]). Note that we should write ([0]2, [0]3)' 
etc. For instance, we have ([1], [1]) + ([1], [1]) = ([0], [2]). 0 

3.37 Theorem and Definition. Let (S, 0) = (S[, 01) X (S2, O2). Then 71"1: (S, 0) ~ 
(S[, 0 1), (Sl> S2)'- Sl is an epimorphism called the first projection. The second 
projection 71"2: S ~ S2 is defined analogously. 0 

We note that f in 3.27(i) takes the zero element (identity element) of 
(Z, .) to the zero (identity) of (No, .). This is not always true. The reason 
why it works in this case is that there f is surjective. 

3.38 Theorem. Let f: (S, 0) ~ (S', 0') be an epimorphism. Let nand e be the 
zero and identity elements, respectively, in (S, 0). Then f( n) and f( e) are the 
zero and identity elements, respectively, in (S', 0'). 

PROOF. Letf(x) be an arbitrary element of S'. Thenf(n) 0' f(x) = f(n 0 x) = 
f(n) = f(x 0 n) = f(x) 0' f(n). Thus f(n) is a zero element of (S', 0'). The 
proof for the identity element is analogous. 0 

The following constructions show how to adjoin a zero and an identity 
element to a given semigroup. 

3.39 Theorem. Let (S, 0) be a semigroup. Let 0 and I be elements which are 
not contained in S (otherwise we relabel 0, I with 0', I'). We define in S u {O}: 
0 0 x = x 0 0:= 0 and 0 00:= 0 for all XES. In S u {I} we define: lox = 
x 0 I := x and I 0 I := I for all XES. Then S(O) := (S u {O}, 0) is a semigroup 
with zero element and S(I) := (S u {I}, 0) is a semigroup with identity element. 

The proof of this theorem is left as an exercise. With the above construc
tion any semigroup can be made into a monoid. If a zero or identity already 
exist in (S, 0) then it must relinquish this property to the additional elements 
o or I, respectively. 

The next result (which generalizes Cayley's Theorem) enables us to stress 
the importance of semigroups of the type (NN, 0) as "universal examples". 
In short: All semigroups can be found among the subsemigroups of (NN, 0) 
for suitably chosen sets N. 

3.40 Theorem. For any semigroup (S, 0) there is a set N such that 
(S, 0) ~ (NN, 0). 
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PROOF. If (S, 0) is a monoid, choose N := S. If (S, 0) is not a monoid then 
construct 8(1) and set N := S u {l}. For s E S define Is: N ~ N, x t-+ sox. 
Let cP be the mapping cP: 8 ~ NN, S t-+ f,. cP is a monomorphism: V s, S' E S, 
V X EN: cP(s 0 s')(x) = f,.,.(x) = (s 0 s') ox = so (s'ox) =f,(s'ox) 
= Is (Is.(x)) = (Is 0 Is·)(x) = (cP(s) 0 cP(s'»(x), thus Vs, s' E S: cP(s 0 s') = 
cP(s) 0 cP(s'). If cP(s) = cP(s') then Is = f,., therefore V x EN: Sox = s' 0 x. 
If x is the identity element of N then s = s' follows. 0 

Therefore any semigroup is a semigroup of transformations, but this 
property is usually neither particularly useful nor natural: only a few people 
will regard (N, +) as a subsemigroup of (N~o, 0). From Theorem 3.40, for 
each semigroup we have a monomorphism of the semigroup into a "transfor
mation semigroup". Shortly we shall see that any semigroup is the epimor
phic image of a so-called "free" semigroup. 

3.41 Theorem. The mapping "': (NN, 0) ~(rIl(N), D), which assigns to each 
f E NN its graph GJ is a monomorphism. Here GJ := ((x,/(x» Ix,/(x) EN}. 

PROOF. Since any graph GJ uniquely determines its function f and since 
"'(fo g) = GJo g = GJ ° Gg = ",(f) ° ",(g) we have 

o 

3.42 Corollary. For any semigroup (S, 0) there exist sets M, N such that 
(S, 0) ~ (NN, 0) and (S, 0) ~ (~(M), D). 0 

Thus any (NN,o) can be embedded in (~(N), D) and any (~(N), D) 
can be embedded in (MM, 0) with M = ~(N). 

PROBLEMS 

1-9. Check the correctness of the results obtained in 3.17. 

10. Let S = {(~ ~) I a E ls - {O}} U {G ~)}. 
(i) Show that (S,') is a semigroup and that H:= {(~ ~) I a E l~} is a 

group. Is S a monoid? 

(ii) Compute Gs and compare it with GH • (See 3.15.) 
(iii) Is Gs the largest subgroup in S? Is Gs a maximal subgroup? 

11. If S is a submonoid of the monoid M, can one say that Gs is a subgroup of 
GM ? (Hint: use Problem 10.) 

12. Find two subsemigroups SI, S2 of a semigroup S such that SI U S2 is not a 
subsemigroup of S. 

13. Show that every subsemigroup of a finite group G is a subgroup of G. 
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14. Show that the result in Problem 13 is not necessarily true if G is infinite. 

15. Show 3.23 for N = {1,2,3}. 

16. Prove 3.22. 

17. Check the details in 3.27. 

* 18. Prove 3.39. 

19. Let S = {a, b, c} and x 0 y = x for all x, YES. Give the multiplication tables 
for S(O) and S(I). 

C. Free Semigroups 

In linear algebra one very often uses the important result that any mapping 
of a basis of a vector space V into a vector space W can be uniquely 
extended to a linear mapping from V into W This can also be done for 
semigroups. Semigroups with a "basis" B will be calJed "free on B". 

3.43 Definition. Let g be the class of alJ semigroups, F E g and 0 ¥ B c:; F. 
F is calJed a free semigroup (on B), if each mapping f from B into a 
semigroup G can be extended to a unique homomorphism h of F into G. 
B is calJed a basis of F. 

We should realJy write (F,o) but we shall omit this from now on. 
Definition 3.43 can be formalJy restated as 

3.43' Definition. F Egis calJed free on the basis B c:; F if 

V G E g, V f: B ~ G, 31 hE Hom(F, G): hlB = f 

A diagram for this situation is of the form 

Figure 6.8 

Many questions arise immediately, such as: Is there a basis for any 
semigroup; if yes, how many; are alJ bases of the same cardinality? We 
can show that not every semigroup has a basis. However, if it has bases, 
then alJ its bases have the same cardinality. 

3.44 Theorem. Let F be free with basis B. Then (B) = F. 
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PROOF. Consider the diagram (and note that B c::;;; F) 

B c::;;; F 

~~/( 
(B) 

Figure 6.9 

with t: B ~ (B), b ~ b. h exists and extends t. Now look at 

Now idF also extends t, hence h = id F and (B) = F. 

349 

o 

It is useful to start with B and try to find a semigroup F such that B is 
a basis of F. 

3.45 Theorem (Existence Theorem). For any set B ~ 0 there exists a semi
group F which is free on B. 

PROOF. Let F be the set of all finite sequences (b h b2, ••• , bn) of elements 
in B, also written as b l b2 ••• bn. Then we have 

b l b2 ••• bn = b;b; ... b:" ~ n = m A b l = b; A ••• A bn = b~. 
We define b l b2 ••• bn * c; c; ... c:.. := b l b2 ••• bnc; c~ ... c:... The operation * 
on sequences simply consists of writing the two sequences next to each 
other (called "concatenation" or "juxtaposition"). (F, *) is a semigroup, 
again denoted by F. Now we have to show that F satisfies the conditions 
in 3.43. Let 

B c F '> - /( 
/""0' 

Figure 6.11 

where h is defined by h: F ~ G by h(b l b2 ••• bn) := f(b l ) 0 f(b 2 ) 0 ••• 0 f(bn). 
Then hl B = f; h is a homomorphism, if h' E Hom(F, G) is an extension of 
f, then 'V b l b2 ••• bn E F: h'(b l b2 ••• bn) = h'(bd 0 h'(b2 ) 0 ••• 0 h'(bn ) = 
f(b l ) 0 f(b 2 ) 0 ••• 0 f(bn) = h(b l b2 ••• bn), therefore h = h'. 0 
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3.46 Theorem. Let F and F befree on Band B', respectively. Then F == F ~ 

IBI = IB'I· 
PROOF. Let h be an isomorphism from F onto F. For b E B let h (b) = 
b;b; ... b~ E F'. Then b = h-I(b;) 0 h-I(b;) 0 ••• 0 h-I(b~), thus n = I, since 
the representation is unique. Therefore hlB is a bijection from B onto B' 
and IBI = IB'I. The converse follows by the reverse argument. 0 

3.47 Corollary. Let F and F be free on B. Then F == F'. 

Therefore we can speak of "the" free semigroup on B. Moreover 

3.48 Corollary. If F has two bases Band B' then IBI = IB'I. 

Thus all bases for a free semigroup are of the same cardinality. 

3.49 Notation. If F is free on B, Fin 3.45 is also called the "word semigroup 
over B", the elements of F are words in the alphabet B. We denote by FB 
the free semigroup on B and sometimes write FB as Ff3 , where {3 = IBI, 
using 3.47. 

Thus for any cardinal {3, the free semigroup Ff3 with a basis of cardinality 
{3 exists. 

3.50 Remarks. (i) If B = {b} then FB = {b, bob = b 2 , b3 , ••• } is isomorphic 
to (N, +) and is therefore commutative. 

(ii) If IBI > I then FB is not commutative, since b" b2 E B, b l .,t. b2 ~ 
bl * b2 = bl b2 .,t. b2b l = b2 * bl. 

(iii) FB is infinite for every B .,t. 0. 

No finite semigroup can be free, therefore no finite semigroup can have 
a basis. Thus free semigroups are rather "rare", but there are still plenty 
of them, since every semigroup is the homomorphic image of a free semi
group: 

3.51 Theorem. Let S be a semigroup with generating system E. Then S is a 
homomorphic image of FE. 

PROOF. Consider 

Figure 6.12 
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Then there exists an extension h E Hom(FE, S) of L. Therefore 

E = L(E) = h(E) c;; h(FE) s; S 

and thus S = (E) c;; h(FE) C;; S. Hence h is an epimorphism. o 

This explains the name "free semigroup": FB is "free" of all restrictive 
relations, such as commutativity (see 3.50(ii)) etc. By "adding" such rela
tions we can obtain any semigroup. Ff3 is the most general semigroup which 
can be obtained from a generating set of cardinality {3. Theorem 3.51 enables 
us to describe a semigroup in terms of its generating set and relations. 

3.52 Definition. Let S be a semigroup generated by X, let R be a relation 
on Fx. Then (X, R) := Fxl R. If S = (X, R), the pair (X, R) is called a 
presentation of S. 

Elements of R are often called "defining relations", despite the fact that 
they are not relations at all. We note that R is by no means uniquely 
determined. The homomorphism theorem guarantees a presentation for 
every semigroup. 

3.53 Example. Let (S, 0) = (Z4, .). We choose X = {2, 3} and let x, = 2, 
X2 = 3. Let R = {(X,X2, X2X,), (X2X2X" x,), (X2X2X2, X2), (x,x,x" XIX,), 
(X,X2, x,)}. We consider the equivalence classes a2 := [x,], a3 := [X2], ao := 
[XIX,], a,:= [X2X2] in Fxl R. Operation on these classes is as follows: 
aoao = [x,x,][x,x,] = [x,x,x,x,] = [x,x,x,] = [XIX,] = ao (where the third 
and fourth equations hold because (x,x,x" XIX,) E R); aoa, = 
[x,X,][X2X2] = [X,X,X2X2] = [X,X,X2] = [XIX,] = ao (where the third and 
fourth equations hold because (X,X2, x,) E R), etc. We obtain: 

Qo Q, Q2 Q3 

Qo Qo Qo Qo Qo 

Q, Qo Q, Q2 Q3 

Q2 Qo Q2 Qo Q2 

Q3 Qo Q3 Q2 Q, 

Since the products of ao, a" a2, a3 do not yield any new elements, we have 
Fx I R == {ao, a" a2, a3}' Comparison with the operation table of (Z4,') 
shows that {ao, a" a2, a3} == Z4, therefore Fxl R == Z4 and [{x" X2}, R] is a 
presentation of (Z4, .). Theoretically we could have ao = a" etc., but the 
existence of (Z4, .) shows that (x,x" X2X2) cannot be in R. 0 

3.54 Definition. If we replace Y in 3.43 by the class of all monoids then we 
obtain free monoids. 
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3.55 Theorem. To any set B :;i: 0 there is (up to isomorphism) exactly one 
free monoid on B and any monoid is a homomorphic image of a free monoid. 

PROOF. It can be easily verified that F~) is a (hence: the) free monoid on 
B. The adjoined identity element is often called the empty word since it can 
be interpreted as the "word which consists of none of the b E B". D 

3.56 Example. While the free semigroup over B = {b} is given by (N, +), 
the free monoid over {b} is (isomorphic to) (No, +). D 

Let SI and S2 be two semigroups presented by [X, R I ] and [X, Rz], 
respectively, then we have for S = Fx that [X, R2] is a standard epimorphic 
image of [X, R I] ~ RI C;; R2• For this case we write [X, R 2] ~ [X, R I]. For 
RI and R2 there is a least congruence relation on Fx containing RI and 
R2, namely the one generated by RI u Rz. Also there is exactly a greatest 
congruence relation on Fx which is contained in RI and Rz, namely RI (') R2• 

Since also [X, R 2] ::;; [X, R I] ~ RI C;; R2• We dtjduce the so-called" theorem 
of the standard epimorphic reduction and production". 

3.57 Theorem. In the notation above, there exists for all semigroups SI and 
S2 a least semigroup S = [X, R] (under ~) such that [X, R I ] ~ [X, R] and 
[X, R 2] ~ [X, R]. Also, there exists a greatest semigroup S = [X,~] with 
[X, ~] ~ [X, R I ] and [X, ~] ~ [X, R 2]. D 

§ could be described as the "least common multiple" and § as the "greatest 
common divisor" of SI and S2' A diagram illustrates the situation, the arrows 
indicate standard epimorphisms: 

Fx 

l 
[X, R] 

/ "" [X, Rd [X, R2 ] 

"" / rX, R] 

Figure 6.13 

Theorem 3.57 makes it possible to measure a "distance" between finite 
semi groups with the same generating system. This can be done in several 
ways. We shall use the method, described by BOORMAN and WHITE, 
for sociological applications (see Chapter 7, §3). First we define a dis
tance between homomorphic images. Let S2 be the homomorphic image 
of a finite semigroup SI' Then S2 is finite and, by the homomorphism 
theorem, there is a congruence - in SI with SI/ - == S2' We assume IS11 > 1. 
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Let SI = KI U ... u Kn be the partition of SI into disjoint --equivalence 
classes. Then we define 

3.58 Definition. 

It is easily seen that O:s 8(S), S2) :s 1. Moreover, 8(S), S2) = 0 ~ all 
IKil = I ~ S, == S2 and 8(S), S2) = I ~ n = I ~ - is the universal 
relation ~ IS21 = 1. 

3.59 Example. Let S, = (Z4, .), S2 = (Z2, .) and H: Z4 ~ Z2, [X]4 ~ [x ]2. S, = 
{O, 2} n {l, 3} is the corresponding partition of S, into classes K), K2 • We 
have n = 2, Is,1 = 4, IK,I = IK21 = 2 and thus 

o 

3.60 Definition. Let S" S2 be finite semigroups with more than one element 
and the same generating set X, let S be their "greatest common divisor" 
(see 3.57). Then 

is called the distance between S, and S2. 

As above we have O:s deS"~ S2):S 1, deS)' S2) = O~ S, == S2 and 
deS)' S2) = d(S2, S,). In general, the triangle inequality deS), S3) :s 
deS)' S2) + d(S2, S3) does not hold. Further, one can show that d is indepen
dent of the choice of generators. By relabeling the elements in S, or S2 we 
can extend Definition 3.60 to finite semigroups with generating sets of the 
same cardinality. 

PROBLEMS 

I. Check the remarks in 3.50. 

2. Give the multiplication table for the semigroup which is presented by X = {x}, 
R = {(x 5, x 3 )}. 

3. As in Problem 2, but now for X = {x, y}, R = {(xy, yx), (x3, x), (y2, y)}. 

4. Find a presentation for (1:4 , +) with a one-element set X. 

5. As in Problem 4, but now with a two-element set X. 

6. As in Problem 4, now with a four-element set X. 

7. Call a semigroup (S,o) commutative if 0 is commutative (hence x 0 y = yo x 
holds for all x, yES). Define the concept of a free commutative semigroup on 
a set B. 
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8. Find the free commutative semigroup on {b} and on {a, b}. 

9. Show that ({2, 3, 4, ... }, .) is the free commutative semigroup over B = P. 

10. Compute the distance between (13, +) and (16, +). 

II. Compute the distance between (16, +) and (IB, +). 

12. Compute the distance between (13, +) and (IB, +) and check by looking at 
Problems 10 and II if the triangle inequality holds in this special case. 

EXERCISES (Solutions in Chapter 8, p.496) 

I. (i) Find an isomorphism from (rl'(M), n) onto (Pl'(N), n), if IMI = INI. 
(ii) For M ~ N find an embedding of (Pl'(M), n) into (Pl'(N), n). 

2. Determine if h: (I, +) -+ (lm +), x t--+ [x] is a homomorphism, an epimorphism, 
or a monomorphism. What does the homomorphism theorem 3.30 mean in 
this case? 

*3. Let (S, 0) be a semigroup and 125 'i' I ~ S with IS ~ I and SI ~ I. In this case 
I is called an ideal of S. Show that - defined by 

x - y :~ (x = y) v (x E I 1\ Y E I) 

is a congruence relation (called the Rees congruence with respect to I). Describe 
(S/-,@). 

4. Adjoin a zero element and an identity element to (Pl'( {O, I}), n) and find the 
resulting operation tables. 

5. Give a proof of Theorem 3.30. 

6. How many words of length -<; n are in the free semigroup (the free monoid) 
over a set B with seven elements? 

7. Let S = (In, .). Find a free semigroup F and an epimorphism from F onto S. 

8. Are (N, +), (No, +), (N, .), (0, .), (IR, +) free semigroups? 

9. Let H be presented by [X, R] with X = {XI> X2}' What does it mean for H if 
(X 1X2, X2XI) is in R? 

*10. Find the semigroup H presented by X if X = {XI> X2, x)}, 

§4. Input Sequences 

In a computer it would be rather artificial to consider only single input 
signals. We know that (calculating) programs consist of a sequence of 
elements of an input alphabet. Thus it is reasonable to consider the set of 
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all finite sequences of elements of the set A, including the empty sequence 
A. In other words, in our study of automata we extend the input set A to 
the free monoid A:= F~) (see 3.54) with A as identity. 

We also extend 5 and A from Z x A to Z x A by defining for Z E Z and 
a" a2, ... , a, E A: 

8(z, A) := z, 

8(z, a,) := 5(z, a,), 

8(z, a,a2) := 5(8(z, a,), a2), 

and 

X(z, A):= A, 

X(z, a,) := A(z, a,), 

X(z, a,a2) := A(z, a,)X(5(z, a,), a2), 

X(z, a,a2 ... a,) := A(z, a,)X(5(z, a,), a2a3 ... a,). 

In this way we obtain functions 8: Z x A -+ Z and X: Z x A -+ E. The 
semiautomaton Y = (Z, A, 5) (the automaton .sIl = (Z, A, B, 5, A» is thus 
generalized to the new semiautomaton ;j:= (Z, A, 8) (automaton d = 

(Z, A, E, 8, X), respectively). We can easily describe the operation of Y and 
.sIl if we let z E Z and a" a2 ... E A: 

z,:= z, 

Z2:= 5(z" a,), 

Z3:= 8(z" a,a2) = 8(5(z" a,), a2) = 5(Z2' a2), 

Z4 := 5(Z3' a3), .... 

If the (semi-) automaton is in state z and an input sequence a, a2 ... a, E A 
operates, then the states are changed from z = z, to Z2, Z3 ••• until the final 
state z,+, is obtained. As a result the output sequence is 
A(z" a,)A(z2, a2) ... A(zn a,). 

Figure 6.14 
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4.1 Example. Suppose the husband in Example 2.2 is bored; at first his 
wife is quiet (Input al), then she cooks (a3) and then she shouts at her 
husband (az). Thus the input sequence ala3aZ necessitates a state sequence 
Zz, Zz, Z3, Zz (= final state); the output sequence is bzbzbz (very quiet indeed). 
Diagrammatically: 

Figure 6.15 o 

4.2 Example. Let .s!l be the parity-check automaton 2.3 and let the input 
sequence 01101 operate on Zoo Then we have 

Figure 6.16 

The final state is z .. output OllOlO (identical to the input). 
In general we see: If this automaton starts in zo, then its final state after 

an input sequence is Zo if and only if the number of I's in the input sequence 
is even (otherwise it terminates in ZI)' This is the reason for the name 
"parity-check". 0 

4.3 Examples. 
(i) Shift register. If the input is OllOlO then, starting at Z = 0, we have: 

fn\ 0; 0 (;\~{,\ 1; 1 {,\ o;! (;\ 1; ~ {,\ 0; 1 fn\ 
~-~~-\2.I~-\2.I-~ 

Figure 6.17 

The final state is 0, the output is 00110 l. If we start at Z = I we obtain: 

{,\ ~fn\.~i~f7\ 1; 1 (,\ 0; 1 fn\ 1; 0 r,'\ 0; 1 a\ 
\2.I~-V-~-~-\2)-~ 

Figure 6.18 

The final state is 0, output is 101101. 
More generally: An input sequence alaz ... a, yields the output sequence 

za I az ... a,_I, if we start in z. The (i + 1 )th state is Zj + I = aj, the final state. 
This justifies the name "shift register", since this automaton "registers" Z 

and "shifts" the input sequence by one place. 
(ii) Trigger flip-flop. Similar to (i) we see that if we start in ZI an input 

sequence a I a2 ... a, induces new states Zj + I = Zj + aj (addition modulo 2 
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on the right-hand side), if we start in ZI. Thus each state is obtained from 
the previous one by adding the inputs. The output sequence is given as 
ZIZ2 .•• z,.. It is clear that such miniautomata can be used in building adding 
machines. 

(iii) IRflip-flop. If we start in Z then an input sequence a 1a2 ... ar gives 
us the final state ak, where ak is the last of the inputs a. with a. ¥ e. If all 
a. = e, then the automaton ends in z. 0 

We see that the transition from g to g or from ,cjJ to .iI greatly increases 
the operating power of the semiautomaton or automaton. Now we shall 
introduce some more algebraic concepts for automata. 

PROBLEMS 

1-4. Give interpretations of input/ output sequences in the automata of Problems 
l-4in§1. 

5. In Exercise 2 to §2, consider the input sequences a1a1a), a,a2a3, a,a2a3a3a2a,. 
Determine the corresponding output sequences (when started in zJl, and the 
corresponding final states. 

6. Which input sequences in the preceding Problem 5 transfer the state z, into z,? 

7. Which input sequences in Problem 5 transfer each state into itself? 

EXERCISES (Solutions in Chapter 8, p. 497) 

I. An automaton .st1 is given by the state graph 

(0 
';0 ~ 

0;0 

0;0 

Figure 6.19 

(i) Describe this automaton by finding Z, A, B, ~,A (in form of a table). 
(ii) Let .st1 be in state Z2, when the input sequence aaabbaa begins. What is 

the final state and what is the output sequence? 
(iii) Find all input sequences of shortest length, such that z\ is transformed into 

Z4 and the corresponding output sequences have exactly two 1 's. 
(iv) Why can we describe Z4 as the "dead end" of this automaton? 
(v) Find all input sequences which transform Z2 into Z3. 

(vi) Let 01000 be an ouput sequence. Find which state has been transformed 
into which state. 
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*2. Using the notation introduced at the beginning of §4, show that 

X(z, ala2 ... ar) = X(z, ala2 ... ar_I),\(c5(z, ala2 ... ar-I), ar). 

Interpret both formulas for X(z, ala2 ... ar). 

3. In.sIJ = (Z, A, B, 8,'\) let X be given by X: Z x (A'-. {A}) -+ B, (z, ala2 ... an) -+ 

'\(8(z, ala2 ... an-I), an). Give a good interpretation of X and show that 
X(z, ala2 ... anan+l) = X(8(z, ah ..• , an-I), anan+l) holds for all z E Z, n E '" 

and a, E A. 

*4. For a set A and for a = ala2 ... an E A let lal = n denote the length of a. A 
function f: A -+ jj is called sequential if If(a)1 = lal for all a E A and if for 
ah a2 E A,f(ala2) is of the formJ(al)a\ ... a;" with m E "'0 and a\, ... , a;" E 

A. Further, J: A -+ jj is said to be generated by (Z, A, B, 8,'\) with respect to 
z E Z, if f( a) = X( z, a) holds for all a E A. Show that J: A -+ jj can be generated 
by an automaton with respect to one of its states iff J is sequential. 

5. For which 8 will ({zo, Zh Z2, Z3}, {a, b, c}, 8) be a semiautomaton, such that 
exactly those input sequences al a2 ... an change ZI into zo, in which aj = a for 
every odd i? 

§5. The Monoid of a (Semi-) Automaton and the 
(Semi-) Automaton of a Monoid 

We now show that any (semi-) automaton determines a certain monoid and 
conversely that any monoid gives rise to a certain (semi-) automaton. Let 
[/ = (Z, A, 8) be a semiautomaton. We consider fj = (Z, A, 8) as introduced 
in §4. 

5.1 Notation. For a E A let fii: Z ~ Z, Z ~ 8(z, a). 

5.2 Theorem and Definition. ({fiila E A}, 0) =: My is a monoid (submonoid 
of (ZZ, 0)), called the monoid of [/. We have 

V a, a' E A: fii 0 fii' = fii'ii .. 

The monoid of the automaton (Z, A, B, 8, A) is the monoid of (Z, A, 8). 

PROOF. Composition of mappings is associative. For a, a' E A we have 

(fii 0 fii')(z) = fii(fii.(z)) = fii(8(z, a')) = 8(8(z, a'), a) = fii'ii(z), 

thus fii 0 fii' = fii'ii. Here a' a denotes the "product" in A, i.e. concatenation 
of sequences. {fiila E A} is closed with respect to 0, therefore is a semigroup 
and because of idz = fA it is a monoid. 0 

5.3 Definition. Let (8, 0) and (8', 0) be semigroups and f: 8 ~ 8'. f is called 
an antihomomorphism, if V x, y E 8: f( x 0 y) = f(y) 0 f( x). An antiisomorph
ism is a bijective antihomomorphism. 
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If g is finite (it is sufficient to require that Z is finite) then so is M.'!'. It 
is an antihomomorphic image of A as the following result shows. 

5.4 Theorem. In A let iii = a2 :¢:} fa l = fii2. Then = is a congruence relation 
in A and AI = is antiisomorphic to My. 

PROOF. The mapping f: A -i> M.'!', a l--i> fii is an antihomomorphism, by 5.2, 
therefore a homomorphism from A into M'y, where M'y:= ({fii!ii E A}, 0') 
withfiil 0' fii,:= fii, 0 fii l. The homomorphism theorem 3.30 implies that AI= 
is isomorphic to M'y, therefore My is antiisomorphic to AI=. 0 

What is the meaning of =? We have 

al = a2 ¢:} fiil = fii2 ¢:} V Z E Z: fiiJz) = fii2(z) 
¢:} V Z E Z: c5(z, al) = c5(z, ( 2). 

Thus iii and a2 are equivalent with respect to = if and only if they operate 
in the same way on each state. If Z is finite then so is My and also AI =. 
How can we calculate My explicitly? We start with an example. 

5.5 Example. Let g be the automaton of Example 2.1. First we construct 
the table fAJal,la2,la3 : 

fA fal fa, fa, 

ZIt--i> ZI ZI ZI Z3 

Z2 t--i> Z2 Z2 ZI Z3 

Z3t--i> Z3 Z3 Z2 Z3 

Since fA = fal we delete, say,fal and test to see if {fAJa2,1a,} forms a monoid. 
The operations are given as follows: 

fA fa, fa, 

fA fA fa, fa, 
fa, fa, !a2 a2 f a3a2 

fa, fa, fa, fa, 

la2a2 and f a3 a2 are not elements of {fA, fa2' fa,} because 

f a2 a2 f a3 a2 

ZIt--i> ZI Z2 

Z2 t--i> ZI Z2 

Z3t--i> ZI Z2 
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Thus {fA,la2,la3} is not a monoid. We extend it to {fA,fa2,la3,fa2a2,la3a) and 
verify that this set is a monoid. This must be the monoid we are looking 
for, since allla (ii E A) can be obtained by composition of the given functions 
(this can be shown by induction). 0 

From this we deduce an often cumbersome method: We construct the 
table of all la, a E A and fA = idz , take multiple copies only once and form 
the operation table. If we obtain new functions in the table, then we have 
to extend the table until we obtain the operation table of a semigroup. This 
then is the monoid M.g>. Since IZI can be large, say 1010, the corresponding 
monoid can have up to 101011 elements, which obviously makes an explicit 
table nearly impossible. 

5.6 Example. The parity-check automaton and the trigger flip-flop have 
(isomorphic) monoids, with two elements. The shift-register and the IR 
flip-flop have the monoid {fA,fO,fI}' 0 

Conversely, to any monoid there corresponds an automaton: 

5.7 Theorem. For any monoid (S, 0) there exists a (semi-) automaton whose 
monoid is isomorphic to (S, 0). 

PROOF. Let (S, 0) be a monoid with identity e. We form the semiautomaton 
Ys := (S, S, 8) with 8: S x S ~ S, (s(, S2) 0--+ S2° SI' Now we find the monoid 
of Ys according to 5.5. For Is, S E S, we have: V S' E S:Is(s') = 8(s', s) = 
So s'. For Sl ~ S2 we havels,(e) = sloe = Sl ~ S2 = S2° e = 1s2(e), thus Is, ~ 
1.2, Moreover we have Is, 0 1s2 = Is,OS2 for all s(, S2 E S. Therefore ({isis E S}, 0) 
is a monoid, namely the monoid of [f's. The mapping g: S ~ MY's, S 0--+ Is is 
injective and surjective by definition, and because g(sl 0 S2) = Is,OS2 = 
g(sl) 0 g(S2) it is an isomorphism. In the case of automata we consider 
.sis := (S, S, S, 8, A) with 8 as above and A: S x S ~ S, (s(, S2) 0--+ Sl; this is 
a Moore automaton. 0 

We see that Ys is finite if and only if S is finite. Note that {A (z, ii)lz E Z " 
ii E A}, the set of obtainable output sequences, does not have to be a monoid 
(submonoid of 8) for an automaton .si. 

PROBLEMS 

1-4. Find the monoids of the automata in Exercises 1,3,4,6 to §2. 
5. Let (S, 0) and (S', 0') be semigroups and let x 00p y := yo x. 

(i) Show that (S, 0op) is a semigroup (called the opposite of (S, 0)). 
(ii) If h: (S, 0) -+ (S',o') is a homomorphism, show that hop: (S, °op) -+ (S', 0') is 

an antihomomorphism. 
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6. What is the maximal number of elements in the monoid of a semiautomaton fI 
if the state set in fI has 20 elements? Does the size of the input set have any 
influence on the answer? 

EXERCISES (Solutions in Chapter 8, p. 498) 

1. Let d be as in Exercise 1 in §4. Find its monoid. 

2. Prove the statements made in Example 5.6. 

3. Find an automaton for each of the mono ids (l3, +) and (l3, . ). 

4. Start with an automaton d, form Md and then d M .... Is this the same as d? 

5. Find a semi automaton whose monoid is a group. 

6. Can there exist infinite automata whose monoid is finite? 

§6. Composition and Decomposition 

In sets, semigroups, groups, rings, vector spaces etc. we have three important 
constructions, the formation of substructures (subsets, subsemigroups, etc.), 
factor structures, and direct (cartesian) products. We shall introduce similar 
concepts for (semi-) automata and consider the respective results in the 
corresponding monoids. Moreover we shall find other constructions. Unless 
otherwise stated the material will be given for automata. The corresponding 
definitions and theorems for semiautomata are obtained by omitting outputs 
and output functions. 

A. Elementary Constructions of Automata 

6.1 Definition. d l = (ZI> A, B, 51> AI) is called a subautomaton of d 2 = 
(Z2, A, B, 52, A2) (in symbols: d l :5 d 2), if ZI ~ Z2 and 51 and AI are the 
restrictions of 52 and A2, respectively, on Z\ x A. 

Subautomata of d thus have the same input and output alphabets as d. 
The state set of d l (:5 d 2 ) must be a subset of the state set of d 2, such that 
in the diagram representation no arrow goes outside the subset. 

6.2 Example. 

Figure 6.20 
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is a subautomaton of 

sIl, = ({z" zz}, {a" az}, {b" bz}, 8" A,) 

:S sIlz = ({z" zz, Z3}, {a" az}, {b" bz}, 8z, Az). o 

6.3 Theorem. sIl, :s sIlz => M.911 is a homomorphic image of M.912 ' 

PROOF. Let M.911 := {f~I)la E A} and M.912 := {f~Z)la E A}. The mapping 
trJ' M ~ M . f~Z) ~ f~') is well defined since ,..... sih s!i1 , a a , 

f~2) = f~?) ~ V z E Zz: gz(z, a) = gz(z, a/) => V z E Z,: g,(z, a) 

= gz(z, a) = gz(z, a/) = g,(z, a/) => f~I) = f~!). 

cp is surjective and cp is a homomorphism of mono ids, since 
Vf~Z) f~Z) EM' trJ(f~Z) 0f~Z») = trJ(f~Z) - ) 

QI' a2 si2 ''''' Ql Q2 T' Q2° QI 

o 

A comparison of the parity-check and the trigger flip-flop (5.6) shows 
that the converse of 6.3 is incorrect. Even isomorphism of M.911 and M.912 

gives very little information about the relationship between sIl, and sIlz. 
To construct a factor automaton, we first need the definition of an 

(automaton) homomorphism. 

6.4 Definition. Let sIl, = (Z" A" B" 8" A,) and sIlz = (Zz, Az, Bz, 8z, Az) be 
automata. An (automata-) homomorphism 11>: sIl, ~ sIlz is a triple 11> = 
«(, a, (3) E Zfl X A~l X Bfl with the property 

(8,(z, a)) = 8z«(z), a(a)), 

(3(8,(z, a)) = Az«(z), a(a)), 
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<I> is called a monomorphism (epimorphism, isomorphism) if all functions 
(, a and f3 are injective (surjective, bijective). If there is an isomorphism 
from .sil onto .si2, then .sil and .si2 are called isomorphic (in symbols 
.sil == .si2 ). 

6.5 Theorem. Isomorphism of automata is an equivalence relation on any set 
of automata. 

PROOF. (1) The mapping (id, id, id):.si ~.si is always an isomorphism, 
therefore == is reflexive. 

(2) If <I> = «(, a, f3) is an isomorphism from .sil onto .si2 then <1>-1 := 

(C \ a - \ f3 -I) exists and is an isomorphism from .si2 onto .si I. Thus == is 
symmetric. 

(3) It is easy to see that the composition of isomorphisms is an iso-
morphism, thus == is transitive. 0 

Without undue complications, the following is immediately applicable 
only to semiautomata. Therefore we restrict our attention to semiautomata. 
Let [I = (Z, A, 5) and [I' = (Z', A', 5') be semiautomata and <I> = «(, a) an 
epimorphism from [I onto [I'. We define a relation -, on Z as follows: 

ZI -,Z2:~ (ZI) = (Z2). 

-, is an equivalence relation. Let [z] be the equivalence class of Z with 
respect to - ,. Define 

5,:Z/-, xA~Z/-" 

l':Z ~ Z/-" 

rZ/-, ~ Z', 

([Z], a) ~ [5(z, a)], 

Z ~ [z], 

[z] ~ l"(z). 

6.6 Theorem and Definition ("Homomorphism Theorem"). Using the nota
tion above we have [1/-,:= (Z/-" A, 5,) is a semiautomaton, called the 
factor semiautomaton of [lover - ,. (1', idA) is an epimorphism from [I onto 
[1/-, and (t, a) is an epimorphism from [1/-, onto [I'. 

PROOF. First we show that t is well defined. [Zl] = [Z2] => ZI -, Z2, therefore 
(ZI) = (Z2). Now we get for all a E A: 

(5(zi> a)) = 5'«((ZI), a(a)) = 5'«((Z2), a(a)) 

= (5(Z2, a)), thus [5(zi> a)] = [5(Z2' a)], 

we see that 5, is well defined. That 1', idA, t and a are surjective is 
easily verified as also are the homomorphism properties of (1', idA) and 
(t,a). 0 

6.7 Example. Let 

[12:= ({Zh Z2, Z3}, {ai> a2}, 52) and [11:= ({Zh Z2}, {a h a2}, 5d 
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be the semiautomata corresponding to the automata d 2 and d l in 6.2. Let 
(: {Zh Z2, Z3} ~ {Zh Z2} be defined as (ZI) = Zh (Z2) = Z2, (Z3) = ZI' Then 
«(, id) is an epimorphism from 9'2 onto 9'1' Therefore 9'1 is a subsemi
automaton and a homomorphic image of :::12, 0 

6.8 Theorem. If the automaton d' is a homomorphic image of d, then .4ls4' 

is a homomorphic image of Ms4• 

PROOF. Let «(, a, f3) be an epimorphism from d = (Z, A, B, 5, A) onto 
d' = (Z', A', B', 5', A'). We regard a:A -+ A' as a mapping from A into A'. 
Then there exists a uniquely determined extension to a homomorphism 
&: A -+ A', since A is free (see 3.43'): 

A s;;; A 

~ /{ a,,_/ 
A 

Figure 6.22 

We show that ((): Ms4 -+ Ms4,,fii ~ fa(ii) is a monoid epimorphism. 
(I) (() is well defined, since fa, = fii2 implies 't/ Z E Z: 5(z, al) = 5(z, a2), 

therefore (5(z, al)) = (5(z, a2)). By induction on the "length" of a E A 
we obtain (5(z, a)) = 5'«((z), &(a)), therefore 5'«((z), &(ad) = 
5'«((z), &(a2 )). Since ( is surjective, we have 't/ z' E Z': 5'(z', &(al )) = 
5'(z', &(a2 )) and thus fa(ii,) = fa(ii2)' 

(2) 'd iiI. ii2 E ..4: 

({)(fa, 0 fii,) = (()(fa2ii) = fa(ii2ii,) = fa(ii2)a(ii,) = fa(ii,) 0 fa (ii2) = ({)(fa) 0 ({)(fii,)' 

(3) (()(fA) = fa(A) = fA; and so because of (2) and (3) ({) is a homo
morphism. 

(4) Because of 3.51, & is surjective. Also &(A) = A', thus ({) is sur-
jective. 0 

Next we consider the third type of constructions of new structures from 
given ones, namely direct products. 

6.9 Definition. Let d; := (Z;, A;, B;, 5;, A;)(i E {I, 2}) be automata. The direct 
product d l X d 2 of d l and d 2 is defined by d l X d 2 := 
(Z, x Z2, AI X A2, BI X B2, 5, A) with 

5«Zh Z2), (ah a2)) := (51(Zh al), 52(Z2, a2)), 

A«ZI. Z2), (ah a2)) := (AI(Zh al), A2(Z2, a2)), 

for all (Zh Z2) E ZI x Z2 and (ah a2) E AI X A2. 

6.10 Remark. d l x d 2 is often called the parallel composition of d l and 
d 2, since ZI and Z2 can be interpreted as two parallel blocks. A; operates 
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on Zj with output Bj (j E {l, 2}), Al x A2 operates on ZI x Z2, the outputs 
are in BI x B2 (see Figure 6.23). 

Al BI 
Zl 

Al XA 2 BI X B2 

Z2 

A2 B2 

sIJ I x slJ2 

Figure 6.23 

6.11 Remark. Sometimes the direct product of semiautomata is defined in 
the following manner: For [II = (Zh A, 15 1) and [12 = (Z2, A, 152) (the input 
alphabets must be equal) let [II ® [12 := (ZI X Z2, A, 15) with c5( (Zh Z2), a) := 
(c5 l (Zh a), c52(z2, a» for (Zh Z2) E ZI x Z2 and a E A. However, this defini
tion is a special case of the above. In fact if we replace [II = (Zh Ah 15 1) 

and [12 = (Z2' A2, 152), by [1\:= (Zh AI X A2, c5D and [I~:= (Z2' Al x 
A2, c5~), with c5\(zh (ah a2» := c5 l (zh al) and c5~(z2' (ah a2»:= c52(z2, a2), 
then [II x [12 = [1\ ® [I~. 

The parallel composition prompts the question; "Is there a series compo
sition?" Such a composition is easy to obtain if there is a "connection" 
between sill and sIl2• 

6.12 Definition. Let sIlh sIl2 be as in 6.9, with the additional assumption 
A2 = BI. The series composition sill * sIl2 of sill and sIl2 is defined as the 
automaton (ZI x Z2, Ah B2, 15, A) with 

c5(zh Z2), al):= (c5 l (zh ad, c52(z2, AI(ah al))), 

This automaton operates as follows: An input al E AI operates on ZI 
and gives a state transition into z\:= c5 l (Zh al) and an output bl := 
AI(Zh a2) E BI = A2. This output bl operates on Z2, transforms a Z2 E Z2 
into z~:= c5iz2, bl) and produces the output A2(Z2, bd. Then sill * sIl2 is 
in the next state (z\, z~) (see Figure 6.24). 

d 1 "H- d2 

Figure 6.24 



366 Chapter 6. Automata 

6.13 Remark. In the definition of series composition of semiautomata we 
have obvious difficulties, since the prerequisite BI = A2 does not make 
sense. Here we assume BI := ZI x AI = A2 and define AI := idB,. 

We would expect that we could construct many complicated automata 
by using parallel and series compositions. However, we can do more. We 
can obtain all finite automata in this way, starting from a few basic types 
of automata. We return to this in 6.26. 

Now we ask for M s4, xs42 and Ms4dt-s42' It is not obvious how to proceed 
in the case of M s4, *.012' We might expect something like M s4 , xs42 = M s4, X Ms42 

in case of the product. However, ARBIBI gives an example for M s4, = Ms42 = 
M s4, xs42 = Z2' Thus the situation is more complicated than one might think, 
and we need more tools to answer this question. 

PROBLEMS 

1. In the notation of 6.1--6.3, can one embed zf' in Zf2? Does this show that Mst, 
can be "embedded" in Mst2 ? 

2. In Example 6.2, construct an epimorphism from Mst, to Mst2• 

3. Construct the corresponding factor automatop to slil and sli2 in 6.2. 

4. Let slil be the shift register and sli2 the trigger flip-flop. Does there exist a 
homomorphism from sIi I to sli2? An epimorphism? An isomorphism? 

5. Let sIi), sli2 be as in Problem 4. Answer the same questions as in Problem 4 for 
the monoids of these two automata. 

6. Again, let slil and sli2 be as in Problem 4. Construct slil x slih slil X sli2, sli2 X sli l 

and sli2 x sli2 • Compare the results. 

7. Do the same as in Problem 6 for the four corresponding series compositions of 
slil and sli2• 

*B. Cascades 

We introduce a further method of constructing automata and show that 
this provides a generalization of series and parallel decomposition. 

6.14 Definition. Let sfJl and sfJ2 be as in 6.9. Let X ~ 0 be a set and 
q;:X x BI -+ A2 and T/:X -+ AI mappings. Then the automaton 

sfJl x~ sfJ2 := (ZI x Z2, X, BI X B2, 5~, A~), 

with 
5~«Zh Z2), x):= (51(Zh T/(x», 52(Z2, q;(x, AI(Zh T/(x»))), 

A~«Zh Z2), x) := (AI(Zh T/(x», A2(Z2, q;(x, AI(Zh T/(x)))), 

is called the cascade of sfJ I and sfJ2 (relative to X, q; and T/). 
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The following description explains how .sti l x~ .sti2 works: First, the inputs 
in X are "encoded" by 7] and operate on ZI. The resulting output represents 
the first component of the output of .stil x~ .sti2 ; at the same time it operates, 
together with the input from X and encoded by q;, on Z2 and thus produces 
the second component of the output; see Figure 6.25. 

x 

si l x~ si2 

Figure 6.25 

6.15 Remark. For semiautomata cascades are defined by making them into 
(Moore) automata with B := Z and A(z, a) := z. 

6.16 Examples. We specialize X, q; and 7] in two ways. Let .sti l and .sti2 be 
as above. Two of the ways we can choose X, q; and 7] are the following. 
(a) Let 

X:= Al xA2 , 

and 7]: Al x A2 ~ AI; (at. a2) ~ al' Then the equations of 6.14 are 

8~«zt. Z2), (at. a2)) = (81(zt. al)' 82(Z2, a2)), 

and 
A~«zt. Z2), (al> a2)) = (AI(zt. al)' Aiz2, a2))' 

«zt. Z2) E ZI x Z2, (at. a2) E Al x A2 = X). 

Thus in this case the cascade is the parallel decomposition. 
(b) Let X := At. q;: Al x BI ~ BI = A 2 , (at. b l ) ~ bl and 7] := idA' For all 

(zt. Z2) E ZI x Z2 and al E Al we obtain: 

8~«zt. Z2), al) = (8 1(zt. al)' 82(Z2, AI(zt. al)))' 

A~«zt. Z2), al) = (AI(zt. al), A2(Z2, AI(zt. al))). 

This is almost the series decomposition, except that the first output 
is carried forward. If we wanted the series decomposition exactly, 
then we would have to introduce a "decoder" I/!: BI x B2 ~ Y 
in 6.14 after Al x B2 such that the cascade is dependent on X, Y, q;, 

I/! and 7]. 0 

Thus we see that cascades are a generalization of parallel and series 
decompositions. From the engineer's point of view they are much more 
satisfactory than series/parallel decompositions. 

In order to find the monoid of .sti l x~ .sti2 we still need more concepts. 
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6.17 Definition. (i) A semigroup SI divides a semigroup S2, if SI is a 
homomorphic image of a subsemigroup of S2' In symbols: SIIS2' 

(ii) An automaton .sill = (Z(, A, B, 5(, AI) divides an automaton .sIl2 = 
(Z2, A, B, 52, A2) (equal input and output alphabets) if .sill is a 
homomorphic image of a sub automaton of .sIl2. In symbols: .sIlI I.sll2• 

(iii) Two semigroups or automata are called equivalent, if they divide each 
other. In symbols: .sill - .sIl2• 

6.18 Remark. If SI divides S2 then we also say that "S2 covers SI" or "S2 
simulates SI". In this case the multiplication in SI is determined by part of 
the multiplication in S2 via an epimorphism. Similarly for automata: ".sIl2 
covers .silt" means that .sIl2 can "do at least as much as" .sill' 

We use the notation introduced in 6.17. 

6.19 Theorem. (i) On any set of automata the relation I is reflexive and 
transitive and - is an equivalence relation. 

(ii) Isomorphic automata are equivalent (but not conversely). 
(iii) .sIl and the automaton of Md (see 5.7) are always equivalent. 
(iv) .sIlti.sll2 ~ Md,IMd2. 
(v) .sill - .sIl2 ~ Md, - Md2. 

PROOF SKETCH. (i) and (ii) are obvious. For (iii) see KALMAN, FALB and 
ARBIB. "~" in (iv) follows from 6.3 and 6.8, the converse follows from 
(iii). (v) is obtained by applying (iv) twice. 0 

It turns out that the monoid of .sill x; .sIl2 divides a certain "composition" 
of Md, and Md2. This composition is the wreath product. 

6.20 Definition. Let S, T be two semigroups. The wreath product S C'.) T is 
given as (ST x T, <», where <> is defined by (f(, t l ) <> (f2, t2) := (h.,h,t" tl t2) 
with h.,h.t,: T -+ S, x >--+ fl(x)!z(xt l ). 

6.21 Remark. Since S == {s: S -+ Sis constant map with value s}, we have 
S x T == {(s, t)ls constant with values equal to s, t E T}:5 S C'.) T. (Moreover 
we can verify S x T ~ S C'.) T.) This implies S x TI S '" T and furthermore 
SI S C'.) T and TI S C'.) T. If S contains n elements and T contains m elements 
(m, n EN), then S C'.) T, has nmm elements. We note that C'.) is neither 
commutative nor associative. More information about wreath products can 
be found in WELLS, for instance. 

6.22 Theorem. Let.sll = .sill x; .sIl2• Then MdlMd2 '" Md,. 

PROOF SKETCH (See ARBIBt). Letfx E Md' The result of the input sequence 
i E X on Zt E ZI can be expressed by f~~k). The result on Z2 E Z2 depends 
on i and on the output of .sill under the influence of i on ZI' Thus it can 
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be expressed as a function of z) in M d2• It is possible to describe the 
influence of x on .<112 by a function F: Md1 ~ M d2 , altogether Ix can be 
described by the pair (FJ~~k)) E Md2 '" Md1. This yields an epimorphism 
from the subsemigroup of Mst) '" Md2 consisting of all pairs (FJ~~k)) 
onto Md' 0 

Next we consider when an automaton d cannot be decomposed into 
cascades of "smaller" automata, i.e. that in any cascade d = d) x ~ d 2 

either d) or d 2 already achieve the same as d. 

6.23 Definition. (i) A monoid S is called irreducible, iffor all monoids SI> S2 

SIS, '" S2 ~ SIS) V SIS2' 

(ii) An automaton d is called irreducible, if for all automata d" d 2 

did, x~ d 2 ~ did. V dld2 • 

Being irreducible, however, does not exclude divisors (see ARBIBd. 

6.24 Theorem. An automaton d is irreducible if and only if Md is irreducible. 

PROOF. (a) Let d be irreducible and S" S2 be monoids with MdIS, '" S2' 
Let d" d 2 be the automata of S" S2, respectively, according to 5.7. One 
can show that did) x~ d 2 for suitable 'P and 'Y/. Irreducibility of d implies 
did) v dld2• Suppose did" then Md1Md1, because of6.l9(iv). Md1 ~ S) 
(see 6.19(iii)) implies MdIS). The case dld2 is treated similarly. 

(b) Conversely, let Md be irreducible, d" d 2 be automata and 
did, x~ d 2 for suitable 'P, 'Y/. Theorem 6.l9(iv) implies Md lM.s4) X~st2 and 
6.22 implies Mst, x~st2IMst)'" Md2, therefore MdIMd,'" Md2 (by 6.19(i)). 
Md is irreducible, thus MdiMst) or Md 1Mst2. Theorem 6.19(iv) implies that 
d divides either d, or d 2• 0 

Now we have all the necessary tools to formulate and sketch the proof 
of a fundamental theorem for automata. For details see ARBIB (several 
versions of the theorem), ElLENBERG (together with an algorithm for the 
decomposition) or WELLS. 

6.25 Theorem ("Decomposition Theorem of Krohn-Rhodes"). A finite 
(semi-) automaton can be simulated by cascades of the following basic types 
(" atoms") of irreducible (semi-) automata: 

(1) IR flip-flops. 
(2) (Semi-) automata, whose monoids are finite, simple groups dividing Md' 

PROOF SKETCH. We list the major steps in this outline. 
(a) Any finite monoid is isomorphic to a wreath product of mono ids for 

which all elements outside the group kernel (see 3.15) are left identity 
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elements. This means (see ZEIGER) that any finite (semi-) automaton can 
be simulated by cascades ofPF (semi-) automata (permutation-fixing (semi-) 
automata). These are automata with fa either bijective (i.e. permutations) 
or constants (i.e. fixing the elements). 

(b) The monoids of (a) are wreath products of groups and monoids with 
trivial group kernel and otherwise consisting only of left identity elements. 
In other words: Any PF (semi-) automaton can be decomposed by cascades 
into group (semi-) automata (where the monoid of the automaton is a 
group) and into IF (semi-) automata (where all fa are identities or constant, 
identity-fixing (semi-) automaton). 

(c) Any finite group can be covered by wreath products of simple groups, 
such that any group (semi-) automaton can be simulated by a cascade of 
simple group (semi-) automata. To do this one needs the Jordan-Holder 
theory. 

(d) Next, it is to show that any IF (semi-) automaton can be decomposed 
into IR flip-flops by cascades. 

(e) Finally, one shows that IR flip-flops and finite simple groups (thus 
also finite simple group (semi-) automata) are irreducible. 0 

The number of basic automata used in 6.25 is called the complexity of 
sII; since cascades can be simulated by series/parallel composition (although 
with some "delays", see ARBIB., and also our remark after 6.16), we obtain 
the original result by Krohn-Rhodes: 

6.26 Corollary. Afinite (semi- ) automaton can be simulated by series / parallel 
decomposition of the basic types of irreducible automata given in 6.25. 0 

ARBIB] gives applications of these results to combinatorial semigroups (i.e. 
semigroups with all proper subsemigroups being singletons; subsemigroups, 
homomorphic images, finite direct products and wreath products of com
binatorial semigroups are also combinatorial). 

PROBLEMS 

l. Let .91 .. .912 be as in Problem 4 of part A. Construct the cascade product 
.91] x~ .912 for three different choices of X, ({J and 71. 

2. In Problem I, specify the maps ({J and 71 which yield the parallel and the series 
connection of .91] and .912• 

3. Suppose SdS2 and that S2 is a monoid. Is S] a monoid, too? 

4. As in Problem 3 with "commutative semigroup" instead of "monoid". 

5. If S, Tare semigroups, show that their wreath product S "-JT is again a 
semigroup. 

6. If S, T are groups, show that S NTis again a group. 
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7. If S, T are commutative semigroups, is S ~T again commutative? 

*8. Prove all assertions in 6.21. 

9. Give three examples of irreducible monoids. 

10. Using Problem 9, find three irreducible automata. 

EXERCISES (Solutions in Chapter 8, p. 499) 

371 

1. Let S1l be the automaton of Exercise I in §4. Determine if {Zl} or {Z2, Z3, Z4} 
or {Z4} are subautomata. For those which are, find their epimorphisms from 
Md onto these monoids (see 6.3). 

2. As in Exercise I for Md, and Md2 in Example 6.2. 

3. In the notation of Example 6.2, is S1l1 a homomorphic image of S1l2? 

4. Give the tables of parallel and series compositions of two IR flip-flops. 

5. Let X={O,I}, cp:{0,1}2~{0,1},(x,b)_x+b (addition mod 2) and 
"7:{0, I} ~ {O, I}, x - x + 1. Give the table and state graph of the cascade of 
the shift-register with the trigger flip-flop. 

6. Find the operation table of the wreath product of (1:2, EB) by itself. Is this 
wreath product a group? If it is, is it abelian? 

7. Show that (1:", +)I(1: m, +) ~ nlm. 

8. If sd. 1 :s sd.2 and Md2 is a group, does this hold for Md" too? 

9. If S1l is the homomorphic image of S1l' and if Md , is a simple group, what can 
one say about Md? Give examples for this case. 

*10. Ifthe semigroup H divides a group G, is H a group, too? 

II. Find all semigroups which divide ({ a, b, c}, *) with x * y := x. 

12. Find all semigroups which divide (1:5, +). 

§7. Minimal Automata 

In many automata one can find different states which show the same 
"input-output behavior", which means that they yield the same outputs for 
the same inputs. For most applications it means some waste of time and 
space to have such "equivalent" states in the automaton. We shall call an 
automaton "minimal", if no two different states are equivalent, and we shall 
present an algorithm to transfer each finite automaton into an equivalent 
minimal one. 

7.1 Definition. Let sIJ = (Z, A, B, I), A) be an automaton and z, z' E Z. Then 
z and z' are called equivalent (in symbols z - z') if Va E .4: X(z, a) = 
X(z', a). 
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Henceforth we write ,\ instead of A. It is obvious that - is an equivalence 
relation on Z. Unfortunately, since A has infinitely many elements it is 
difficult to decide in practice if two states are equivalent or not. We shall 
overcome this difficulty with the help of the following idea. 

7.2 Definition. Let k E '" and d, z, z' be as above. Z and z' are called 
k-equivalent (in symbols Z - k z'), if 

'tJ ah ... , ak E A: '\(z, ala2 ... ad = '\(z', ala2 ... ak). 

- k is also an equivalence relation on Z, for all k E "'. We have 'tJ z, Z' E 

Z: z - z' ~ Z -k z'. But this result is of minor interest to us. We want to 
find a k E '" such that - = - k> in this case we can verify the equivalence 
of states in finitely many steps (if d is finite). First we try to jump from 
-k to -k+l: 

7.3 Remark. In the notation above, we have: 

'\(z, ala2 ... ad = '\(z, al),\(8(z, al), a2a3 ... ak) = ... 

= '\(Zh a2) ... '\(Zk> ad E E, 

with Z h ••• , Zk as before (see 4.1). Because of the definition of equality in 
E we have: 

'\(Z, al ... ak) = '\(z', ala2 ... ak) ~ '\(Zh al)'\(z2, a2) ... '\(Zk' ak) 

= '\(z;, al)'\(z;, a2) ... '\(z~, ak) ~ '\(Zh al) = '\(z~, al) 

1\ ••• 1\ ,\ (Zk, ak) = ,\ (z~, ak). 

7.4 Lemma. 'tJ k E '" 'tJ z, Z' E Z: Z -kZ' ~ 'tJ n :5 k: Z -n z'. 

PROOF. Let Z -kZ' and ah ... , an E A with n:5 k. We extend ah···, an 
with an's to obtain a sequence of k terms. Then we have 
'\(z, ala2 ... an an ... an) = ,\(z', ala2 ... an an ... an) and, because of 7.3, 
'\(z, al ... an) = '\(z', al ... an), thus Z -n z'. The converse implication of 
the theorem is obvious. 0 

7.S Lemma. 'tJ k E "', 'tJ z, Z' E Z: 

Z -k+1 Z' ~ (z -k Z' 1\ 'tJ a E A: 8(z, a) -k 8(z', a». 

PROOF. "~": Z -k+l z' implies Z -kZ', because of 7.4. Let a E A and 
ah ... , ak E A, then '\(z, a)'\(8(z, a), al ... ak) = '\(z', aal ... ak) = 
,\(z', a),\(8(z', a), al ... ak). Hence ,\(8(z, a), al ... ak) = ,\(8(z', a), 
al ... ak), because of equality in E. Therefore 8(z, a) -k 8(z', a). 

"¢:::": Let Z -k z' and 'tJ a E A: 8(z, a) - k 8(z', a). Given ah ••• , ak+l E A 
we have from 7.4 that Z -kZ' implies Z -I z', thus '\(z, al) = ,\(z', al). Since 
8(z, al) -k 8(a', al), ,\(8(z, al), a2 ... ak+d = ,\(8(z', al), a2··· ak+I). 
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Therefore (by 7.3) A(z, a 1a 2 ... ak+l) = A(z', a 1a2 ... ak+I), which yields 
z -k+1 z'. 0 

7.6 Lemma. -k = -k+1 ==} -k = -k+1 = -k+2 = ... = -. 

PROOF. Let -k = -k+]' Z, Z' E Z with Z -k+1 z'. Then 't/ a E A 
5(z, a) -k 5(z', a) and also 5(z, a) -k+1 5(z', a). By 7.5 this yields 
z -k+2 z'. Lemma 7.4 establishes -k = -k+1 = -k+2 and by induction we 
conclude - k+2 = - k+3 = . . .. If z - z' then z - k z'. Conversely, let 
a], ... , am E A, mEN and let z, z' E Zwith Z -k z'. Then A(z, ala2 •.• am) = 
A(z', ala2 .•. am) for any m. 0 

N ow we can prove the main result: 

7.7 Theorem. Let IZI = mEN. Then -m-I = -. 

PROOF. Since z -I Z' ==} Z -2 Z' ==} ••• we have m ~ IZ/ -d ~ IZ/ -21 ~ ... ~ 
1. At the worst this chain will become stationary at - m -I; we can apply 
7.6 to obtain the result. 0 

This gives us a method for determining -. 

7.8 Reduction Method. Let .sti = (Z, A, B, 5, A) be a finite automaton with 
IZI= m. 

( I) Determine the equivalence classes of Z with respect to -I. 
(2) Decompose the elements of these classes into classes with respect to 

:---2, and so on, until 

(k) -k = -k+l. Then -k = -. (This happens no later than k = m - 1.) 

7.9 Example. Let .sti = ({z], Z2, ... , Z7}, {a], a2}, {O, I}, 5, A) with 

8 al a2 A a l a2 

Zl Z2 Z7 Zl 0 0 
Z2 Z2 Z7 Z2 0 0 
Z3 Zs Zl Z3 0 0 
Z4 Z6 Z2 Z4 0 0 
Zs Zs Z3 Zs I 0 
Z6 Z6 Z4 Z6 0 
Z7 Zl Z6 Z7 0 

We obtain Z/-I = {{z], Z2, Z3, Z4},{ZS, Z6},{Z7}} and try -2. For -2: 

Z/ -2 = {{z], Z2}, {Z3' Z4}, {Zs}, {zd, {Z7}}. 
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Zj-3 = {{Z], Z2}, {Z3, Z4}, {ZS}, {Z6}, {Z7}}. 

Therefore -2 = -3, thus -2 = - and Zj- = Zj-2· o 

Here k = 2 suffices instead of k = m - 1 = 6. As the next example shows, 
there are instances in which one has to calculate up to m - 1: 

7.10 Example ("Modulo m Counter"). 

d = ({Z., Z2, ... , zm}, {a}, {O, I}, 8, A) 

with 

~ a ,\ a 

Zt Z2 Zt 0 

~2 Z3 Z2 0 

Zm-t Zm Zm-t 0 

Zm Zt Zm 

For all k :5 m - 2 we have 

but 

A(z., aa ... a) = 000 ... 0 = A(z2"aa. ~. a)J 
'---v---"' '----v----' 

k-times k-times k-times 

A(z.,.~) = ~ = ~l = A(Z2, ~), 
m - I-times m - I-times m - 2-times m - I-times 

therefore -m-2 ;c -m-l = -. o 

Now we want to show how to "reduce" a given automaton. We shall 
replace this given automaton by an equivalent one having a state set as 
small as possible. As mentioned earlier, such considerations are important 
from an economical point of view (although the advances in computer 
technology have somewhat modified this problem). 

7.11 Definition. An automaton d is called a minimal automaton if - is the 
identity. 

7.12 Theorem. For any automaton there is (up to isomorphisms) a uniquely 
determined equivalent minimal automaton. 

PROOF SKETCH. Let d = (Z, A, B, 8, A). We form d*:= (Zj-, A, 
B, 8*, A *), where 8*: Zj- x A ~ Zj-, ([z], a) >-+ [8(z, a)], A *: Zj- x 
A ~ B, ([z], a) >-+ A(z, a). 8* and A * are well defined (see 7.5 and 7.2). 
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One can show that .sII* is the desired equivalent minimal automaton of .sII 
and any other automaton with this property is isomorphic to .sII*. 0 

7.13 Example. Let .sII be as in 7.9. Then the minimal automaton equivalent 
to .sII is 

.sII*/- = ({[Zt], [Z3]' [zs], [Z7]}' {at. a2}' {O, I}, 5*, A *) 

with 

[Zt] = {zt. Z2}' 

[Z3] = {Z3, Z4}' 

[zs] = {zs, Z6}' 

[Z7] = {Z7}' 

5* at a2 A* at a2 
[Zt] [Zt] [Z7] [Zt] 0 0 
[Z3] [zs] [Zt] [Z3] 0 0 
[zs] [zs] [Z3] [zs] 1 0 
[Z7] [Zt] [zs] [Z7] 0 1 0 

7.14 Remarks. l. Since any set M can be regarded as an automaton (e.g. 
(M, M, M, 5, A) with arbitrary 5, A), we would only expect good concrete 
results in the case of special automata (thus the generality of Theorem 
6.25 is impressive). An important special class of automata are the 
"linear" automata. These are automata (Z, A, B, 5, A), where Z, A, Bare 
vector spaces and 5, A are linear mappings, see, e.g. DORNHOFF and 
HOHN. 

2. For the concrete design of automata see ARBIB or BIRKHOFF and BARTEE. 

3. Let.sll = (Z, A, B, 5, A, zo) be an initial Moore automaton.jd: A 1--+ B, ii 1--+ 

A(5(zo, ii), for any a E A, is called the function of .sII. An arbitrary 
mapping f of a free monoid Fx into a set Y is called computable if 
there is an initial Moore automaton .sII with f = fd. Let Mf := Fx / == f be 
the monoid of f, where Wt ==fW2:~ V v, W E Fx:f(vwtw) = f(VW2W) is 
the so-called Myhill equivalence. Then, as an example of one result in 
this context, f is computable if and only if Mf is finite (see RABIN and 
SCOTT). 

PROBLEMS 

1-3. Recall Problems 7-9 to §2 and let B = A, A = 8. Find the corresponding 
minimal automata. 

4. Let S'i and S'i' be automata such that to every state in S'i there exists an equivalent 
state in S'i'. Are S'i and S'i' then isomorphic? Are they isomorphic if one of these 
automata is minimal? 
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*5. Recall Exercise 4 of § 4. For a], a2 E A let for f: A _ E 

f(ala2) =: f(al)fa,(a2)' 

Show thatf is a well-defined function from A to E. Let!, g: A - E be sequential 
such that there are n different fa's and m different ga's (n, mEN). Show that 
f = g iff f( a) = g( a) holds for all a of length n + m - I. 

6. Construct an automaton with -3 = -, but -2'" -. 
7. Let G be a group and .sIlG be the corresponding automaton. Do these assumptions 

simplify the reduction process 7.8? 

EXERCISES (Solutions in Chapter 8, p. 500) 

I. Show that - and - k (k E N) in 7.1 and 7.2 are equivalence relations. 

2. Find the minimal automaton to the marriage automaton in 2.2. 

3. Do the same for the parity-check automaton in 2.3. 

4. Do the same for the automaton in Exercise I to §4. 

5. Does a minimal automaton have to be irreducible? Is an irreducible automaton 
always minimal? 

*6. Prove 7.12 in detail. 

7. If .sIl* is the reduced automaton associated with .sIl, is .sIl* a subautomaton of 
.sIl? Is .sIl* a homomorphic image of .sIl? 

8. If .sIld.sll2 and .sIl2 is minimal, are .sill and .sIl2 isomorphic? 

NOTES 

The theory of automata has its origins in the papers by A. M. Turing (1936), 
C. E. Shannon (1938) and W. S. McCulloch and W. Pitts (1943). Turing 
developed the theoretical concept of what is now called Turing machines, 
in order to give computability a more concrete and precise meaning. Shan
non investigated the analysis and synthesis of electrical contact circuits 
using switching algebra. The work of McCulloch and Pitts centred on neuron 
models to explain brain functions and neural networks by using finite 
automata. Their work was continued by Kleene. Our description of a finite 
automaton is due to Moore and Melay. The development of technology in 
the areas of electro-mechanical and electronic machines and particularly 
computers has had a great influence on automaton theory. From about the 
mid-1950's on, one speaks of the discipline of automaton theory. Many 
different parts of pure mathematics are used as tools, such as abstract 
algebra, universal algebra, lattice theory, category theory, graphs, mathe
matical logic and the theory of algorithms. In turn, automaton theory can 
be used, for example, in economics, linguistics and in learning processes. 
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In Chapter 6 we are concerned mainly with one subdiscipline of 
automaton theory, namely the algebraic theory of automata, which uses 
algebraic concepts to formalize and study certain types of finite-state 
machines. One of the main algebraic tools used to do this is the theory of 
semigroups. 

The concept of a semigroup is relatively young, the first, often fragmen
tary, studies were carried out early in the twentieth century. Then the 
necessity of studying general transformations, rather than only invertible 
transformations (which played a large role in the development of group 
theory) became clear. During the past few decades connections in the theory 
of semigroups and the theory of machines became of increasing importance, 
both theories enriching each other. In association with the study of machines 
and automata, other areas of applications such as formal languages and 
software, use the language of modern algebra in terms of Boolean algebras, 
semigroups and others. But also parts of other areas, such as biology, 
psychology, biochemistry and sociology make use of semigroups. 

The term "semigroup" first appeared in the literature in J.-A. de Seguier's 
book, Elements de la Theorie des Groupes Abstraits, in 1904. The first paper 
of fundamental importance for semigroup theory was a publication by A. 
K. Suschkewitsch in 1928, in which he showed that every finite semigroup 
contains a simple ideal. D. Rees in 1940 introduced the concept of a matrix 
over a group with zero and studied infinite simple semigroups, and from 
then on the work on semigroups increased through contributions by Clifford, 
Dubreil and many others. In 1948 Hille published a book on the analytic 
theory of semigroups. The first two monographs covering many of the main 
aspects of the subject are LJAPIN, Semigroups and CLIFFORD and PRESTON, 
The Algebraic Theory of Semigroups. 

Other books on semigroups which are of interest to research workers in 
the field as well as being suitable for classroom use are books by PETRICH, 
HOWIE, and LALLEMENT. 

The contents of Chapters 6 and 7 on automata and formal languages, 
and actually much more, are part of what is vaguely described as computer 
science. ElLENBERG gives the theory of automata and the theory of formal 
languages a coherent mathematical presentation, in a work offour projected 
volumes, the first two of which have appeared. The following books, some 
of which are amongst the first publications on the subject, include the 
material of Chapter 6 and much more: ARBIB" ARBIB2, ARBIB3, GINZBURG, 
GINSBURG, RABIN and SCOTT, MINSKY. Parts of KALMAN, FALB and ARBIB 
and also ROSEN are also relevant. The book BOBROW and ARBIB gives a 
nice introduction for the beginner. A good introduction to algebraic 
automata theory is the recent book by HOLCOMBE. 

Systems theory is a branch of applied mathematics which is in some parts 
very similar to automata theory. A system is "an automaton in which time 
plays a role". More precisely, a (dynamical) system is a 7-tuple consisting 
of a state set Z, input sets A and B, an ordered time set T, a set n of possible 
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input functions (one thinks of inputs to come as functions of the time), an 
output function and finally (but most essentially) a "state-transition func
tion" f: TxT x Z x 0 ~ Z. One interprets f( t2, t I, Z, w) as "the state at time 
t2, if the system has been in state z at time tl ::; t2 and if between tl and t2 

the function w was supplying inputs". Differential equations, difference 
equations and algebra (especially ring and module theory) are the main tools 
in systems theory. See, for instance, KALMAN, FALB and ARBIB for a very 
good introduction to this field. 



CHAPTER 7 

Further Applications of Semigroups 

In this chapter we investigate three more instances in which semigroups 
occur naturally. 

§1. Formal Languages 

Besides the "natural" languages such as English, German, French or 
Chinese, the so-called formal languages are of importance in the formal 
sciences, especially in computing or information sciences. The underlying 
principle is always the same: Given an "alphabet" or "vocabulary" (consist
ing of letters, words, punctuation symbols, number symbols, programming 
instructions, etc.) one has a method ("grammar") for constructing "mean
ingful" words or sentences (i.e. the "language") from this alphabet. This 
immediately reminds us of the term "word semigroup" and, indeed, these 
free semigroups will playa major role, the language L constructed will be 
a subset of the free semigroup FA on the alphabet A. 

There are essentially three ways to construct a language L. 

(a) Approach via grammar: given a collection of rules ("grammar"), gener
ate L from A. 

(b) Approach via automata: consider an initial semiautomaton which pro
cesses the elements of L in a suitable way. 

(c) Algebraic approach: L is constructed by the algebraic combination of 
certain subsets of FA' 

In all three approaches we shall use algebraic methods. First we study the 
different approaches, then investigate connections between them. The whole 
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theory is part of mathematical linguistics, which also uses probabilistic 
methods. We use the following notation: A* is the free semigroup over a 
set A, A* is the free· monoid over A, so A* = A* u {A}, where A denotes 
the empty word. 

A. Approach via Grammar 

This approach is largely based on the work of CHOMSKY. 

1.1 Definition. A phrase-structure grammar (in short: grammar) is a quad
rupel CfJ = (A, G,~, go), where A and G are nonempty, disjoint, finite sets, 
go E G and ~ is a relation from A* into (A u G)*. 

1.2 Definition. Let CfJ be a grammar. 

(i) A is called the alphabet of CfJ. 
(ii) G is called the set of grammar symbols (or metalinguistic symbols). 

(iii) V:= AuG is the complete vocabulary. 
(iv) The elements (x, y) in ~ (which is a subset of A* X V*) are also written 

in the form x ~ y and are called productions or rewriting rules. 
(v) go is called the initial symbol. 

CfJ determines the grammatical rules. We now show how to obtain a 
suitable subset of A *, namely the desired language, by using CfJ. In order 
to do this we need another relation, this time on V*. 

1.3 Definition. Let CfJ = (A, G,~, go) be a grammar. For y, Z, E V* we define 

y ~ Z :~ 3 u E G* 3 UI, U2, W E V*: y = UI UU2 A Z = UI WU2 A U ~ W. 

The reason for introducing ~ is to obtain a new word VI V2 ••• v~ ... Vn 

from a given word VI V2 ••• v~ . .. Vn and a rule Vr ~ v~. Thus we extend ~ to 
a compatible relation ~ on V*. We recall from 6.3.24 that the transitive 
hull ~t of ~ is given by 

The sequence xo, xI, ••• , Xn is called a derivation (or generation) of Z from 
y; n is the length of the derivation. 

1.4 Definition. Let CfJ = (A, G, ~, go) be a grammar. 

L(CfJ) := {I E A*lgo~t 1}(s;;A*), 

is called the language generated by CfJ (also the phrase-structure language). 

We give a few examples. 
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1.5 Example. Let A = {a}, G = {go}, go ¥- a, and ~ = {go ~ a}. C§:= 
(A, G,~, go); we find L(C§). Let Z E A* with go~t z. Then there are some 
U E {go} * and VI> V2, W E {a, go}* with go = VI VV2, Z = VI WV2 and V ~ w. This 
implies V = go and W = a. From go = VlgOV2 we obtain VI = V2 = A and also 
Z = W = a. From a we cannot generate anything new, since a ~ x, go ~t x 
means we had to find v' E {go}*, VI> V2 E {a, go}* such that a = v;v'v~; this 
is impossible because of go ¥- a. Hence L( C§) = {a}, a very simple language. 

o 
The following language can do a little more. 

1.6 Example. Let A and G be as in 1.5 and ~ := {go ~ a, go ~ ago}, C§:= 
(A, G,~, go). Then go~ Z implies Z = a or Z = ago. Again there is no x 
with a ~ x. ago ~ y is only possible for y = aa or y = aago. Thus 
aago ~ aaa and aago ~ aaago, etc. In a diagram 

Cancellation of the elements outside A * gives us the result L( C§) = 
{a, aa, aaa, ... } = A*. 0 

The next example is more interesting. We describe the calculation of 
L( C§) in detail. 

1.7 Example. Let A = {O, 1, ... , 9}, go an arbitrary element not in A, G = 
{go}, ~ := {go ~ 0, go ~ 1, ... ,go ~ 9, go ~ goO, ... , go ~ go9}, C§ = 
(A, G,~, go). First we calculate 

L:= {I E V*lgo~t I}. 

We begin by determining alII E V* with go ~ I. Thus we have to find V E G* 
and VI> V2, W E V* such that 

V~ w. 

We find V = go and VI = V2 = A, go ~ W implies I = W = Z or lor I = W = goz 
with z E {O, 1, ... ,9} = A. 

From this stage we conjecture that all Z IZ2'" Zk, Zi E A, i.e. all n E No 
and all gon can be obtained in this way. (Note that ZIZ2 is not a product 
of integers but a sequence of numerals. For Z I = 4 and Z2 = 6 we obtain the 
number 46 and not 4·6 = 24.) We claim L = {go} u No u {gonln E No} := N. 
To show L <:; N, we use induction with respect to the shortest lengths k/ of 
all derivations of I E L from go, for all I E L. 
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From above we already know that the only element with shortest length 
is go, the elements with k/ = 2 are the 20 elements z and goz, z E A. Thus 
the elements [ E [ with k/ = 1 and 2 are in N 

Let [E N with k/ = n E N, [~[' E V*. We have to show l' EN. There 
are elements v E G*, VI> V2, W E V* with [= VI VV2, [' = VI WV2 and V ~ w. 
Since [E {go} u No u {gonln E No} and V E G* = {go}*, we can only have 
[ = AgoA or [ = Agon. This yields for [' = VI WV2 either [' = z or l' = goz, or 
[' = zn, or l' = gozn; in any case l' E N As the result of the induction we 
obtain [ ~ N It is easily verified that N ~ [, which yields N = L. Finally, 
L( C§) = [ (") A * = [ (") No = No. 0 

In "natural" languages (more precisely: in excerpts of natural languages), 
the set A consists of the words of the language (e.g. all words of a dictionary, 
together with all declensions, etc.), G consists of the names for terms of 
the grammar (e.g. "sentence", "noun", "adverb", ... ), ~ consists of rules 
such as "sentence ~ subject, predicate" and substitution rules, e.g. 
"subject ~ wine bottle". In this way we obtain in (partial) languages, sets 
of grammatically correct sentences, which however do not have to be 
meaningful with respect to content. For more details on the formation of 
languages and grammar and interesting psychological rules see GREEN. 

As another illustration we show how to construct approximations to 
programming languages. Let A consist of the letters, numbers, algebraic 
symbols and special programming words used, let G be a collection of 
certain subsets of A*, such as INTEGER, REAL, and further let it 
contain the grammatical rules of the programming languages. We describe 
the situation, in particular, for the programming language ALGOL 60, one 
of the important languages for scientific purposes. The exact description of 
ALGOL 60 would be far beyond the scope of this book, but we give an 
indication of the basic idea. 

1.8 Example. Let 

A = {A, E, .. . , Z, a, b, ... , z,O, 1, ... ,10,11, ... , +, -, x, /, 

-'- i - ..J. < < > > A V -, = . . . "- ( ) [ ] " ,-,.,-, ,-, ,-, , , " -", ,., "-, , , , , 

BEGIN, TRUE, FALSE, GO TO, FOR, STEP, UNTIL, END}, 

G consists of the sets I, U, R, B, D, L, ... E C§(A*), which symbolize 
"IDENTIFIER", "UNSIGNED INTEGER", "REAL", "BOOLEAN", 
"DIGIT", "LETTER", .... They are implicitly defined by a sequence of 
equations, e.g. 

I = Lu ILu ID, 

U=Du UD, 

etc. 

(1) 

(2) 
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Here IL is the product of subsets in the monoid A *, etc ..... These equations 
arise from rules in ALGOL: 

(IDENTIFIER)::=(LETTER)I(IDENTIFIER) 
(LETTER)I(IDENTIFIER)I(DIGIT) (1), 

(UNSIGNED INTEGER)::=(DIGIT)I(UNSIGNED INTEGER) 
(DIGIT) (2), 

etc. 

go is an arbitrary initial symbol (eA) and ~ contains go ~ I, go ~ goD, 
go ~ go7, etc. Languages defined in this way by an arbitrary finite A and a 
G c:; (A*), which is defined by equations, are called ALGOL-like. 0 

The class of all possible languages is very large and coincides with the 
class of recursively countable sets, which arise in mathematical logic. There
fore one often studies special classes of languages. 

1.9 Definition. Let A be a set and x E A*, x = ala2 ... an. n is called the 
length of x, in symbols n = l(x). 

If in a grammar 'lJ x ~ y, then in general we don't know anything about 
the connection between l(x) and l(y). 

1.10 Definition. Let 'lJ = (A, G,~, go) be a grammar. 

(i) 'lJ is called context-sensitive: ~ 'V x ~ Y E ~: l(x) ::s l(y). 
(ii) 'lJ is called context-free: ~ 'V x ~ Y E ~: I (x) = 1. 

(iii) 'lJ is called right linear: ~ all elements in ~ are of the form g ~ a or 
g ~ ag' with g, g' E G, a E A*. 

(iv) A language L is called context-sensitive (context-free, right linear), if 
there is a context-sensitive (context-free, right linear) grammar with 
L = L('lJ). 

In a context-sensitive language the length of a word is never shortened 
by any derivation, in a context-free language all productions are of the form 
g ~ v with g E G (and not only g E G*). All right linear languages are 
context-free. We show the connections in Figure 7.1. 

1.11 Example. Examples 1.5 to 1.8 are context-free; 1.5 and 1.6 are right 
linear (1.7 would be "left linear"). We shall see after 1.13 that 1.5-1.8 are 
also context-sensitive. 0 

1.12 Remark. A language L( 'lJ) is context-sensitive, if any rule x ~ y is of 
the form x = VIX'V2 ~ Vly'V2 = y, for x' E G, y' ¥- A. This follows from 
lex) = l(vI) + l(x') + l(v2) = l(vI) + 1 + l(v2)::s l(vI) + l(y') + l(v2) = l(y). 
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context-free 
all grammars 

right linear 

context-sensitive 

Figure 7.1 

Conversely it can be shown that any context-sensitive language can be 
obtained in this way. The inequality in 1.10(i) also shows that in context
sensitive languages y ~ Z implies l(y) :s; l(z). 0 

In languages with a rule of the form VIXV2 ~ VlYV2 we can only derive y 
from x in the "context" of VI and V2. In context-free languages x ~ y holds 
"independent of the context". We also note that one and the same language 
L can be described as L = L( Cfj) or also as L = L( Cfj'), where Cfj is context-free 
but Cfj' is not. The same applies to context-sensitive and right linear 
languages. 

A context-free language may contain A (if ~ contains go ~ A, for 
example). The following theorem shows that most context-free languages 
are also context-sensitive. 

1.13 Theorem. Let Cfj = (A, G,~, go) be a grammar and L = L(Cfj). 

(i) L is context-sensitive ~ A ~ L. 
(ii) L is context-free with no g ~ A in ~,for some g E G, implies that L is 

context-sensitive. 
(iii) L is context-free ~ L\{A} is context-sensitive. 

PROOF. (i) Let L be context-sensitive. Suppose A E L, then there exist 
Zo, ... , Zn E V* with Zo = go, Zn = A and go~ zo~ ... ~ Zn = A. Hence 
I = l(zo):S; l(zl) :s; ... :s; l(zn) = 0, a contradiction. 

(ii) Let L be context-free with no g ~ A (g E G). Let x ~ y in ~. Since 
L is context-free, we have x E G. Hence y ,t:. A and l(x) = I :s; l(y). Thus 
L is context-sensitive. 

(iii) This can be derived from (ii) by deleting all productions of the form 
g ~ A (g E G) from ~. This "shrunken" grammar generates L" {A}. 0 

Part (ii) shows the following 

1.14 Corollary. The examples 1.5 to 1.8 are context-sensitive. o 
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If we could describe the natural languages in the form L( CfJ), they would 
not be context-free but context-sensitive. Without proof we state the follow
ing result (see GINSBURG): 

1.15 Theorem. A language is context-free if and only if it is ALGOL-like. 
D 

Next, by means of an example we give an important class of languages, 
for which we can use semigroup theoretical methods to describe L( CfJ). 

and 

CfJ = (A, G,""", go). 

Furthermore, let S be a semigroup with presentation [A, R], R:= 
{(w,A)1 WE W},f: A*...,.. S, x~[x]. Here [x] is the equivalence class of x 
with respect to the congruence relation R of A* generated by R. Then it can 
be shown that L(CfJ) = {x E A*lf(x) = [An. Languages constructed in this 
form are called Dyck languages. Since go ...,.. A E ...,.. we see that CfJ is context
free, but not context-sensitive. For details see GINSBURG, Section 3.7. D 

PROBLEMS 

1-5. Let A = {a, b}, G = {go} (go ~ A). Determine L( CfJ) for the following relations 
-'>. 

I. -'> = {go-'> a,go-'> b}. 

2. -'> = {go -'> a, go -'> aba, go -'> agoa}. 

3. -'> = {go -'> A, go -'> a, go -'> b}. 

4. -'> = {go -'> a, go -'> ago, go -'> gob}. 

5. -'> = {go -'> go}· 

6-10. Which of the languages in Problems 1-5 are context-free? context-sensitive? 
right linear? ALGOL-like? 

11. Find a grammar that generates {aba, aabaa, aaabaaa, ... }. 

12. Find a grammar that generates A* and another one that generates A*. 

B. Approach via Automata and Semigroups 

We now define special semiautomata and introduce the concept of "accept
ing", so that we obtain "accepted" subsets of free monoids, which tum out 
to be languages L( CfJ). The notation is the same as in Chapter 6. 
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1.17 Definition. A finite, initial semiautomaton d = (Z, A, 8, zo) is called 
an acceptor, if, together with d, a set E ~ Z is given. We write d = 

(Z, A, 8, zo, E) and call E the set of designated final states. W(d):= 
{w E A * 15 (zo, w) E E} is called the set of words accepted by d. 

1.18 Definition. Let A be a set and L ~ A*. L is called an acceptor language 
if there is an acceptor d with W( d) = L. 

1.19 Example. Let d = {{zo, z,}, {O, I}, 8, zo, {z,}} and 8 as in Example 7.2.3. 
Then 

W(d) = {w E {O, 1}*15(zo, w) = z,} = {l, 10,01, 100,010,001, 111, ... } 

= {a,a2'" an E {O, l}*la, + a2 + ... + an is odd}. 0 

1.20 Definition. Let A be a set and R ~ A *. R is called regular or a regular 
language if R can be obtained from one-element subsets of A * by a finite 
number of "admissible operations". Admissible operations are the forma
tions of unions, products (in A *) and generated submonoids. 

1.21 Example. Let A = {a" a2, aJ}' The following subsets of A* can 
be obtained using the operations mentioned in 1.20. 

since R, is finite. R2 = {A, a" a,a" a,a,a" .. . }, since R2 is the sub monoid 
generated by {a,}. RJ = {a~a;"ln, mE No}, since RJ is the product of sub
mono ids generated by a, and a2 , respectively. 0 

General characterizations of regular sets and results on regular sets are 
difficult to obtain at this stage. We shall return to this after 1.25. 

PROBLEMS 

1. Let.st1 be the marriage automaton (2.2 in Chapter 6), turned into an acceptor by 
choosing Z2 as initial state and E = {zJ}. Compute W(.st1) and find out, what a 
married woman "has to do". 

2. Let A be a nonempty set. Find (if possible) acceptors.st1".st12 such that W(.st1,) = 
A* and W(.st12) = A* hold. 

3. For A'" 0, find (if possible) an acceptor .st1 such that W(.st1) is the set of all 
words of length :s;5. 

4-6. Are the languages in Problems 1-3 right regular? If so, demonstrate how they 
can be obtained by using 1.20. 

7. Is {ab, aabb, aaabbb, ... } a regular set? A regular language? 
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C. Connections Between the Different Approaches 

We give some connections between grammar languages, acceptor languages 
and regular languages. Not every (not even every context-free) grammar 
language is connected with an acceptor language. But for right linear 
languages we have 

1.22 Theorem. Let A be a set and L !;;;; A *. L is an acceptor language if and 
only if L is a right linear language. 

PROOF IDEA (See GINSBURG, 2.2.1). Let L be an acceptor language. Then 
there is an acceptor .s!I. = (Z, A, S, zo, E) with W(.s!I.) = L. Without loss of 
generality let Z n A = 0. We choose W:= (A, Z,~, zo) with ~:= 
{z ~ as(z, a)lz E Z, a E A} u {e ~ Ale E E}. Obviously W is right linear. 
Then L(W) = L = W(.s!I.). 

Conversely, if W is a right linear grammar, then we can find an acceptor 
.s!I. with L(W) = W(.s!I.). Since this is rather complicated to show, we leave 
it out and refer the reader to GINSBURG. 0 

From acceptor languages we can go to the regular languages and back. 

1.23 Theorem (Kleene). Let A be a set and L !;;;; A*. L is an acceptor language 
if and only if L is a regular language. 

PROOF IDEA (See ARBIB.). Let L be an acceptor language. L = W(.s!I.), 
.s!I. = (Z, A, S, Zo, E). One shows that L can be built up from singletons of 
A* by means of admissible operations. Thus L is regular. 

Conversely, let L be regular. For 0 and for singletons of A* there are 
acceptors, which accept precisely these sets. It can be shown that the result 
of each admissible operation is again a set of words defined by a suitable 
acceptor. So by induction we arrive at an acceptor .s!I. to L such that 
L = W(.s!I.), L is an acceptor language. 0 

Using 1.22 and 1.23, we have a connection between right linear languages 
and regular languages. Figure 7.2 is a sketch of the situation. 

all grammar languages 

1.23 

Figure 7.2 
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Therefore we can "identify" the right linear languages, acceptor languages 
and regular languages and give them the neutral name "formal languages". 
Since there are context-free languages, which are not right linear, we see 
that not every context-free language is regular.· Context-free languages L 
can be described in the form L = W(d), by using a more general class of 
automata, the so-called Keller automata d. 

We mention that not all subsets of A* are regular. See 1.26 for such an 
example. We also mention that regular sets and related concepts are appli
cable in mathematical logic (computability, decidability, etc.), where so
called "Turing machines" are studied. See ARBIBt, or BIRKHOFF and 
BARTEE. 

We close this topic with a characterization of regular languages over 
singleton alphabets A = {a}. The proof of the result would be cumbersome 
without 1.23. 

1.24 Definition. A subset P = {Ph P2, ... } of No is called periodic, if there 
are numbers q, k, no E No such that for all n 2: no: Pn+k - Pn = q. 

1.25 Theorem. Let A = {a} and L ~ A *. L is regular if and only if there is 
a periodic subset P of No with L = {aPlp E P}. 

PROOF. (a) Let L be regular. Then there is an acceptor d = (Z, {a}, 8, zo, E) 
with L = W(d). For i E No let Zj = B(zo, a j

). Since Z is finite, there exists 
rn, n E No with Zm = Zn and, say, rn :S n. Then 

Zm+l = B(zo, a m+1) = 8(B(zo, am), a) = 8(zm' a) = 8(zn' a) = ... = Zn+l. 

In general, zm+j = zn+j for allj E No, i.e. 'if I 2: rn: Z'+(m-n) = z, hence 'if 12: 
rn, 'if rENo: z'+r(m-n) = z,. Let 

M := {k E Nolk < rn 1\ Zk E E} and N:= {I E Nolrn :S 1< n 1\ z' E E}. 

Then 

W(d) = {aklk E M} u {a'+r(m-n)ll E N 1\ rENo}, 

and P = {p E Noia P E W(d)} = M u {I + r(rn - n)ll E N 1\ rENo}. There
fore P is periodic. 

(b) Let L = {a P I pEP}, where P is periodic. Then there are rn, n I E No 
with 'if j 2: rn: j E P ~ j + nl E P. Let M := P (\ {O, 1, ... , rn - I} and N := 
P (\ {rn, rn + 1, ... , rn + nl}' Then P = M u {I + rndl E N 1\ rENo}. 
Hence 

L = {aPlp E P} = {amlrn E M} u {a'+rnlll E N 1\ rENo} 

= {amlrn E M} u U {a'} . (ani), 
'EL 

where (ani) denotes the sub monoid of A* generated by ani. This is the union 
of a finite set with a union of finitely many sets, which are products of 
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singletons with submonoids generated by singletons. By Definition 1.20, L 
is regular. 0 

1.26 Corollary. Let A = {a}. Then {a n2 ln E No} is not regular. 

PROOF. This follows from 1.25 and the fact that {I, 4, 9, ... } is not periodic. 
o 

PROBLEMS 

1-3. Find acceptors for the regular languages in 1.21. 

4-6. Find right linear grammars (if possible) for the languages in 1.21. 

7. Which of the languages in Problems 1-5 of Section A are regular? 

8. For the regular languages in Problem 7 find corresponding acceptors and show 
how these languages can be constructed by means of 1.20. 

9. Let Pn be the solutions of the difference equation Pn = 3Pn-1 + 1, PI = O. Is 
{P"P2, ... } periodic? Is, for A = {a}, {aPnln EN} regular? 

EXERCISES (Solutions in Chapter 8, p. 50l) 

1. Let A = {a}, G = {go}(go '" a), -'> = {go -'> aa, go -'> goa}, 'fJ = (A, G, -'>, go)· 
Find L('fJ). 

2. Let A = {a}, G = {go} (go'" a), -'> = {go -'> ago, go -'> goa}, 'fJ = (A, G, -'>, go)· 
Find L('fJ). 

3. Are the languages in the above Exercises 1 and 2 context-sensitive? context-free? 
right linear? ALGOL-like? 

4. Let.stl be the marriage automaton (see 6.2.2), which is an acceptor with respect 
to zo:= ZI, and E = {Z3}. What is W(.stl)? Interpret W(.stl) in "everyday 
language". 

5-7. Let A = {a, b}, G = {go} (go E A). For the following definitions of -'>, find the 
generated language. 

5. -'> = {go -'> ago, go -'> b}. 

6. -'> = {go -'> gogo, go -'> aa}. 

7. -'> = {go -'> agoa, go -'> aa}. 

8. Compare the results of Exercises 6 and 7. What does it tell us? 

9. Find some grammar 'fJ such that L( 'fJ) = {b, aba, aabaa, ... }. 

10. Find 'fJ such that L('fJ) = {A, b, aa, aba, aaaa, aabaa, .. . }. 

11. Call two grammars equivalent if they generate the same language. Show that 
this yields an equivalence relation on every set of grammars. 



390 Chapter 7. Further Applications of Semigroups 

12. Let A = {a, b, c}, G = {go, g], g2, g3}, ~ = {go ~ g], go ~ g2, gl ~ abc, 
g2 ~ ab, g2 ~ g3, g3 ~ c}. 
(a) Is this grammar Cfi context-free? (b) Is abc E L(Cfi)? 

13. Is M = {A, ab, aabb, aaabbb, ... } a regular set? Does there exist an acceptor sd 
with L(sd) = M? 

14. Let T:= {a l a2a3Ia], a2, a3 E A}. Does there exist a grammar Cfi such that T = 
L( Cfi)? Does there exist an acceptor sd with T = W( sd)? 

15. Is {I, 2, 3, 6, 9,I2,I5, ... } periodic? If yes, what is its corresponding regular 
language? 

16. Is {anln == 3 (mod 4)} a right linear language? 

§2. Semigroups in Biology 

Semigroups can be used in biology to describe certain aspects in the crossing 
of organisms, in genetics and in considerations of metabolisms. Before 
giving some applications we first describe a simple associativity test for 
binary operations on a set. A set with a binary operation is called groupoid. 
If (S, 0) is a finite groupoid with S = {Xb ... , xJ, then in order for 0 to be 
associative we must have V x, y, Z E S: (x 0 y) 0 z = x 0 (y 0 z). We begin by 
showing that we can restrict our choice of y to be in a generating set of S. 

2.1 Theorem. Let (S, 0) be a groupoid and E s; S, such that (E) = S. If 
V x, z E S, VeE E 

(xoe)oz=xo(eoz) 

then 0 is associative. 

PROOF. It is sufficient to show that S':= {s E SIV x, z E S: (x 0 s) 0 z = 

x 0 (s 0 z)} = S. S' is a groupoid: let s, t E S', then sot E S', because (x 0 (s 
o t)) 0 z = «x 0 s) 0 t) 0 z = (x 0 s) 0 (t 0 z) = x 0 (s 0 (t 0 z)) = 

x 0 «s 0 t) 0 z). Since E c:;;; S' we have (E) c:;;; S', thus S c:;;; S' and therefore 
S=S'. 0 

2.2 "Light-Test". If we are given the operation table of a finite groupoid 
(S, 0) with S = {Xb ... ,xn } then to check whether 0 is associative we choose 
a generating set E of S and compare for all e E E the two tables. 

e Xl X2 Xn 

Xl 0 e (Xlo e) 0 Xl (xloe)oxz (xloe)oxn 
X2 ~ e (Xz 0 e) 0 Xl (X2 0 e) 0 Xz (X2 0 e) a Xn 

Xn a e (xnoe)oxl (Xn a e) a X2 (Xn 0 e) a Xn 
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and 

e eo Xl eo x 2 eo Xn 

Xl xlo(eoXI) Xl ° (e ° X2) xlo(eoxn) 
X2 X2 ° (e ° Xl) X2 ° (e ° X2) X2o(eoXn) 

Xn Xn ° (e ° Xl) xn o( e oX2) Xn ° (e ° Xn) 

° is associative if for each e E E these two tables are equal. 

2.3 Notation. Method 2.2 is called the Light-test, named after F. W. Light. 

2.4 Remarks. The Light-test does not have to be used if either: 
(i) the Qperation table for (S, 0) can be transformed into the table of a 

semigroup by relabeling the elements (then 0 is associative); or 
(ii) (S, 0) does not have an idempotent element, in this case 0 can be shown 

to be nonassociative, since every finite semigroup has an idempotent 
(why?). 

2.5 Examples. 

(i) S = {a, b, c}; 

a b c 

a a b c 
b b c a 
c c a b 

Renaming a as [0], b as [1] and c as [2], we obtain the operation table 
of (Z3, +), which is a group. 

(ii) S = {a, b, c} 

a 
b 
c 

a 

b 
c 
b 

b 

a 
a 
c 

c 

c 
b 
a 

No element is idempotent, thus 0 cannot be associative. 
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(iii) 8 = {a, b, c, d} 

a 
b 
c 
d 

a 

a 
a 
a 
a 
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b 

a 
a 
a 
b 

c 

a 
a 
c 
c 

d 

a 
b 
c 
d 

We choose E = {b, c, d} and start with b 

b a b c d b bo a = a bob = a b 0 c = a bo d = b 

a 0 b = a a a a a a a a a a 
bo b = a a a a a b a a a a 
co b = a a a a a c a a a a 
do b = b a a a b d a a a b 

Similarly we see that the respective tables for c and d are equal. 
Therefore (8,0) is a semigroup. 0 

2.6 Remarks. From a given semigroup operation table we can derive the 
following information: 

(i) 0 is commutative if and only if the table is symmetric with respect to 
the main diagonal, as in Example 2.5(i). 

(ii) (8, 0) is a monoid if and only if there is an element e such that its row 
and column is equal to the first (index) row and column. In this case 
e is the identity element. In 2.5(i) the element a is the identity, in (iii) 
it is the element d. 

(iii) (8,0) has n as zero element if all elements in its row and column are 
n, e.g. 2.5(iii). 

(iv) (8,0) is a group if and only if 0 is associative and each element of 8 
occurs exactly once in each row and column of the operation table, 
see, e.g. 2.5(i). 

2.7. Example. In breeding a strain of cattle, which can be black or brown, 
monochromatic or spotted, it is known that black is dominant and brown 
recessive and that monochromatic is dominant against spotted. Thus there 
are four possible types of cattle in this herd: 

a ... black, monochromatic, c ... brown, monochromatic, 
b . .. black, spotted, d ... brown, spotted. 
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Due to dominance, in crossing a black, spotted one with a brown, monochro
matic one we expect a black, monochromatic one. This can be symbolized 
by "b * c = a". The "operation" * can be studied for all possible pairs to 
obtain the table 

* 

a 
b 
c 
d 

a 

a 
a 
a 
a 

b 

a 
a 
a 
b 

c 

a 
a 
c 
c 

d 

a 
b 
c 
d 

This is the table (iii) in Example 2.5. The Light-test showed that S:= 
({ a, b, c, d}, *) is a semigroup. Moreover the table is symmetric with respect 
of the main diagonal, therefore * is commutative, d is the identity element 
(because of 2.6(ii» and a is the zero element (because of 2.6(iii». From 
2.6(iv) we conclude that S cannot be a group. S is a commutative monoid 
with zero element. 0 

In general the table for breeding operations is more complicated, see 
NAHIKIAN. We can ask for connections between hereditary laws and the 
corresponding semigroups. Of course, we need So S = S = S2 for such 
semigroups S, since S E S"'S2 would vanish after the first generation and 
would not even be observed (rare cases excepted). 

A different biological problem which leads to algebraic problems, is as 
follows: All genetic information in an organism is given in the so-called 
deoxyribonucleic acid (DNA). DNA consists of two strands, which are 
combined together to form the famous double helix. Each strand is made 
up (a polymer) of four different basic substances, the nucleotides. We 
concentrate our attention on one strand only. If the nucleotides are denoted 
by nt. n2, n3, n4, then the strand can be regarded as a word over 
{nt. n2, n3, n3}' DNA cannot put the genetic information into effect. By 
means of a messenger ribonucleic acid the information contained in the 
DNA is copied ("transcription") and then transferred onto the protein chains 
("translation"). These protein chains are polymeres consisting of20 different 
basic substances, the amino acids, denoted by at. ... , a20' As with the DNA, 
each protein chain can be regarded as a word over {at. ... , a20}' 

In general it is assumed that the sequence of nucleotides in DNA is 
uniquely determined by the sequence of amino acids in a protein chain. In 
other words it is assumed that there is a monomorphism from the free 
semigroup H 2o := {at. ... , a20} into the free semigroup H4 := {nt. n2, n3, n4}' 
The DNA protein-coding problem is the question, how many, if any, 
monomorphisms are there from H 2o into H4. 
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A first glance would indicate that the answer is a clear "none". How 
could we have a monomorphism from the "huge" semigroup H 2o into the 
"much smaller" H4? There are plenty of monomorphisms from H4 into 
H2o-would this not mean that H4 == H 2o, in contradiction to 6.3.47? The 
somewhat surprising answer is given in the following theorem. 

2.8 Theorem. There are infinitely many monomorphisms from H2o into H4. 
Thus the DNA protein-coding problem has infinitely many solutions. 

PROOF. Consider the following diagram 

{at. ... , a20} <;; H 2o 

~ ~//( 
H4 

Figure 7.3 

with g(a():= n(n(nh g(a2) := n(n(n2, g(a3) = n(n(n3,'" g(a20) := n2n(n4' 
Then g is injective. From 6.3.47 we know that there is a uniquely 
determined homomorphism h; H2o ~ H4 with hI 1a" ... ,a2o} = g. We show that 
h is a monomorphism. h(aj,aj2' .. a j ) = h(aj,aj,'" ajJ implies 
h(aj,)h(a j,) ... h(a;J = h(aj,)h(aj,) ... h(aj,), therefore g(aj,)g(aj') ... 
g(a;J = g(aj,)g(aj,) .. , g(aj'). From the definition of equality in free semi
groups and because all g(ak) have the same length 3, we conclude r = s 
and g(aj,) = g(aj,), . .. , g(a;J = g(aj). Injectivity of g implies aj, = 

aj " ••• , aj, = aj, = aj" therefore aj,aj2 ... aj, = aj,aj, ... aj ,' Thus h is a 
monomorphism from H 2o into H4 • Obviously by different choices of g, e.g. 
g(n() := n3n(n(, etc. or by using words of length 4 or 5, etc. we can obtain 
infinitely many such monomorphisms. 0 

As a point of information, it appears that the DNA protein-coding in 
nature is always done by means of words of length 3 (triplet-code), see 
ROSEN2' 

2.9 Remark. We saw that there are monomorphisms from H 2o into H4 and 
also we know there are monomorphisms from H4 into H2o, e.g. via the 
extension nj ~ aj, i = I, 2, 3, 4. It can be shown that H4 and H2o must be of 
the same cardinality. By 6.3.47, they are nonisomorphic, and so we see that 
two nonisomorphic semigroups can be embeddable into each other. 

A different aspect of applied algebra appears in problems of metabolisms 
and processes of cellular growth. Metabolism consists of a sequence of 
transitions between organic substances (acids), triggered off by enzymes 
and co-enzymes. Such a process can be described in terms of semiautomata, 
in which the organic acids form the state set Z, the (co-)enzymes form the 
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inputs A and the chemical reactions "substance + (co-)enzymes ~ new 
substance" define the state transition function 8. 

This (finite) semiautomaton can be decomposed into IR flip-flop and 
simple group-semiautomata, using the theorem of Krohn-Rhodes, see 
6.6.25. This decomposition illustrates also the structure of the metabolic 
processes (see KROHN, LANGER and RHODES). Metabolic processes with 
replacement of destroyed functional parts are studied in ROSEN2, who also 
considered the effect of environmental influences. Self-learning aspects of 
automata theory are studied in SUPPES and KIERAS. As a further illustration 
we show by means of an example how cellular growth can be described in 
terms of formal languages: 

2.10 Example. Let A = {O, 1,2,3,4,5, (, n, G = {go} and 

~ = {go ~ Ogo, go ~ 19o,···, go ~ 5go, go ~ 3(4)go, go ~ (4)(4)go, go ~ A}. 

The language L( C§) with C§ = (A, G, ~, go) is right linear and contains also 

2 (go = AgoA F> A2goA F> A2AA = 2), 

233 (go = AgoA F> A2goA = 2goA F> 23goA F> 233goA F> ... F> 233), 

2333(4) (go = AgoA F> ... F> 2333(4)goA F> 2333(4)AA = 2333(4)). 

We also obtain 2333(4)(4), 2333(4)(4)55, 2333(4)(4)553(4). In Figure 2.1 
we interpret 0, 1, ... , 5 as cells number ° to 5, e.g. 233 is the sequence of 
cells No.2, 3, 3 in the direction of growth (for instance, straight upwards). 
3(4) is denoted as a branch point, where in cell No.3 cell No.4 branches 
out and forms a "bud" sideways. The last "word" above in this example 
is of the form 

(4) 
3 
5 
5 ( 4 ) ( 4 ~ or diagrammatically 
3 
3 
3 
2 

Figure 7.4 

">0 
o 
000 
D o 
D o 

This looks like the beginning of a plant. In this example only cell No.3 
has the capability to form "buds", the "branches" consist of cells No.4 only. 

o 
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In this way the growth of plants can be described algebraically, see 
HERMANN and ROSENBERG. Further material on this subject is contained 
in HOLCOMBE. 

PROBLEMS 

1.-3. Check for associativity. 

1. 0 1 a b c d 2. O2 a b c d 3. 0 3 a b c d 

a a b c d a a b a a a a b c d 
b a b c d b b a d c b a b c d 
c a b c d c c a a b c c a d b 
d a b c d d d a b a d d c b a 

4. Which of the structures in Problems 1-3 have a zero element? 

5. As in Problem 4, now with unit element. 

6. Which of the structures in Problems 1-3 are commutative semigroups, which 
are groups? abelian groups? 

7. Determine all idempotent elements in the structures of Problems 1-3. 

8. How many binary operations 0 are there which turn {a, b, c, d, e} into a groupoid, 
such that e is the identity and such that in every row and in every column each 
element appears precisely once? 

9. Which of the groupoids in Problem 8 are groups? 

10. Let a * b := a be defined on a finite set N Why does the Light-test help very 
little in this case? 

II. Find a monomorphism from the H4 into H2o (see 2.9). 

12. Is 23(4)3(4)(4) obtainable in 2.10? If so, draw the corresponding "plant". 

EXERCISES (Solutions in Chapter 8, p. 502) 

1-3. Check for associativity: 

1. 0 1 a b c d 2. O2 a b c d 3. 0 3 a b c d 

a a b c d a a b c d a a b c d 
b b c d a b b a d c b b d a c 
c c d a b c c d a b c c a d b 
d d a b c d d c b a d d c b a 

4. Which of the structures in Exercises 1-3 have a zero element? which have an 
identity? 

5. Which of the structures in Exercises 1-3 are groups? abelian groups? 
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6. Find the group kernels in Problems 1-3 (if defined). 

7. Determine all idempotent elements in Problems 1-3. 

8. Let N be a finite non-empty set, fix a certain element z in N and define a # b := z 
for all a, bEN Is (N, #) a semigroup? Is it wise to use the Light-test in this case? 

9. Let N = {e, a, b, c}. How many binary operations 0 can be defined on N such 
that e serves as the identity and such that every element of N appears in every 
row and every column? 

10. Which of the groupoids in Exercise 9 are groups? which of them are abelian 
groups? 

II. How many different solutions to the DNA protein-coding problem by triplet 
codes are there? 

12. Draw for Example 2.4 the "plant" corresponding to the word 
123(4)53(4)3(4)3(4). Are (4)(4)(4)(4), (4)(4)(4), ... ,12345(4) elements of 
L( CfJ)? 

§3. Semigroups in Sociology 

Are the enemies of my enemies my friends? Is the enemy of my friend a 
friend of my enemy? We shall see that questions like these can be elegantly 
formulated in the language of semigroups. There are several approaches to 
algebraic methods in sociology; three such approaches will be described. 

A. Kinship Systems 

We continue our investigation of relation semigroups defined in 6.3.5. 
Kinship relationships such as "being father", "being mother", can be 
combined to "being the mother of the father", i.e. "grandmother on father's 
side", etc. 

First we define the relation semigroup of all kinship relations. However, 
we omit the tricky problem of defining the term "kinship relation". 

First Attempt. We begin with a few "basic relations", like "being father", 
"being mother", etc. and draw up rules on how these kinship relationships 
can be combined, hoping that we can obtain a grammar CfJ in such a way 
that L( CfJ) is the set of all "meaningful" kinship relations. If we define a 
grammar as in 1.1 this approach seems to have failed so far, see BOYD, 
HAEHL and SAILER. 

Second Attempt. Again we start with a selected set X of basic relations 
such that the set of all their relation products yields all remaining kinship 
relations. In this way we seem to converge towards the concept of a free 
semigroup over X. But this approach also fails: a set is a collection of 
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distinctive objects and we have not defined equality of kinship relations. 
In the free semigroup X* all formally combined relations would be different 
so that we obtained infinitely many kinship relations. Irrespective of the 
fact that there are only finitely many people and names on earth, in X* 
equal things are made different, e.g. "being brother" 0 "being child" 
"being child", since 

(x brother of y) " (y child of z) ~ (x child of z) 

as long as we can regard ourself as brother of ourself. The children of a 
wife could also be the children of the husband in most cases, but not in all 
cases, e.g. second marriages. Thus we see that the definition of equality of 
kinship relationships depends very much on the society in which we study 
these relations. 

Third Attempt. We use the presentation of semigroups (see 6.3.52) and 
define 

3.1 Definition. A kinship system is a semigroup S = [X, R], where 

(i) X is a set of "kinship relationships". 
(ii) R is a relation on X*, which expresses equality of kinship relationships. 

The product in S is always interpreted as relation product. 

3.2 Example. Let X = {"is father oP', "is mother oP'} and R = 0. Then 
the kinship system S is the semigroup {"is father oP', "is mother oP', "is 
grandfather of", ... }. 0 

Since our interest is not exclusively focused on grandfathers, we consider 
another example. 

3.3 Example. Let F:= "is father of", M := "is mother of", S:= "is son 
of", D := "is daughter of", B := "is brother of", Si := "is sister of", C := "is 
child of". Then X := {F, M, S, D, B, Si, C} and 

R := {( CM, CF), (BS, S), (SiD, D), (CBM, CMM), (MC, FC), 
(SB, S), (DSi, D), (MBC, MMC), ... }. 

See BOYD, HAEHL and SAILER for the complete list of R. The first pair 
means that in the semigroup we have CM = CF, i.e. children of the mother 
are the same as the children of the father, thus we do not differentiate 
between brothers and stepbrothers, etc. It can be shown that we obtain a 
finite semigroup. 0 

Let C§ be a "society", i.e. a nonempty set of people and let S( C§) be the 
finite semigroup of all different kinship relationships of this society. 

3.4 Definition. Any set X which generates S( C§) is called a kinship generator. 
S( C§) is called the kinship system of the society C§. 

3.5 Remark. In 3.4 we can choose X = S(C§), but usually a much smaller 
generating set suffices. 



§3. Semigroups in Sociology 399 

3.6 Example. It is difficult to imagine that the semigroup in Example 3.2 is 
the kinship system of an interesting society. But the semigroup S of Example 
3.3 is "very close to" the kinship system of the society of the Fox indians 
in North America, described by S. Tax in 1937. 0 

What does it mean when we say "it comes very close to the society"? 

3.7 Definition. Let ri, and ri2 be two societies for which there are equal 
generating systems for S(ri,) and S(ri2). Then 

(see 6.3.60) 

is called the distance between ri, and ri2. 

In particular, societies with isomorphic kinship systems have distance O. 
The semigroups S( ri) often have special properties, e.g. "is a son of" and 
"is father of" are nearly inverse relations. The framework for the investiga
tion of special S( ri) would be the theory of inverse semigroups, i.e. semi
groups S such that 'V s E S,3 s' E S: ss's = s 1\ s'ss' = s'. If s denotes "is 
son of" and s' denotes "is father of", then these two equations hold in 
most (monogamous) societies. 

Next we describe an example where semigroups and sociology meet each 
other, appropriately or inappropriately, within the confines of a monastery. 

PROBLEMS 

1. In 3.2, give four more elements which belong to S. 

2. Show that one obtains a finite semigroup in 3.3 (recall the presentation of 
semigroups). 

3. What does it mean for a kinship system to be an inverse semigroup? 

4. Let X = {F, M} and R = {(FFF, F), (MMM, M), (FM, MF)}. Describe the 
kinship system S as a semigroup. 

5. Let X = {F, M} and R' = {(FFF, F), (MM, M), (FM, MF)}. Give the operation 
table for the resulting kinship system S'. 

6. Let X be as in Problem 5 and R" = {(FF, F), (MM, M), (FM, MF), (MF, F)}. 
Which kinship systems S" do we get? 

7-9. Are the semigroups S, S', S" in Problems 4-7 monoids? commutative? groups? 
abelian groups? 

10. Compute 8(S, S'). 

11. Compute 8(S, S"). 

12. Compute 8(S', S"). 

13. In Problems 10-12, check if the triangle inequality holds. 
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B. Social Networks 

Sociology is the study of human interactive behavior in group situations. 
In many societies, some underlying structure is what is of interest to the 
sociologist. Such structures are often revealed by mathematical analysis. 
This indicates how algebraic techniques may be introduced into studies of 
this kind. 

Imagine for a moment an arbitrary society, such as your family, your 
circle of friends, your university colleagues, etc. In such societies, provided 
they are large enough (at least;::: 3 members), coalitions can be formed 
consisting of groups of people who like each other, who have similar interests 
or who behave similarly. How can we recognize such coalitions or formations 
of "blocks"? One way of finding out is asking, either directly or by question
naires. Evaluation of the results of such questionnaires is very messy and 
usually it is not possible to see a pattern of coalitions. For instance, we 
number the members of a society by 1,2, ... and ask each member No. i 
for his/her opinion about No. j (e.g. praise, fear, love, esteem, etc.). Here 
is a typical example. 

3.8 Example (due to SAMPSON). In an American monastery the degree of 
integration of newcomers to the monastery has been studied. Numbers were 
allocated to the monks and novices according to the number of years they 
have been serving in the monastery. Each of the 18 members was asked to 
assign 3 or 2 or 1 points according to the esteem in which they hold a 
person ("no answer" was also permitted as well as the same point value 
for several people). The result was as follows: 

I 
2 
3 

4 
5 
6 

7 
8 
9 

10 
II 
12 

2 3 14 5 
1 

6 17 
1 

8 9 110 II 
1 

3 1 2 
1 

13 
1 

14151161718 
1 

321 

3 1 1 : 1 2 1 
------~------4------+------~-------~-------

1 I 1 1 2 3 1 1 
1 1 1 1 1 
1 3 1 I 1 2 1 1 
13 1 1 2 1 1 
1 1 1 1 1 

------4------4------+------4-------~-------
3 1 1 1 I 1 I 1 2 

1 1 1 1 1 
1 3 2 1 1 1 1 
13 1 2 1 1 1 
1 1 1 1 1 

______ J ______ J ______ ~ ______ 4 _______ ~-------
1 1 1 1 1 
1 1 1 1 1 
1 2 1 3 1 1 1 

2 1 1 1 1 3 1 
1 1 1 1 1 

------~------~------~------~-------~-------
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13 
14 
15 

16 
17 
18 

I I I I 
2 3 I 4 5 6 I 7 8 9 110 II 12 13 14 15116 17 18 

I 

3 2 
I 3 

I 
I 
I 
I 

3 2 

I 2 
2 

I I I I I 
------~------T------T------~--------r------

3 I I 2 I I I 2 I 
I 2 I I I I I 

I I I I I 3 
2 3 I I I I I 

I I I I I 

The subdivision into blocks makes the table easier to handle. As we might 
expect, this block design is not very useful as it stands. 0 

In the mid-1970's a Harvard University computer program was developed 
to change the order of 1, 2, ... , 18 in a way which makes it possible to 
observe a separation into "strong" and "weak" blocks in the table. These 
algorithms are called BLOCKER and CONCOR, see WHITE, BOORMAN 
and BREIGER. 

3.8 Example (Continued). These algorithms applied to our example of a 
monastery yield: 

10 
5 
9 
6 
4 

11 
8 

12 
1 

2 
14 
15 
7 

16 

13 
3 

17 
18 

10 5 9 6 4 II 8 12 I 2 14 15 7 16 13 3 17 18 

3 2 
3 2 
3 2 

2 3 
2 3 
1 2 3 

---------------~---------------~---------
I 3 2 1 I 

3 : 2 : 
2 I 3 I 

I I 
I 3 2 2 I 
I 1 3 2 I 
I I 
I 3 1 2 I 

I 3 2 2 I 
I I 

---------------4---------------~---------
3 1 I 2 I 

I I 
I 3 I 2 1 

: : 1 2 3 
I 2 I 3 
I I 

This table clearly shows formation of blocks. o 
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When a formation of blocks has been obtained by these algorithms, the 
"strong" blocks (the ones with "many" elements) are encoded as 1, the 
"weak" blocks are encoded as O. We still have to define "weakness" of 
blocks: We can choose between 

(i) no assignment at all; except possibly a few ones; or 
(ii) the sum of the elements in a block is smaller than half of the "on 

average" expected sum within the block. 

or possibly other similar conventions. 

3.8 Example (Continued). If we use definitions (i) and (ii) for weak blocks 
we obtain from the second table above the following matrices, respectively: 

o 0) 
1 0 

1 1 

for (i) 

( ~ ~ ~), 
o 1 1 

for (ii) 

etc. 

We can interpet (i) as follows: the first group of monks and novices (No. 
10,5,9,6,4,11,8) have high regard for themselves, the second group (No. 
12, 1, 2, 14, 15, 7, 16) regards itself and the first group highly, the third group 
regards all three groups highly. 

If we use the definition (ii) we obtain a slightly different picture. Both 
cases matched very well the observed behavior of the members of the 
monastery: the first group consisted of the "well-established" monks, the 
second comprised the "young radicals" and the third consisted of some 
"outsiders". 

The question "whom do you like" resulted in the matrices 

( ~ ~ ~). 
o 1 1 

for (i) for (ii) 

The answer to "do not like him" resulted in 

for (i) for (ii) o 

In general, for each relation R 1, ••• , R. (each R j corresponding to ques
tions of attitude towards others) one obtains k x k matrices Mh"" M. 
over {O, l} with relatively small k, e.g. k = 3 in 3.8. The relational products 
Rj 0 Rj correspond to the matrices M j * M j , where * is defined as follows: 



§3. Semigroups in Sociology 403 

3.9 Definition. Let A = (a ie ), B = (bej ) be k x k matrices over {O, I}. Then 
A * B is the usual product of matrices if we operate with 0 and 1 in the 
following way: 

+ o 

o o o 
1 

o 

o 
o 

o 

3.10 Example. We continue Example 3.8 and choose the variant (ii). Rl 
meaning "have esteem for" has the matrix 

(1 0 0) 
Ml = 0 1 0 ; 

o 1 1 

R2 meaning "like well" has 

R3 meaning "do not like" has 

(0 1 1) 
M3 = 1 0 1 

1 1 0 

as matrix representation. 
We omit Rl and interpret R2 as "friend" and R3 as "enemy". "Enemy 

of an enemy" then corresponds to 

(0 1 1) (0 1 1) (1 
M3 * M3 = 1 0 1 * 1 ° 1 = 1 

110110 1 

Thus, the enemy of an enemy is not necessarily a friend in this society. The 
matrix corresponding to "friend of an enemy" is 

(
1 0 0) (0 1 1) (0 1 M2 * M3 = 0 1 0 * 1 0 1 = 1 0 
011 110 1 1 

while the matrix corresponding to "enemy of a friend" is 

(
0 1 1) (1 0 0) (0 M3 * M2 = 1 0 1 * 0 1 0 = 1 
110011 1 

So in this society "friend of an enemy" is different from "enemy of a friend". 
o 
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The question of whether the enemy of an enemy is a friend is equivalent 
to M3 * M3 = M 2; the "equation": friend of enemy = enemy of friend is 
equivalent to the property that the matrices M2 and M3 commute. We can 
have different answers to these questions according to the different societies 
we are investigating. 

BOORMAN and WHITE introduce the term "role structure", which is an 
abstraction of concrete situations, like the one in a monastery or in a 
commune. 

3.n Definition. Let CfJ be a community partitioned into blocks Bh ... , Bk , 

let R h ..• , Rs be relations on CfJ with corresponding k x k matrices 
M h ... , Ms over {O, I}. The role structure corresponding to CfJ, B h ••• , Bk , 

R h .•. , R" M h .•• , Ms is the subsemigroup, generated by M h ... , M" of 
the finite semigroup of all k x k matrices over {O, I} with respect to *. 

3.12 Example (3.8 and 3.10 continued). Let 

CfJ = {l, 2, ... , 18} = {l0, 5, 9, 6, 4, II, 8} u {l2, 1,2,14,15,7, 16} 

u {l3, 3,17, 18} = Bl U B2 U B3 ; 

let R2 and R3 be as in 3.10. We use Theorem 6.3.20 to obtain 

({M2, M 3}) = {M2' M 3} U {M2' M3}2 U {M2, M3}3 U .... 

Here 

{M2' M3}2 = {M2 * M2 = M 2, M2 * M 3, M3 * M 2, M3 * M3 := N}, 

N is zero element with respect to *. 

1M" M,}' ~ { M, * M, • M, ~ M" M, • M, * M, ~ M, * M, * M, 

I I) 
I ~ ,M2 * M3 * M3 = N, 

M3 * M2 * M2 = M3 * M 2, M3 * M2 * M3 = N, 

M,*M,*M, ~ N,M,. M, .M, ~ N l 
In {M2, M3}4 (and in all higher powers) no new matrices occur. The role 
structure is therefore given as the semigroup 
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with six elements. o 
The introduction of finite semigroups for role structures enables one to 

compare different societies. Fundamental for this is the theorem of the 
standard epimorphic reduction and production (6.3.57) and the resulting 
concept of distance between semigroups, which we introduced in Chapter 
6, §3. 

3.13 Definition. Let Cfih Cfi2 be blockwise partitioned societies and Rio ... , R. 
and Rj, ... , R~ be relations on Cfil and Cfi2 , respectively. The distance between 
Cfil and Cfi2 is the distance betwen the corresponding role structures according 
to 6.3.60 (if defined). 

A detailed analysis of these concepts together with explicit examples is 
given in BOORMAN and WHITE. For instance, there is a closeness in the 
role structure of a monastery and the observed situation in a commune 
(despite all ideological differences), whereas the role structure in a group 
of biomedical researchers deviates more clearly. The observed role structure 
of a set of managers in a large company is completely different. It appears 
that there is only a minor dependence of these results on the definitions of 
"weak blocks" see 3.8 and the "special relations" Ri• 

It is also interesting to observe the situation at various points in time. 
Here the block partitions and the corresponding matrices mayor may not 
change. In our example of a monastery such observations had been taken 
over certain time intervals. It is hoped that these methods eventually will 
enable us to predict future developments. The observed monastery was 
rapidly polarised. Soon monks No.2, 3, 17 and 18 were excluded; then 
No.1 left of his own accord and within a few days No. 16, 15, 14, 7, 13 
and 8 followed. One month later No. 10 left. This is in excellent accordance 
with the blocks obtained in 3.8. 

We conclude and agree with BOORMAN and WHITE that these investiga
tions and methods could also find applications in other areas, possibly in 
studies of official organizations (public service?) or in legal situations (e.g. 
in the clarification of complicated conflict situations between individuals 
or groups). 

PROBLEMS 

1. Show that the product defined in 3.9 turns the set Sk(O, 1) of all k x k-matrices 
over {O, l} into a semigroup (for each kEN). 

2. Are the semigroups Sk(O, 1) of Problem I commutative? monoids? groups? 
abelian groups? 
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3. When does SdO, I) contain idempotent elements? how can they be charac
terized? 

4. If Ml = (~ ~) and M2 = G ~), compute the subsemigroup SI of S2(0, I) 

generated by Ml and M2· 

5. Do the same as in Problem 4 with Ml = (~ ~), M2 = (~ ~), M3 = (~ ~) 
in order to get a semigroup S2. 

6-7. Find presentations of the role structures S1> S2 of Problems 4 and 5. 

8-9. Are S1> S2 in Problems 4 and 5 commutative? monoids? groups? abelian 
groups? Do there exist zero elements? 

10. Find the "greatest common divisor" $ of SI and S2 in the sense of 6.3.57. 

11. Compute 8(S1> $). 

12. Compute 8(S2' $). 

13. Find the distance between SI and S2. 

14. Does the triangle inequality hold for 8 in the case of S1> S2, and $? 

EXERCISES (Solutions in Chapter 8, p. 503) 

I. Describe the kinship system S of 3.2 in terms of semigroup theory. 

2. Are the sisters of daughters in 3.3 considered to be "the same" as the daughters 
of sisters? 

3. What does it mean for a kinship system to be a group? 

4. Let X = {P, M} and R = {(FFF, F), (MM, M), (FM, MFH. Which kinship sys
tem S do we get? 

5. Let X be as above and R' = {(FF, F), (MM, M), (FM, MFH. Describe the 
kinship system S' as a semigroup. 

6-7. Are the semigroups S, S' in Exercises 4 and 5 commutative? monoids? groups? 
abelian groups? 

8. Compute the distance between the kinship systems Sand S' of Exercises 4 and 5. 

9. Let the kinship system S = [X, R] be defined by X = {P(= "is parent of"), 
C(= "is child of")}, R = {(PP, P), (CC, C), (PC, CP)}. How many elements 
are in S? Find its operation table. Determine whether S is an (abelian) group. 

10. Re-work Example 3.10/3.12 using variant (i) instead of (ii) as in the text. What 
differences do you observe? 

11. The members of a mathematics department belong to two different groups A, B. 
A hates B and loves itself, while members of B hate everybody (including 
themselves), but love nobody. What's their semigroup with respect to "love" 
and "hate"? 
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12. The members of a department of psychology fall into three coalitions A, B, C. 
All of them love members of their own group, but nobody else. Members of A 
hate members of the other groups, and conversely. There is no hate between B 
and C. Again, work out their role structure. 

13-14. Find presentations of the role structures S 10 S2 in the departments of mathe
matics, and psychology (Exercises II and 12). 

15-16. Are the role structures SI and S2 in Problems 13 and 14 commutative? 
monoids? groups? abelian groups? 

17. Find the "greatest common divisor" $ of SI and S2 in the sense of 6.3.57. 

18. In Problem 17, find 5(SI $) and 5(S2, $). 

19. Find the distance between the role structures in the departments of mathematics 
and psychology (Exercises 11 and 12). 

20. Does the triangle inequality hold for Sh S2 and $ in Exercise 17? 

21. Does the result in Exercise 19 imply that mathematics and psychology have 
nothing in common? 

NOTES 

The beginning of the study of formal languages can be traced to Chomsky, 
who in 1959 introduced the concept of a context-free language in order to 
model natural languages. Since the late 1960's there has been considerable 
activity in the theoretical development of context-free languages both in 
connection with natural languages and with the programming languages. 
Chomsky used Semi-Thue systems to define languages, which can be 
described as certain subsets of finitely generated free monoids. CHOMSKY 
details a revised approach in the light of experimental evidence and careful 
consideration of semantic and syntactic structure of sentences. 

For a common approach to formal languages and the theory of automata 
(of Chapter 6) we refer to ElLENBERG. Some of the early books on formal 
languages from a mathematician's or computer scientist's viewpoint are 
ARBIB and GINSBURG. (See also GINSBURG, SALOMAA2 and BOBROW and 
ARBIB for more recent books, the latter is an elementary, first introduction 
to this subject.) COHN gives an interesting survey from an algebraist's point 
of view. HOLCOMBE contains some examples of biological applications. For 
educational aspects and the role of automata and machine theory in mathe
matics syllabuses we refer to HOLCOMBE. Details on the use of semiautomata 
in metabolic pathways and the aid of a computer therein, including a theory 
of scientific experiments, can be found in KROHN, LANGER and RHODES. 
ROSEN studies ways in which environmental changes can affect the repair 
capacity of biological systems and considers carcinogenesis and reversibility 
problems. Language theory is used in cell-development problems, as intro
duced by LINDENMEYER, see also HERMANN and ROSENBERG. SUPPES and 
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KIERAS develop a theory of learning in which a subject is instructed to 
behave like a semiautomaton. 

The study of kinship goes back to a study by A. Weil in response to an 
inquiry by the anthropologist C. Levi-Strauss (see the appendix to Part I 
of Elementary Structures of Kinship by Levi-Strauss, 1949; see also WHITE). 
The concept of distance in semigroups and other binary structures is investi
gated in BOGART. For examples similar to the one described in § 3 we refer 
to WHITE, BOORMAN, BREIGER, and BREIGER, BOORMAN, ARABIE, see also 
KIM and ROUSH for an elementary account of such examples. BALLONOFF 
presents several of the fundamental papers on kinship; CARLSON gives 
elementary examples of applications of groups in anthropology and 
sociology. 



CHAPTER 8 

Solutions to the Exercises 

This chapter contains solutions or answers to all of the exercises in the text. 
It should be noted that we did not always choose the shortest or most 
elegant solution to an exercise question. Some of the solutions have been 
provided over the years by our students, and will often indicate the most 
obvious or direct approach for finding the answer to a given question. 

Chapter 1, § 1 

l. The subgroups of G are 

{+I}, {±I}, {± I, ±i}, {± I, ±j}, {± I, ±k}, {± I, ±i, ±j, ±k}. 

Hence the Hasse diagram for the lattice of all subgroups of G is 

{±I, ±i, ±j, ±k} 

/I~ 
{±I, ±i} {±I, ±j} {±I, ±k} 

~I/ 
{±I} 

I 
{+l} 

Figure 8.1 
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2. The proof is an induction proof. Clearly y n Xl ~ Y n Xl. So we proceed by 
induction assuming 

k k 

yn U Xi ~ U (ynxJ. 
i=1 i=1 

Then 

yn~: Xi =yn(~ XiUXk+l) 

~ (y n i~l Xi) U (y n Xk+l) by Theorem 1.14. 

k+l 

~ U (y n Xi) by induction hypothesis. 
i=1 

The result now follows by the Principle of Mathematical Induction. 

3. 

n 0 a b c d e U 0 a b c d e 

0 0 0 0 0 0 0 0 0 0 a b c d e 
a 0 a 0 a a 0 a a a a d c d 
b 0 0 b 0 b b b b b d b I d e 
c 0 a 0 c a 0 c c c c I c I 
d 0 a b a d b d d d d d I d 
e 0 0 b 0 b e e e e 1 e 1 e 
1 0 a b c d e 1 1 

4. (a) Assume L is metric and z :5 x. Then 

Then 

xnynz=ynz, 

xUyUz=xUz. 

v«X n y) U z) = vex n y) + v(z) - vex n y n z) 

= vex) + v(y) - v(xUy) + v(z) - v(xn yn z) 

= vex) + v(y) + v(z) - vex U y U z) - vex n y n z). 

Similarly, 

veX n (y n z» = vex) + v(y U z) - vex U y U z) 

= vex) + v(y) + v(z) - v(y n z) - vex U y U z) 

= vex) + v(y) + v(z) - vex n y n z) - vex U y U z). 

So v«x n y) U z) = vex n (y U z». If L is not modular then X, y, z exist 
such that z:5 X and (x n y) U z:5 X n (y U z). Hence v«x n y) U z) :5 

vex n (y U z», a contradiction. Hence L must be modular. 
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(b) Since y :5 x ~ v(y) :5 v(x) it follows that 

d(x,y)=O iff v(xUy)=v(xny) 

iff xUy=xny 

iff x = y. 

411 

So d is reflexive. Symmetry follows by the commutativity of n, U. Finally, 
since z n (x U y):5 z:5 Z U (x n y) implies v(z n (x U y»:5 v(z):5 
v(z U (x n y», we have 

d(x, y):5 d(x, y) + v(z U (x n y» - v(z n (x U y» 

= vex U y) - vex n y) + v(z U (x n y» - v(z n (x U y» 

:5 vex U y U z) + v((x U z) n (y U z» 

- (v(xny n z) + v((xn z) U (yn z» 

= vex U z) + v(y U z) - vex n z) + v(y n z» 

= d(x, z) + dey, z). 

So d satisfies the triangle inequality and thus (L, d) is a metric space. 

5. (i) Let L be modular. If x :5 a :5 xU y we have 

x n y:5 any:5 y = (x U y) n y. 

So f: a ~ any maps [x, x U y] into [x n y, y] since if a E [x, X U y] then 
any E [x n y, y]. Dually g: b ~ b U x maps [x n y, y] into [x, x U y]. Now 

g(f(a» = x U (a n y) = an (y U x) (Lis modular), 

= Q, since a E [x,xUy], 

and if b E [x n y, y] then 

g(f(b» = (b U x) n y = b U (x n y) = b. 

So f and g are inverses and f and g are bijective. If al :5 a2 then al n y :5 

a2 n y, i.e. f(al) :5 f(a2) and if bl :5 b2 then bl U x :5 b2 U x, so g(bl) :5 

g(b2). Now if c = al U a2, a lt a2 E [x, x U y], then 

so 

f(al) Uf(a2) :5f(c). 

If f(al), f(a2):5 f(al) Uf(a2) :5 fed) :5 f(c) (f is bijective) then 
g(f(al», g(f(a2»:5 g(f(d»:5 g(f(c», i.e. a lt a2:5 d:5 C. But 

c = all] a2 so d = c, 

i.e. 

Similarly, 
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Therefore f is an isomorphism and 

[x, x U y] == [x n y, y]. 

(ii) Conversely, supposef (and g), defined above are isomorphisms. Let x s z, 
then z n (y U x) E [x, X U y] and 

z n (y U x) = gf(z n (y U x» 

=g(zn(yUx)ny) 

= g(zny) 

=(zny)Ux. 
So the modular equality holds. 

6. For all x, y, z in L we have [(x n y) U (x n z)] n [(x n y) U (y n z)] s x n y, 
since the first-term square bracket is s x and the second-term square bracket 
is s y. Also, the left-hand side is ~ x n y, since each expression in square 
brackets is ~ x n y. This proves the required equality. 

7. The Hasse diagram for the lattice of subgroups of A4 is: 

~~ 
{(I ),(234),(243)) 

{(1),(I2)(34)) {(l),(13)(24)) {(1),(I4)(23)) 

~ 
{(I)) 

Figure 8.2. This lattice is not modular since there is a sublattice isomorphic to the 
pentagon lattice. 

(2, I, I) 

(2, 1,0) (0, I, I) 

(2,0,0) 

Figure 8.3 (0,0,0) 
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9. Order the set of normal subgroups by set-theoretic inclusion, this clearly defines 
a poset. For A being a normal subgroup of G we write A <1 G. If A, B <1 G 
then A n B <1 G is the largest subgroup containing both A and B, so A n B = 
An B. Also AB = {AB I a E A, b E B} is a normal subgroup containing A and 
B. Suppose A, B c:; C, then for any a E A, b E B, a, b E C. So ab E C, i.e. AB c:; C. 
Therefore AB = AU B. So the normal subgroups form a lattice. Let A <1 C; 
we need to show (A U B) n C c:; AU (B n C). If x E (A U B) n C then x = 
ab = e for a E A, bE B, e E C. Therefore b = a-Ie E C, since A <1 C, i.e. 
bE B n c. So x = ab E AU (B n C). Thus (A U B) n C c:; AU (B n C) and 
the lattice is modular. 

10. Let a, b, e be elements of a modular lattice such that (a U b) n e = 0, so 
en (b U a) = 0 by (Ll). Consider 

so 

hence 

So 

b U (e n (b U a)) = (b U e) n (b U a) by Theorem 1.23, 

b U 0 = (b U e) n (b U a), 

b=(bUa)n(bUe). 

an b = an [(b U a) n (b U e)] 

=[an(bUa)]n(bUe) by (L2) 

= an (b U e) by (Ll) and (L3). 

II. (i) => (ii) } 
For any a, b, eEL we have a n b :5 a and therefore 

(i) => (iii) 

a n ((a n b) U e) = ((a n b) U e) n a = (a n b) U (a n e). 

Furthermore, if the assumptions in (iii) hold then 

a = a n (a U e) = a n (b U e) = b U (a n e) = b U (b n e) = b. 

(ii) => (i) Let a :5 e then 

(a U b) n e = ((a n e) U b) n e = (a n e) U (b n e) = aU (b n e), 

(iii) => (i) If it were nonmodular it would contain such a sublattice in which 
a ¥- b although 

ane=bne, 

aUe=bUe. 
a 

b 

o 
Figure 8.4 

e 
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12. Let Xn denote a subset with n elements, 

ai E L. 

We shall now show by induction that Xn has a least upper bound. For 

clearly the least upper bound of Xl is a l . Assume that X k = {aJ, ... , ad has a 
least upper bound, ax say, so a i U ax = ax, \;f 1 :$ i:$ k. Consider X k+l = 

{aJ, . .. , ak> ak+l}. Now 

as a i E L. If ak+l U ax = ax then ax is a least upper bound for X k+l . If ak+l U 
ax = ak+l then ak+l U a i = ak+J, \;f I :$ i:$ k + 1 since ax U a i = ax, \;f I :$ i :$ k. 
Hence X k+l has a least upper bound (either ax or ak+l). So by induction 
hypothesis the proof is complete. 

13. Clearly :$ is a partial order and fU g = sup(!. g) is defined by UU g)(x) = 

f(x) U g(x), fn g = inf(!. g) is defined by 

un g)(x) = f(x) n g(x). 

For all XES, 

f(x) n (g(x) U hex»~ = U(x) n g(x» U U(x) n hex»~ 

= un g)(x) U un h)(x). 

So fn (g n h) = un g) U un h). 

14. If a has a complement a' then 

a U (a' n b) = (a U a') n (a U b) 

=In(aUb) 

= aU b. 

15. L is not modular since it contains the sublattice {O, a, b, c, d} which is isomorphic 
to the pentagon lattice V~. L is not distributive since L is not modular. L is not 
complemented since a does not have a complement. 

16. We intersect both sides of the equation with x. Then the right-hand side yields: 

x n [(x U y) n (y U z) n (z U x)] = [x n (x U y)] n [(y U z) n (x U x)] 

= x n [(y U z) n (z U x)] 

= [x n (x U z)] n (y U z) 

= x n (y U z). 

For the left-hand side we have: 

x n [(x n y) U (y n z) U (z n x)] = x n [((y n z) U (z U x» n (x U y)] 

= [x n ((y n z) U (z n x»] U (x n y). 
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By the modular equation, since x n y s x, this last expression equals 

[( x n (y n z)) U (z n x)] U (x n y). 

Using the modular equation, since z n x s x, this equals 

[(x n z) U ((x n z) n y)] U (x U y) = (x n z) U (x n y) 

=(xny)U(xnz). 
Given the distributive equation, then 
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(x n y) U (y n z) U (z n x) = [((x n y) U y) n ((x n y) U z)] U (z n x) 

= [y n ((z n y) U z)] U (z n x) 

= [y n ((x U z) n (y U z))] U (z n x) 

= [y n (x U z)] U (z n x) 

= [y U (z n x)) n ((x U z) U (z n x)) 

= [(y U z) n (y n x)) n [x U (z U (z n x))] 

= ((y U z) n (y U x)) n (z U x) 

= (x U y) n (y U z) n (z U x). 

17. N is clearly a lattice, where x n y = gcd(x, y) and xU y = lcm(x, y). Let 
n n n 

X = n pf', y = IT Pl' and z = IT P:' 
i=l i=i i=1 

be the decomposition of x, y and z into primes where Xi, Yi and Zi may be zero. 
Then y n z = IT7~1 p'"('in(y"z,) so 

xU (y n z) = n p'"('ax(x,.min(y"z,» 

i=l 

n 
= n p~in(max(x!'YI).rnax(x"z))_ 

i=1 

This in turn equals 

n p'"('ax(x"y,) n n p'"('ax(x"z,) = (x U y) n (x U z). 
i=1 1=1 

18. Let L be a distributive lattice with aU b = aU c and an b = an c. Then 

b=bn(aUb) 

= b n (a U c) 

by (L3) 

= (b n a) U (b n c) since L is distributive 

=(anb)U(bnc) by(Ll) 

=(anc)U(bnc) 

=(aUb)nc 

=(aUc)nc 

=c 

since L is distributive 

by (L3). 
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19. (i) ~ (ii) 
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(a U b) n (a U c) = ((a U b) n a) U ((a U b) n c) by (i) 

=aU((aUc)nb) 

=aU((anc)U(bUc» 

= (a U (a n c» U (b n c) 

=aU(bnc). 

Similarly (ii) ~ (i). 

Chapter 1, §2 

1. Consider 

gcd(6, 2) = 2 and Icm(6,2) = 6, 

gcd(6, 3) = 3 and icm(6, 3) = 6, 

gcd(6, 9) = 3 and icm(6,9) = 18. 

So there doesn't exist a complement of 6. Hence ({I, 2, 3, 6, 9, 18}, icm, gcd) 
is not a Boolean algebra. 

2. Let B = {I, 2, 5,10,11,22,55, IIO} be the set of positive divisors of 110. Show 
that (B, Icm, gcd, ') is a Boolean algebra where x' = 110/ x, the zero is I, and 
the unit is 110. The binary operations greatest common divisor (gcd), and least 
common multiple (lcm) are both associative and commutative. Also lcm(1, x) = 

x and gcd(IIO, x) = x for all x E B; thus 1 and 110 are the zero and one 
elements, respectively. 

The first distributive law states that 

gcd(x, Icm(y, z» = icm(gcd(x, y), gcd(x, z». 
To prove this, we factor x, y and z into prime factors to obtain 

where the exponents are zero or one. The exponent of the prime p in 
gcd(x, Icm(y, z» is 

min(ap, max(!3p, 'Yp» = max(min(ap, !3p), min(ap, 'Yp». 

This is the same as the exponent of p in icm(gcd(x, y), gcd(x, z». Hence the 
first distributive law holds. The other distributive law can be proved in a similar 
way. 

In the factorization of 110, no prime occurs as a square or higher power; 
thus each of the primes 2, 5 and 11 occur exactly once in one of the numbers 
x and llO/x. Hence gcd(x, llO/x) = 1, and icm(x, llO/x) = 110. This proves 
that the integer IIO/x is the complement of x, and (B, icm, gcd, ') is a Boolean 
algebra. 

Alternatively, Exercises 1 and 2 could be answered by constructing the Hasse 
diagrams and deducing the result from them. 
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3. Let B be the set of all positive divisors of n. Suppose that n = PI P2 ... p, where 
the Pi'S are distinct primes. Then nand 1 are the upper and lower bounds, 
respectively. For any a E B let b = n/ a. Since a and b are relatively prime we 
have gcd( a, b) = 1 and lcm( a, b) = ab = n. So b is the complement of a. Suppose 
that one of the following sublattices exists: 

e 

(i) 

a 

In (i) we have 

In (ii) we have 

d 

e 

b or (ii) a 

Figure 8.5 

ab 
lcm(a, b) = - = d, 

e 

d 

e 

eb 
lcm( e, b) = - = d, so a = e, a contradiction. 

e 

ab be 
- = d = -, so a = e, a contradiction. 
e e 

e 

So neither (i) or (ii) can occur and therefore B is distributive. Thus B is a 
Boolean algebra. 

Conversely, suppose that n = Pf'p~2 ... p~, where the Pi are distinct primes 
with ll!1 2: 2. Now PI has no complement, for if b is the complement of PI we 
have gcd( PI: b) = 1 so p,{ b, thus b is a divisor of p~2 ... p~'. But then 

lcm( PI> b) oS lcm( PI> p~2 ... p~,) 

~ n, 

contradicting the .assumption that b is the complement of PI' Therefore B is 
not a Boolean algebra in this latter case. 

4. Let x, Y E B let x oS y. 
(i) Now 

y n y' = 0 by definition 

~ x n y' = 0 by Lemma 1.13 
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(ii) If for x, y E B: x n y' = 0, then 

(x n y')' = 0' 

~ x' U y" = I by Theorem 2.4 

~x'U y = 1. 

(iii) If for x, y E B: x' U y = I, then 

x n (x' U y) = x n I 

~xn(x'Uy)=x 

~ (x n x') U (x n y) = x as B is distributive 

~OU (xny) = x 

~xny=x. 

(iv) Ifforx,y E B: xny = x, then 

yU(xny)=yUx 

y = y U x as B is a lattice, (L3) 

yUx = y. 

(v) If for x, y E B: xU y = y, then, as B is a lattice, 

inf(x,y) = x 

~X:5 y. 

Hence all statements in the theorem are equivalent. 

5. Consider 

Since ij E {I, -I}, 32 n polynomials of the form 

x;, n X~2 n ... n x~ 
and also there are 22" ways of combining these polynomials by U. So INal = 22". 
Hence there are 22" different polynomials in B. So, since each polynomial induces 
a polynomial function, we have that in any Boolean algebra B there are 22" 

different Boolean functions in n variables. 

6. (a) (x n y) U (x n y') U (x' U y) = (x n (y U y'» U (x' U y) by distributivity 

= xU x'Uy 

=1. 

(b) (x n y') U [x n (y n z)'] U z = (x n y') U (x n (y' U z'» U z 

= (x n (y' U z'» U z (y' :5 y' U z') 

= (x U z) n (y' U z' U z) by distributivity 

= xUz. 
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7. (a) P = (Xl n (X2 U X3)') U ((Xl n X2) U X;) n Xl)' Since dili2i, = Po(I \ 1 \ I") 
and since 

Po(I, 1, 1) = 1, Po(O, 1, 1) = 0, 

Po(I, 1,0) = 1, Po(O, 1,0) = 0, 

Po(I, 0,1) = 0, Po(O,O, 1) = 0, 

Po (I , 0, 0) = 1, Po(O, 0, 0) = 0, 

the disjunctive normal form of p is 

(Xl n X2 n X3) U (Xl n X2 n X;) U (Xl n X~ n X;). 

(b) p = (X2 U (Xl n X3)) n ((Xl U X3) n X2)'. Now 

Po(l, 1, 1) = 0, Po(O, 1, 1) = 0, 

Po(l, 1,0) = 0, Pa(O, 1,0) = 1, 

Po(I, 0, 0) = 0, Pa(O,O, 1) = 0, 

Pa(l,O, 1) = 1, Pa(O, 0, 0) = o. 
Hence 

p = (x; n X2 n x;) U (Xl n X~ n X3)' 

8. p = (Xl U X2 U X3) n ((Xl n X2) U (X; n X3))" Since POWI, 0\ Oi,) = Ci,i2 i, and 

we have 

Po(O,O,O) =0, Po(I,O,O) = 1, 

Po(O,O, 1) = 0, Pa(I,O, 1) = 1, 

Po(O, 1,0) = 1, Pa(l, 1,0) = 0, 

Po(O, 1, 1) = 0, PoO, 1, 1) = 0, 

P = (Xl U X2 U X3) n (Xl U X~ U X;) n (X; U X~ U X;) 

n (Xl U X~ U X3) n (Xl U X2 U X;). 

9. Suppose F is a filter in B. Now V/" g' E F' and V b E B we have b' E B so that 
/' U g' = (fn g)' E F' and /' n b = (fU b')' E F' since F is a filter. F' = B. 

Conversely, suppose F' is an ideal of B. Now V f, g E F and Vb E B we 
have b' E B. So jn g = (f' U g')' E F and jU b = (f' n b')' E F since F' is an 
ideal of B. So F is a filter. 

lO. (i) Let J = nU,,"B; S £: I}. V i,j E J, Vb E B we have that i,j E I for each 
I "" B such that S £: I. 

~ For each such I, i n bEl and i U j E I, 

~ i n b E J and i U j E J, 

~J,,"B. 

Since each I :?: S we get 

S £: J. 
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(ii) Let D be the set of elements of the given form. The join of any two elements 
of D is clearly again of the same form and therefore also in D. In addition, 
for any y E B, the meet 

y n ((b l n SI) U ... U (bk n Sk)) 

= (y n (b l n SI)) U ... U (y n (bk n Sk)) 

= ((y n bl ) n SI) U ... U ((y n bk ) n Sk) 

is again in D. Thus D is an ideal. Since S = Ins, every member S of S is 
in D. Every member (b l n SI) U ... U (bk n Sk) of D belongs to any ideal 
I containing S, for, since Sj E Sj it follows that bj n s, E I and therefore 
that (SI n bd U ... U (Sk n bd E I. Hence D is the intersection of all ideals 
containing S. 

(iii) If y ~ Sj, U ... U Sjk and z ~ Sj, U ... U Sjm' then 

y U z ~ Sj, U ... U Sjk U S1, U ... U Sjm 

and if y ~ SI U ... U Sk and v ~ y, then v ~ SI U ... U Sk' Thus A is an 
ideal. In addition, if S is in S, then S ~ S and therefore S is in A Clearly, 
every member of A belongs to every ideal containing S. Hence A is 
generated by S. 

(iv) Note first that I ~ u is equivalent to I = u, for any u. Hence by (iii) 
I E Gen(S) if and only if I = SI U ... U Sk for some s), . .. , Sk in S. But, 
I E Gen(S) if and only if Gen(S) is not a proper ideal. 

II. Let :1' be the set of all filters in B partially ordered by set-theoretic inclusion. 
Let Cf5 be any chain in :1' and C = U Cf5. Choose any x, yE C then xED, y E E 
for some D, E E Cf5' Since cg is a chain we may assume without loss of generality 
that D ~ E whence x, y E E. Therefore 

xnYEE~c. 

If Z E B, x ~ Z then zED ~ C. Therefore C is a filter and is the l.u.b. for Cf5 in 
:1'. Zorn's Lemma now tells us that for each filter F in B, :1' contains a maximal 
element, i.e. an ultrafilter, containing F. 

12. If a, b E H then h(a n b) = h(a) n h(b) = 1. If C E B, h(a U c) = h(a)U 
h(c) = I U h(c) = I. So an b E H and aU c E H. Therefore H is a filter. 

13. We have x-$, y or y -$, x. Without loss of generality assume x-$, y then by 
Theorem 2.6, x n y' ~ O. So by the ultrafilter theorem there is an ultrafilter F 
containing the filter generated by x n y'. If Y E F then (x n y') n y = 0 E F 
which is not possible. Hence x E F, y e F. 
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I. Steps I and 2 

x'yz' 
xyz' 
xy'z 
xyz 

o 0 
I 0 
o 

row number 
(I) 
(2) 
(3) 
(4) 
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(l) (2) 
(2) (4) 
(3) (4) 

-10 A 
11- B 
1-1 C 

Thus prime implicants of x'yz' + xyz' + xy'z + xyz are yz', xy, xz. 
Prime implicant table 

- 1 0 
1 -

1 -

(1) (2) (3) (4) 
o 1 1 1 
1 1 0 1 
o 0 

A x x 
B x 
C 

x 
X X 

2. Let p = xy + xy'z + x'y'z. xy implies p because 

(xy)(1, 1, i2) = 1, butthen p(1, 1, i2) = 1; 
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also neither x nor y imply p, hence xy is a prime implicant of p. y' z implies p 
because 

also neither y' nor z imply p, hence y' z is a prime implicant of p. xz implies p 
because 

xz(1, i2, 1) = 1, butthenp(1, i2, l) = 1; 

also neither x nor z imply p, hence xz is a prime implicant of p. 

3. Steps 1 and 2 

o 0 0 0 (1) 

o 1 0 0 (2) 

1 0 0 0 (3) 

o 0 1 0 (4) 

1 0 0 1 (5) 

o 1 1 0 (6) 

o 1 1 (7) 

1 0 1 (8) 
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Step 3 
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(1) (2) 0 - 0 0 A 
(1) (3) - 0 0 0 B 
(1) (4) 0 0 - 0 
------------------

(2) (6) 0 I - 0 
(3) (5) I 0 0 - C 
------------------

(5) (8) I 0 -
(6) (7) 0 I I 

(7) (9) 
(8) (9) 

- I 1 

(1) (4)} 0 
(2) (6) 

- I 

I 
-

o 

D 
E 

F 
G 

H 

Prime implicant table (Step 4) 

0 -
- 0 
I 0 
I 0 
0 I 
- 1 
1 -
o 

The core is H. 

0 
0 
0 
-
I 

0 
0 
-

-
1 
I 
o 

The new table is 

0 
-

0 
-

-
0 
0 
0 
1 
I 
-

(1) (2) (3) (4) (5) (6) (7) (8) (9) 
o 0 I 0 I 001 I 
o I 000 0 
o 0 0 0 I 
o 0 0 0 0 

A x x 
B x x 

x C 
D 
E 
F 
G 
H x x 

0 0 A 
0 0 B 
0 - C 
- D 
I - E 
I F 
1 G 

x 
x x 

x x 
x x 

x x 

(3) (5) (7) (8) (9) 
I I 0 I 1 
o 0 0 I 
o 0 I 
o I I 

x 
x x 

x x 
x 
x x 

x x 

x x 
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This means that the minimal form is 

(i) H + C + E + G; or 
(ii) H + B + D + F, 

i.e. the minimal form is 

(i) w'z' + wx'y' + w'xy + wyz; or 
(ii) w'z' + x'y'z' + wx'z + xyz. 

4. 
(I) (2) (3) (4) (5) 

f = w'x'y'z' + w'x'yx' + w'xy'z + w'xyz' + w'xyz 

(6) (7) (8) (9) (10) 
+ wx'y'z' + wx'yz+ wxy'z+ wxyz+ wxyz'. 

First round 
from w'x'y'z' and w'x'yz' to w'x'z' A 
from w'x'y'z' and wx'y'z' to x'y'z' B 
from w'x'y'z' and w'xyz' to w'yz' C 
from w'xy'z and w'xyz to w'xz J 
from w'xy'z and wxy'z to xy'z J 
from w'xyz' and w'xyz to w'xy J 
from w'xyz' and wxyz' to xyz' J 
from w'xyz and wxyz to xyz J 
from wx'yz and wxyz to wyz D 
from wxy'z and wxyz to wxz J 
from wxyz' and wxyz to wxy J 

Second round 

from w'xz and wxz to xz E 
from xy'z and xyz to xz 
from w'xy and wxy to xy F 
from xyz' and xyz to xy. 

Hence the prime implicants of fare 

w'x'z', x'y'z', w'yz', wyz, xz, xy. 

Prime implicant table 

(I) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
0 0 0 0 0 I I I I I 
0 0 I I I 0 0 I I I 
0 I 0 0 0 1 
0 0 0 0 0 

0 0 - 0 A x x 
- 0 0 0 B x x 
0 - 0 C x x 
I - D x x 
- 1 - E x x x x 
- I I - F x x x x 



424 Chapter 8. Solutions to the Exercises 

5. 

The core is E + B + D + F. 
The new table is 

o 0 - 0 
0-1 0 

Therefore the minimal form of f is 

(i) E + B + D + F + A; or 
(ii) E + B + D + F + C, 

i.e. 
(i) xz + x'y'z' + wyz + xy + w'x'z'; or 

(ii) xz + x'y'z' + wyz + xy + w'yz'. 

(2) 
o 
o 
I 
o 

A x 
C x 

f = x'y + x'y'z + xy'z' + xy'z 

= x'y(z' + z) + x'y'z + xy'z' + xy'z 

= x'yz' + x'yz + x'y'z + xy'z' + xy'z. 

is the disjunctive normal form of f 

Steps I and 2 

o 1 0 (1) 
o 0 1 (2) 
1 0 0 (3) 
o I I (4) 
1 0 I (5) 

Step 3 

(I) (4) 0 1 -
(2) (4) o -
(2) (5) - 0 
(3) (5) 0 -

A 
B 
C 
D 

Prime implicant table (Step 4) 

o I -
o -
- 0 

o -

A 
B 
C 
D 

(1) (2) (3) (4) (5) 
o 0 1 0 I 
1 0 0 I 0 
o I 0 

x 
x 
x 

x 

x 
x 

x 
x 
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The core is A + D. 
The new table is 

(2) 
o 
o 
1 

o - B x 
- 0 C x 

The minimal form of f is either 

(i) A + D + B; or 
(ii) A +D + C, 

i.e. 

(i) x'y +xy' +x'z; or 
(ii) x'y + xy' + y'z. 

Chapter 2, § 1 

1. The symbolic representation of 

P = (Xl + X2 + X3)(X~ + X2)(XI X3 + X~X2)(X~ + X3) 

is given by 

Figure 8.6 

425 
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3. f takes the value I at (0,0,0,0), (0,0,0, I), (0, 1,0,0), (0, 1,0, I), (1,0, 1,0), 
(1,0, I, I) and (I, I, 1,0). We apply the Quine-McCluskey algorithm to these 
4-tuples which correspond to the terms of the disjunctive normal form. 

0 0 0 0 
0 0 0 I 2 
0 0 0 3 
0 I 0 I 4 

0 0 5 

0 6 
0 7 

1,2 0 0 0 -
1,3 0 - 0 0 
2,4 0 - 0 
3,4 0 0 -
5,6 0 I - B 
5, 7 I - 0 C. 

1,2 3,4 0 - 0 - A 
1,3 2,4 0 - 0 -

0 0 0 0 
0 0 I I 0 0 
0 0 0 0 I I 
0 0 0 0 

A 0 - 0 - x x x x 
B 0 I - x x 
C I - 0 x x 

The core A + B + C covers all expressions. So f - X~X3 + XIX~X3 + XIX3X~ 

x,--,---------r---------r------------
~--~--------r,--------+_------------
~--~~------~-r------~r----------
~--~+-------~-r------~~----------

f 
Figure 8.7 
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4. 
f - X~(XI + X;(X2 + x3» + X 3(X2(X I + x3) + XI(X2 + x3» 

- X~XI + X;X2X3 + XIX2X3 + XIX~X3 + XIX3 

- XIX~X3 + XIX2X; + X;X2X3 + X I X2 X 3' 

Using the Quine-McCluskey algorithm: 

1 0 0 

1,3 
2,4 
3,4 

o 2 
o 3 

4 

0 -
- 1 

- 1 

0 
0 
0 

A 
B 

C 

0 

A 0 - x x 
B-1 x x 
C 1 - x x 

The core A + B covers all expressions. Hence 

f - XIX; + X2X, 

a l a2 a, 

Figure 8.8 

1 

5. P = «Xl + X2)(XI + X3» + (X IX 2X 3 ). Its Karnaugh diagram is 

Figure 8.9 

The diagram gives us that p - Xl + X2X3' 

427 
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6. For (i) p = (X~ + xDx~; for (ii) p = X~X2 + X,X2; for (iii) p = (x~ + X2)(X, + x2). 
The Karnaugh diagrams for the above are given by 

(i) (ii) (iii) 

Figure 8.10 

So from the diagrams we see that contact diagrams (ii) and (iii) give equivalent 
circuits. 

7. Let 

x. = {I if j votes Yes, 
I 0 if i votes No. i = 1,2,3. 

Then the contact diagram is 

Figure 8.11 

Xl----,_------~~----------------
~----4_------~~,_----_r--------
X3 ____ +_~----~--+_----~~-----

Figure 8.12 
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8. 
b l b2 b3 f(b h b2, b3) 

I 
0 0 b l = I, Si open, 

I 0 I 0 bi = 0, Sj closed, 

I 0 0 f( bh b2, b3) = I ... oil runs, 

0 I I 0 f( bh b2, b3) = 0 ... no oil runs. 

0 I 0 I f = P for p = XIX2X3 + XIX~X; + X\X2X;. 
0 0 I 0 
0 0 0 0 

Figure 8.13 

9. A hall light is controlled by two switches XI and X2. They take the value 0 when 
they are up and I when they are down. Let 1 be the function that determines 
whether the light is on or off. Suppose 1 = 0 when the light is off and that the 
light is off when both switches are up. The function value table is 

So 1 = X\X2 + XIX~. A circuit is 

o 
o 
1 
1 

o 
1 
o 
1 

XI X 2 Figure 8.14 

o 
1 
1 
o 
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10. 
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p = X;X2 + X;X3 + X2X3 + X;X2X3 

- X;X2 + X;X3 + X2 X3 

- X;(X2 + X3) + X2 X3' 

A series-parallel circuit equivalent to p is 

x; 1------4 

~---I X2 1-------1 X3 I----~ 

Figure 8.15 

II. We have current in the given circuit if and only if either 

Xl and X4 are closed, or 

X2 and Xs are closed, or 

Xl> X3 and Xs are closed, or 

X2, X3 and X4 are closed. 

A switching circuit with this switching function is given by the polynomial 
p = X l X4 + X2XS + XlX3XS + X2X3X4' A series-parallel circuit with the same switch
ing function is given by 

Figure 8.16 
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12. We have current in the given circuit if and only if either 

A and B are closed, or 

A', Band e are closed, or 

Band e are closed. 

431 

A switching circuit with this switching function is given by the polynomial 
p = AB + A' Be + BC The Karnaugh diagram of p is given by 

a; /----t----t--

Figure 8.17 

So from the diagram we have that p - AB + Be - B(A + e). A series-parallel 
circuit with the same switching function is given by 

Figure 8.18 

13. The circuit is equivalent to 

P2 
Figure 8.19 
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..... ------i X4 I----~ 

Figure 8.20 

14. Using the transformation of the problem above we have 

Figure 8.21 
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which simplifies to 

r-------~ Xl r-------, 

Figure 8.22 

15. (i) Pl2 = XlX~, •• inhibit function. 

row al a2 minterm p(a], a2) = ala~ 

X l X2 0 
2 0 XlX~ 
3 0 X;X2 0 
4 0 0 X;X2 0 

So the Karnaugh diagram for P12 is given by 

Figure 8.23 

(ii) The Karnaugh diagram for Pl4 (P14 = X;X2) is given by 

a~ 

Figure 8.24 
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(iii) The Kamaugh diagram for the implication function Ps (Ps = x; + x2 ) is 
given by 

Figure 8.25 

(iv) For P3 it is 

Figure 8.26 

16. (i) P = ala2a~ + a;a2a~ + (a1 + ai + a~)' + (al + a2 + a;) + a3(a; + a2)' The 
Kamaugh diagram of p is given by 

Figure 8.27 

Then the diagram gives us p - a; + a2' 
(ii) p = a1a2a3 + a2a3a4 + a;a2a~ + a;a2a3a~ + a;aia~. The Kamaugh diagram 

of p is given by 

Figure 8.28 

Then the diagram gives us p - a2a3 + a;a~. 
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17. (i) We find the following Karnaugh diagram. 

X~ 
X3 

Figure 8.29 

X~ 

So we have the following simplified form X3X4 + XIX3 + X2X4. 

(ii) 

X~ X~ 

Figure 8.30 

18. (i) 

Figure 8.31 

435 
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(ii) XI x; 

x~ 

X2 

X4 

X2 

x~ 

x; x; 
X3 

Figure 8.32 

(iii) xs x~ 

XI x; XI x; 

x~ x~ 

X2 X2 

X4 X4 

X2 xi 
x~ 

x~ 

x; x; x; x; 
X3 X3 

Figure 8.33 

(iv) XI x; 

x~ 

X2 

X4 

X2 

x~ 

x; x; 
X3 

Figure 8.34 
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19. (a) It is easily shown that the disjunctive normal form is 

+ XlX2X~X4 + XlX2X3X4 + XlX~X3X4 + xlX~X~X4 

which may be written as ~:: I qj. Following the Quine-McCluskey procedure 
we find, 

0 I 0 0 J - I 0 0 J - I - 0 
0 0 0 I J - 0 0 I J - I - 0 
I I 0 0 J 0 I - 0 J - 0 - I 
I 0 0 I J 0 0 - I J - 0 - I 
I 0 I 0 J I 0 - I J 
0 1 I 0 J I I - 0 J I - I -
0 0 1 I J I - I 0 J 1 - I -
I 1 I 0 J I 0 I - J - 1 I -
I 0 I J - I I 0 J - I 1 -
0 1 0 J 0 1 I - J 1 
I I J - 0 I 1 J 

0 - I I 
I I - J 
I - 1 J 
- I I J 

So the sum of prime implicants is 

X2X~ + X~X4 + XIX3 + X2X3 + X3X4' 

To find the minimal forms we construct the following table 

ql q2 q3 q4 qs q6 q7 q8 q9 qlo qll 

X2X~ X X X X 

X~X4 X X X X 

XI X3 X X X X 

X2X3 X X X X 

X3 X4 X X X x 

t t t 

So the core is X2X~, X~X4' XI X3' Only q9 is not covered by the core and we 
have a choice between X~X4 and X3X4 to cover it. So the irredundant 
expressions are 

X2X~ + X~X4 + X I X3 + X2X3 



438 Chapter 8. Solutions to the Exercises 

or 

(b) The corresponding Karnaugh diagram is, 

Figure 8.35 

By inspection the only possible minimal forms are 

and 

20. (a) The disjunctive normal form is 

8 

+ x;XiX~X4 + X;XiX3X4 + x;XiX~X4 = L qj. 
;=1 

Following the Quine-McCluskey procedure we have 

0 0 J 
0 0 0 0 0 0 - 0 J 0 0 
0 0 I 0 0 0 0 - J 0 0 
0 0 0 I - 0 0 J - 0 
0 0 0 o - J - 0 I -

0 0 - 0 J I 
0 I 0 J 

0 0 J 
I I J 

Thus the prime implicants are XIX2X3, x\x~, X~X3' X I X3. To find the core 
construct the following table 
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ql q2 q3 q4 qs q6 q7 q8 

x;xi x x x X 

xix3 X X X X 

X I X3 X X X X 

So the core is XIX3, x\xi and all the qi are covered. Hence the unique 
minimal form is 

(b) The corresponding Karnaugh diagram is 

Figure 8.36 

By inspection the only possible minimal form is X IX3 + x\xi. 
21. (i) X2X~ + X;X3 + x\XiX;X4; 

(ii) X IX2 + x\xix4 + X\XiX3X~, 

Chapter 2, §2 

I. P = «XI v X2) v X3) v (XI A X2) 

o 0 0 0 
o 0 

o 0 
o 0 

o 
o 

o 
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2. PI = XI ~ (X2 /I (XI ~ X2» = ,XI V (X2 /I (,XI v X2» 

P2 = XI ~ (XI v X2) 

= ,XI v (XI v X2) 

= I. 

P = (x. ~ X2) V (X2 ~ X3) 

= (,x. v X2) V (,X2 v X3) 

=1. 

So P2 and P3 are tautologies. PI is not a tautology (e.g. PI = 0 if X2 = O. XI = I). 

3. Denote the statements: "Devaluation will occur"; "exports will increase"; "price 
controls will be imposed" by Ph P2 and P3. respectively. Then the politician 
makes three statements: 

81 = PI V (P2 ~ P3) = PI v 'P2 V P3. 

82 = 'PI ~ 'P2 = PI V 'P2. 

83 = P3 ~ P2 = 'P3 V P2. 

Consider 81 /I 82 /I 83 = (PI V 'P2 v P3) /I (PI v 'P2) /I ('P3 v P2) 

PI P2 P3 81 82 83 

0 0 0 I I I 
I 0 0 1 1 I 
0 I 0 0 0 I 
0 0 I I I 0 
I I 0 I I I 
I 0 I I I 0 
0 I I I 0 I 
I I I I I I 

Hence the statements are consistent. 

4. Let 

E = "full employment maintained"; 
T = "taxes must be increased"; 

81 /1 82 /183 

I 
I 
0 
0 
I 
0 
0 
I 

P = "politicians have to worry about people". 

Then the four statements become 
(i) E v T'; 

(ii) P ~ T ¢:?> P' v T; 
(iii) P v E'; 
(iv) (E ~ T)' ¢:?> (E' v T), ¢:?> E /I T'. 
Combining the four statements we have 

f = (E V T') /I (P' v T) /I (P v E') /I (E /I T'). 
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and combining the 5rst three statements we have 

l = (E v T) " (P' v T) " (P V E'). 

Then the truth table is given by 

P T E 1 P 

I 0 I 
0 0 0 

I 0 0 0 
0 0 0 
0 0 I 0 0 
0 0 0 0 
1 0 0 0 0 
0 0 0 0 

So 1 = fo always so the four statements give a contradiction, whereas P '" fo, 
so the first three statements are consistent. 

5. Let 

p] be the proposition that A is green. 
P2 be the proposition that A is red. 
P3 be the proposition that B is green. 
P4 be the proposition that B is red. 
P5 be the proposition that C is green. 
P6 be the proposition that C is red. 

Then the statements become, 

S]: P3" (P5 v P6), 

S2: P6 " S4 = (P2 V P3 V (P5 " P6» " P6, 

S3: p] V P4, 

S4: P2 v S] = P2 V P3 V (P5 " P6), 

S5: (p] v P2) V P3. 

The answer then is: A is red, Band C are white. 

6. We can transform the given system of equations into the single equation of the 
form 

(X]X3)'(X2 + X]X2Xj) + (X]X3)(X2 + X]X2Xj)' + (x; + X3)'(X]X2) 

+ (x; + X3)(X]X2)' = o. 
If we express the left-hand side in conjunctive normal form we obtain the 
equation 
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So the solutions over B = IS are the zeros of the first and second factor, namely 
all (a h a2, a3) E B3 such that 

or 

Therefore the system of equations has exactly two solutions in B, namely (I, I, I) 
and (1,0,0). 

7. If x = a' U u then a U x = a U a' U u = I U u = 1. If a U x = I, then a' n x' = 
0, therefore x U (a' n x') = xU 0 = x, thus (x U a') n (x U x') = X, i.e. 
x=a'Ux. 

8. With the given values for x and y we obtain 

xU y = (e n (u U v'» U (e n (u' U v» 

= en(uU v'U u'U v) = en 1= e. 

Conversely, if X, y satisfy xU y = e, then 

so that 

x = xU (y n y') = (x U y') n (x U y) = en (x U y'), 

y = y U (x n x') = (x U y) n (x' U y) = en (x' U y), 

x=en(uUv'), 

y = en (u' U v) with values X, y of U, v. 

9. If x = (u U a') n b, a :s b then a U x = aU b = b. Conversely, if x is a solution 
of a U x = b then a:S a U x = b, a' n x' = b', thus a U x' = a U (a' n x') = 
a U b', so a' n x = a' n b. Therefore 

x = x U (x n a') = x U (a' n b) = (x U a') n (x U b) 

= (x U a') n b, since x :s b. 

This shows that x = (u U a') n b for any u = x. 

10. To show that the values of x and y satisfy the equations, consider 

any=an(a'Ub)nv 

So 

=anbnv. 

x U (a n y) = b n [(a n v) U u U (a' U v')] 

= b n [u U (a n v) U (a n v')] 

=bnl=b. 

Conversely, if x U (a n y) = b then any:s b; so 

y :s y U a' = (a n y) U a':s b U a'. 



Chapter 2, §3 443 

So y = (b U a') n y. This shows that y = (b U a') n v for v = y. Since x' n 
(a' U y') = b', we have 

x U (x' n (a' U y'» = xU b'. 

So 
x U a' U y' = xU b', 

b n (x U a' U y') = b n x. 

Since x U (a n y) = b, x :5 b, so b n x = x proving 

x = (u U (a'Uy'» n b for any u = x. 

Chapter 2, §3 

1. (I) (l}(M) is complete since if Aa c:;; M for a E I we have UaeIAa c:;; M and 
naeIAa c:;; M. 

(2) Let Ai = {i} for each i E N. Then UieNAi = N which is not finite. 
(3) This follows immediately since inf L and sup L exist by completeness. 
(4) The only subsets of {a} are {a} and 0. 
(5) Clearly the one-dimensional subspaces are atoms because they contain no 

proper subs paces. Every subspace of dimension greater than one contains 
the subs paces generated by nonzero elements. Hence the one-dimensional 
subs paces are precisely the atoms. 

(6) The only divisors of primes are one and the prime itself. Every nonprime 
has a prime divisor hence the primes are the atoms. 

(7) From what has already been said it is clear that all the lattices mentioned 
above are atomic. 

(8) {A c:;; NIA' finite} has no atoms. Suppose A is an atom. Let B = A"'.{a} ~ 0 
for any a E A then B c:;; A, B' = A' u {a} is finite, giving a contradiction. 

(9) From the above (JJ>(M) is complete and atomic. Conversely let L be a 
complete atomic Boolean algebra. Let M be the set of atoms of L and define 
h: L -+ (l}(M) by h(x) = {a E Ala :5 x} for each x E L. For all x, y E L, 
a E A. Then 

aEh(xIlY) iff a:5XIlY, 

iff a:5 x and a :5 y, 

iff a E h(x) (") h(y). 

So h(x II y) = h(x) (") h(y). Also 

a E h(x') iff a:5 x', 

iff a ~ x, 

iff a E (h(x»'. 

So h(x') = (h(x»'. Hence h is a homomorphism. h is injective: for x ~ y 

we have x ~ y or y ~ x. Without loss of generality suppose y ~ x then 
x' II y ~ O. L is atomic so a E A exists with a :5 x' II Y which means that 
a ~ x and a:5 y. Therefore a E h(y) - h(x). Hence h(x) ~ h(y) and h is 
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injective. h is surjective: Let X E 91(L) and x = VX. Then X ~ h(x) since 
if a E X then a ~ x, so a E h(x). If a E A '\.X then a " b = 0 for all b E X, 
therefore b ~ a'. It follows that x ~ a' and since a '" 0 we have a ~ x. 
Therefore at h(x), i.e. h(x) ~ X and it follows that h(x) = X. 

2. (a) B.L.: No, since complements don't exist. 

(b) 

Atomic: In general atoms don't exist, e.g. if M = IR. 
Complete: Yes. 

Atomic: as above. 
B.L.: } 

Complete: 
(c) B.L.: Yes. 

Atomic: Singletons are the atoms. 
Complete: Yes since arbitrary unions and intersection of sets in 91(M) are 

sets in 91(M). 
(d) B.L.: No. 

Atomic: The primes are the atoms. 
Complete: No, the supremum of arbitrary sets does not always exist. 

(e) B.L.: No. 
Atomic: Yes, the atoms are the subgroups generated by single elements. 
Complete: Yes. 
V:: B.L.: Yes, by inspection. 

Atomic: 1 is the only atom. 
Complete: Yes, by inspection. 

V:: B.L.: Yes; Atomic: 1 is the atom; Complete: yes. 
vi: Yes; Yes; Yes. 
V~: No: Yes; Yes, a has no complement. 
V1: Yes; Yes; Yes. 
V~: No (a, b don't have complements); Yes; Yes. 
V~: (c has no complement); Yes; Yes. 
~: No; Yes; Yes. 
~: No (not distributive); Yes; Yes. 
V~: No (not distributive); Yes; Yes. 
V~: No; Yes; Yes. 
~: No (complements not unique); Yes; Yes. 
~: No, Yes, Yes. 
~: No, Yes, Yes. 
\1: No, Yes, Yes. 
~: No, Yes, Yes. 
~: No, Yes, Yes. 

3. The Hausdorff spaces that are Boolean spaces are precisely those which are 
totally disconnected. 

4. A model is (0, A) where 0 = IR and A = 91(IR). A more suitable model would 
be 0 = IR and A, the oo-algebra of Borel sets in IR. 

5. Let the table have dimension w x I, 1 2: w. Then a model would be (0, A) where 
0= {r E IRIO ~ r ~ w12} and A = 91(0). We could also take A to be the 00-

algebra of Borel sets on 0 := {B n OIB E 8iJ}. 
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6. In both examples, if we take 0, to be the u-algebra of Borel sets on 0" A is 
generated by all the open intervals of IR (in Exercise 4) and IR n n. So these 
constitute the elementary events. 

7. (a) Define /1-: A .... IAI- Clearly /1-(A) ~ 0, /1-({a}) = 1<00. If {Alo A2, ... } is a 
countable set of disjoint sets then 

= L /1-(An) so /1- is countably additive. 
n 

So /1- is a measure on Pl'(M). 
(b) If IMI ~ 2 then /1-(M) = 2. So /1- is not a probability measure. 
(c) Clearly P(M) = IMI/IMI = I and the other properties follow from I. Pis 

a probability measure. 

8. (a) iYd is atomic with atoms the singletons {a}, a E IR. 
(b) Every finite subset of IR is a union of atoms. 
(c) (0,00) = Un EN (0, n) E iYd. 
(d) Q = UaEQ {a} E iYd since Q is countable and by (1). 

9. 0, = {I, ... , 6} x {I, ... , 6}. A model is (0" Pl'(n)). Define a probability measure 
P by pea, b) = ~ and if A = U7~1 {(ai, bJli = 1(1)n} then peA) = 
L~~l P(aj, bJ. If A = {I} x {I, ... , 6} then this is the event that the first dice 
throws a one. If B = {(I, I), (2, 2), ... , (6, 6)}, this is the event that both dice 
are the same number. 

( I ) - peA n B) _ ~ _ 1 
P A B - () - 1 - 6, 

P B 6 

and 

P(BIA) = peA n B) 
PCB) 

1 
36 1 

=1=6", 
6 

peA) = i = PCB). 

Since P(AIB) = peA), A and B are independent events. 

10. 0, = {(YIoY2) E {AS, ... , IS, AH, ... , IH, AC, ... , IC, AD, ... , ID} 

x {AS, ... , ID}, Yl ~ Y2}, 

10,1 = 52 x 51 = 2652, 

i.e. there are 2652 points in the sample space. 

A = {(Ylo Y2) E {AS, ... , IS} x {AS, ... , IS}, Yl ~ Y2}, 

IAI = 13 x 12 = 156, 
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i.e. there are 156 points in the subset for the event "both are spades". 

So 

Bo = {(Yh Y2)I(Yh Y2) e Al U A2}, 

BI = {(Yh Y2)I(Yh Y2) E Al or (Yh Y2) E A2 and (Yh Y2) e Al 1\ A2} 

= {(Yh Yl)J(Yh Y2) E Al U A2 and (Yh Y2) e Al 1\ A2}, 

B2 = {(Yh Y2)I(Yh Y2) E Al 1\ A2}· 

(B) IBol 2256 188 
P 0 = W = 2652 = 22h 

(B) IBd 384 32 
P I = W = 2652 = 22 h 

Chapter 3, § 1 

I. Multiplication is completely determined by a· a, if a is a generator for the 
additive (cyclic) group of a ring R. For arbitrary x, Y E R there are m, n E I, 
such that x = rna, Y = na, and hence xy = (ma)(na) = mna2• Conversely, this 
last equation can be used to define multiplication for given a2• Thus there are 
the following four possibilities to define multiplication to make the given R a ring. 

o 2 3 

o 0 0 0 0 
o 0 0 0 

2 0 0 0 0 
3 0 0 0 0 

o 2 3 

o 0 0 0 0 
o 2 0 2 

2 0 0 0 0 
3 0 2 0 2 

o 2 3 

o 0 0 0 0 
o 2 3 

2 0 2 0 2 
3 0 3 2 I 

o 2 3 

o 0 0 0 0 
o 3 2 I 

2 0 2 0 2 
3 0 I 2 3 

2. R does not have zero divisors, since if for nonzero a E R with axa = a we have 
ab = 0, then a(b + x)a = aba + axa = a, hence b + x = x and therefore b = 0. 
The proof of the impossibility of ba = 0, b ¥- ° is similar. Let e = ax ¥- O. Then 
e is idempotent, since e2 = axax = ax = e. For arbitrary r E R we have e( er -
r) = 0 and (re - r)e = O. Therefore e is a unit element and a has a right inverse. 
It is easy to verify the existence of a left inverse of a. Hence any a¥-O has an 
inverse. 

3. Let R = {ah .. . , an}. Then we verify immediately that aR = Rand Ra = R. 
Therefore ax = band xa = b are solvable in R for arbitrary b E R. Let e be a 
solution of ax = a. Then e is a right unity, since for an arbitrary r E R this r 
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can be expressed as r = sa and re = (sa)e = s(ae) = r. Similarly, e is a left 
unity and therefore a unity. 

4. Z6 has subrings {[OJ, [2], [4]} and {[OJ, [3]} with unit elements [4] and [3], respec
tively, but Z6 has unit element [I]. 

5. The set F = {nlln = 0, I, ... ,p -I} is a subfield of R with p elements and R 
can be regarded as a finite-dimensional vector space over F. Let {a h ... , an} 
be a basis of n elements then any element r E R is of the form r = 
Clal + ... + cnan, Ci E F. 

6. Let I be an ideal of Z. If I = {O} then I = (0); if I ¢ {O} then I contains a 
smallest natural number k and (k) s;; 1. Let; E I, ; = qk + r,O 05 r 05 k - I. Since 
r = ; - qk E I it follows that r = 0, that is j = qk E (k). Hence I = (k). 

7. Let R be a field, {O} ¢ I ~ Rand; E 1. Then r = rl = ri- I ; E RI s;; I for all 
r E R, hence I = R. Therefore R is simple. Conversely, let R be a simple, 
commutative ring with unity. It suffices to show that every r E R* is invertible. 
Since r ¢ 0 and R is simple we have rR = (r) = R. Therefore there exists an 
s E R such that rs = I. 

8. The criterion follows from l.ll(iv), since there is no ideal strictly between I 
and R if and only if there is no ideal strictly between {O} and R/1. 

9. We define N = {J <I RII s;; J and I It. J}. Then N ¢ 0 since lEN. By Zorn's 
Lemma (see Chapter I, §l), N contains a maximal element J*. If J* were not 
a maximal ideal there would be some ideal J' such that J* c J' <I R. But then 
J' ~ N, hence I E J', whence J' = R, a contradiction. 

10. Let I be a nonzero ideal of R[[x]]. The codegree of (ao, ah ... ) is the first index 
k with ak ¢ 0 (whenever such a k exists). In I there is eactly one formal power 
series p with minimal codegree k and ak = I, 

P = (0, ... ,0, I, ak+h ... ) = Xk. (I, ak+h ... ) := Xk. q. 

It can be verified that q has an inverse, so Xk = pq-I E I, whence (Xk) S;; 1. The 
inclusion Is;; (Xk) is trivial, hence I = (xk). 

II. (i) Let I be a nonzero ideal of R[x]. Pick out some pEl with minimal degree 
in 1. If j E I then there are q, r E R[x] such that j = p. q + rand deg r < 
degp. Since r = i - p. q E I, r = 0 and i E (p), whence 1= (p). 

(ii) Since (p) S;; (q) is equivalent to qlp (with proper inclusion if and only if 
q is a proper divisor of p), we get: (p) is maximal ¢:> p is irreducible. By 
1.12(iii), (p) is a prime ideal in this case. It remains to show that if (q) is 
a prime ideal then q is irreducible. For suppose q = I· g, then I· g E (q), 
hence IE (q) or g E (q); that is, ql/or qlg, a contradiction. 

(iii) follows from (ii). 

12. We consider the ideal I := (I) + (g). Since I must be principal, there is some 
monic polynomial d with I = (d). Since I E (d) and g E (d), dlf and dig. Also, 
there are p, q E R[x] with d = p. 1+ q. g, since d E (I) + (g). If also d'il and 
d'ig hold then I E (d') and g E (d'), whence dE (d'), which means d'id. The 
uniqueness is now trivial. 
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13. We show the existence by induction on the degree n of 1= (ao, ah"" an). If 
n :s; 0 the result is trivially true. Now let the result be shown for all polynomials 
of degree smaller than n. If I is irreducible then I = an' (aoa~1, ala~I, ... , 1) 
is the desired representation. If I is reducible, I = g' h, then we get 

g = rpl" ,Pk and h = r'p~ ... p'",; 

hence I = (rr')PI ... PkP~ ... p'",. 
To show uniqueness, suppose that I = rpl ... Pk = sql ... qn are two 

decompositions of the described kind. Since r = an = s, r = s. Since Pili = 
sql ... qn, pMj (i.e. PI = q;) for some i. Hence, since R[x] is integral, 
P2P3" . Pk = ql ... qi-lqj+1 ... qn' Continuing this process we get k = nand 
{Ph' .. , Pk} = {qh ... , qn}. 

14. If P = (ao, ah' .. ) and q = (bo, bh ••• ) we get for all r E R: 

P + q(r) = (ao + bo) + (al + bl)r + (a2 + b2)r2 + ... 

= (ao + air + a2r2 + ... ) + (bo + blr + b2r2 + ... ) = per) + q(r) 

= (p + q)(r). 

Hence P + q = P + q. p' q = p' q is shown similarly. (ii) now follows from (i). 

15. (i) is just a reformulation of 1.I9(i). To show (ii) it suffices to show that 
Ker h = {OJ. SO suppose that Ker h """ {OJ. In this case, Ker h contains a poly
nomial P with minimal degree n ~ O. Since n = 0 is impossible, we get n ~ 1. 
Let P = (ao, ah"" an) and choose r arbitrarily. Then 

0= per + 1) - per) = an(r + 1)" + an_l(r + 1)"-1 + ... + ao 

= nanrn- I + q(r) with deg q :s; n - 2. 

s := nanxn- I + q fulfills s(r) = 0 for all r E R. Hence s E Ker h which is impos
sible: deg s = n -1, because nan""" 0 since (R, +) contains no elements of infinite 
order. 

16. Letl = ao + alx + ... + anxn and g = bo + blx + ... + bmxm be elements in I[x] 
and h = Co + CIX + ... + C~k E R[x]. We have aj - bj E I, aOcj + alcj_1 + ... + 
ajcO E I for all i E No, where aj = 0 for i > n, bj = 0 for i > m and Cj = 0 for 
i> k. Then 1- g E I[x] andjh = hiE I[x]. 

17. The element 1 E Is is a root of multiplicity one. 

18. I is not divisible by g. We have J(3) + g(3) = I + g(3) = 3. 

19. (i) For R = ~.f is not divisible by g. 
(ii) For R = I2' I is divisible by g. 

20. Let.p: F[x] -+ F(a) be defined by the rule .p(a) = J(a). Then.p is an epimorph
ism for all a. If .p is an isomorphism then ker.p = {OJ and so no I exists such 
thatJ(a) = 0 with 0",," I E F[x]. So a is transcendental. If.p is not an isomorph
ism then 0 """ I E ker(.p) exists such that J( a) = .p(!) = O. So a is algebraic. 

21. (a) If I is reducible then, since it is of degree 3, it must have at least one linear 
factor, which cannot be the case since J(O) = J(1) = 1. 
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(b) Z2[X]/(f) = {a + (f)la E Z2[X]} 

= {ao + a1x + a2x2 + (f)la; E Z2}· 

(c) /(x + (f» = 0, 

Hence f must factor into three linear factors in Z2[X]/(f), clearly this is the 
smallest such field and so is the splitting field. 

22. Let x = (./2 + i) then (x - J2)2 = -I, i.e. x 2 - 2J2x + 3 = 0 is_the minimal 
polynomial over IR and [0(J2 + i): IR] = 2. Now x 2 + 3 = 2J2x, therefore 
(x2 +_3)2 = 8x2. SO X4 - 2X2 + 9 = 0 is the minimal polynomial over 0 and 
[0(J2 + i):O] = 4. 

23. 0(4'2) as a vector space over 0 has basis {I, 4'2, 4'4}. Let ao + al4'2 + a24'4 be 
the inverse of I + J2 + J4. Then 

(ao + a l4'2 + a24'4)(1 +4'2 +4'4) 

= (ao + 2a2 + 2al) + 4'2(al + ao + 2a2) + 4'4(ao + a 1 + a2) 

=1. 

Solving, gives ao = -I, a] = I, a2 = o. Therefore -I + 4'2 is the inverse. 

24. The elements of 1F2[x]/(x) are [0] and [I], so 1F2[x]/(x) = 1F2• 

25. (i) Letf(x) = x 2 + 1. Thenf(O) = 1'/(1) = 2,/(2) = 2 in Z3. Sofis irreducible 
over Z3. 

(ii) Let a 2 + I = O. The elements of Z3( a) are 0, 1,2, a, 2a, 1 + a, I + 2a, 2 + 
2a. Since addition and mUltiplication are commutative we calculate the 
"upper triangle" only: 

+ 0 2 a 2a I+a I +2a 2+a 2 +2a 

0 0 1 2 a 2a l+a 1 +2a 2+a 2 +2a 
I 2 0 I+a I +2a 2+a 2 +2a a 2a 
2 I 2+a 2 +2a a 2a I+a 1 +2a 
a 2a 0 1 +2a I 2 +2a 2 

2a a 1 I+a 2 2+a 
I+a 2 +2a 2 2a 0 

1 +2a 2+a 0 a 
2+a 1 + 2a 
2 +2a I+a 

0 2 a 2a I+a 1 +2a 2+a 2 +2a 

0 0 0 0 0 0 0 0 0 0 
1 1 2 a 2a I+a 1 +2a 2+a 2 +2a 
2 2a a 2 +2a 2+a 1 +2a I+a 
a 2 2+a I+a 2 +2a 1 + 2a 

2a 2 1 +2a 2 +2a l+a 2+a 
l+a 2a 2 1 a 

1 +2a a 2a 1 

2+a a 2 
2 +2a 2a 
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26. (i) 8, {1,../3, j5,.jf5,.J2, J(" J[O, ../30}. 
(ii) 2, {I, .J2}. 

(iii) 6, {1,.J2, ifi, .J2ifi, (ifi)2, .J2(ifi)2}. 
(iv) 2, {I, .J2}. 

27. (i) The polynomial splits in C into 

r::: r::: (-I + ih) ( -I -ih) (x+v3)(x-v3)(x+l) x- 2 x- 2 . 

So the splitting field is 

.n.(h -I + ih) 
'W 3, 2 ' 

which is the same as O(h, i). 
(ii) The zeros of this polynomial in C are I + h, ± i. A splitting field is given 

by 0(1 +h, i), which is the same as O(h, i). 
(iii) Both have 0(../3) as a splitting field over O. 
(iv) Let C2 + C + I = 0, form the four elements of Z2(C) as: 

0, I, C, I + C. 

The polynomial splits over Z2(C), namely 

f = x2 + X + I = (x - C)(x - I - C). 

It splits over no smaller field, so Z2(C) is the splitting field of f over Z2. 
(v) f = x3 + X + 2 = (x + l)(x2 - X + 2). x2 - X + 2 is irreducible over 0 but 

splits into linear factors in 0((1 + J7 i)/2). So f has splitting field 0((1 + 
J7i)/2). 

28. (a) 1(0) = 2; 1(1) = 3; 1(2) = 2; /(3) = 3; 1(4) = l. Hence f is irreducible 
over Zs. 

(b) Define "':Zs(a) ~ Zs({3) by "'(a + ba) = a + bf3. Since {I, f3} is a basis of 
Zs( (3) and {I, a} is a basis of Zs( a) it clearly follows that '" is surjective. 
'" is injective since if "'(a + ba) = ",(a' + b'a) then a + bf3 = a' + b'f3, 
therefore a = a' and b = b'. '" is a homomorphism since "'«a + ba) + 
(a' + b'a» = "'«a + a') + (b + b')a) = ... = "'(a + ba) + "'(a' + b'a), 
and 

"'«a + ba)(a' + b'a» = "'(aa' + bb' + a(ab' + a'b» 

= aa' + bb' + f3(ab' + a'b) 

= (a + b(3)(a' + b'(3) 

= "'(a + ba)"'(a' + b'a). 

29. x2 + 4 = (x + I)(x - I) in Zs. Then Zs(f3) = Zs since x2 + 4 is reducible in Zs. 
So Zs(a) = Zs(-! +../3i/2). 

30. If n is a prime then (x" - I)/(x - I) is irreducible. If n = mk then 

(x" - I)(x - I) = [(x" - I)/(xk - I)][(xk - I)/(x - I)] 

= «xk)m-I + .. . )(Xk- I + ... ). 
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31. cos 4£1 = 8 cos4 £I - 8 cos2 £I + 1. Therefore 

2 8 ± J64 - 32(1 - cos 48) 
cos £I = 16 . 

Since taking square roots is constructible, it is possible to construct cos £I. 

32. (a) No, since this would require <fj to be constructible. 
(b) No, since ~4 = (~2)2 is not constructible. 
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33. If a regular n-gon is constructible then so is the regular p-gon, where pin is a 
prime. The p - I primitive pth roots of unity are the roots of (x n - l)/(x - I), 
which is irreducible. p - I must be a power of 2, so p = 2m + 1. This can only 
be prime if m = 2k. Since, for m = I take k = 0, for m > I take m = qr, q odd 
then 2m + I = (2,)q + I = (2' + l)«2,)q-1 - ... ) is not a prime. 

34. m 3 = 2s3 is not constructible. 

35. (f,f') = x 2 - 4x + 4, therefore f has multiple roots. 
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I. (i) X4 + x 3 + I is a primitive irreducible polynomial over 1F2. Let a 4 + a 3 + I = 

O. Then 1F16 = {ailO os; i os; 14} u {O}. 
(ii) Alternatively, 1F16 = {aD + ala + a2a2 + a3a31ai E 1F2}. 

(iii) Or use Exercise 18, with 

A = (~ ~ ~ -~). 
o I 0 0 

o 0 I-I 

Then 

1F16 = {aoI + alA + a2A2 + a3A31ai E 1F2}. 

2. Let 1F3( a) be the splitting field of x 3 - x + lover 1F3 with basis {I, a, a 2} and let 
1F3(f3) be the splitting field of x 3 - x - lover 1F3(a) with basis {I, {3, {32}. Then 
the map "':1F3(a) -71F3({3) defined by 

"'(ao + ala + a2a 2) = bo + bl{3 + b2{32 

is an isomorphism. 

3. Note that ({3 - a)q-l = I fora ,e {3 and =0 for a = {3. Therefore P({3) = f(a). 

4. Let f = x q - x then f = n~=l (x - ai) if IF q = {a], .. . , aq}. Now by expanding 
this product and equating the coefficients we find, 

a l + ... + a q = 0, 

ala2 + ala3 + ... + a2a3 + ... + aq_laq = 0, 

q 

L n ak = 0, 
i,j=l k"i,j 
i"#j 
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and 
q 

L IT aj = -1. 
i=l j#:i 

So by direct computation we have LaEFq am = 0 for 0 < m < q - I, and 
L F a q - I = q - I since a q - I = 1. Now if m > q - I we have two cases to 

aE , 

conslder. Let m = d (q - I) then 

L am = L ad(q-I) 
aelFq QelF"q 

= q - I since aq - I = 1. 

If m = d (q - I) + k where q - I > k > 0 then 

L am = L a(q-I)d+k 
aelF q aelFq 

= 0 since a q - I = 1. 

5. (i) For a,f3 E F 

TrF/K(a +13) = a +13 +(a +f3)q + ... +(a +f3)qm-l 

= a + 13 + a q + f3 q + ... + a qm-1 + f3 qm-1 

= TrF/K(a) + TrF/K(f3). 

(ii) For C E K we have cqJ = c for all j 2: O. Therefore we obtain for a E F, 

TrF/K(ca) = ca + cqa q + ... + cqm-laqm-l 

= ca + ca q + ... + ca qm-1 = c TrF/K(a). 

(iii) The properties (i) and (ii), together with the fact that TrF/K(a) E K for 
all a E F, show that TrF/K is a linear transformation from F into K. To 
prove that this mapping is onto, it suffices then to show the existence of 
an a E F with TrF/K(a) ;f:. O. Now TrF/K(a) = 0 if and only if a is a root 
of the polynomial xqm-1 + ... + x q + X E K[x] in F. But since this poly
nomial can have at most qm-I roots in F and F has qm elements, we are 
done. 

(iv) This follows immediately from the definition of the trace function. 
(v) For a E F we have a qm = a and so TrF/K(a q) = a q + a q2 + ... + a qm = 

TrF/K(a). 

6. Let f = I - LJ::~ xjar- 1- j . Then f maps ai ElF q onto I and the other elements 
of IF q onto 0, since 

q-I 

f(aJ = I - L a'l-I = I 
i=O 

and 

xf(x) == aJ(x) mod(xq - x). 
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The polynomial 

q-I (q-I ) 
g = L 1 - L xja'!-I-j 

i=O j=O 

maps each element of f q onto 1 iff each element of f q is amongst ao, ... , aq_I' 
g(x) = I holds exactly under the conditions given in the problem. 

7. aEl,pEIP. 

8. 

(i) 

(i) ("Little Fermat".) f p is the set of roots of xP - x so because of the isomorph
ism between f p and lp we have for a E lp, 

aP - a'" o (modp), 

i.e. 

aP ... a (modp). 

If b < 0 or b 2! P then b = kp + a with a E Zp and k E l. Then bP ... aP ... 
a (modp). 

(ii) ("Wilson's Theorem".) As above xp - I - 1 = TIaEF* (x - a), so -I = 
TIaEF~(-a). And since Fp==Zp we have (-1)(~2) ... (-(p-l»'" 
-I (modp). If p = 2 we clearly have (p -1)!'" -I (modp). If p "" 2 then 

-1'" (-1)(-2) .. (-(p -1» (modp) 

,.. (-W-1l . 2 ... (p-1) 

... (p -1)! asp -I is even. 

(ii) 

Figure 8.37 

9. Let n = km + r, r < m, then verify 

x" - 1 = x'( t xim )(Xm - 1) + (x' - 1). 

Therefore 

(xm - l)1(x" - 1) iff x' - I = 0; that is, r = O. 

10. 3 and 5 for f 7• 
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11. Let 

m 

f(x) = I a,x i, thenf(xq) = I ai(xq)i 
i~O 

= (I aixi)q, since al = ai and (a + (3)q = a q + {3q. 

(a + b)p = f (~)ap-ibi = aP + bP, 
i~O I 

since p divides (~) for 1;:;;; i :5 P - I. 

12. Let ( ~ I. Then 1 + ( + ... + (n-I = (c - 1)/(~ - 1) = 0, since C - 1 = o. 

13. (i) 

Qmpk(X) = IT k (X mpk/ d - 1)IL(d) = IT «xpk)m/d - 1)IL(d) = Qmp(XPk-'). 
dlmp dlmp 

(ii) 

(iii) 

Qpm(x) = IT (xpm/ d - 1)IL(d) IT (xpm/ d - I)IL(d) 
dim dlmp 

dkm 

= IT «XP)m/d - l)IL(d) IT (X m/ d - 1)-IL(d) 

dim dim 

Qn(x) = IT (X n/ d _l)IL(d) = (_1)L d 1n IL (d) IT (1_X n/ d )IL(d) 

din din 

{
- IT (1 - Xn/d)IL(d) 

din 

IT (1_X n/ d )IL(d) 

din 

if n = 1, 

if n > I. 

(iv) From (ii) and (iii) 

Qn(x2) (1 -x2n/~IL(d) 
Q2n(X) = Qn(x) = IT 1 _ x n/ d-) 

14. Q36 = 1 - x 6 + X 12, 

= IT (1 +Xn/d)IL(d) = Qn(-X). 

din 

Q105 = 1 + X + x 2 - x 5 - x 6 - 2x7 - x 8 - x 9 + Xl2 + X l3 + Xl4 

+ X l5 + X l6 + X l7 _ x 20 _ X 22 _ X24 _ X 26 _ X 28 + X 31 
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15. (i) 

A=(~ ~), 
1F9 = {aI + bAIa, b E 1F3}. 

(ii) 

A = (~ ~), 

1F9 = {AiIO ~ i ~ 8} U {(~ ~)}. 
16. Let a be a primitive element of IF" then IF q ( a) s;; IF,. On the other hand, IF q ( a ) 

contains 0 and all powers of a, and therefore all elements of IF,. Consequently 
IF, = IFq(a). 

17. x q- I - I splits in IF q and cannot split in any proper subfield of IF q. So F q is the 
splitting field of x q - I - lover anyone of its subfields. 

18. Let f = X4 + X + I E 1F2[X]. Then the conjugates of a with respect to 1F2 are 
a, a 2, a 4 = a + I, and as = a 2 + l. The conjugates of a with respect to 1F4 are 
a and a 4 = a + l. 

19. Let a E IFs be a root of the irreducible polynomial x3 + x 2 + I in IF2[X). Then 
{a, a 2, I + a + a 2} is a normal basis of IFs over 1F2' since I + a + a 2 = a 4 • 

20. If char IF q = 2 then F q has 2" elements and each element is a square, thus 
a-I = a2 for suitable a E IFq• Therefore 1+ aa- I = O. Let charlFq = p, q = p", 
and let M" = {I + ax21x E IFq }, M(3 = {-13x2Ix E Fq }. Then IM"I = IM(3I = 
(q + 0/2. Therefore there exists aCE M" n M(3' such that C = I + aa2, C = 
-13b2• Consequently, I + aa2 = -13b2• 
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l. By Theorem 3.3, the number of (monic) irreducible polynomials over F2 of 
degree 4 is 

12(4) =! ~41L(~)2d 
= 3. 

Furthermore, since X4 + x + I, X4 + x 3 + I, X4 + x 3 + x 2 + I are irreducible 
(which is shown by direct computation) these are the only ones. 

Alternatively, Theorem 3.19 yields I(q, n, x) = QS(X)QIS(X). Qs(x) = 
X4 + x 3 + x 2 + X + I is irreducible in F2[X). QIS(X) = (x4 + x 3 + 0(x4 + X + I) 
gives the remaining two irreducibles polynomials, by first evaluating Qs(x + I) = 
X4 + x 3 + I, which must divide QIS(X). 

2. (i) Let M = J,.Jz, degfl > 0, degJz> O. Then M(a) = J,.(a)f2(a) = 0 in 
contradiction to the definition of a minimal polynomial. 
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(ii) Suppose / = Mg + r, deg r < deg M, J( a) = O. Then r is a polynomial of 
degree less than n with a as a root. Since M is minimal, r = 0 and /1 M. 

(iii) I, a, ... , a" are linearly independent in IF q" over IF q' So I7=o aia' = 0 for 
ai E IF q suitably chosen. F = I a/xi is of degree :5 n having a as a root. So 
deg M :5 n, i.e. d :5 n. M is irreducible over IF q' so the splitting field of M 
over IF q has order qd and contains a. Therefore it contains all of IF q", so 
d ~ n. Therefore d = n. 

(iv) Let M = I aixi, then 

M(a qJ ) = I a,a iqJ = (I aiai)qJ = M(a)qJ = 0 for I :5j:5 n - I. 

Since M is monic and irreducible the result follows. 
(v) Follows from (ii). 

(vi) Follows from (i) and Theorem 3.1. 

3. / = (X 19 - l)/(x - l) is irreducible over F p iff p is a primitive eighteenth root 
of unity. Now 218 - I = 262143 which is divisible by 19 and it can be shown 
directly that 19~2k - I for k < 18. Therefore / is irreducible over 1F2 and 2 is 
clearly the first such prime. 

Or: The product over cyclotomic cosets F- Co must give X l9 - I. If the given 
polynomial is irreducible then the coset must contain all elements, this works 
for all p F- 19. The smallest one is 2. 

4. Let /E Fq[x], J(O) F- 0 and ord/= elm then /Ix' -1 and x' -llxm -1 so 
/Ixm - I. 

Conversely, if /Ixm - 1, we have m ~ e, so m = ce + r, c E N, 0:5 r < e. 
Since xm - 1 = (XC' - l)x' + (x' -1), it follows that/Ix' - I. Therefore r = 0, 
and elm 

5. Let 

x' -I / = --= x·- I + x·-2 + ... + I. 
x-I 

If / is irreducible then there is only one irreducible polynomial of order e and 
so t/J(e)/(e -1) = I. Therefore e is a prime number. Furthermore since IF q .-' is 
the splitting field of/ over IF q we have e I (qe-l - 1) and e~ qk - 1 for k < (e - 1). 
In other words q is a primitiv~ (e - l)th root of unity (mod e). 

Conversely, if e is prime and q is a primitive (e - 1)th root of unity then / 
is irreducible since a root of / over IF q must have minimal polynomial of degree 
e -I. 

6. Let N be the set of elements of IF q" that are of degree n > lover F q' Every 
element a in N has a minimal polynomial over F q of degree n. Therefore such 
an a is a root of I(q, n; x). If (3 is a root of I(q, n; x) then {3 is a root of a 
monic irreducible polynomial over IF q of degree n. Therefore (3 is in Nand 
I(q, n; x) = TIaeN (x - a). Clearly, for a E N the order of a is a divisor of 
q" - I. It can be shown easily that the order m of an element a of N is such 
that n is the multiplicative order of q modulo m. This means that q" "" 1 (mod m). 
Let N m denote the set of elements of N of order m Then N is the disjoint 
union of the Nm's. Hence I(q, n; x) = TIm TIaeN (x - a). N m consists of all 
elements of F:" of order m; hence it is the set ot primitive mth roots of unity 
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over !Fqo Therefore ITaeNm (x - a) = Qm(x), by the definition of cyclotomic 
polynomials. 

7 and 8. (X64 - x)(x2 - x) 

(x8 - x)(x4 - x)· 

9. Let e = ord!, ei = ord gi, I::;; i::;; k, m = 1cm(eh ••• , ek) then gi Ixe, - I and 
gi I xm - 1. Therefore II xm - I, since gh ... , gk are pairwise coprime. Exercise 
4 shows that elm. Since II x e - I, gi I x e - I, so ei I e by Exercise 4. In conclusion: 
e= m. 

10. The order is 60. 

II. This follows from Theorem 3.13. 
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I. There are three distinct irreducible factors of !, since the appropriate matrix 
Q - I has rank 2 and dim(nullspace of Q - I) = 3. 

2. Step 1. Using Euclid's algorithm I can be shown to be squarefree. 
Step 2. Using the approach applied in Example 4.5 we obtain the following 
matrix: 

0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 I 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 

Q= 
0 0 0 I I 0 0 0 

0 0 I I 0 0 0 I I 0 
0 0 0 

I 0 I 0 0 0 I 0 0 I 0 
I I 0 0 0 0 I I I 0 0 
0 0 0 0 0 0 

Step 3. Reducing Q - I gives: the nullspace has dimension 2 with the independent 
solutions v(I) = (1,0,0,0,0,0,0,0,0,0,0,0) and 

V(2) = (0, 1,0, I, 1,0, 1,0,0, 1,0, I). 

Hence I has two irreducible factors. 
Step 4. Let 

Then we use Euclid's algorithm to find the gcd(!, h - s) for all s E !F2. If S = 0, 
we find the gcd of I and h is x 5 + x 3 + x 2 + X + I and by dividing this into I 
we get 

1= (x 5 + x 3 + x 2 + X + l)(x7 + x 5 + X4 + x 3 + I), 

which is the complete factorization over !F2. 
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3. 
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Step 1. Using Euclid's algorithm, gcd(f,f') = I; so f is squarefree. 
Step 2. Using the method and notation of Example 4.5, we obtain 

0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 

Q= 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 

Step 3. By reducing Q - I we find the nullspace has dimension 1 which implies 
that x 9 + x + 1 is irreducible over 1F2• 

4. We have five cases to consider. If p = 2 thenf = X4 + 1 = (x + 1)4 is the required 
factorization and there are four factors. If p = 8k + 1 then the Q matrix defined 
by 

3 

x qk == L qkiXi (mod!), Os k 05 3, 
i=O 

is given by 

Q~(~ 
0 0 

~) 1 0 
0 1 
0 0 

Hence Q - I = 0, the nullspace has dimension 4 and so there are four factors. 
If p = 8k + 3 then 

Q~(i 
0 0 

~). 0 0 
0 -I 

0 

SO 

Q-I~(~ 
0 0 

!). -I 0 

0 -2 
0 -I 

which has rank 2. So there are 4 - 2 = 2 factors. If p = 8k + 5 then 

Q = (~-! ~ ~). 
o 0 0-1 
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So 

~ ~). 
o -2 

As before f has two factors. If p = 8k + 7 then 

Q = (~ ~ ~ -~) o 0 -1 O· 
o -1 0 0 

So 

Again f has two factors. 

5. We have 

X4 x2 X 1 
- - x3 + - - - + - E Q[x]. 
3 2 2 6 

Consider 

f = 2X4 - 6x3 + 3X2 - 3x + 1 E ;lEx]. 

f(O) = 1 which has divisors {±l}, 

f(1) = -3 which has divisors {± 1, ±3}, 

f(-l) = 15 whichhasdivisors{±1,±3,±5,±15}. 

Selecting bo = 1, bl = 3, b2 = 3 we obtain by Lagrange interpolation, 

() l(x - l)(x + 1) 3(x - O)(x + 1) 3(x - O)(x-1) 
g x = + + --'-----'--'-----.:..... 

(0 -1)(0 + 1) (1- 0)(1 + 1) (-1 - 0)(-1 - 1) 

= 2X2 + 1 

(which satisfies g(O) = bo, g(1) = bh g(-1) = b2 ). Using long division fig = 

x2 - 3x + 1 which is irreducible over Q. So the complete factorization is 
(x2/3 + 1/6)(x2 - 3x + 1). 

6. Step 1. By applying Euclid's algorithm it can be shown that gcd(f.f) = 1, i.e. 
f is squarefree. 
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Step 2. Following the procedure used in 4.4 

0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

Q= 0 2 0 2 I 
0 0 2 
0 2 0 0 0 2 
0 0 0 2 

Step 3. Therefore 

0 0 0 0 0 0 0 
0 2 0 0 0 0 
0 0 2 0 0 0 

Q-I= 0 2 0 1 I 

0 0 0 2 
0 2 0 0 2 2 
0 0 1 0 

which reduces to 

0 0 0 0 0 0 0 
0 2 0 1 0 0 0 
0 0 0 0 0 0 I 

0 I 0 0 1 0 
0 0 0 0 2 
0 2 0 0 0 2 2 
0 0 0 0 1 0 0 

So the nulls pace of Q - I is 

{(a, b, b + c, C, 2b, c + 2b, 2C)T Ia. b, C E F3}. 

Since r = 3, I has three irreducible factors. 
Step 4. Let h(2) = x + x2 + 2X4 + 2xs and h(3) = x2 + x3 + XS + 2x6• Then by 
applying Euclid's algorithm we find that 

gcd(f, h(2) - 2) = _x2 - 1 = It, 

and 

So 

and 

IIId2 = -x2 - 2x + 1. 

So 1= (_x2 - 1)(x3 - x2 + 1)( _x2 - 2x + 1) is the decomposition into 
irreducible factors. 
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7. The cyclotomic cosets (mod 21) over 1F2 are: 

It follows that 

Co = {O}, 

C 1 = {I, 2, 4, 8, II, 16}, 

C3 = {3, 6, 12}, 

Cs = {S, 10, 12, 13, 19, 20}, 

C7 = {7, 14}, 

C9 = {9, 18, IS}. 

461 

Now 6 is the smallest integer such that 21126 - I. We choose, E 1F26 with ,6 + ,4 + ,2 + , + I = 0 and we find: 

M(O) = I +x, 

M(I) = I + x + x2 + X4 + x6, 

M(3) = I +x2 +x\ 

M(S) = I + x 2 + X4 + x S + x6 , 

M(7) = I +x +x2, 

M(9) = I +x +x3• 

To illustrate the procedure let us calculate M(S) in detail. Let u = ,5; then 
calculating modulo ,6 + ,4 + ,2 + , + I we have: 

Solving 

I = I, 

u2 = ,2 + ,3 + ,5, 

u3 = 1+,3, 

u4 = I + , + ,3 + ,5, 

I 0 

0 0 

0 0 

[Mo, MJ, M 2 , M3 , M4 , M s, M6 ] I 0 

I 

0 0 
I 

0 0 
0 0 

0 

0 
0 0 
I 0 

0 
0 

0 

0 
0 

o 

o = O. 

o 
o 
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We find 

MI = M 3 =O, 

Mo = M2 = M4 = Ms = M6 = 1, 

i.e. M(S) = 1 + x2 + X4 + x S + x6• 

The other minimal polynomials are calculated in the same manner or by 
direct computation using 

M(S) = IT (x _ (i). 
ieCs 

8. There are one linear and two factors of degree 8. Since 28 - I == 0 (mod 17), F2" 
is the smallest field in which X l7 - 1 factors into linear factors. 
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1. Clearly d(x, y) 2: 0 and d(x, y) = 0 iff x = y. It is also clear that d(x, y) = d(y, x). 
It is obvious that w(x) + w(y) 2: w(x + y). Since d(x, y) = w(x - y), we have 
d(x, z) + d(z, y) = w(x - z) + w(z - y) 2: w(x - y) = d(x, y). 

2. We show: a linear code can detect s or fewer errors if and only if its minimum 
distance is 2: s + 1. Suppose C detects all sets of s or fewer errors. Let x, y E C 
and d(x, y) s s. If x is sent and d errors occur in precisely the positions that x 
and y differ then y will be received and no error will be detected. This is a 
contradiction, so d 2: S + 1. 

Conversely, assume dmin 2: S + 1. Then if x is transmitted and fewer than s 
errors occur then the received message will not be a codeword, so transmission 
errors will be detected. 

The more general result is derived similarly. 

3. Proof. (a) G' = (G I 0) isa2k x (nl + n2)matrixandgeneratesa(nl + n2, 2k) o G2 

code. The codewords are of the form uG' for u E f;k where 

Clearly d 2: min{ dh d2} since 

w(uG') = W«Uh ••• , Uk)G I ) + W«Uk+h ••• , U2k)G2). 

Suppose without loss of generality that dl S d2 and that w«uh ••• , Uk)GI ) = dl • 

Then 

is a codeword of weight dl • Therefore d = min{dh d2}. 

(b) G" = (Gh G2) is a k x (nl + n2) matrix and therefore generates a 
(n l + n2, k) code; the codewords are of the form 

uG" = (UGh uG2) for U E f~. 
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So 

w(uG") = w(uGh uG2) 

= w(uG\) + w(uG2) 

Therefore the minimum distance d ;;:: d\ + d2• 

4. Since elementary row operations leave the row space of G invariant we may 
take G to be 

5. 

(
I 0 0 I I) 
01001. 

o 0 I 0 I 

The 23 = 8 codewords are u\ row I + U2 row 2 + U3 row 3 where Ui E F2: 

o 0 I, 

I I 0 I 0, 

o 0 0 0 0, 

Writing G = (I31-AT) we have 

o 
o 
I 

o 0 I, 

0, 

I, 

o 0 o I, 

o I I 0 0, 

( I 0 0 I 0). H=(AII2)= I 
I I 0 I 

The minimum distance = min w(t) = 2 and the rank of Gis 3. 
1,.0 
lee 

(
01001) 

G = 00101 

1001l 

( 10010) then G.l = = H 
III 01 ' 

a (5,2) binary linear code. There are 2k = 4 codewords: 

10010, 1l1O1, 00000, Ollll. 

Coset leader Coset Syndrome = HeT 

00000 10010 IIlOI 01111 (Ooo)T 
10000 00010 01101 Illli (OOl)T 

01000 11010 10101 00111 (lOO)T 
00100 10110 11001 0101l (010) T 
00001 1001l 1l1O0 Oil 10 (Ill) T 
lloo0 01010 00101 lOll I (lOl)T 

01100 IIlIO 10001 0001l (1l0)T 
00110 10100 1l01l 01001 (OIl)T 

There are 2S /22 = 8 cosets. 
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If y = 01001 then 

Thus the error is 11000 and y is decoded as i = Y - e = 01001 - 11000 = 10001. 

6. (a) For Hamming codes dmin = 3; so the spheres of radius I centered on 
codewords are disjoint. There are n + I vectors in each sphere and a total 
of 2k spheres giving (n + 1)2k vectors. However, n + I = 2' and k = 
2' - I - r. So (n + 1)2k = 2,+k = 2z'-1 = 2". So every vector of length n is 
on one of the spheres and the code is perfect. 

(b) Assume we have a binary repetition code of odd block length n. Then the 
code can correct (n - 1)/2 errors and there are only two codewords. So 

2(1 + (2 - I)(n) + (2 _ I)z(n) + ... + (2 _ I)("-I)IZ( n ) 
. 1 2 (n - 1)/2 

= 2 . 2"-1 = 2". 

Hence by Theorem 1.16 these codes are perfect. 

7. Let u be a coset leader of weight> r. Then d(c, u) = w(u - c) > r for all c E C. 
So u e S,(c). 

Conversely, let k be the weight of the coset leader with maximum weight. 
Then we show that spheres Sk(C), c E C, cover the space. Assume the contrary, 
then there is an x with d(x, c) > k, but x is in a coset with coset leader u. Hence 
x = u + c for suitable c E C. But d(x, c) = d(u + c, c) = w(u) ::: k, a contra
diction. 

8. Let C1 be the code with generator matrix G1 ; then 

So 

C1 = {a(l' 1, 1,0) + b(O, 1, I,?) + c(O, 0,1, I) I a, b, c E IFz}; 

C 1 = {(O, 0, 0, 0), (I, 0,1,1), (1,1,0, I), (1,0,0,0), 

(I, I, 1,0), (0, 1,0, I), (0,0,1, I), (0, I, I, O)}. 

Also if Cz is the code with generator matrix Gz then 

So 

Cz = {a(l, 0,1, I) + b(O, I, I, I) + c(l, 0, 0, I) I a, b, c E IFz}, 

Cz = {(O, 0, 0, 0), (1,1,1,0), (I, 0, 0, I), (0,1,1, I), 

(0, 1,0, I), (0, 0,1,0), (1,1,0,0), (1,0,1, I)}. 

Comparing C 1 and C2 we see that if we move each of the entries in the code words of 
C1 two to the right we get Cz. Hence C1 and Cz are equivalent codes. 

( 1 1 1 0) 
9. H = 1 2 ° 1 is in the standard form (Allz). G = (lz, _AT) = 



Chapter 4, § I 465 

( I 0 2 2) 2 • I . The codewords are uG for u E IF 3, I.e. 0 0 0 0, I I 0,2 2 2 0, 
012 I 

I 2 0 I, 2 0 I 1,0 I 2 1,2 I 0 2,0 2 I 2, I 0 2 2. The codewords of C.L 
are uH for u E IF~. In this case it turns out that C = C.L. 

10. (i) follows immediately, since if G is the generator of the code C with 
parity-check matrix H then C.L has generator H with parity-check matrix 
G and so (C.L).L has generator matrix G. Therefore (C.L).L = C. 

(ii) Let C I have generator matrix GI ; C2 have generator matrix G2• Then 
x E CI + C2 iff x = UOI + V02 for u E IF;, v E IF;'. So 

X E (CI + C2).L iff X· (uGI +vG2) = 0 Vu, v; 

iff X· uGI = X • vG2 = 0 V u, v; 

iff x E ct and x E ct, i.e. x E ct n ct. 
(iii) CI has parity-check matrix 

In_I) + G = (1 1 11 ... I) 
-(1. .. 1). 

So ct has check matrix (I, I, ... , I) and is the (n, n - 1,2) parity-check 
code. 

II. (i) To show: every vectorin C is orthogonalto itself. Any row of G is orthogonal 
to itself, since it has even weight. If x and yare any two words in C then 
each is a linear combination of the rows of G and x . y = o. 

(ii) By (i) C is self-orthogonal. To show that all weights in C are divisible by 
4, let gl and g2 be rows in G. Then w(gl + g2) = w(gl) + W(g2) - 2(gl * g2). 
gl * g2 is even, because gl and g2 are orthogonal, so 41 w(gl + g2). Finite 
induction on the number of rows in the expression of a vector as a linear 
combination of rows ofG completes the proof. Here gl * g2 is the number of I 's 
common to both gl and g2. 

12. The code is self-orthogonal by Exercise Il(i). Its dual code is a (7,4) code, 
which is generated by C and the all-one vector (II ... I). 

13. 5(,) ~ Hy ~ m ~ ,iath ,.Iumn. S. a ,ing!. "'"' h", (probahly) ."u=l io 

the sixth position, i.e. the codeword sent was 

(l 0 0 0 I). 

14. Let H = (~ ~ ~ ~ ~ ~) be parity-check matrix of the (7,4) Ham-

1101001 
ming code. Then G = (I, _AT). Generator and parity-check matrix for the 



466 Chapter 8. Solutions to the Exercises 

15. 

extended (8,4) code are 

( 
I) ( I ... I) A I A H 0 

G= G H= . 
I ' : 

o 0 

For encoding we have: 

OIIOG = 0110011, 101iG = 1011010; 

0110(; = 01100110, 1011(; = 10110100. 

Let y = 11001101. Its syndrome is S(y) = 1000T• SO an error occurred in the 
last position of y. The codeword was IIOOIIOO, the message was II 00. 

H ~ (: 
0 0 0 I I I I I I I 

~). I I I 0 0 0 I I I 2 2 

0 I 2 0 I 2 0 I 2 0 I 

Permuting the columns (1,13), (2, 12), (5, II) we get 

H' ~ (: 
I 0 0 I I I I I I 0 n 2 I 2 0 0 I 0 

I 2 0 2 0 2 0 0 

So 
2 I I 

2 I 2 
0 2 2 
0 2 

G* = 
2 0 

19 
2 0 2 
2 0 I 
2 2 0 
2 2 2 
2 2 I 

Reversing the above permutation we obtain: 

0 0 2 0 0 0 0 0 0 0 
2 0 0 2 0 0 0 0 0 0 0 
2 2 I 0 0 0 0 0 0 0 0 0 0 

2 0 0 0 0 0 0 0 0 0 0 

G= 
0 I 0 0 2 0 0 0 0 0 I 0 0 
2 0 0 0 2 I 0 0 0 0 0 0 0 

0 0 0 2 0 0 0 0 0 0 0 
0 2 0 0 2 0 0 0 0 0 0 0 
2 2 0 0 2 0 0 0 0 0 0 0 

2 0 0 2 0 0 0 0 0 0 0 
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Now S(O I I 0 I 0 0 0 0 0 0 I I) = (0 0 I)T = first column of H. So x = 

2 I I 0 I 0 0 0 0 0 I I which decodes to I I I 0 0 0 0 0 0 O. 

16. (ij) Ao = A7 = I, A3 = A4 = 7, all other Ai = O. 

17. Ao = As = I, A4 = 14, all other Ai = O. 

18. 
r = 0: ~ A =2k £.. I , 

i=O 

j=O 

n 

r=2: L j2Aj=2k-2n(n+I)-2k-lnAf+2k-lAi. 
;=0 
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l. (a) Let g = I + x + x 3 over 1F2• We find 

1 
0 
1 
1 
0 
1 
0 
0 

G~(~ 
I 0 0 0 

~) I I 0 I 0 

0 I 0 

0 0 0 

The codewords are uG for u E lFi, i.e. 

0 1 0 0 0, 0 1 0 1 0 0, 0 0 1 0 0, 0 0 1 
1 1 1 0 0, 0 0 1 1 1 0, 0 Q 0 1 1, 0 0 0 
1 0 0 1 0, 0 1 1 0 0 I, 
0 0 1 0 I, 0 0 0 0 1 I, 
0 0 1 1 0, 
1 1 1 1 I, 
1 1 0 0 I, 
0 1 0 1 l. 

(b) Let f = I + X4 + x 5 + x 6 ; we find 

f = g(x3 + x 2) + x 2 + l. 
Since g,.f' J. 1000 III is not a codeword; so an error has occurred. 

( c) Let L = x + x 2 + x 5 + x 6 ; we find 

L = g(x3 +x2 +x) +x2. 

Since g,j' L, an error has occurred. The last word is a codeword. 

1 
0 

2. Consider the (4,2,3) Hamming code Cover IF3 with parity-check matrix 

H = (I I I 0). 
120 I 

Now (lllO) E C, but Z(lllO) = (Oil I) e C since 

So C is not cyclic. 

() ~ (!) ~ (~) (mod3) 

0 1, 
0 0, 



468 Chapter 8. Solutions to the Exercises 

3. (a) g = I + x + x2, so 

Hence 

We have 

x3 + I 
h=--=x+l. 

g 

H= (~ I) o . 

Syndrome Coset leader 

00 
01 
10 
II 

000 
100 
001 
010 

(b) g = I +X2 +x3 +X4 and (x7 + l)/g = x3 +X2 + 1= h. So the binary (7,3) 
code with generator g has parity-check matrix 

(" 0 

0 01) H= 0 0 I 0 I 0 
o I 0 o O· 

I I 0 0 o 0 

Syndromes Coset leader 

0000 0000000 

0001 1000000 
0010 1100000 
0100 0000010 
1000 0000001 

0011 0100000 
0110 0010000 
1100 0000011 
0101 1000010 
1001 1000001 
1010 0000100 

Olll 1010000 
11I0 0000110 
1011 0100001 
001 0001000 

1111 0100011 
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4. (i) Each element of J I + J2 is of the form algI + Q2g2. Let d = gcd(g], g2), 
then JI + J2 ~ (d). On the other hand, d E JI + J2, therefore JI + J2 = (d). 

(ii) Each element of JI II J2 is a multiple of m = lcm(g], g2). Since m E J], J2, 
we have mE JI II J2 and therefore JI II J2 = (m). 

5. 

(iii) Let d l = ag l g2 + b(x" - 1) = gcd(x" - I, glg2). Then d l = 
ag l g2 mod(x" - 1) and d l E JIJ2. Since d l divides elements of the form 
cglg2, JI J2 = (d l ). In general JI J2 '" JI II J2. If (n, q) = I, equality holds, 
since 

gcd(glg2, x" - 1) = lcm(g], g2). 

g = X4 + x 2 + X + I 

= (x + l)(x3 + x 2 + 1). 

x 3 + x 2 + I is primitive, so if , is a primitive seventh root of unity with ,3 + ,2 + 
1= 0 we have 

IE C iff l(l) = IW = o. 

" l(l) = L Q i = 0, 
i=l 

n 

IW = L ai,i = o. 
1=1 

Consequently the parity-check matrix is 

H = [,6 ,5 ,4 ,3 ,2 , 1]. 

1111111 

Taking the binary representation for the ,i we obtain a parity-check: matrix for 
the extended Hamming code. From Exercise 2 we know that the code generated 
by x 3 + x 2 + I has dmin = 3. C is obtained by selecting all codewords of even 
weight, hence dmin = 4. 

6. Suppose (g,) C Ie IFq[x]/(x n -1). Then I = (f) for a polynomial I which 
divides gi and xn - 1. This would only be possible for 1= 1 or 1= gi. Therefore 
(gi) is maximal. 

7. dim C = n - 1, where C = (1 + x). Then C.L has dim 1 and generator poly
nomial (xn - 1)/ (x + 1). This is its own reciprocal. C.L = {OO ... 0, 11 ... I}. A 
binary vector is orthogonal to II ... I if and only if it has even weight. A binary 
cyclic code C = (g) contains only even weight vectors ~ C c C ~ I + x I g. 

8. (i) C is self-orthogonal iff C ~ C.L iff the generator polynomial of C.L divides 
g. 

(ii) Yes, ~ince (l+x)(1+x+x 3)=I+x2 +x3 +x4 and x 3h(l/x) divides 
I + x 2 + x 3 + X4. 

9. Suppose ord(g) = n. If a codeword of weight I exists it must be of the form Xi 

for some 0,,; i,,; n - 1. For some I E Vn we have 

x,=I*g· 
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So 
f(x)g(x) - Xi = q(x)(x" - l) for some q(x) 

= q(x)f(x)g(x). 

Hence glx i. Therefore g = 1 and g Ixi - 1 for any j, which contradicts ord(g) = 
n. If a codeword of weight 2 exists it must be of the form Xi + xi with 0 :5 i < j :5 

n - 1. But Xi + xi = xi(l + Xi-i) so if g Ix i + xi then glx i since j - j < ord(g). 
This leads to a contradiction as before. Therefore 

If ord(g) = e < n then we can write 

x' - 1 = a(x)g(x) for some a(x). 

So x' - I is a codeword of weight 2. 

10. C is not cyclic, however it is equivalent to a cyclic code. Consider the binary 
(9,3) code C' with generator polynomial g' = I + x 3 + x6• We have generator 
matrix 

11. 

(
100100100) 

G' = 010010010 

001001001 

and the codewords are of the form 

Vi = 0 or 1. 

Now Z(VOVIV2VOVIV2VOVIV2) E c' so C' is cyclic. The map 0' = C ~ C'defined 
by 

is clearly bijective and preserves distance since 

w(vovovo V1V1VI V2V2V2) = W(VOVIV2 VOVIV2 VOV 1V2) 

for all codewords. Hence C is equivalent to C' which is cyclic. C has generator 
matrix 

( 
111000000) 

G= 000111000 . 

000000111 

k = n - deg(g) 

= 63-5 

= 58. 

So the codewords are a * g, a E 1F~8, i.e. 

a * g = c~o aixi) * (l + X4 + x 5). 

Now 1 * (l + X4 + x 5 ) = 1 + X4 + x5 has weight 3. By inspection there can be 
no codewords of lesser weight and therefore the minimum distance is 3. 
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12. We prove that every cyclic code C (i.e. ideal in Vn ) has an idempotent generator. 
Let C = (g), then xn - I = gh. Since gcd(g, h) = I, there are polynomials a and 
b such that I = ag + bh. Let e = ag, then we verify immediately that e2 = e E C, 
and ec = c for any c E C. e2 = e means that i E K iff 2i (mod n) E K. where K 
denotes the set of powers of x that occur with nonzero coefficients in e. This 
can only occur if K is a union of cyclotomic cosets mod n. 

13. The cyclotomic cosets for n = 7 are Co = {O}, C 1 = {I, 2, 4}, C3 = {3, 6, 5}. Then 
we obtain the following cyclic codes generated by g;, with dimension di and 
idempotent ei: 

(I) gl = I + x + x2 + x3 + X4 + xS + x6, dl = I, el = gl' 
(2) g2 = I + x2 + x 3 + X4, d2 = 3, e2 = X3g2' 
(3) g3 = I + x + x 2 + X4, d3 = 3, e3 = g3' 

(4) g4 = I + x, d4 = 6, e4 = e2 + e3 = (x + x3 + XS)g4' 
(5) gs = I + x + x3, ds = 4, es = el + e2 = xgs. 
(6) g6 = I +x2 +x3 , d6 = 4, e6 = el + e3 = X 3g6' 

(7) is the whole vector space 
(8) is the 0 space. 

14. From the properties of finite fields we know that if fen = 0 then f((i qm ) = 0, 
V m. Therefore L must be a union of cyclotomic cosets and therefore if i E L 
then M(i) If. Let g = Icm{m(i) liE L} then g If. Also g((i) = 0 iff f((i) = O. So 
by Theorem 2.7, C = (g). 

15. n-l n-l n-l 

L V((i)(-ij = L L Vk(kj(-i) 

j=O )=0 k=O 

n-l n-l 

= L L Vk(k-i)j 

)=0 k=O 

n-l n-1 
= L Vk L (k-i)j 

k=O j=O 

= nVi for i = O(l)n - l. 

This follows because if k = i we have 

And if k ¢ i then 

So 

n-I 
L (k-i)j = n. 

j=O 

n-I I _ (m 

L (k-1lj = --= 0 (( is primitive). 
j=O I - ( 

In-I . " 
Vi = - L v((,)(-lJ for i = O(l)n - l. 

n j=O 

16. (i) By Theorem 2.23 
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But v is a binary vector. So vs = 0 or l. Therefore Fv«S) = 0 or l. And 

Fv (C2s ) = F~(C') 

= Oor I 

If we write Fv = L7':-~ F;Xi then 
n-I 

Fi = L Fv(CI)Cii 
i=O 

= L L C- ii, 
seS jeSJ 

where S is a subset of the cyclotomic cosets. So 

and 
F~ = Fvo 

(ii) Let v = U + W E Vn then 

I n n-I 

= - L x n - j L (Ui + wl)C lj 
n j=1 j=O 

I n n-I.. I n n-I_. 

= - L x n- j L UiC') + - L x n- j L wlC') 
n j=1 j=O n j=1 i=O 

(iii) Define G: Vn ~ Vn by 

Now 

and 

n-I 

Gv = G(v) = L V(,i)X i• 
i=O 

n-I 

G(Fv) = L Fv(t)x i 

1=0 

n-I 

= L ViXI by Theorem 2.20 
1=0 

= v, 

= L x n- j - L v(Ci),-(n-j)1 n (I n-I ) 

j=1 n 1=0 

n 
= L xn-jVn _ j 

j=1 

n-I 

= L vrj• 
j=O 



Chapter 4, §3 473 

So F- I = G and therefore G is bijective. Now if v = u * w then v(Ci ) = 
u(Ci)w(Ci ), therefore 

Since F is bijective the converse follows immediately. 

(iv) Suppose Fv = nFu * Fw then 

1 . n . . 
- v(C1) = - u(C1)W(C1), 
n nZ 

i.e. 

so 

= UiWh 

so v = uw. 

17. 127 for x 7 + X + 1,73 for x9 + x + 1. This can be seen from the table of irreducible 
polynomials with orders e, see Chapter 3, §3. 

Chapter 4, §3 

1. (a) 5 (y) = (100 to 11 0) T ~ 0 so at least one error has occurred. Now 

51 = (lOOI)T = 1 + C3 = C14, 

53 = (01l0)T = C + CZ = cs. 
and 

By direct substitution we find IT has zeros CZ and C13, so 

and 

1 13 1 _=r =_ 
X z !> C2 • 
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So the errors occurred in the third and the fourteenth position. 

(b) g = M(l)M(2) 

= (x4 + X + l)(x4 + x3 + x 2 + X + l) 

= x 8 + X 7 + x6 + X4 + l. 

So the generator matrix is 

1 0 0 0 0 1 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 1 0 1 1 0 0 0 0 

G= 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 

2. The following BeR code of length 80 over 1F3 of designed distance d = 11 will 
correct (at least) five errors. We need some of the cyclotomic cosets (mod 80). 

Let 

C I = {I, 3, 9, 27}, 

C2 = {2,6, 18, 54}, 

C4 = {4, 12,36, 28}, 

Cs = {5, 15,45, 55}, 

C7 = {7, 21, 63, 29}, 

C IO = flO, 30}. 

g = Icm{M(i)!i = I(l)IO} 

= M(1) M(2) M(4) M(5) M(7) M(IO), 

where M(i) is the minimal polynomial of ,i and where, is a primitive eightieth 
root of unity. g has degree 22. 

dim(C) = 80 - 22 = 58. 

3. S(v) = (ll 1001 1l0l)T '" 0 so at least one error has occurred. Let 

SI = (llIOO)T, 

and 

Let 

u= 1 +Slz+(~:+Si)Z2. 
= I + ,II Z + ,6Z 2. 
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By trial and error u has zeros (30 and (26. So 

So the errors have occurred in the second and sixth positions. 

4. In order to correct three errors we take designed distance d = 7. A suitable 
generator polynomial is g = lcm{M(i) Ii = I(l)6}. We have cyclotomic cosets 
(mod 15): 

Co = {O}, 

C! = {I, 2, 4, 8}, 

C3 = {3, 6, 12, 9}, 

C5 = {5, IO}, 

C? = {7, 14, 13, II}. 

So M(!) = M(2) = M(4) and M(3) = M(6). Therefore 

g = M(1) M(3) M(5) 

= (x4 + x 3 + 1)(x4 + x 3 + x 2 + X + l)(x2 + X + 1) 

= x lO + x9 + x 8 + x6 + x5 + x 2 + 1. 

5. Consider the following binary BCH code of length 31. Let ( be a primitive 
thirty-first root of unity (and (5 + (2 + 1 = 0) and define g(x) = 
Icm{M(1) M(2) M(3) ... M(8)} where M(i) is the minimal polynomial of (i. 
However, 

6. 

C! = {I, 2, 4,8, 16}, 

C3 = {3, 6,12,24, 27}, 

C5 = {5, 10,20,9, 18}, 

C? = {7, 14,28,25, 19}. 

Therefore M(I) = M(2) = M(4) = M(8), M(3) = M(6). So 

g(x) = M(1)M(3)M(5)M(?) 

= (x5 + x 2 + I) (x5 + X4 + x 3 + x 2 + 1) 

X (x5 + X4 + x 2 + X + l)(x5 + x 3 + x 2 + X + I). 

Then g generates a binary BCH code of length 31 with designed distance = 9. 
(It is easily seen that dmin 2: 11.) 
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Let 

Now 

(
(11+(9+(8+(5+(+1) (SI) 

S(V) = HVT = (33 + (27 + (24 + (15 + (3 + I = S3 . 
(95 (45 (40 (25 (5 + I S5 

Using the tables in the text, 

sty) ~ (~:) ~ He} 0 

so at least one error has occurred. Suppose two or three errors have occurred 
and consider the function U = I~=o UiZi where Uo = I and 

which has solution 

UI = SI = (2, 

U2 = (12, 

U3 = O. 

We find by trial and error that U has roots ( and (2. So 

I I 
XI = (= (14' 

I 2 I 
X 2 = ( = (13· 

So the errors have occurred in the fourteenth and fifteenth positions. Therefore 
the code word sent was lIOOOIOOllOIOIl. Decoding is achieved using the 
division algorithm 

Xl4 + x 13 + XII + x 9 + x 8 + x 5 + X + I 
---:-::-----::,...-----:---;--=----- = X4 + x 3 + x 2 + l. 

xlO +X8 +X5 +X4 +X2 +x + I 

So the message word sent was III 0 l. 

7. We know dmin ;;:: d. Let ( be a primitive nth root of unity then (id oF I for i < a. 
But 

xn - 1= x ad - I 

= (x a _ I)(l + x a + x 2a + ... + ~(a-I)d). 
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Since l, l2, . .. , ld-I are not zeros of x a - 1 they must be zeros of x(a-I)d + ... + 
x a + 1. Hence 1 + x a + ... + x(a-I)d is a codeword of weight d in the code. 

8. We know from Chapter 3 that if l is a primitive fifteenth root of unity satisfying 
l4 + l + 1 = 0 then 

XIS _ 1 = M(O) M(I) M(3) M(S) M(7) 

= (x + 1)( X4 + X + 1)( X4 + x3 + x 2 + X + 1)( x 2 + X + 1)( X4 + x3 + 1). 

If we let g( x) = 1 this gives rise to a (n, n, 1) code. Taking g = M( I) then g has 
roots l, l2, l4, l8. 

So the resultant code has designed distance l3 = 3 and k = n - deg g = II. 
I * (1 + x + x4) = 1 + x + X4 is a codeword of weight 3 so dmin = l3 = 3. If 
g = M(I) M(3) then g has roots l, l2, l3, l4, l6, l8, t, ll2 so l3 = 5, k = 7 and 
dmin = 5 since x8 + x7 + x6 + X4 + 1 is a codeword. Hence g generates a (15, 7, 5) 
code. If g = M(I) M(3) M(S) = x lO + x8 + XS + X4 + x2 + X + I then g has roots 
l, l2, l\ l4, lS, l6, l8, t, llO, l12, so l3 = 7 and k = 15 - 10 = 5. x lO + x8 + XS + 
X4 + x2 + X + I is a codeword with weight 7 so g generates a (15,5,7) code. 

Finally, if 

= Xl4 + X l3 + ... + 1, 

then g has roots l, l2, ... , ll4 so l3 = 9,10,11, ... ,15, k = 1 and clearly dmin = 
15. So g generates a (15, 1, 15) code. 

9. Using l2 + l + 2 = 0 we obtain the following table for 1F3,. 

The cosets mod 8 are 

0, 

lO = 1, 

t = l, 

l2 = 2l + 1, 

l3 = 2? + 2, 

l4 = 2, 

lS = 2l, 

l6=2+l, 

C=I+l. 

Co = {O}, 

C I = {I, 3}, 

C2 = {2, 6}, 

C4 = {4}, 

Cs = {5, 7}. 
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In order to construct a double error correcting code we take 8 = 5 and 

g = M(l) M(2) M(3) M(4) 

= M(l) M(2) M(4), 

M(l) = x2 +x +2, 

M(2) = (x - ~2)(X - ~6) = x 2 + 1, 

M(4) = (x - ~4) = X - 2. 

So g = x5 - X4 + x3 + x2 - I. Notice that I * g is a codeword of weight 5 so 
dmin = 8 = 5. k = 8 - 5 = 3. 

~3 ~4 ~5 

~6 ~8 ~10 

~12 ~16 ~20 

and 

( C+~4-~-I) S(v) = HVT = ~14 + ~8 _ ~2 - 1 
~28 + ~16 _ ~4 _ 1 

~ (I ~ ,) hy ",in, tho tahloaho ... 

~(D 
Assuming two errors have occurred we write 

We have 

2 

IT = L ITkZk with ITo = 1 
k~O 

Solving gives 1T1 = 1 - ~ and 1T2 = 1, so 

IT = 1 + (l - ~)z + z2. 
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Now by trial and error we find that (T has zeros ,3 and ,5 so 

I 
_ = ,5~X2 = ,3. 
X2 

So errors have occurred in the fourth and sixth places. To determine the 
magnitude of the errors we have, in the notation of 3.13 

-I = Sl = e3,3 + e5'S, 

I - , = S2 = e3,6 + e5'1O, 

-I = S3 = e3,9 + e5,1S, 

0= S4 = e3,12 + e5,20. 

Therefore e3 = I and e5 = -I. Therefore the word sent was v - e = 
10110-10-1-1, i.e. x7 + x 6 + X4 - x3 - X - I. Upon division by g we find this 
equals g(x2 + x + I). So the original message was Ill. 

10. (i) No. (ii) Yes. 

II. a = 2 is a primitive element of 1F5, so g = (x - a)(x - a 2 ) = x 2 + 4x + 3. 

12. If a codeword C = Co ... Cn-l has weight d, then the minimum weight is increased 
to d + I if c(i) = -Cn = I;:~ Ci ~ O. Now C = ag, for suitable a, so c(1) = 
a(l)g(i). We verify a(i) ~ 0, g(i) ~ 0 and use the BeH bound to finish the 
proof. 

13. Let, be a primitive element in 1F2m and let C denote the cyclic code with roots 
" ,2, ... ,2t-l. If M(i) is the minimal polynomial of ,i then C = (g), with 
g = Icm{M(il! i = I, ... , 2t - I}. C is binary so every even power of' is a root 
of a minimal polynomial of some odd power of " e.g. if M(l) is the minimal 
polynomial of " then ,2, ,4, ... are all roots of M(l). So we need consider only 
odd i. Here deg M(i) :5 m, there are t minimal polynomials for odd i and 
therefore dim C ~ n - mt. 

14. Let {O, I, ... , n - I} be the elements oflF m if k is a quadratic nonresidue (mod n), 
then i ~ ik (mod n) is a permutation oflFm such that kVo = Vb kV1 = VO. Thus 

gl = IT (x - ,j) = IT (x - ,kj ). 
jeU I jeUo 

If (T denotes the permutation induced on the components of c = (co, ... , Cn-I) E 

vn, then 

n-i n-l 

I Ci,ij = I cU(iMkj)i. 
i=O i=O 

Thus ,j is a root of C = I CiX i for all j E Vo iff ,kj is a root of Cu = I cu(.)x i for 
all kj E Vb that is 
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15. Let a E f~, let G be the generator matrix and c = aG an element of the (11, 6, 5) 
Golay code. Then w(c) = c· CT. In ~3 we have 

aGGTaT = -(J2 air ;p 1 (mod 3), 

since -1 is a nonsquare in f 3• 

16. The dimension of the code is 6, since the generator matrix G is systematic. The 
rows of G have weights ~ 5 and any linear combination of two rows has weight 
~ 4, because of Exercise 15 then also weight ~ 5. Similarly, for combinations 
of three or four rows of G. Thus the minimum distance is 5, that is, spheres of 
radius 2 about any two codewords are disjoint. But these spheres cover n I, since 

36( 1 +2cn + 22C2I) ) = 311 • 

Therefore the code is perfect. 

Chapter 5, §l 

1. 
-1 -1 -1 -1 -1 1 -1 1 
-1 1 -1 -1 -1 1 1 -1 1 -1 

-1 -1 -1 -1 1 -1 -1 
-1 -1 -1 -1 -1 -1 

H 12 = -1 -1 1 -1 1 -1 -1 1 -1 
-1 -1 1 -1 -1 1 -1 -1 

-1 -1 -1 -1 -1 -1 
-1 -1 -1 -1 -1 -1 

-1 1 -1 -1 -1 -1 -1 
-1 1 -1 -1 -1 -1 -1 

Other Hadamard matrices of order 12 are obtained from HI2 by permuting rows 
and columns and multiplying rows and columns by -1. 

2. Let Hm = (hi}) and define the mn x mn matrix Hmn by 

Hmn = (hijHn). 

The entries ofHmn are all +1 or -1. The entries ofHmnH!;n are n x n submatrices 
with submatrix in the (i,j) position being 

m m 

~ hikhjkHnH~ = ~ hiJhjknln 
k=1 k=1 

= {mo nIn if i = j, 
if i ¢ j. 

So Hmn is a Hadmard matrix of order mn. 

3. (i) HHT = hlh• Therefore hh = det(HHT) = (det(H»2. 
The proofs of (ii) and (iii) are straightforward. 
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4. An example of a 3 x 5 Latin rectangle is given 

3 1 2 5 4 
1 3 5 4 2 
4 5 3 2 1 

481 

This can be extended by adding the rows 5 2 4 1 3 and 2 4 1 3 5. In general, 
an extension is always possible. 

5. L(k) = (a\;>l where aij == i + jk (mod 9), ~j = 1,2, ... ,9. For k E {I, 2, ... , 8} 

a\I) = a\jk) ~ i + jk == I + jk (mod 9) 

~ i == I (mod 9) 

~ i = I. 

Each element appears in each column of L(k) exactly once. 

a\jk) = a\n) ~ i + jk == i + Ik (mod 9) 

~ (j - l)k == 0 (mod 9) 

~j = I 

or k = 3 and.i - I = 3 or 6, or k = 6 and j - I = 3 or 6. 
In L(3) and L(6) an element can appear more than once in the same row. 

Thus L(3) and L(6) are not Latin squares, whilst the remaining L(k), k = 
1,2,4,5,7,8 are Latin squares. 

Suppose (a\Jl, a\Jl) = (a~~, a~~), then 

(i + 2j, i + 5j) (mod 9) = (m + 2n, m + 5n) (mod 9) 

i - m == 2(n - j) (mod 9) and i - m == 5(n - j) (mod 9). 

3(n - j) == o (mod 9), n - j = Oor30r6. 

Say n - j = 3, then i - m = 6 so let (i,j, m, n) = (7,2,1,5). Then 

(aW, aW) == (7 + 2· 2,7 + 5·2) (mod 9) 

== (2,8) (mod 9) 

= (1 + 2 . 5, 1 + 5 . 5) (mod 9) 

= (aW, aW). 

Therefore L(2) and L(S) are not orthogonal. 

6. There is one normalized Latin square of order n = 1,2,3. There are four of 
order 4 and 56 of order 5. They are 

n = 1: =1. 

n = 2: L2 : 1 2 
2 1 

n = 3: L3: 2 3 
2 3 1 
3 1 2 
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n = 4: 2 3 4 2 3 4 
2 4 3 2 I 4 3 
3 I 4 2 3 4 2 
4 3 2 4 3 2 

2 3 4 I 2 3 4 
2 4 3 2 3 4 I 
3 4 2 I 3 4 I 2 
4 3 2 4 2 3 

n = 5: We have obtained the following normalized Latin Squares and those 
which can be obtained from these by relabeling and permuting the rows 
and columns so that the Latin square is normalized. 

2 3 4 5 2 3 4 5 2 3 4 5 
2 3 4 5 I 2 I 4 5 3 2 I 4 5 3 
3 4 5 I 2 3 5 I 2 4 3 4 5 2 I 
4 5 2 3 4 3 5 2 4 5 I 3 2 
5 2 3 4 5 4 2 3 5 3 2 I 4 

2 3 4 5 2 3 4 5 2 3 4 5 
2 3 4 5 I 2 I 5 3 4 2 4 5 3 
3 5 2 I 4 3 4 2 5 I 3 4 5 I 2 
4 5 3 2 4 5 2 3 4 5 2 3 
5 4 2 3 5 3 4 2 5 3 2 4 

7. Take a set of r orthogonal Latin squares of order n with first row I, 2, ... , n, i 
appears in the ith column of each square. i cannot appear in the ith column 
of any square (except the first row entry), therefore r::; n - 1. 

8. There are 13 points and 13 lines: 
points 

(0,0,1), (0, I, 1), (0,2,1), (1,0,1), (1, I, 1), (1,2,1), (2,0,1), (2, I, 1), 
(2,2,1), (1,0,0), (0, 1,0), (1, 1,0), (2, 1,0), 

lines x = 0, y = 0, L"", x + 2y = 0, x + 2z = 0, 2y + z = 0, x + z = 0, x + Y = 

0, Y + z = 0, x + y + z = 0, x + y + 2z = 0, x + 2y + z = 0, x + 2y + 
2z = O. 

9. For d ;p 0 (mod 13) there exists (dt. d2 ) such that d] - d2 == d (mod 13). 

d (dt. d2 ) d (dt. d2 ) 

(5,4) 7 (7,0) 
2 (7,5) 8 (0,5) 
3 (7,4) 9 (0,4) 
4 (4,0) 10 (4,7) 
5 (5,0) II (5,7) 
6 (0,7) 12 (4,5) 

This is a (13,4, I) difference set. The blocks B, = {t, 4 + t,5 + t,7 + t}, t = 

0, I, ... , 12 satisfy the conditions of points and lines in PG(2,3). 
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10. For d 'jti 0 (mod 19) there are exactly four pairs (dh d2) E D x D such that 
d l - d2 "" d (mod 19). For example 

1 (1,0), (2, 1) (3,2) (13, 12) 
2 (2,0) (3,1) (5,3) (7,5) 
3 (0,16) (5,2) (3,0) (16,13) 
4 (1,16)(5,1)(7,3)(16,12) 
5 (2, 16) (7,2) (12,7) (5,0) 
6 (7,1) (13,7) (0,13) (3,16) 
7 (7,0)(12,5)(0,12)(1,13) 
8 (13,5) (1, 12) (2, 13) (5, 16) 
9 (12,3)(16,7)(2,12)(3,13) 

10 (13,3)(12,2) (7, 16)(3, 12) 
11 (5,13) (12, 1) (13,2) (16,5) 
12 same as 7 only mUltiply each by -1 
13 same as 6 only multiply each by -1 
14 same as 5 only multiply each by -1 
15 same as 4 only multiply each by -I 
16 same as 3 only multiply each by -1 
17 same as 2 only multiply each by -I 
18 same as 1 only multiply each by -I 

Here v = 19, k = 9 and A = 4. 

11. By direct computation D can be seen to be a difference set with A = 8. Also 
k = 13 and v = 40, i.e. D is a (40, 13, 18) difference set. 

12. Let P = {I, 2, ... , 9}. Each element of P occurs in exactly four blocks, so we 
have a (9, 12,4,3, 1) configuration or a 2-(9,3, 1) design. 

13. The result is true for i = t by definition of a t-design, since any t points are 
contained in eactly A blocks. Assume that Ai +1 is independent of the choice of 
PI' ... ' Pi+I. For each block containing Ph ... , Pi and for each point Q ~ ~, 
j = 1(1) i define 

x( Q, B) = {Ol if Q E B, 
ifQe B. 

Then from the induction hypothesis 

IIx(Q, B) = Ai+I(v - i) = IIx(Q, B) = A,(k - i). 
QB QB 

So Ai is independent of the choice of Ph ... , Pi and the result follows since 
Ai = Aid(v - i)/(k - i)). 
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14. 
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r 0 2 3 4 5 6 

0 6 5 4 3 2 1 
s 1 0 6 5 4 3 2 

3 2 1 0 6 5 4 

is a table of possible values of s, given r, such that point P, and line L, (or L, 
and Ps ) are incident. The diagonal points of the quadrangle P2 P4 PSP6 are the 
three points on Lo. 

15. Let M = (mij) = (naij + bij + I). Then 

16. 

n 

I mij = n I aij + I bij + n 
i=l 

n2(n - I) n(n - I) 
= + +n 2 2 . 

Similarly for columns and diagonals. Let 

Then 

o 1 2 3 

A=3 2 1 0 
1 0 3 2 

230 

M= 
15 

8 

10 

17 24 
23 5 
4 6 

10 12 
11 18 

6 

12 

3 

13 

7 
13 
19 
25 

o 2 3 

230 
B= 

3 2 1 0 

032 

11 16 

5 2 

14 9 

4 7 

8 15 
14 16 
20 22 
21 3 
2 9 

17. Let H be a normalized Hadamard matrix of order 4t, t ~ 2, then number the 
rows and columns of H by 0, I, 2, ... , 4t - 1 so that the row and column number 
o consists entirely of zeros. With the remaining rows associate varieties ab i = 

1, ... ,4t - 1 and remaining columns with blocks Bj,j = 1, ... , 4t - 1. We say 
that the variety ai is incident with the block Bj if the entry bij in H is + 1 and 
ai is not incident with Bj if bij = -1. Thus we have an incidence system with 
4t - 1 varieties and blocks. It can be shown because of orthogonality that any 
row in H, excluding the zero row, has 2t entries of +l and in any two rows in 
H, again excluding the zero row, there are t places where both rows have +l's. 
Hence if we exclude the zero column and row we have a symmetric block design 
with r = b = 4t - I, r = k = 2t - 1 and A = t - 1. 
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18. The first row has two cells filled and one empty. Interchange rows and permute 
symbols so that all = 0 00, a l2 = I 2 and aI3 = blank. The remaining doublet 
in the first column must be 12. Interchange rows so that a2l = I 2 so 

00 0 I 2 

2 

Now row and column 3 cannot contain any more blanks so a 22 = blank. Now 
to fulfil the conditions this means that a23 = 0 00 and a32 = 0 00, 

o 00 I 2 

2 I 2 

o 00 

Finally to make a room square we have to have a33 = 0 00 to make column 3 
correct ~ row 3 incorrect; and a33 = I 2 to make row 3 correct ~ column 3 
incorrect. 

19. (i) Denote the nine girls by the integers 1,2, ... ,9. Place the 9 at the center 
,of a circle and the integers 1,2, ... ,8 equally spaced around the circumfer
ence. Consider the diameter I 9 5 of the circle and the two triangles 2 3 8 
and 6 7 4 as shown in the figure below. These three triplets give a suitable 
arrangement of the nine girls into three triplets for one day. Now consider 
the possible rotations of the configuration through angles of 45°, 90° and 
135° counterclockwise about the center but leaving the numbers fixed. The 
four distinct positions including the original one yield suitable arrangements, 
namely 

I 9 5 
2 3 8 
6 4 7 

3 

2 9 6 
341 
7 5 8 

5 
Figure 8.38 

397 
452 
8 6 

7 

498 
5 6 3 

7 2 
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(ii) There are 845 solutions, one of the solutions is as follows: 

Sunday Monday Tuesday Wednesday Thursday Friday Saturday 

I 2 3 I 4 5 I 6 7 I 8 9 I 10 II I 12 \3 I 14 15 
4 8 12 2 8 10 2 9 II 2 12 14 2 13 IS 2 4 6 2 5 7 
5 10 15 3 13 14 3 12 15 3 5 6 3 4 7 3 9 10 3 8 II 
6 II 13 6 9 15 4 \0 14 4 II 15 5 9 12 5 II 14 4 9 13 
7 9 14 7 II 12 5 8 \3 7 10 \3 6 8 14 7 8 15 6 \0 12 

20. From br = tk we have r = tkf b is the number of teams each boy plays in. Since 
r(k - I) = A(b - 1), the number of teams on which two boys play together is 

A = r(k - I) = _tk...:..(k_-_l....:..) 
b-l b(b-I)' 

Chapter 5, §2 

1. The cipher is decoded by j -+ j + 15 (mod 26). So XTWTEL?J becomes 
MILITA?Y, which we interpret to be MILITARY. 

2. The number of 2 x 2 involutory matrices (mod 26) is 736 (from the text). So the 
number of mappings of the form b = ka + d, a, b, dE (Z26)z is 736.26 = 19,136. 

3. (i) We shall encipher the word CRY PTO LOG YZZ. The last two letters being 
chosen arbitrarily. From 2.8 

~~ (D ond a, ~ (::} 

a, ~ G:) (P - 15, T -19, 0 _14, olC.), 

"~(D' 

So 

b,~ G~) ~ G)(mod26) ~ G} 
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and 

So "CRYPTOLOGY" ZZ is encoded as "TXOADSAARKKS". 
(ii) We have bi = Kai + Cai- h where 

(1 2 3) 
K= 2 5 6 . 

124 

Therefore 

( 
8 24 

r l = 24 1 

25 0 

23) o . , 
1 

when i = 1, bl = Kal + Cao. Therefore 

and 

~)ai-I. 
25 
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4. Assume that we have a linear transformation cipher of the form cJ>(x) = 
ax + b (mod 26) where x is the numerical equivalent of a letter. We find the 
following frequency distribution of letters in the text. 

ABCDEFGHIJKLMNOPQRSTUVWXYZ 
o 3 0 2 1 3 9 7 4 0 1 7 8 2 2 0 0 10 7 2 1 11 1 3 1 7 

From inspection of the text Z is most likely an I or an A. It seems the latter is 
more likely. We guess that V is an E. Assuming this we find 

a + b = 26 for A -+ Z, 

20a + b = l3 for V -+ E. 

Subtracting gives -4 = 4a which has solutions a == -1, 12 (mod 26), and corre
sponding values of 1 and -12 for 6. Taking the first case we have cJ>(x) = -x + I 
and x = 1 - cJ>(x) and the message deciphers to: 

"A fanatic is a person who is highly enthusiastic about something in 
which you are not even remotely interested." 



488 Chapter 8. Solutions to the Exercises 

5. Let the linear transformation be C = aP + b. We find the following frequency 
distribution of letters in the cipher. 

Letter Frequency 

C I 
E 2 
F 7 
G 3 
L 6 
N 8 
0 4 
P 3 
Q 4 
R 4 
S 3 
T 2 
W 
X 2 
Y 5 
Z I 

It seems reasonable to assume that R should decipher to I or A. If we assume 
R is I and successively suppose that E has been enciphered as N, F, L, we find 
when E is assumed to be L, 

18 = 9a + b, 
12 = 5a + b, 

b = 4a. 

Now b == ... , -4b, -20, b, 32, 58, 84 ... (mod 26). If we take 4a = 84 then a = 

21 and b = II. So C = 21P + 11. This has inverse P = 5C - 3 and we decipher 
the message to obtain 

I AM NOT AFRAID OF TOMORROW FOR I HAVE SEEN 
YESTERDAY AND I LOVE TODAY. 

6. Only for a = II and a = 24 we obtain involutory matrices. 

7. "The three most difficult things in life are to climb a wall leaning toward you, 
kiss a woman leaning away from you, and give a lively and well received after 
dinner speech." (Churchill) 

Playfair Square: 

WIN S T 
o C H U R 
LAB 0 E 
FGKMP 
QVXYZ 

2 (a 2 + be 2ab) (I 
8. H = 2ae a2 + be == 2ae 

2ab) I . (mod 26). 
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So 
8 2 == I (mod 26) iff 2ab == 0 (mod 26) and 2ae == 0 (mod 26). 

iff a == 0, 13, (mod 26) or b == 0, 13 (mod 26) and e 

== 0, 13, (mod 26). 

Case A. If a == 0 (mod 26) then be == I (mod 26) which implies that band e 
must be one of the pairs I, I; 3,9; 5,21; 7, 15; 11,19; 17,23; or 25,25. 
Case B. If a == 13 (mod 26) then be == 14 (mod 26). Hence band e must be one 
of the following pairs I, 14; 2, 7; 2, 20; 3,22; 4,10; 4,23; 5, 8; 6, 24; 6,11; 8,18; 
9,16; 10,17; 12,25; 12,12; 14,14; 15,20; 18,21; 16,22; 19,24. 
Case C. If b or e == 0 (mod 26) then a2 == I (mod 26) so a == 1,25 (mod 26). 
Case D. If be == 132 (mod 26) then a2 == -168 (mod 26) so a == 12, 14 (mod 26). 

So 8 must be one of the following matrices. 

(~ ~), where band e are as in Case A. 

( 13 b) b . ,where and e are as In Case B. 
e 13 

G ~), e~ 2~)' (~ I~), (.~ ~), (250 1:5), 

( 25 0) and 
13 25 

( 12 13) (14 13) 
13 12' 13 14 

giving 56 possible matrices. 

9. We write ALGEBRA IS GREAT in the form AL GE BR AX IS XG RE AT 
where an X denotes a space between words. Numbering the letters 1, ... ,26 
and encoding by 

10. 

we find 

(~) -. (.~) -. c:) -. (~) etc. 

So the encoded message is ROYZBX .... To decipher, 

So, e.g. 

( 2 23)-1 (19 5) (a l ) (19 5)(b l ) 
3 I = 21 12 so a2 = 21 12 b2 ' 

det 2 3 2 == {2 (mod q), (I 0 2) 
o (mod 2). 

010 
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To calculate the inverse for q > 2, 

(
I 0 2 1 

2 3 2 0 

o 1 0 0 

Since q is odd 

So 

o 0 
1 0 ~ ~) - (~ 

o 1 0 0 

q + 1 
-2-2 == 1 (mod q) 

o 

-I 

0 

and 

-(q + 1)/2 
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-3 ) 
0 1 . 

-(q + 1)/2 !(q + 1) 

q + 1 
-2- elq. 

-3 ) 
1 . 

!(q + 1) 

11. (i) 

M2 = ( a2 + be b(a + d») 
e(a + d) be + d2 . 

So if M is involutory and det(M) == -1 (mod 26), we obtain a(a + d) == 
d(a + d) == 0 (mod 26). So (a + d)2 == 0 (mod 26). Therefore a + d == 
o (mod 26). 

Conversely, if a + d == 0 (mod 26) then 

M2 = ( a2 
; be d2 ~ bJ == I(mod 26) 

since a2 + be == a2 + ad + 1 == 1 (mod 26) and d2 + be == d2 + ad + 1 == 
1 (mod 26). So M is involutory. 

(ii) M = C !). By (i), d == -2 (mod 26) and det (M) = -4 - be == 

-I (mod 26). So be == -3 (mod 26) hence band e must be one of the 
following pairs, 1, -3; -1,3; 7,7; 19,19; 21, ll; 17,9; 15,5. 

12. Since q - 1 is the order of the cyclic group f! the result follows. 

13. This follows from Euler's theorem. 

14. 1415113 == 2440 (mod 2803). 

15. The exact numbers of digits are: 

2127 - 1 has 39 digits 
2607 - 1 has 183 digits, 
23217 - 1 has 964 digits, 
219937 - 1 has 6002 digits, 
244497 - 1 has 13,395 digits. 

Note that the largest known prime as of January 1984 is claimed to be 2132049 - 1, 
found by D. Slowinski at Cray Research Laboratories. 
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16. Using + signs to indicate a space we wish to encode ALGEBRA + IS + GREAT. 
This is done as follows (reducing modulo 19999). 

AL = (0000001011) -+ 138, 

GE = (00110 00100) -+ 9021, 

BR = (0000110001) -+ 96, 

A+ = (00000 11111) -+ 16161, 

IS = (0100010010) -+ 2044, 

+G = (11111 00110) -+ 11863, 

RE = (10001 00100) -+ 16821, 

AT = (00000 10011) -+ 134. 

So the enciphered message is 

(138,9021,96,16161,2044,11863,16821,134). 

To decipher (14800, 17152, 17162,2044, 11913,9718) we first multiply by 100 
(mod 19999) and obtain (74, 15285, 16285, 4410, 11359, 11848). 

Now 74 = 1 ·64 + 1 . 10 ~ (0110000000) ++ MA 

15285 ++ (1001100111) ++ TH, 

16285 ++ (1001011111) ++ S+, 

4410 ++ (01000 10010) ++ IS, 

11359 ++ (11111 00101) ++ +F, 

11848 ++ (1010001101) ++ UN, 

with "+" signs deleted the message reads "maths is fun". 

17. 10110 enciphered is 1327 as knapsack sum. For deciphering we have 1327·101 == 
293 (modp). So 23 +0 +91 + 179 +0 = 293, giving 10110 as the deciphered 
number. 

18. 0101 enciphered is 197. 

19. a560 == 1 (mod 561) for all (a, 561) = 1, but 561 = 3.11.17. 

20. Let n = 257, then n - 1 = 28. Then 3256 == 1 (mod 257), but 3256/ 2 == 
256 (mod 257). So 257 is prime. 

21. Consider Yp = (b2p - 1)/(b2 - 1), p an odd prime and (p, b2 - 1) = 1. Then 
Yp = «bP -1)/(b -1»«bP + 1)/(b + 1» is composite. Also b2p == 1 (modyp) 
and YP - 1 == 0 (mod 2p). 

22. J(6, 13) =-1. 

24. Answer: -lor 38 (mod 39). 
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25. cP(n) = 3120. Then t = 253. Let AL = 0116, then 

1162S3 == 2381 (mod 3233). 

Therefore AL is enciphered as 2381 (if we use the correspondence A _ 01, 
B - 02, etc.). 

Chapter 5, §3 

I. Define the linear recurring sequence in f2 by 

Sn+2 = Sn+1 + Sn + I, 
so 

k = 2. 

Let 

So = I and SI = o. 

We find s = 1,IOOIIIOO,Li .... s is not periodic but is ultimately periodic with 
period 3. 

2. (i) dn+s = dn+, + dn· 
(ii) 00001000110010101111100001 ... has period 21. 

(iii) 

If Am = An then by 3.7, dm = doAm = doAn = dn. Conversely, suppose dm = dn. 
Then doA m = doA n. From the linear recurrence for the impulse response sequence 
do, dh ••• we obtain dm+r = dn+r for all t 2: O. Moreover, d,Am = d,An for all 
t 2: O. The vectors do, dh ••• , dk - I form a basis of the vectorspace F; over F q' 

therefore Am = An. 
For the sequence in (i) the order of A in GL(5, F2) is 21, namely the least 

period of the impulse response sequence. 
( a) If the initial state vector of So, S h ••• is one of the 21 different state vectors 

in the impulse response sequence, then the least period is 21. 
({3) If the initial state vector is (J, I, I, 0, J) we get 1110100 II 10 I ... of least 

period 7. This is also the case if we take any of the seven different state 
vectors of this sequence as an initial state vector. 

( 1') If the initial state vector is (J, I, 0, I, I) we get 110 I 10 II ... ofleast period 
3. This is also the least period for anyone of the three different state vectors 
of this sequence taken as the initial state vector of the sequence with 
recurrence relation given in (i). 

(5) The all-zero initial state vector yields a sequence of least period I. This 
completes consideration of all 32 possibilities. 
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3. C4 = 1 + C 

~ 
Figure 8.39 

d =10001111100011 .... 
period = 6 

(ii) G = X4 +xs +x6 +XIO +Xll +X12 + .... 

5. The impulse response sequence do, dh .•. is 

00001000 1 100 1 0 1 0 1 1 1 1 10000 1 ... 

of least period 21. A feedback shift register is 

output ~4 L 61 ~ 
Figure 8.40 

6. The characteristic polynomial isf = x 6 - X4 - x 2 - x-I E 1F2[X]; it is irreducible 
and of order 2. The impulse response sequence is 

0000 0 1 0 1 00 1 00 1 1 00 1 0 1 1 0 0 000 1 ... 

of least period 21. If 0 0 0 0 1 1 is taken as initial state vectors we obtain the 
string of binary digits 

000011110110101011101000011. ... 

7. f = X4 + x 3 + 1. By Theorem 3.3.1, Jlx2" - x iff 4/n. Therefore Jlx l6 - x. So 
Jlx 1S - 1(f(1) '" 0). Now ordJll5, which implies ordf = 5 or 16. Using the 
division algorithm f-rx 5 - I; so it follows that ordf = 15. 

8. 2 + x + 4x2 + 2X4 + ... E IFs[[x]]. 

9. I + x 2 + x 3 + X 7 + ... . 

10. Characteristic polynomialf = XS + x 3 + x 2 + I, ordf = 12, minimal polynomial 
equals f, least period is 12. 

II. The characteristic polynomial is f = X4 + x 2 + x, which equals the minimal 
polynomial. The sequence is not periodic but ultimately periodic with least 
period ordf = 7. 

12. The minimal polynomial of the shifted sequence is x 3 + X + 1, which divides 
f= X4 +X2 +x. 
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Chapter 5, §5 

I. Two bracelets are distinct if the rotation of one will yield another, but flipping 
over is not permitted. The number of distinct bracelets is 

H243 +3 +3 +3 +3) = 51. 

2. There are seven different chains. 

3. There are eight distinct ways of painting the four faces. 

4. 

5. Three switches are assumed to be not equivalent under permutations of the 
inputs. There are 28 switching functions, 80 are not equivalent. 

Chapter 6, § 1 

I. A = Set of all Theorems. Z = !1)I(A), where the set z E Z is the collection of 
all those Theorems in A "which my brain knows". ll(z, a) = z u {a} ("I have 
learned Theorem a, too"). 

2. Yes. Inputs = Theorems, z = "Theorems in the storage", ll(z, a) = "add 
Theorem a to the Theorems z in the storage". 

3. B = list of all Theorems. A(z, a) "tells" that the set z u {a} of Theorems was 
learned. 

4. For instance, Zo = 0 can mean that you know no Theorem at all. 

Chapter 6, §2 

1-2. State set z = {O, 1,2, ... , lO}. Input set A = in, c, w} with n = "no coin inser-
ted", c = "correct coin inserted", w = "wrong coin inserted". x = "no output", 
s = "a stamp as output", y = "a coin as output". 

II n c w A n c w 

0 0 0 0 0 x y Y 
I I 0 1 x s Y 
2 2 2 2 x s Y 
3 3 2 3 3 x s Y 
4 4 3 4 4 x s Y 
5 5 4 5 5 x s Y 
6 6 5 6 6 x s Y 
7 7 6 7 7 x s Y 
8 8 7 8 8 x s Y 
9 9 8 9 9 x s Y 

10 10 9 lO lO x s y 



Chapter 6, §2 

(n and w give identical loops 

n;x 

for each Z E Z, which must be 
added to the diagram). 

Figure 8.41 

3. 

Figure 8.42 

4. We just give the tables. Z = {O, 2, 4, 6, 8}. 

8 0 2 3 4 5 6 7 8 9 A 

0 0 0 0 0 0 0 0 0 0 0 0 
2 0 2 4 6 8 0 2 4 6 8 2 
4 0 4 8 2 6 0 4 8 2 6 4 
6 0 6 2 8 4 0 6 2 8 4 6 

8 0 8 6 4 2 0 8 6 4 2 8 

5. (a) No; 0 is not necessarily associative. 
(b) Yes, no problem. 

495 

c;y 

c; s c; s 

0 2 3 4 5 6 7 8 9 

0 0 0 0 0 0 0 0 0 0 
2 2 2 2 2 2 2 2 2 2 
4 4 4 4 4 4 4 4 4 4 
6 6 6 6 6 6 6 6 6 6 
8 8 8 8 8 8 8 8 8 8 
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Z) Z2 Z3 

Z2 Z3 Z) 

Z3 Z) Z2 

Figure 8.43 

Chapter 6, §3 

1. IfIMI:5: INI then there is some injective mapf: M -+ N. Then h: g>(M) -+ g>(N), 
A -+ f(A) = {f(a)la E A} is injective, too, and a homomorphism. h is an 
isomorphism iff f is bijective, i.e. if IMI = INI. 

2. h is an epimorphism with Z/=n = Zn and a =n b ¢> a = b (mod n). 

3. It is obvious that - is an equivalence relation. Let x - y, x' - y'. If x = y and 
x' = y' then xx' - yy'. If, e.g. x = y and x' E I, y' E I then xx' E T and yy' E I, 
hence xx' - yy'. If X, y, x', y' E I then again xx' - yy'. S/ - consists of I and 
of all singletons {x} with x e 1. 

4. Let Z, i be the adjoined zero (identity) 

n o {O} {l} {O, I} Z n o {O} {l} {O, I} 

0 00 0 0 Z 0 o 0 0 0 0 
{O} o {O} 0 {O} Z {O} o {O} 0 {O} {O} 
{I} o 0 {l} {l} Z {I} o 0 {l} {I} {I} 

{O, I} o {O} {I} {1,2} Z {O, I} o {O} {I} {l,2} {O, I} 
Z Z Z Z Z Z o {O} {I} {1,2} 

5. ~)«Sh S2) ° (s~ sm = ~)(s) 0) s~, S2 °2 s~) = s) 0) s~ = ~)(Sh S2) 0) '/T)(S~, S~); ~) is 
clearly surjective. 

6. Number of words of length I + number of words with length 2 + ... equals 

7 + 72 + 73 + ... + 7n = ~(7n - 1). 

In the free monoid, we get one word more (the empty word). Hence the result 
is given by ~(7n - 1) + I = ~(7n+l - 1). 

7. Solution 1. F = free semigroup on {l, 2, ... , n}; h sends each word x) X2 ••• Xk 

onto the product x) . X2 ••••• Xk in (Zn' . ). 
Solution 2. Let, e.g. n be 6. Then E = {2, 3, 5} generates (Z6, . ). Let F be free 
on {2, 3, 4}. Let h be as before. 

8. ("', +) is free. ("'0, +) is not free. It is commutative, hence it would be isomorphic 
to ("', +), which is impossible «"'0, +) has an identity, ("', +) has none, for 
instance). The same argument applies to ("', .), (0, .) and (IR, .). 
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9. H is then commutative. 

10. Let ai be the equivalence class of Xi in Fxl R = H. We then have alai = a\ = 

a2a2 = a3a3, a\ a2 = a h a\ a3 = a h a2a\ = a\ and a3a2 = a2a3' We get 

a\ a2 a3 a2a3 

a\ a\ a\ a\ a\ 
a2 a2 a\ a2a3 a\ 
a3 a\ a2a3 a\ a\ 

a2a3 a2 a\ a2 a\ 

H = {ah a2, a3, a2a3} has a\ as a left, but not as a right zero element. Since, 
e.g. a\ a2 ¥- a2a\; H is not commutative. 

Chapter 6, §4 

1. (i) Z = {Zh Z2, Z3, Z4}, A = {a, b}, B = {O, I}, 

8 a b A a b 

Z\ Z2 Z3 Z\ 0 0 
Z2 Z3 Z4 Z2 1 0 
Z3 Z4 Z2 Z3 0 1 
Z4 Z4 Z4 Z4 0 0 

(ii) Final state: Z4; Output sequence: 1000000. 
(iii) aabb and bbaa. 
(iv) If you are in Z4, you'll never come out again. 
(v) a or aba or ababa or abababa . ... 

(vi) Z\ ~ Z4' 

2. For r = 2, this holds by definition. We show this formula for r = 3 (for general 
r, proceed by induction). 

X(z, a\a2a3) = A(z, adX(8(z, a\), a2a3) 

= A(z, a\)A(8(z, a\), a2)A(t5(z, a\a2), a3) 

= X(z, a\a2)A(t5(z, a\a2), a3)' 

Interpretations for X(z, a) a2 ... ar ): 

(a) By definition: a\ gives output A(z, a\) and changes z into z':= 8(z, a\). 
Then a2a3' .. ar produces the output sequence X(z', a2a3 ... ar ). 

(b) By this formula: a h a2, ... ,ar -\ give (in state z) the output sequence 
X(z, a\a2 ... ar-\) and a final state z":= 8(z, a\a2'" ar-\). Then the last 
input ar adds another output A (z", ar ).. 

3. X(z, a\ a2' .. an) gives the last output in the output sequence determined by z 
and a\ a2 ... an. The formula is easily proved by induction. 
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4. Proof idea. (a) Let f be given by (Z, A, B, 8, A) and z. Then f(al ... an) = 

A(z, a 1 a2 ... an) is an output word of the same length n as a 1 a2 ... an" Hence f 
is sequential. 
(b) Conversely, let f: A ~ B be sequential. Take some z E Z and define 
A(z, a) := f(a). Adjust 8 so that the formula at the beginning of § 4 holds. 
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Chapter 6, §6 

1. Z\ = {Z2, Z3, Z4} and Z2 = {Z4} determine subautomata. The monoid of S'I\ = 

(Zh A, 8) is given by 

fa fb fab id fa fb faa id 

Z2-' Z3 Z2 Z4 Z2 fa faa fa faa fa 

Z3-' Z4 Z4 Z4 Z3 and fb faa fb faa fb 

Z4-' Z4 Z4 Z4 Z4 faa faa faa faa faa 
id fa fb faa id 

The map 

fa -. fa, fba -. fa, 

fb -. fb, fbb -. fb, 

faa -+ faa, laaa -+ fam 

fab -. faa, id -. id, 

is the desired epimorphism. The monoid of S'l2 = (Z2, A, 8) is {id} and the 
epimorphism from Ms4 to Ms4, is trivial: all fa are mapped onto id. 

2. Ms4, = {id,fa,}, Ms4, = {id,fa"fa"fa,a"fa,a2a"fa,a,a,}. Since in Ms4, id andfa,a,a, 
coincide with id when restricted to {z J, Z2}' id and fa,a, a, are mapped to id, while 
the remaining four functions in Ms4, are mapped to fa, E Ms4,. 

3. Yes, by Theorem 6.3. 

4. Let S'I be the parity-check automaton. 
(a) S'I x S'I = ({zo, z,}2, {O, I}2, {O, I}2, 8, A) with 

8 (0,0) (0,1) (1,0) (1,1) A (0,0) (0,1) (1,0) (1,1) 

(zo, zo) (zo, zo) (zo, z\) (zJ, zo) (zJ, zd (0,0) (0,1) (1,0) (1,1) 
(zo, z\) (zo,z\) (zo, zo) (zJ, z\) (Zh zo) (0,0) (0,1) (1,0) (1,1) 
(zJ, zo) (zJ, zo) (zJ, z\) (zo, zo) (zo, z\) (0,0) (0,1) (1,0) (1,1) 
(Zh z\) (Zh z\) (Zh zo) (zo, z\) (zo, zo) (0,0) (0, 1) (1,0) (1, 1) 

(b) S'I * S'I = {{zo, Z\}2, {O, I}, {O, I}, 8, A) with 

8 0 A 0 

(zo, zo) (zo, zo) (Zl> z\) 0 
(zo,z\) (zo, z\) (Zl> zo) 0 
(zJ, zo) (Zh zo) (zo, z\) 0 
(Zh z\) (Zl> z\) (zo, zo) 0 
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5. We get ({O, l}z, {O, I}, {O, l}z, 8, A) with 

8((zJ, zz), x) = (x + I, Zz + 1) and A((Zh zz), x) = (Zh zz); 

(0,0) 
(0, 1) 
(1,0) 
(1,1) 

° 
(1,1) 
(1,0) 
(1,1) 
(1,0) 

(0,1) 
(0,0) 
(0,1) 
(0,0) 

A 

(0,0) 
(0,1) 
(1,0) 
(1,1) 

° 
(0,0) 
(0,1) 
(1,0) 
(1,1) 

(0,0) 
(0,1) 
(1,0) 
(1,1) 

6. (Zz, +) 1 (Zz, +) has eight elements and is isomorphic to the dihedral group (of 
order 8). Hence this wreath product is a group, but not an abelian one. 

7. If Zn is the homomorphic image of the subsemigroup H of (Zm, +) then H 
must be isomorphic to (Zb +) with kim. But then Zn == Zr with rlk. Hence 
n = rim. 

8. M.s4] is, as a homomorphic image of M.s42 (see Theorem 6.3) itself a group. 

9. M.s4 is the homomorphic image of M.s4" A simple group G has, up to isomorph
isms, only two homomorphic images: G itself and {I}. Hence 

M.s4 == M.s4' or M.s4 = {id}. 

10. H is a homomorphic image of a subsemigroup of G. If G is finite, H must be 
a group, too (see Problem 13 to part B of §3). If G is infinite, H need not be 
a group (example: G = (Z, +), H = (N, +)). 

II. 

Subsemigroups of ({ a, b, c}, *) 

{a, b, c} 
{a, b}, {a, c}, {b, c} 

{a}, {b}, {c} 

Their homomorphic images 

} 
all isomorphic to 
( {a, b, c} * ) or ({ a, b}, * ) or 
({a},*). 

12. {O}, Zs, and all isomorphic copies of these two groups. 

Chapter 6, §7 

I. Direct and easy. 

2. Z/-I = {{ZI}, {zz, Z3}}, Z/-z = {{ZI}, {zz}, {Z3}}' SO - = -z = id. Hence the 
marriage automaton is already reduced. 

3. Z/-I = {{zo, ZI}} = Z/-z. So the reduced automaton is trivial and has only one 
state {zo, ZI}' 

4. Z/-I = {{Zh Z4}, {zz}, {Z3}}, Z/-z = {{ZI}, {zz}, {Z3}, {Z4}}, so this automaton is 
reduced. 



Chapter 7, § 1 501 

5. Let Y = (Z, A, 5) be not irreducible. Enlarge Y to .sIl = (Z, A, Z, 5, A) with 
A(z, a) = z. Then .sIl is reducible, but minimal. Conversely, let Y = (Z, A, 5) be 
irreducible with Z ~ {O}. Then .sIl = (Z, A, {O}, 5, A) with 5(z, a) = 0 is not 
minimal. 

6. The first part follows the lines indicated in the sketch of the proof. Suppose 
that.sll l is minimal. Let.sll l = (ZI> A, B, 51> AI). Define h: ZI- ~ ZI by h([z]) = 

the state Zl E ZI which is equivalent to z. h is well defined since z' - z ~ h([z]) -
h([z']), hence h([z]) = h([z']), since .sill is minimal; moreover, Zl is uniquely 
determined by z. (h, id, id) is then an isomorphism .sIl* ~ .sill. 

7. A homomorphic image. 

8. No, e.g . .sIli = (Z" Ai' Bi, 5" Ai) and IZd < IZ21. 

Chapter 7, §1 

1. L( CO) = {a, aaa, aaaaa, ... }. 

2. L(CO) = 0. 

3. Both languages are context-free, context-sensitive and ALGOL-like. L(CO) of 
Example 1 is left linear. 

4. L( CO) is the set of all words containing at least one a3 such that after the last 
apparence of a3 there is no a2 any more. This means that in order to get an 
angry husband to be happy, his wife has to cook at least once, and after the 
last cooking she must not shout any more. 

5. L(CO) = {b, ab, aab, aaab, .. . }. 

6. L(CO) = {aa, aaaa, aaaaaa, .. . }. 

7. L(CO) = {aa, aaaa, aaaaaa, .. . }. 

8. The languages in Exercises 6 and 7 are the same. That means that the same 
language can be generated by different grammars. 

9. A = {a, b}, G = {go}, ~ = {go ~ b, go ~ agoa} (for instance). 

10. A = {a, b}, G = {go}, ~ = {go ~ A, go ~ agoa, go ~ b} (for example). 

11. This equivalence is certainly reflexive, symmetric and transitive, hence an 
equivalence relation. 

12. (a) Yes. (b) No. 

13. Both answers: no (see Theorem 1.23). 

14. No for both questions, since T is not closed with respect to forming products 
and generated submonoids. 

15. Yes; P4 = 6 gives no = 4 in 1.24. The period is q = 3. The corresponding regular 
language is given by {a, a2, a\ a6, a9, a I2 , •• • }. 

16. Yes, since the exponents n form the periodic set {3, 7, 11, 14, ... } (see Theorem 
1.25). 
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Chapter 7, §2 

I. If one relabels a, b, c, d by 0, 1,2,3, respectively, one gets the table for (Z4, +). 
Hence °1 is associative. 

2. Relabel a, b, c, d by (0,0), (0, I), (1,0), (I, I), respectively. Then one gets 
precisely the (group-) table of Z2 x Z2. Hence °2 is associative. 

3. Not associative. Example: b ° (b ° b) '" (b ° b) ° b. Hence °3 is not even "power
associative" . 

4. No zero element; a is always the identity. 

5. By the solutions to Exercises 1-3, the structures in Exercises I and 2 are abelian 
groups, while the one in Exercise 3 is not even a semigroup. 

6. In Exercises I and 2 the group kernel coincides with {a, b, c, d} (since {a, b, c, d} 
form groups in these cases). For Exercise 3 the group kernel is not defined. 

7. In Exercise I only a is idempotent. In Exercise 2 each element is idempotent. 
In Exercise 3 a is the only idempotent (if one defines idempotents for groupoids 
in the obvious way). 

8. Since a # (b # c) = a # z = z = z # c = (a # b) # c holds for all a, b, c EN, 
(N, #) is a semigroup. The Light test is of no use in this case: every element 
generates only itself and (z). 

9. Only two: 

°1 e a b c and °2 e a b c 

e e a b c e e a b c 
a a b c e a a e c b 
b b c e a b b c e a 
c c e a b c c b a e 

10. Both are abelian groups. 

II. This is the number of possibilities to pick out 20 triples (i,j, k) in the 43 = 

64-element set {I, 2, 3, 4}3; this number is given by (~~) ", 1.96· 1016. 

12. 3"'/(4) (4)(4)(4)(4) can be obtained by 

~ go ~ (4)(4)go ~ (4)(4)(4)(4)go ~ (4)(4)(4)(4) = (4)(4)(4)(4). 

5 (4) 
3/ (4)(4)(4) ... cannot be obtained, since it is an infinite string. 
2 
I 

12345(4) is certainly not in L(CO). 
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Chapter 7, §3 

I. S is the free semigroup on the 2-element set X. 

2. Yes, since (SiD, D) and (DSi, D) are in R. Hence "sisterofdaugher", "daughter" 
and "daughter of sister" are considered to be the same in this case. 

3. There is a kinship relationship E such that "E of A" is the same as "A" for 
each A in S. Also, for each A E S, there is some relationship B E S such that 
"A of B", "B of A" and "E" all mean the same. 

4. S = {[F], [FF], [M], [FM], [FFM]} with the operation table (brackets are 
omitted) 

F FF M FM FFM 

F FF F FM FFM FM 
FF F FF FFM FM FFM 
M FM FFM M FM FFM 

FM FFM FM FM FFM FM 
FFM FM FFM FF FM FFM 

5. S = {[F], [M], [FM]} with the table (brackets are omitted) 

F M FM 

F F FM FM 
M FM M FM 

FM FM FM FM 

6-7. None of them are monoids, but both are commutative; hence they are not 
(abelian) groups. This can be seen immediately by using 2.6. 

8. S = {FaMbIO:S; a :s; 2,O:s; b:s; I, ab > a}. The map h: S ~ S', FaM b ~ FaM b 

is a standard epimorphism (F2 is identified with F in S'). The corresponding 
partition of S is given by S = {F, FF} u {M} u {FM, FFM}. Hence, according 
to 6.3.58, 

8(S,S') = Cf'(G) +G) +G)) =IIO(I+O+l)=~. 
9. Let a, b, c be the equivalence classes of P, C and PC, respectively. We then get 

S: abc 

a ace 
b c b c 
c c c c 

S is not a group (there is no identity, for instance). 
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10. Same result for most conventions of "few ones". With the convention 

blocb are on" with no a"lgnm,nt at oil" w, would get th, matrix (: 

II. Love L = G ~), hate H = (~ ~). 

12. 

({L, H}) = {(~ ~), G ~), (~ ~), G ~), (~ ~), (~ ~), 

(~ ~), G ~), G ~), G ~), C ~)}. 

(I 0 0) 
Love L = 0 I 0, 

001 

({4H})={ v.H'=G : Dl 
13. X = {L, H}, R] = {(LH, H), (HL, H), (H3, H), (L2, Ln. 

"weak 

I 0) 
I 0 . 

I I 

14. X = {L, H}, R2 = {(L2, L), (H3, H2), (LHLH, LH), (HLHL, LHL), (LH2 L, Ln. 
Then the matrices in the solution to Exercise II are consecutively given by 
LHL, HLH, HL, HLH2, LH, H2LH, H, L, H2L, LH2, H2. 

15. 8] is a commutative monoid (e = L), but not a group. 

16. 82 is not commutative (LH ~ HL). There is no identity (but LHL is a (=the) 
zero element). See 2.6. 

17. 5ispresentedby X = {L, H} and 8 = R] U R2 = {(LH, H), (HL, H), (H3 , H2), 
(L2, L), (H3, H), (LHLH, LH), (HLHL, LHL), (LH2 L, L)} (see Exercises 13-
14). Then we get (with - for 8.) L - LH2L - LHHL - HH - HHH - H, 
hence 5 has only one element. 

18. By the lines after 6.3.58, 5(S], 5) = 8(S2, 5) = I. 

19. From Exercise 18 we get 8(S], S2) = I. 

20. Yes i. each two of S], S2, 5 have distance I. 

21. This is really an open problem. 
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A. Some Fundamental Concepts 

A set is a collection of different elements; it can be represented in different 
ways, by enumeration of its elements, say A = {ah a2, ... } or by describing 
it in terms of a "characteristic property" E which characterizes elements 
of A, in which case we write A = {x I x satisfies E}. Usually, we denote sets 
by capital letters A, B, ... and elements by a, b, ... ; sets consisting of sets 
are, in general, denoted by script letters. Some sets which appear frequently 
have got their own symbols: 

0= the empty set (consisting of no elements at all), 
'" = the set of all natural numbers 1,2,3, ... (hence '" 

= {I, 2, 3, ... }), 
"'0 = {O, 1,2,3, ... }, 
I? = {2, 3, 5, 7, 11, ... } is the set of all prime numbers, 
7l. = {O, 1, -1,2, -2,3, -3, ... } is the set of integers, 
Q = {x I x = a/ b, a E 7l., bE"'} is the set of rational numbers, 
IR = {x I x is a finite or infinite decimal 

fraction} is the set of real numbers, 
C = {x I x = a + ib, a, b E IR, i2 = -I} 

is the set of complex numbers. 

In order to abbreviate our notation we introduce some logical symbols 
(without going into the precise definition in terms of mathematical logic). 
Let p and q stand for so-called propositions (or expressions or statements). 

pllq 
pvq 

means "p and q"; 
means "p or q (or both)"; 
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,p 
p ==> q or q ¢:::. p 
p~q 

V X E A: 
3XE A: 

means "not p"; 
means "if p then q" or "p implies q"; 
means "p and q are equivalent"; 
means "for all x in A we have ... "; 
means "there exists at least one 
x in A such that ... "; 

31 x E A: means "there exists exactly one x in 
A such that ... "; 

p := q or p :~ q means "p equals q by definition". 

Appendix 

In the last line we used the symbol := in terms of a defining colon. 
A set which consists of a single element, say a, is called a singleton and 

denoted by {a}. A is said to be a subset of B if each element of A is an 
element of B, in symbols: A ~ B thus A ~ B :~ V x E A: x E B. Further 
we define equality of sets by A = B :~ A ~ B II B ~ A. Then A ~ 
B :~ -,(A = B). We say that A is a proper subset of B, in symbols A c B, 
if A ~ B II A ~ B. 

Let A and B be sets. 

(i) ~(A):= {S I S ~ A} is called the power set of A (the set of all subsets 
of A). 

(ii) A x B := {( a, b) I a E A II b E B} is called the cartesian product of A 
and B, its elements are called ordered pairs; equality of pairs is defined 
by 

(a, b) = (c, d) :~ a = ell b = d. 

We define the cartesian product X?=I Ai or AI x A2 x ... x An of n 
sets AI>"" An as the set {(al>"" an) I ai E A;, i = 1,2, ... , n}. The 
elements of X Ai are called ordered n-tuples. We use the notation 
A x A =: A2, A x A x A =: A 3 , etc. 

(iii) A (') B := {x I x E A II X E B} is the intersection of A and B. 
(iv) Au B:= {xix E A v X E B} is the union of A and B. 
(v) More generally we define the intersection and union of sets Ai, i E I, 

where I is an "index set", as follows: 

n A i := {xiV i E I: x E AJ and U A;:= {x13 i E I: x E AJ. 
iEI iEI 

(vi) A,,-B:= {x E Alx e B} is the differerlce of A and B. 
(vii) If A ~ S then C(A) := S"-A is called the complement of A in S. 

(viii) A 8, B := (A "-B) u (B"-A) is the symmetric difference of A and B. 
(ix) If 0 E A then A*:= A"-{O}, e.g. Nt = N. 

A Moore system .1tl on a set A is a set of subsets of A which contains A 
and has the property that any intersection of elements of .1tl again belongs 
to .1tl. If B ~ A and .1tl is a Moore system on A then .1tl contains exactly 
one smallest subset of A which contains B, namely the intersection of all 
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sets in .;(;( which contain B. We denote this element of .;(;( (= subset of 
A) by (E)At or briefly by (B) and call it the element of .;(;( which is generated 
by B. Note that (B) E .;(;(: B is called a generating set for (E). If some M E .;(;( 

can be written as M = (F), where F is a finite set, then M is said to be 
finitely generated (f.g.). Every ME .;(;( is generated by some subset of A 
(for instance, by M itself). Subsets of the cartesian product A x B of two 
sets A and B are called relations from A into B. If A = B, we simply speak 
of a relation on A. Let R be a relation on the set A. We call R to be: 

(i) reflexive if (a, a) E R for all a E A; 
(ii) symmetric if (a, b) E R implies that (b, a) E R for all a, b E A; 

(iii) antisymmetric if (a, b) E Rand (b, a) E R always implies that a = b; 
(iv) transitive if (a, b) E Rand (b, c) E R imply that (a, c) E R for all 

a, b, c E A. 

Quite frequently one writes aRb if (a, b) E R. The negation of this is 
usually denoted by a J( b. 

Three types of relations are of fundamental importance: equivalence 
relations, order relations and functions. A reflexive, symmetric and transitive 
relation on a set S is called an equivalence relation. Usually, an equivalence 
relation denotes some type of similarity between the elements of A; therefore 
one frequently uses symbols like -, ==, etc. for such a relation rather than 
R. If a E A and if - is an equivalence relation on A, the set {b E A I a - b} 
of all elements of A which are equivalent to a is called the equivalence class 
of a and denoted by [a]. AI - stands for the set of all equivalence classes 
in A; it is called the factor set of A with respect to -. A reflexive, 
anti symmetric and transitive relation on a set A is called a partial order (on 
A). These relations are usually denoted by symbols like ::S or <;;. Then 
(A, ::S) is called a partially ordered set or poset. 

A relation R from a set A into a set B is called a function if for all a E A 
there is a unique b E B such that (a, b) E R. Functions are usually denoted 
by small letters like f, g, h. If a and b are as above, we denote b by b = f( a) 
if f is a function from A into B. The whole story is often abbreviated by 
writing f: A ~ B, a ~ b = f(a). For any set A, the function idA: A ~ A, 
a ~ a is called the identity function on A. BA denotes the set of all functions 
from A into B. Instead of "function" we also use the terms mapping or 
map. If f is a function from A into B, we call f to be: 

(i) injective (or one-to-one) if f( a) = f( a') implies a = a' for all a, a' E A; 
(ii) surjective (or onto) if each b E B can be written as b = f( a) for some 

a E A; 
(iii) bijective if f is injective and surjective. 

In a bijective function f: A ~ B, each b E B can uniquely be written as 
b = f(a); hence the assignment II: B ~ A, b ~ a (with f(a) = b) estab
lishes another function, which is called the inverse function to f It is easily 
verified that II is again bijective and that (11)-1 = idA holds. Note that 
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}I is only defined if f is bijective. Bijective functions from A to A are 
called permutations. SA denotes the set of all permutations on A. If f E SA 

.. (12 ... n) 
and A = {I, 2, ... , n} then we sometimes wnte f(l) f(2) ... f(n) 

instead of f 
Let f: A ~ B be a function and Al 5; A, B I 5; B. Then f(A I ):= 

{f( a) I a E A I} is the image of A I and} I (B d := {a E A If( a) E B I} is the 
co-image of B I • flA,: AI ~ B, a ~ f(a) is the restriction of f to AI' Let 
f: I ~ A be a function. f is also called a family of elements in A, and instead 
of {(i,f(i)) liE I} we write (aJiEI with ai = f(i). Note that, unless f is 
injective, there exist i, j E I with i '" j, such that ai = aj • Let f: A ~ Band 
g: B ~ C be functions. Then go f: A ~ C, a ~ g(f(a)) is called the com
posite of f and g. Let f: A ~ B, g: B ~ C, h: C ~ D be functions. Then 
(hog)of= ho(gof). 

The composite of injective (surjective, bijective) functions f, g is also 
injective (surjective, bijective). If f and g are bijective then (f 0 g)-I = 
g-I O}I holds. Note the change in the order of f, g. Also, if f: A ~ B is 
bijective, then}1 0 f = idA and f O}I = idB hold. 

Let I be an index set and let Ai be a set for each i E I. Then 

X A i := {f: I ~ U AilV' i E I:f(i) E Ai} 
iE I iE I 

is the cartesian product of the sets Ai (i E I). Each element in XiEI Ai is 
called a choice function. If f( i) = ai E Ai, we usually write ( ... , ai, ... ) 
instead off and call this element an III-tuple. For I = {I, 2, ... , n}, XiEI Ai 
coincides with X7=1 A; as defined earlier. We always require the following: 

Axiom ("Axiom of Choice"). Let I be a nonempty set and let Ai (i E I) be 
nonempty sets then there is a function f: I ~ UiEI Ai with f(i) E Ai for all 
i E I (f is a choice function). 

Another way to express the Axiom of Choice is the following: "Any 
cartesian product of nonempty sets is nonempty." For a set A let IAI denote 
the number of elements of A (if A is finite), or the symbol 00 (if A is 
infinite). Some basic formulas about these "cardinal numbers" are the 
following (A and B are arbitrary finite sets): 

(i) IA u BI = IAI + IBI-IA !l BI; 
(ii) 19P(A)1 = 21AI; 

(iii) IA x BI = IAI'IBI; 
(iv) IBAI = IBIIAI; 

(v) ISAI = IAI! (IAI-factorial); 

(vi) 101 = O. 

Let A be a nonempty set. A mapping from A2 into A is called a (binary) 
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operation on A. For such operations we use symbols like 0, +, *, 
Instead of 0 (a, b) we write a 0 b. Here are two examples: 

+: IR x IR ~ IR, (x, y) >--+ + (x, y) = x + y, 

.: IR x IR ~ IR, (x, y) >--+ • (x, y) = X· y. 

Let 0 be a binary operation on A; 

o is associative:~ Va, b, C E A: (a 0 b) 0 c = a 0 (b 0 c), 

o is commutative :~ Va, b E A: a 0 b = boa. 

509 

n E A is called a neutral element or identity (element) with respect to 0 iff 

V a E A: a 0 n = n 0 a = a. 

A set A with an associative binary operation 0 is called semigroup. A 
semigroup is called monoid, if there exists a neutral element in A. A group 
G is a monoid in which every element has an inverse; that is for any g in 
G there is an h in G such that g 0 h = hog = n, where n is the neutral 
element. These and other structures are extensively studied in this book. 

We conclude by introducing some common notations from linear algebra. 
Examples of vector spaces over a field Pare 

pn:= {(Xh ... , Xn)IXh ... , Xn E P}, 

Fm >={ (]J ~: (x" ...• Xm)T Ix" .... Xm E F} 

with the usual componentwise operations, i.e. 

(Xh···,Xn) +(Yh···,Yn) = (XI +Yh···,Xn +Yn), 

k(Xh . .. ,xn) = (kxh ... , kxn), 

and analogously in Pm. 
If M is an m X n matrix with entries aij in a set A, let MT denote the 

transpose of M. Let A~ be the set of all square matrices over A. Then M E A~ 
is called regular (or nonsingular) if there is an N E A~ such that MN = NM = 
I. The set {M E A~ I M regular} is a group with respect to matrix multiplica
tion. It is called the general linear group and is denoted by GL(n, A). 

B. Computer Programs 

This Appendix contains some examples of computer programs for 
algorithms relevant to Chapters 3 and 5. The algorithms and programs are 
presented in a way that allows them to be readily used on several types of 
micro-computers, such as APPLE II or HP 85. Usually the name Computer 
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Algebra is used for the discipline that has the study and implementation 
of algebraic algorithms at its core. The literature in this field is growing 
rapidly. We refer to a recent survey volume Computer Algebra, by J. Calmet 
(ed.), Lectures Notes in Computer Science, vol. 144, Springer-Verlag, Berlin, 
1982. See also LIPSON (references to Chapter 5, §4). 

The first few programs in this section are written in BASIC, the algorithms 
involving polynomials are written in muLISP. These programs should pro
vide sufficient examples on how to implement some of the algorithms given 
in the text. It is, of course, possible to use other languages for implementation 
on computers. The book Mathematical Experiments on the Computer by 
U. Grenander (Academic Press, New York, 1982) uses the programming 
language APL to present a variety of programs, amongst them: root finding, 
multiplication and division algorithms for polynomials and also Berlekamp's 
method of factoring a polynomial mod 2. 

Other programming languages for computer algebra are REDUCE (by 
the University of Utah) and MACSYMA (developed by M.I.T.). SAC-2 (of 
the University of Wisconsin, Madison) is a computer algebra system that 
is written in the language ALOES. A widely used system for computer 
algebra on microcomputers is muMATH-80 (from the Microsoft Corpor
ation, Bellevue, Washington). Thomas Beth et al. developed several pro
grams, such as factorization, irreducibility test, primitivity test, for poly
nomials over IFp (see BETH in Chapter 4). These programs are written in 
Simula for a Cyber 172 computer. BETH also contains implementations of 
encoding and decoding algorithms for BCH codes. 

We would like to convey our thanks to Stephen Andrewartha (University 
of Tasmania) for his considerable help in preparing the computer programs. 

1. A Probabilistic Primality Test 

This first program gives a probabilistic algorithm for checking primality 
and is due to Rabin (see KNUTH). As a subroutine, calculations as (mod n) 
are performed. Rabin's algorithm tests an integer n = 1 + 2kq, q odd, and 
uses a random integer x in the range 1 < x < n. If the test is repeated R 
times and the algorithm reports 20 times in a row that "n is probably prime", 
then the probability is less than (~)20 that such a 20-times-in-a-row procedure 
gives the wrong information about n. 

The steps of the algorithm are as follows: 

(i) Find a random integer x, 1 < x < n. 
(ii) Set j = 0 and y = x q (mod n). 

(iii) If j = 0 and y = 1, or if y = n - 1, stop and display "n is probably 
prime". If j > 0 and y = 1, go to (v). 

(iv) Increase j by 1. If j < k, set y = y2 (mod n) and return to (iii). 
(v) Terminate algorithm and display "n is not prime". 
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10 
20 
30 
40 

ALGORITHM P 
PROBABILISTIC PRIMALITY 
TEST FOR N=l+Q*2 AK 

50 RANDOMIZE 
60 INTEGER K,Q,R,N,NI,I,J,Y,A,S 
70 DISP "INPUT N"; 
80 INPUT N 
90 DISP "REPETITIONS OF TEST"; 

100 INPUT R 
1I0 NI=N-I 
120 Q= NI DIV 2 
130 K=I 
140 IF Q MOD 2= I THEN 180 
150 Q=Q DIV 2 
160 K=K+l 
170 GOTO 140 
180 FOR 1=1 TO R 
190 X=INT(N-2)*RND)+2 
200 J=O 
210 A=X 
220 S=Q 
230 GOSUB 380 
240 IF J=O AND Y=I OR Y=NI THEN 

340 
250 
260 
270 
280 
290 
300 
310 
320 
330 
340 
350 

360 
370 
375 
380 
390 
400 
410 

IF J>O and Y=I THEN 320 
J=J+I 
IF J> = K THEN 320 
A=Y 
S=2 
GOSUB 380 
GOTO 240 
DISP N; "IS NOT PRIME" 
I=R+2 
NEXT I 
IF I<R+2 THEN DISP N; "IS PRO 
BABL Y PRIME" 
STOP 

SUBROUTINE TO CALCULATE 
Y=AAS (MOD N) 

INTEGER L,M,B(IOO) 
L=O 

420 IF S=O THEN 470 
430 B(L)=S MOD 2 
440 S=S DIV 2 
450 L=L+I 
460 GOTO 420 

511 
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470 Y=1 
480 FOR M=L-l TO 0 STEP-l 
490 Y=Y*Y MOD N 
500 IF B(M)=1 THEN Y=Y*A MOD N 
510 NEXT M 
520 RETURN 
530 END 

2. A Primality Test due to Solovay and Strassen 
(see Exercise 23 in §2 of Chapter 5) 

Appendix 

If the test is repeated. R times, that is we choose randomly R = 100, say, 
different values of a between I and n - 1, and if 

(a, n) = 1 and J(a, n) == a(n-I)/2 (mod n) 

hold for each a, then the probability that n is prime is approximately 
1 - rlOO. 

10 PROBABILISTIC PRIMALITY 
20 TEST DUE TO 
30 SOLOVA Y & STRASSEN 
40 RANDOMIZE 
50 INTEGER N,R,A,I,Y,Nl,El,AO,J 

,S,G,Al,A2,SI,N2,T 
60 DISP "INPUT N"; 
70 INPUT N 
80 DISP "REPETITIONS OF TEST"! 
90 INPUT R 

100 Nl=N-l 
110 SI=Nl DIV 2 
120 FOR 1=1 TO R 
130 A=INT(NI*RND)+1 
140 GOSUB 380 
150 IF G* I THEN 320 
160 J=1 
170 AO=A 
180 N2=N 
190 IF AO= 1 THEN 290 
200 IF AO MOD 2=0 THEN 260 
210 IF (AO-l)*(N2-1) DIV 4 MOD 2 

=1 THEN J=-J 
220 T=AO 
230 AO=N2 MOD AO 
240 N2=T 
250 GOTO 190 
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260 IF «N2-1) DIV 2+1) DIV 2 MO 
02=1 THEN J=-J 

270 AO=AO DIV 2 
280 GOTO 190 
290 S=Sl 
300 GOSUB 490 
310 IF Y=J MOD N THEN 340 
320 DISP N; "IS NOT PRIME" 
330 I=R+2 
340 NEXT I 
350 IF I<R+2 THEN DISP N; "IS PRO 

BABL Y PRIME" 
360 STOP 

370 ---------------------
380 EUCLID'S ALGORITHM TO 
390 CALCULATE G=( A,N ) 
400 G=A 
410 Al=N 
420 IF Al =0 THEN 470 
430 A2=Al 
440 Al=G MOD Al 
450 G=A2 
460 GOTO 420 
470 RETURN 
480 ---------------------
490 ! SUBROUTINE TO CALCULATE 
500 Y=AAS (MOD N) 
510 INTEGER L,M,B(lOO) 
520 L=O 
530 IF S=O THEN 580 
540 B(L)=S MOD 2 
550 S=S DIV 2 
560 L=L+l 
570 GOTO 530 
580 Y=l 
590 FOR M=L-l TO 0 STEP-l 
600 Y=Y*YMOD N 
610 IF B(M)=l THEN Y=Y*A MOD N 
620 NEXTM 
630 RETURN 
640 END 

3. A Nullspace Algorithm (due to KNUTH, 
see Theorem 5.1 in Chapter 4). 
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Note: The matrix A in 4.5.l is called D in the program below, the field K 
is the field l.p. 
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The following program contains as a subroutine the extended Euclidean 
algorithm for finding the greatest common divisor G of nonnegative integers 
A and P (in the subroutine P is not necessarily prime) and expressing G 
in the form AS + PT = G. 

10 ! ALGORITHM N-CALCULATION 
20 ! OF THE NULL SPACE OF D(,) 
30 DIM D(20,20),V(20,20),C(20) 
40 INTEGER N,Nl,R,I,S,J,K,L,T,G 

,P,A 
50 ! INPUT P,N,D(,) 
60 Nl=N-l 
70 R=O 
80 FOR 1=0 TO Nl 
90 C(I)=-1 

100 NEXT I 
110 FOR K=O TO Nl 
120 FOR J=O to Nl 
130 IF D(K,J)=O OR C(J»-I THEN 

290 
140 A=D(K,J) 
150 GOSUB 450 
160 T=(-S) MOD P 
170 FOR L=O TO Nl 
180 D(L,J)=T*D(L,J) MOD P 
190 NEXTL 
200 FOR 1=0 TO NI 
210 IF I=J THEN 260 
220 T=D(K,I) 
230 FOR L=O TO Nl 
240 D(L,I)=(D(L,I)+T*D(L,J)) MOD 

P 
250 NEXTL 
260 NEXT I 
270 C(J)=K 
280 J=100 
290 NEXT J 
300 IF J>99 THEN 410 
310 R=R+l 
320 FOR J=O TO Nl 
330 FOR 1=0 TO Nl 
340 IF C(I)#J THEN 370 
350 V(R,J)=D(K,I) 
360 1=\00 
370 NEXT I 
380 IF 1>99 THEN 400 
390 IF J = K THEN V(R,J) = I ELSE V( 

R,J)=O 
400 NEXT J 
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410 NEXTK 
420 ! OUTPUT V(,) 
430 STOP 
440 
450 ! EUCLID'S EXTENDED 
460 ! ALGORITHM A,P->G,S,T 
470 INTEGER Al,Sl,Tl,Q,Ql 
480 G=A 
490 Al=P 
500 S,Tl=l 
510 Sl,T=O 
520 IF Al =0 THEN RETURN 
530 Q=G DIV Al 
540 Ql=G @ G=Al @ Al=Ql-Al*Q 
550 Ql =S @ S=Sl @ Sl =Ql-Sl*Q 
560 Ql=T@ T=Tl @ Tl=QI-Tl*Q 
570 GOTO 520 
580 END 

4. An Algorithm to Evaluate xn (mod m) Using the Right-to
Left Binary Method for Exponentiation (see KNUTH) 

10 ! CALCULATE X"N ( MOD M ) 
20 INTEGER X,N,M,Nl,Yl,Zl,N2 
30 DISP "INPUT X,N,M"; 
40 INPUTX,N,M 
50 NI=N 
60 Yl=l 
70 Zl=X 
80 N2=Nl 
90 Nl=Nl DIV 2 

100 IF N2 MOD 2=0 THEN 130 
110 Yl=Zl*Yl MOD M 
120 IF Nl =0 THEN 150 
130 Zl =Zl*Zl MOD M 
140 GOTO 80 
150 DISPX; ",,"; N; "="; Yl; "( MOD"; 

M;")" 
160 END 

5. The Chinese Remainder Theorem for Integers 

We give a BASIC program for calculations according to the Chinese 
Remainder Theorem for integers. Let Nh ... , N, be r positive integers such 
that GCD(Nj, NJ = 1 for i ,e j. Then the system of linear congruences 

X == B t (mod Nt), ... , X == B, (mod N,) 
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has a unique simultaneous solution Xo modulo NI N2 ... N r• This solution 
is obtained by 

(1) Form N = N 1N 2 ••• N r. 
(2) Solve each of 

(N/ Nk)X == I (mod N k) for k = 1,2, ... , r, 

to obtain a solution Tk (for k = 1,2, ... , r) mod Nko This is done by 
the extended Euclidean algorithm. 

(3) Set Xo = B1(N/ NdTI + ... + Br(N/ Nr)Tr (mod N). 

In the program the Tk are written as T for each loop k = 1,2, ... , r. 

10 ! CHINESE REMAINDER 
20 ! THEOREM 
30 DIM B(100),N(100) 
40 INTEGER R,NO,XO,A,P,G,T,I 
50 ! INPUT R,B( ),N( ) 
60 NO=1 
61 FOR 1=1 TO R 
62 NO=NO*N(I) 
63 NEXT I 
70 FOR 1=1 TO R 
80 A=N(I) 
90 P=NO DIV A 

100 GOSUB 160 
110 IF G# 1 THEN DISP "N( )'S NOT 

RELATIVELY PRIME" @ STOP 
120 XO=(XO+B(I)*P*(T MOD A)) MOD 

NO 
130 NEXT I 
140 ! OUTPUTXO 
145 STOP 
150 
160 ! EUCLID'S EXTENDED 
170 ! ALGORITHM A,P->G,T 
180 INTEGER Al,T1,Q,Ql 
190 G=A 
200 Al=P 
210 T1=1 
220 T=O 
230 IF Al =0 THEN RETURN 
240 Q=G DIV Al 
250 Ql =G @ G=Al @ Al =QI-AhQ 
260 Ql=T @ T=T1 @ T1=QI-ThQ 
270 GOTO 230 
280 END 
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We now present some algorithms for polynomials with coefficients in 7L.p 
(or fp). Therefore all calculations with integral coefficients are performed 
modulo a prime P. The programs are written in muLISP. 

6. Greatest Common Divisor of Polynomials over 7l.. p 

This algorithm calculates the greatest common divisor of two polynomials 
A and B modulo a prime number P. 

(a) Usage 

We evaluate (POL YGCDP A B P), where A and B are polynomials rep
resented as lists of coefficients (e.g. represent x3 - 3 as (l 0 0 -3», and P 
is a prime number (specifying 7l.. p ). 

(b) Implementation 

(DEFUN POL YGCDP (LAMBDA (POLY A POL YB P) % GCD 
(POLYA,POLYB) % 

«NULL POLYB)(MULCOEFF POLYA (INVERSE P (CAR POLYA) 
o 1) P» 
(POLYGCDP POLYB (POLYRMDR POLYA POLYB P) P) » 

(DEFUN POLYRMDR (LAMBDA (POLYA POLYB P) % POLYA mod 
POLYB % 

«GREATERP (DEGREE POLYB)(DEGREE POLYA» POLYA) 
(POL YRMDR (NOZERO (CASTOUT POLYA (MULCOEFF POLYB 

(TIMES (CAR POLYA)(INVERSE P (CAR POLYB) 0 1 » P» 
P) POLYB P) » 

(DEFUN MULCOEFF (LAMBDA (POL YA B M) % (POLY A x B) mod 
M% 
«NULL POLYA) NIL) 
(CONS (REMAINDER (TIMES (CAR POLYA) B) M) 

(MULCOEFF (CDR POLYA) B M» » 

(DEFUN INVERSE (LAMBDA (P B TO Tl) %B- 1 mod P % 
«ZEROP B) TO) 
«MINUSP B) (INVERSE P (PLUS B P) 0 1» 
(INVERSE B (REMAINDER P B) Tl (DIFFERENCE TO 

(TIMES (QUOTIENT P B) TI))) » 

(DEFUN CASTOUT (LAMBDA (POLYA POLYB) 
«NULL POLYB) POLYA) 
(CONS (DIFFERENCE (CAR POLYA)(CAR POLYB» 

(CASTOUT (CDR POLYA)(CDR POLYB»») 
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(DEFUN DEGREE (LAMBDA (POLY A) 
«NULL POLYA) -1) 
(PLUS 1 (DEGREE (CDR POLYA))) » 

(DEFUN NOZERO (LAMBDA (POL YA P) 
«NULL POLYA) NIL) 

Appendix 

«ZEROP (REMAINDER (CAR POLYA) P»)(NOZERO (CDR 
POLYA) P» 
POLYA» 

7. Euclid's Extended Algorithm for Polynomials over lLp 

This algorithm calculates the greatest common divisor of two polynomials 
A and B over 7Lp as the linear combination of two polynomials Sand T 
over 7Lp-

(a) Usage 

Evaluate (POL YEXTP A B P (I) NIL NIL (I», where A and B are poly
nomials, and P is a prime number as before. POL YEXTP returns the list 
(G S T) where G = GCD(A, B) = SA + TB. 

(b) Implementation 

(DEFUN POLYEXTP (LAMBDA (POLYA POLYB P POLYSO 
POL YSI POL YTO POL YTl RTEMP) 

(NULL POLYB)(LIST POLYA POLYSO POLYTO» 
(SETQ RTEMP (REVERSE (POL YO IV POLY A POL YB P))) 
(POLYEXTP POLYB (TRANSFORM POLYA POLYB P RTEMP) P 

POLYSl (TRANSFORM POLYSO POLYSl P RTEMP) 
POLYTl (TRANSFORM POLYTO POLYTl P RTEMP» » 

(DEFUN POL YDIV (LAMBDA (POLY A POL YB P TEMP) 
% POLYA div POLYB % 

«GREATERP (DEGREE POLYB)(DEGREE POLYA» NIL) 
(SETQ TEMP (TIMES (CAR POLYA)(INVERSE P (CAR POLYB) 

o 1)) 
(CONS TEMP (POLYDIV (CDR (CASTOUT POLYA 

(MULCOEFF POL YB TEMP P))) POL YB P» » 

(DEFUN TRANSFORM (LAMBDA (POLY A POL YB P RTEMP) 
% POLYA-POLYB*RTEMP % 

(NOZERO (REVERSE (REVPOL Y ADD (REVERSE POLY A) 
(MULCOEFF (REVPOLYTIMES (REVERSE POL VB) RTEMP P) 
-I P) P» P) » 
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(DEFUN REVPOLYADD (LAMBDA (RPOLYA RPOLYB P) 
% RPOLYA + RPOLYB % 

«NULL RPOLYA) RPOLYB) 
«NULL RPOLYB) RPOLYA) 

519 

(CONS (REMAINDER (PLUS (CAR RPOLYA)(CAR RPOLYB)) P) 
(REVPOLYADD (CDR RPOLYA)(CDR RPOLYB) P)) )) 

(DEFUN REVPOL YTIMES (LAMBDA (RPOLYA RPOL YB P) 
% RPOLYA*RPOLYB % 

«NULL RPOLYB) NIL) 
(REVPOLYADD (CONS 0 (REVPOLYTIMES RPOLYA 

(CDR RPOLYB) P))(MULCOEFF RPOLYA (CAR RPOLYB) P) 
P) )) 

8. The Inverse of a Polynomial modulo a Polynomial 
over 7L.p 

This algorithm calculates a polynomial lover Zp such that for given 
polynomials A and Mover Zp 

AI == 1 (mod M). 

(a) Usage 

Evaluate (POLYINVERSE MAP), where M and A are polynomials, and 
P is a prime number. POLYINVERSE returns the polynomial I = A-I 
(modulo M)(modulo P). If no such inverse exists, NIL (the zero poly
nomial) is returned. 

(b) Implementation 

(DEFUN POL YINVERSE (LAMBDA (POL YM POLYA P TEMP) 
(SETQ TEMP (POLYEXTP POLYM POLYA P (1) NIL NIL (1))) 
«EQUAL (CAR TEMP)(1))(POLYRMDR (CADDR TEMP) POLYM 
P)) 
NIL)) 

9. The Chinese Remainder Theorem for Polynomials over 7L. p 

This last algorithm calculates a polynomial Hover Zp which is a solution 
of a system of certain linear polynomial congruences. 

(a) Usage 

Evaluate (POL YCRT F G P), where F and G are lists of polynomials, and 
P is a prime number. POLYCRT returns a polynomial H(x) modulo P 
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having the property 

H(x) == Fj(x) (mod OJ(x)), i = 1, ... n. 

Here all polynomials are over 7L p and the polynomials 01> ... , On are 
relatively prime. H is calculated mod P and mod 0 1 ••• On. 

(b) Implementation 

(DEFUN POLYCRT (LAMBDA (FPOLYS GPOLYS P GPROD) 
(SETQ GPROD (POLYPROD GPOLYS P)) 
(NOZERO (REVERSE (PCRTREV FPOLYS 

GPOLYS P GPROD)) P) )) 

(DEFUN POLYPROD (LAMBDA (POLYS P) % G 1*G2 ••• *Gn % 
«NULL POLYS) (1)) 
(REVERSE (REVPOLYTIMES (REVERSE (CAR POLYS)) 

(REVERSE (POLYPROD (CDR POLYS) P)) P)) )) 

(DEFUN PCRTREV (LAMBDA (FPOLYS GPOL YS P GPROD) 
«NULL FPOLYS) NIL) 
(REVPOLYADD (CRTTERM (CAR FPOLYS)(CAR GPOLYS) 

P GPROD)(PCRTREV (CDR FPOLYS)(CDR GPOLYS) P GPROD) 
P) )) 

(DEFUN CRTTERM (LAMBDA (POL YF POL YG P GPROD POL YH) 
(SETQ POL YH (POL YDIV GPROD POL YG P)) 
(REVPOL YTIMES (REVERSE POL YF)(REVPOL YTIMES 
(REVERSE POL YH) 

(REVERSE (CADDR (POLYEXTP POLYG POLYH P (1) 
NIL NIL (1)))) P) P) )) 

NUMERICAL EXAMPLES 

The reader might like to use some of the algorithms above for the solution of the 
following exercises. 

1. Calculate (309)253 (mod 3233). 

2. Solve the system of congruences 

x == 3 (mod 5), x == 5 (mod 7), x == 7 (mod 11). 

3. Determine the greatest common divisor of 

over 1.7 • 

f = 3x6 + x 5 + 4X4 + 4x3 + 3x2 + 4x + 2 and 

g = 2x6 + 4x5 + 3x4 + 4x3 + 4x2 + X + 3 
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4. Represent the greatest common divisor of 1 and g as a linear combination of 
polynomials over Z3: 

1 = 2x6 + x3 + x2 + 2 and g = X4 + x2 + 2x. 

5. Find the inverse of x 3 + x2 + 1 (mod XS + x 3 + x2 + 1) over Z2. 

6. Solve the system of polynomial congruences over Z3: 

h == x -I (mod2x4 +2), h == x + 1 (modxs +2). 

ANSWERS TO NUMERICAL EXAMPLES 

1. 1971. 

2. x == 348 (mod 385). 

3. x 3 +3x2 +4x +6. 

4. 1 = (2x3 + 2X2 + X + 2)1 + (2xs + 2X4 + 2x3 + 2x + 2)g. 

5. X4 + x 3 + 1. 

6. h = 2x8 + x7 + 2x6 + XS + x 3 + 2X2 + 2x (mod(2x4 + 2)(xs + 2» over Z3. 
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