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1b those who showed us 
how enjoyable mathematics can be. 



Preface 
Focusing Your Attention 

The purpose of this book is Cat least) twofold. First, we want to show 
you what mathematics is, what it is about, and how it is done-by 
those who do it successfully. We are, in fact, trying to give effect to 
what we call, in Section 9.3, our basic principle of mathematical 
instruction, asserting that "mathematics must be taught so that 
students comprehend how and why mathematics is qone by those 
who do it successfully./I 

However, our second purpose is quite as important. We want 
to attract you-and, through you, future readers-to mathematics. 
There is general agreement in the (so-called) civilized world that 
mathematics is important, but only a very small minority of those 
who make contact with mathematics in their early education would 
describe it as delightful. We want to correct the false impression 
of mathematics as a combination of skill and drudgery, and to re
inforce for our readers a picture of mathematics as an exciting, 
stimulating and engrossing activity; as a world of accessible ideas 
rather than a world of incomprehensible techniques; as an area of 
continued interest and investigation and not a set of procedures 
set in stone. 

Th achieve these two purposes, and to make available to you 
some good mathematics in the process, we have chosen to present 

vii 
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to you eight topics, organized into the first eight chapters. These 
topics are drawn both from what is traditionally described as ap
plied mathematics and from what is traditionally described as 
pure mathematics. On the other hand, these are not topics that 
are often presented to secondary students of mathematics, under
graduate students of mathematics, or adults wishing to update and 
upgrade their mathematical competence-and these are the three 
constituencies we are most anxious to serve. Naturally, we hope 
that the teachers of the students referred to will enjoy the content 
of our text and adopt its pedagogical strategy. 

Thus, we have chapters on spirals in nature and mathemat
ics, on the designing of quilts, on the modern topic of fractals 
and the ancient topic of Fibonacci numbers-topics which can be 
given either an applied or a pure flavor-on Pascal's Triangle and 
on paper-folding-where geometry, combinatorics, algebra, and 
number-theory meet-on modular arithmetic, which is a fascinat
ing arithmetic of finite systems, and on infinity itself, that is, on the 
arithmetic of infinite sets. We have tried to cater to all mathemat
ical tastes; but, of course, we do not claim to be able, through this 
or any other text, to reach those unfortunate people for whom all 
mathematical reasoning is utterly distasteful. Pythagoras inscribed 
on the entrance to his academy, "Let nobody who is ignorant of ge
ometry enter." We might say, at this point, "Let nobody who abhors 
all mathematics read any further." We see this book as a positive 
encouragement to those who have already derived some satisfac
tion from the contact they have had with mathematics. We do not 
see it as performing a therapeutic function on the "mathophobic"
unless, as is often the case, their mathophobia springs purely from 
a mistaken view of what mathematics is. 

You will see that the eight chapters described above are largely 
independent of one another. We are not at all insisting that you read 
them in the order in which we have written them. On the other 
hand, we do also want to stress the unity of mathematics, so that 
there is bound to be a considerable measure of interdependence 
in the material we present. Cross-referencing will help you to find 
material from another chapter relevant to the chapter you are cur
rently studying. We should add that Chapter 2 is particularly rich 
in ideas which playa part in the other chapters of the book. 
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In our final chapter, Chapter 9, we set out our views of what 
mathematics should be in action, that is, how it should best be done. 
Naturally, this chapter is quite different in nature from those that 
precede it. It is not, however, different in tone; we continue the 
informal, friendly approach which, we very much hope, shows up 
clearly throughout our text. But we do believe that our readers may 
find it helpful to have available to them, in easily digestible form, 
some suggestions as to how to raise their expectations of success 
in tackling a mathematical exercise. That is our main purpose in 
including Chapter 9. 

We would like to say a few words here about our notation and 
terminology and our expository conventions. First, we number the 
items in each chapter separately but as a unity; that is, we start 
again with each chapter, but, within a chapter, we do not take ac
count of the various sections in our numbering system. Moreover, 
we have two numbering systems within a chapter; one is the num
bering system for theorems, corollaries, examples, and so on, and 
the other, appearing on the right side of the page, indicates the 
sequence of displayed formulae of special importance. 

Second, we adopt certain conventions and practices in this text 
to help you to appreciate the significance of the material. From 
time to time within a chapter we introduce a BREAK which gives 
you the opportunity to test your understanding of the material just 
presented. At the end of some chapters there is a FINAL BREAK, 
testing your understanding of the entire chapter, which is followed, 
where appropriate, by a list of REFERENCES and the ANSWERS 
to the problems in the final break. 1 As for the references, they are 
numbered I, 2, 3, ... , and referred to in the text as [1], [2], [3], 
.... (You are warned that, in Chapter 2, [3] may be the residue 
class of the integer 3! The context will make this quite clear and, 
as we say at the end of the Preface, no notation can be reserved 
for eternity for one single idea.) From time to time we introduce 
harder material, which you may prefer to ignore, or to save for a 
second reading; the beginning and end of such material are marked 
by a star (*) in the left-hand margin and the extent of the difficult 
material is indicated by a wavy line, also in the left-hand margin, 

J Our readers are, of course, to be trusted only to consult the answers after attempting the 
problems. 
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connecting the two stars. Certain key statements and questions 
appear displayed in boxes; the purpose of this display is to draw 
your attention to ideas whose pursuit is going to determine the 
direction of the subsequent development. 

Third, despite our informal approach, we always introduce you 
to the correct mathematical term. In particular, theorems are impor
tant assertions (not necessarily of a geometrical nature) which 
are going to be proved. Corollaries are less important assertions 
which follow fairly quickly from the previous theorem. Conjec
tures, on the other hand, are hypotheses which mayor may not 
be true, but which we have some rational grounds for believing. It 
is the standard means of making progress in mathematics to sur
vey what one knows, to make conjectures based on such a survey, 
to prove these (by logical argument) or disprove them (very often 
by finding counterexamples), to find consequences of the theorems 
thereby established, and thus to formulate new conjectures (com
pare Principle 4 in Chapter 9, Section 1). We use LHS and RHS 
as abbreviations for left-hand side, right-hand side. We employ the 
phrase "if and only if" when we are claiming, or proving, that two 
propositions are equivalent. Thus "proposition A if proposition B" 
means that "B implies A," usually written "B =} A"; while "proposi
tion A only if proposition B" means2 that "A implies B" or "A =} E." 
The obvious, simple notation for "proposition A if and only ifpropo
sition B" is then "A {:} B!' As a final example, we may use the term 
lemma to refer to an assertion that is to be established for the ex
plicit purpose of providing a crucial step in proving a theorem.3 

Where a proof of an assertion is given rather formally (probably 
introduced by the word Proof), the end of the proofwill be marked 
by a tombstone (0). 

It may also be helpful to say a word about the use of the letters 
of our alphabet, or the Greek alphabet, to represent mathematical 

2"Proposition A if proposition B" appears sometimes as "B is a sufficient condition for A"; 

while "proposition A only if proposition B" may appear as"B is a necessary condition for A!' 

These terms, however, often create difficulties for students. 
3In fact, the literature of mathematics contains many examples of lemmas that have 

become more famous than the theorems they were originally designed to prove (e.g., Zorn's 
Lemma in set theory, Oehn's Lemma in topology, and the Snake Lemma in homological 
algebra). 
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concepts like numbers, functions, points, angles, and so on.4 There 
are a few-very few-cases in which, throughout mathematical 
writing, a certain fixed letter is always used for a particular con
cept; thus, the ratio of the circumference of a circle to its diameter 
is always Jr, the base of natural logarithms is always e, the square 
root of -1 (regarded as a complex number) is always i, a triangle 
is always ~, a sum is represented by L, and so on. However, this 
does not mean that every time these letters appear they refer to 
the concept indicated above; for example, i may be the subscript 
for the ith term ai of a (finite or infinite) sequence of numbers. By 
the same token we cannot reserve, in the strict sense, any letter 
throughout an article, much less a book, so that it always refers 
to the same concept. Of course, different usages of the same let
ter should be kept far apart, so that confusion is not created; but 
the reader should remember that any particular usage has a local 
nature-local in place and time. There are far too many ideas in 
mathematics for each of them to be associated, for all time, with a 
particular letter of one offour alphabets (small or capital, standard 
or Greek)-or 40 alphabets, for that matter. 

As a final remark in this Preface, it is a pleasure to acknowledge 
the essential assistance given to us by Kent Pedersen in assembling 
the Index. 

Now you're ready to start, and we hope you have an interesting 
and enjoyable journey through our text. 

Preface to the Second Printing 

The authors would like to thank those who drew attention to minor 
errors in the First Printing. 

4you will find one use of a letter of the Hebrew alphabet. This is the standard use of 
the first letter~, pronounced "aleph," to represent the cardinality (size) of an infinite set in 
Chapter 7. 
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CHAPTER 

Going Down the 
Drain 

What have Helianthus annuus and Helix pomatia got in common? 
First of all, you probably need to know what these things are. He
lianthus annuus is generally known as the ( common) sunflower, 
while Helix pomatia is the common or garden French snail that 
finds its way onto dinner plates in fancy restaurants all around the 
world. 

We suppose there's a sense in which both the sunflower and the 
escargot are edible. The one provides seeds to go in snacks and 
salads and edible oil which is used in margarine and for cooking, 
while the other provides what some people believe is a delectable 
source of protein. But the gastronomic connection is not what we 
had in mind. 

1.1 CONSTRUCTIONS 

While you're working on that conundrum, try doing something 
more practical. In Figure 1 we have a spider web grid for you. You 
might like to photocopy or trace it, because we want you to start 
drawing all over it. While we're not against defacing books if it's in 

1 
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FIGURE 1 

a good (mathematical) cause, you may want to use Figure 1 several 
more times. It's best to start with a clean version each time. 

What do you see in Figure I? There is a series of concentric 
circles whose radii are increasing at a constant rate. In fact, the 
radii are 1, 2, 3, 4, 5, and 6 units, respectively. Then there is a 
series of straight lines all of which pass through the central point. 
The angle between neighboring pairs of these straight lines is 30°. 
Actually, you'll notice that these lines go off to infinity in only one 
direction. We call such half-rays rays. 

Some of you may recognize Figure 1 as polar graph paper but 
we won't worry about that for a moment or two. What we are inter
ested in is that you go off and find a rectangular piece of cardboard. 
You'll need a pencil too. We'll wait here while you go and get them. 

Now look at Figure 2. Choose a point p], anywhere on one of 
the rays of Figure 1. Now put the cardboard on your polar graph 
paper so that one side touches p) . Then slide the cardboard so that 
the adjacent side of the card touches the next ray (see Figure 2(a)). 
When you've done that, mark the point on this next ray which is 
at the corner of the right angle in your card. Call this new point P2 . 
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(a) (b) 

FIGURE 2 

When you've got that organized, do the same thing again but this 
time start at the point Pz. So now one side of the card touches Pz 
and the adjacent side of the card runs along the next ray around 
(see Figure 2(b)). Mark the point where the right angle touches this 
next ray and call it P3 . 

Once you've got the idea, continue until it's no longer physically 
possible to add any more points. Suppose that Pn is the last point 
that you were able to mark on your copy of Figure 1. Now join the 
points PI, Pz, P3 , up to Pn in as smooth a curve as you can manage. 
You should produce a spiral similar to the one in Figure 3. 

It's worth reflecting for a moment on what you have just done. 
You have just been involved in an iterative geometrical procedure 

P2 

FIGURE 3 
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which generates a sequence of points. This means that we perform 
an operation on one point (P j here) to get another (P2). We then 
perform the same operation again but this time on the new point 
(P2 ), to get the next point (P3 ). We keep doing this over and over 
again. 

In Chapter 3, you'll see us playing around with Fibonacci and 
Lucas numbers. There we will be iterating numbers. Here we are 
iterating points. Later on in this chapter, we'll tie up these two ideas. 

In the meantime, wejust want to stop for a minute because some 
of you may have got a different spiral from the one we've drawn in 
Figure 3. Our curve is spiraling inward in a counterclockwise (anti
clockwise if you don't have a North American education) direction. 
The different spiral that we've just mentioned would be spiraling 
in toward the center in a clockwise fashion! 

• •• BREAK 
You might like to think for a minute how that could possibly 
have happened, given the exquisitely accurate directions that 
we described above. 

Well, while you were thinking, we have looked back at our iter
ative instructions and have discovered that, although we pointed 
you to Figure 2, we didn't actually say that the ray that the right 
angle touched had to be the one in a counterclockwise direction 
from the ray the point P j was on. The misinterpretation that we 
noticed clearly put P2 on the ray that was the next clockwise around 
from Pj. Obviously, this was the work of a left-handed person! 

OK, so things can be done that way. For those of you who fol
lowed the implied counterclockwise direction of Figure 2, have 
another go, but this time do it clockwise. And for the people who 
did it clockwise the first time, would you mind having a try in the 
other direction now, please? 

• •• BREAK 
Can you manage to make your spiral go the other way? 
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FIGURE 4 

Fine! So now everybody should have two spirals, one with a 
clockwise decline and the other with a counterclockwise decline. 
This left-handed version we've shown in Figure 4. 

But what we would dearly like to know is: Why is the spiral 
heading for the center? What are the alternatives? The points PI, 
Pz, etc., could spiral in to the center, they could keep the same 
distance from the center, they could spiral away from the center, 
or they could exhibit erratic, exotic behavior not yet described in 
the pages of this magnum opus. 

• •• BREAK 
Why do the points spiral in? 

Before we start our erudicious explanation, you must write down 
a quick reason of your own. Nothing too elaborate, mind. Some
thing like lithe hypotenuse of a right-angled triangle is longer than 
either of the other sides" will do. In fact, if that's what you wrote, 
then you're on top of the game. That's exactly what's going on. 
Look at the counterclockwise iteration shown in Figure Sea) and 
let C be the center of the polar graph paper. Then you'll see that 
flCPIPZ is right-angled at Pz. The hypotenuse of this triangle is CPl. 
So clearly CPz < CPl. This means that the point Pz is closer to the 
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(a) (b) 

FIGURE 5 

center C than Pl. Hence the points go spiraling in as we move in a 
counterclockwise direction. 

For the left-handed among us, the clockwise situation is dealt 
with in Figure 5(b). Of course, we haven't yet used all of the 
information available from the precise rules of the construction. 

Now when you're on a good thing, stick to it. We'll just vary the 
iteration slightly. Take your card and a pair of scissors and cut off 
a right angle as shown in Figure 6. Make the angle ex any size you 
want. Keep one part of the card to use straightaway. Call this part 
A, and the other part B, and put B aside somewhere. We won't need 
it for the moment but we will use it later on. 

Now get hold of another copy of Figure 1 and use the A part of 
your card to go through the iterative process described above, all 

\ 

\ 
Cut \ 

\ 
\ 

\ 
\ 

\ 

\ ct 

\ 
\ 

\ A 
\ 

\ 
B \ 

\ 
\ 

\ 

FIGURE 6 
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over again. The only difference now is that this time the angle ct 

goes where the right angle went before. If you take an arbitrary 
point P l in any ray, and have one side of the card touching P l and 
the neighboring side of the card along the next ray, then Pz is at 
the vertex of the angle ct. You should be able to see how to continue 
from here. It's the same old routine. 

• •• BREAK 

The big question now is: "What sort of a curve did you get 
when you put a smooth curve through the points P l , Pz, ... ?/I 
Did you get another spiral? Did it spiral in or not? Did it stay a 
constant distance from the center? Did it exhibit some exotic, 
erotic behavior? If so, what sort of behavior? 

So what happened? First of all, we'll assume that you all adopted 
the Figure 2 approach so that Pz was counterclockwise from P l and 
so on. (Perhaps there is still the odd person who went the other 
way!) We've listed some possible outcomes in Figure 7. Which, if 
any, did you get? 

The thing that interests us is that we can get any of the shapes 
in Figure 7! Those with some other sort of erratic behavior should 
go back to the drawing board. The answer is definitely one of the 
curves in Figure 7, as we will now show. 

Perhaps a diagram like Figure 5 will be of some help. We may 
be able to sort it all out with a simple right-angled triangle. Except 

Spiral in 
(again!) 

Circle 
(very unlikely!) 

FIGURE 7 

Spiral out 
(neat!) 
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FIGURE 8 

when we look at Figure 8 there don't appear to be any right-angled 
triangles! 

How can we compare CPI and CP2? Is it possible that CPI could 
be bigger than CP2 for some value of a? Could CPI actually equal 
CP2? We know already that if a = 90°, then CPI is smaller than CP2 

so that ought to be a possibility too. 
Ah! Is that the clue? What do we know about the relative sizes of 

sides and their opposite angles? Surely the bigger side is opposite 
the bigger angle. So if the angle at P2 is bigger than the angle at PI, 
then CP1 is bigger than CP2 . 

Now if the angle at P2 is a (as we know it is), then 180° - 30° - a 
is the angle at Pl. So whether the iterative curve spirals in or out, 
depends on whether a is bigger or smaller than 150° - a! So when 
is a bigger than 150° - a? 

Now 

is equivalent to 

or 

a > 150° - a, 

Those of you who had cut your card so that a was bigger than 
75° found that your curve spiraled in because CP2 < CPl. Those of 
you who had a smaller than 75° has a spiral going out (CP2 > CP1). 

And one of you may have fluked a circle by taking a exactly equal 
to 75°. 
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bigger than 75° 
equal to 75° 
smaller than 75° 

curve 

spiral in 
circle 
spiral out 

It's actually interesting to play around with (X very close to 75° and 
see how long it takes for your spirals to move away from the circle. 

• •• BREAK 
Instead of using the A part of the card with the angle (x, try 
using the angle 90° - (X from the B part (see B in Figure 6). Is 
there any connection between the A and B curves? What about 
a right-handed A curve and a left-handed B curve? It's worth 
looking at Figure 1 again too. There we had rays that were 30° 
apart. What happens if you repeat the card construction with 
rays that are only 10° apart? What is the critical value of (X for 
this case? 

If you use a 10° gap between rays you'll find it much easier to 
get a smooth curve than in the 30° case. However, it all takes a bit 
longer and you will have to be more careful with your construction 
because small errors mount up. 

1.2 COBWEBS 

We've drawn the cobweb of Figure 1 for you again in Figure 9(a). 
Compare it to the rectangular grid of Figure 9(b). In Figure 9(b) 
we've put in the x- and y-axes. You're probably used to this. It's 
easy to locate a point in the plane using the x- and y-coordinates. 
Anything that's x units horizontally away from the origin 0 and y 
units vertically away from 0, is given the coordinates (x, y). The 
streets of many North American cities are laid out on such a rect
angular grid, perhaps with the x-axis called Main Street and the 
y-axis called State Street. It makes it very easy to find your way 
around. 
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o x 

(a) (b) 

FIGURE 9 

On the other hand, if you are a spider and you have just captured 
a particularly delicious Musca domestica, what you'll probably do 
is park it for a while to let it mature. Of course, you would like 
to remember where the Musca domestica is for future gastronomic 
purposes. It doesn't make any sense to superimpose a rectangular 
grid on your cobweb. Why not use what you've got directly? You've 
got a polar graph situation, why not use polar coordinates? A fairly 
simple approach, using the web of Figure 9(a), would be to say, 
well, the Musca domestica is 15 units (probably centimeters but 
we won't bother to specifY them precisely) from the center C and 
60° around from the window ledge. (We're assuming here that the 
ledge has a ray that you, as the spider, are particularly fond of and 
that you have decided to use this as your reference point.) All you 
now have to do is to store the polar coordinates of the point M as 
(15, 60°) in your brain next to the Musca domestica and you'll know 
exactly where your next meal is coming from. 

In Figure 10 we've shown the position of the Musca domestica 
as M. We also notice that you've gathered a few other interesting 
specimens in your web. For instance, there is a Diptera culicidae at D 
(reference (20,150°)) and a poor Bombus bombus at B = (25,300°). 

But there is one thing that you need to know straightaway. The 
more educated spiders amongst you use radians for angle measure
ment rather than degrees. This came about because you realized 
that when you walked once around your web one unit out from 
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FIGURE 10 

C, you actually traveled 2n units. So you thought of this as having 
turned through an angle of 2n radians. So, for spiders, 2n radi
ans equals 360°. This means that 180° = n radians, that 30° = ~ 
radians, and so on. 

• •• BREAK 

Locate the positions of the Diptera culicidae and the Bombus 
bombus using polar coordinates Cr, e), where r is the distance 
from C and e in radians is the angle turned through, starting 
from the ledge already mentioned. 

Actually when you think about it, the place where the Musca 
domestica is stored cannot only be described as (15, i), but also as 
(15, 7;), and (15, l~rr), and indeed (15, i + 2nn), for any value of 
n, positive or negative! So, unlike Cartesian coordinates, polar co
ordinates are not uniquely defined. It's always going to be possible 
to monkey around with the angle part to the tune of multiples of 
2n. Now it's possibly a minor complication that there is more than 
one way to locate every point, but it does seem to be an easier way 
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to locate objects on your web than using Cartesian coordinates. You 
never know, there may be some other advantages. Who knows? 

Now if you were a particularly intelligent spider, you might be 
interested in the card construction of the last section. What's more, 
you might even start to draw spirals on your web. If you could man
age a colored thread, then, no doubt, insects would be attracted 
from miles around you, and you and your descendants would 
therefore have an evolutionary advantage over the rest of your 
species. You might even take over the world eventually. We can 
just imagine huge webs, with colored spirals, attracting members 
of the species homo sapiens to their doom in droves. 

But, as you know, being a spider, it's a little hard to carry a card 
and pencils around with you to mark out the position of the next 
point in the spiral. It would be much easier to know the location of 
the next point so that you could layout your colored spiral thread 
in that direction. 

The big question then is, given the first point Pj , what is the 
location of the point P2 ? Let's make life easier for you and put P j 

at (5, 0) and use rays that are ~ radians (or 30°) apart. 

• •• BREAK 
We'll also use the first card construction, where the card has 
a right angle at the corner as shown in Figure 11. If P j is at 
(5, 0), where is P2 ? 

The coordinates of P2 have to be found, right? Now we know 
that P2 is on the ~ ray. So P2 = (r, ~). All we have to do is to find 
r. But LiCPj P2 is a right-angled triangle. We know all the angles 
in this triangle (after all, PI CP2 = ~, so CP j P2 = ~). So we only 

c 5 

FIGURE 11 
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need use a bit of trigonometry to see that g;~ = cos %. Therefore, 

CP2 = 5 cos % = sf ~ 4.3. So P2 is approximately (4.3, %). 
Using the same method, your spiderness could calculate the po

sitions of a whole collection of points P3 , P4 , and so on. You could 
do this forever if you liked, though this might delay the colored 
spiral thread manufacture and your inheritance of the Earth. 

But maybe you could find a formula which would give you all 
these points in one fell swoop. What a savings that would be! 
What a colossal evolutionary advantage. Soon spiders of all gen
era would be at your door for the rule that would provide the key 
to everlasting lashings of fast food, fully self-delivered to the table. 

Before you get too many dreams of arachnidic grandeur you'd 
better find an equation for the spiral. What you need to be able 
to do is to find a relation between rand e so that any point with 
coordinates (r, 0) lies on the spiral and no other points do. First, of 
course, we must find the relation satisfied by all the points Pn . 

Let's have a look at the situation in Figure 12. This supposes that 
we know Pn = (rn, en) and we want to findPn+1 = (rn+l' en+1). Once 
again, of course, en+} = en + %. So it's easy enough to find the angle 
part of the coordinate. But we have another right-angled triangle 
here. So CPn+1 = CPn cos %. This means that rn+l = rn cos %. In 
other words, Pn+1 = (rn cos ~, en + ~). 

Now that's all very well, and we know that you are only a spider, 
but if you want to get on in this world you are probably going to 
have to find an equation linking rand e for the general point (r, e). 

FIGURE 12 
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A1l you've been able to do is to give us an iterative relation between 
the coordinates of Pn and Pn+l . 

Forget about that for a minute and let's see what we can work out. 
Ifwe add ~ to the angle every time we move on, then PI = (rl' 0), 

P2 = (r2' ~), P3 = (r3' }), and so on. So the angle part of Pn+1 
should be just a multiple of ~. Probably Pn+1 = (rn+I' ~). Check 
that out to make sure it's OK. It is, so en+1 = n61r • 

So can we calculate the distance from C in the same way? 
Let's tackle it the same way. We know that PI = (5, el ) and 
P2 = (5';; ,e2 ). From what we know about the way Pn and Pn+1 

are related 

and so on. In general then, Pn+1 = (5(';; r, en+I ). This means that 
we can at last give the complete polar coordinates for Pn+l . They 

are (5(';; r, ~). 
But how do we get a formula linking rand e for the general 

point (r, e)? Let's think what's going on for a minute. Suppose we 
let r = 5(';; rand e = ~. Now both of these last equations have 
an n in them. What if we eliminate n? Won't we then have a relation 
between rand e, satisfied by the coordinates of a1l points Pn? 

Well, e = n;, so n = ~. Substituting for n in the r equation gives 

r = 5 ( .;; ) ~ . What a mess! Let's write it out large to see if it looks 
any better 

( v'3) ~ r=5 -- . 
2 

(1) 

It certainly is a mess but it does seem correct. After a1l, the points 
Pn all satisfy it. The other points on the spiral are just what we get 
by smoothing between the Pn points. As well as that, we can easily 
see that as e gets larger r gets smaller. This is because .;; is less 

than 1. As t approaches infinity ( .;; r approaches zero. This means 
that r will approach zero as e gets larger and larger. So this curve 
will definitely spiral in as we've already seen. 

Young arachnid, we think you're on a winner here. You'll get so 
many insects in your new colored spiral web that you'll be able to 
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sell them to all the spiders in the neighborhood. Just think of it. 
Arachdonalds! Selling fries and juicy Big Arachs! 

1.3 CONSOLIDATION 

The work of the last section has, of course, only opened up a can 
of worms. What equation would we get if we had used rays which 
were only l1ra apart? What equation would we find for cards which 
h 1 1 t 41r 71r 1r d . 11 51r ? H ave corner ang es ex equa 0 9' 18' 3"' an especla y 12 . ow 
could we explain the right-handed and left-handed versions of all 
the spirals? There are clearly a lot of mathematical questions that 
are still unresolved here, not to mention the sunflower-escargot 
conundrum. 

Now we have been looking for a relation between rand 0, starting 
from curves that we knew something about. We certainly knew 
how to construct them. Why don't we turn the questions around 
and look at Cr, OJ relations to see what curves they produce? It's 
probably a good idea to start with something simple. We'll then say 
goodbye to you and let you explore to your heart's content. 

So what could be simpler than r = k, a constant? In such a curve, 
the points are always a constant distance from the origin. Hence 
they must lie on a circle, center C. 

Another simple equation that needs to be dealt with is 0 = k. 
Any point on the graph of this relation makes with C the same 
fixed angle from the initial direction. Hence we get a straight line 
which starts at C and heads off to infinity. Notice that we get a ray, 
not a complete line through C. 

Another simple equation is r = O. What does the spider web 
graph of this relation look like? Well, there are at least three ways 
to go about answering that question. We could plot lots of points 
and join them all up, or we could use a graphing calculator, or we 
could think about what could happen. 

• •• BREAK 
See if you can make any progress with the graph whose polar 
equation is r = O? 

If you've plotted points you may have found that they disap
peared off your web pretty quickly. We hope that you changed 
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your scale so that you were able to get points whose values of e 
were larger than 2rr. 

Is there very much to say about r = e? As e increases so does r. 
So the curve formed by the points Cr, e), where r = e, must spiral 
out from the center. It'll have to look like the curve in Figure 13. 

Normally in polar coordinates, we only allow r to be positive or 
zero. After all, it is the distance of the point from the pole. However, 
in some books you will see r being allowed to be negative. We 
won't though, because we have an aversion to negative distances. 
Of course, e is generally allowed to be any real number but, for any 
particular relation, we only allow those values of e which make 
r :::: O. Naturally, the point with coordinates Cr, e) is the same as 
the point with coordinates Cr, e + 2rr). 

Getting back to relations between rand e, the next obvious things 
to try are the linear relations-things like r = me + c, where m and 
c are fixed real numbers. 

• •• BREAK 
Why not see what curves have equation r = me + c? You may 
need to use a combination of point-plotting and thinking. But 
thinking is always preferable if there's a choice. You might 
like to try the special cases m = 0 and c = o. 

You've probably realized by now that all the relations with m 
positive give spirals. Since we allow e to be negative, the spirals 

FIGURE 13 
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c 

m > 0 m < 0 

m = 0 

FIGURE 14 

FIGURE 15 

start at () = - -!i1, because r can't be negative, that is, we require 
() 2: - -!i1. We already know that if m = 0, we get a circle of radius 
c. For m negative, we require () ~ - -!i1. All of these situations are 
shown in Figure 14. 

Let's have a little deeper look into a special case of these linear 
spirals. So let r = 2(). The polar curve with this equation is given 
in Figure 15. 

The interesting thing that we want to point out here is the con
stant nature of this curve. Look what happens every time it crosses 
the initial line. 

From the table you can see that the value of r increases each 
time by 4Jr. But the same thing happens no matter what ray we 
look at. As the curve spirals out, every time it crosses a fixed ray, it 
is 4Jr further out than the last time. Th see this constant increase for 

TABLE 1 r = 29 

() 0 2Jr 4Jr 6Jr 8Jr 

r 0 4Jr 8Jr 12Jr 16Jr 



18 1 Going Down the Drain 
------------~-----------------------------------

r, take any ray, e = e], say. When the curve crosses that ray again, 
e has increased by 2n to e] + 2n. At the first crossing, r] = 2e] and 
at the second rz = 2(e] + 2n) = 2e] + 4n. Clearly, the difference 
between r) and rz is 4n. And that constant difference applies no 
matter which ray the curve crosses. 

You probably also managed to show that the same thing 
happened for any polar curve of the form 

r = me + c. (2) 

The argument is the same. At the ray e = e], we get r] = me] + c 
at first. The next time past this ray 

and r2 = m(e] + 2n) + c. 

So the difference between the two values of r is 

r2 - r] = (me] + m2n + c) - (me] + c) = 2nm. 

Again, a constant increase. Again, the same increase occurs for 
every ray. Such curves are known as Archimedean spirals (see [2] 
and [3], for example). 

• •• BREAK 
Can you think where you might have seen Archimedean 
spirals? 

If you have a non-zero constant c, in your Archimedean spiral, 
see (2), the curve looks as if it might follow the surface of some 
sort of material on a roll-dress material, for instance. But this 
isn't quite right. Material certainly winds around the roll adding 
a constant width once every time round. However, the start isn't 
quite right. On the other hand, if the constant is zero, the spiral 
above is just the kind of curve you get when you roll a length 
of something tightly up onto itself. Thpe measures are sometimes 
rolled this way. 

Now when we're dealing with Cartesian coordinates, polynomial 
relations give some interesting curves. But if we allow, for example, 
r = eZ + 2e + 2, then we find we don't get anything very exciting
just more spirals. So we'll try something different. 
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• •• BREAK 

What do you think the polar curve with equation r = sin e 
looks like? Have a guess and then try to sketch it. 

Before we do r = sin e, let's have a look at r = cos e. In fact, we'll 
show it in Figure 16. It's a circle, with center at (~, 0) and radius 
~ . How does that come about? 

If you can't see how we got this, draw up a table of values. You 
should find that as e goes from 0 to ~, r goes from 1 to O. There 
are no values for r with e between ~ and 3;, but from 3; to 2rr, 
r increases from 0 to 1 and the circle is completed. (If you take 
increasing values of e from here, you just go round the circle again 
and again with suitable gaps every rr radians, in the same way 
that you do from e = 0 to 2rr). Alternatively, there is a straight
forward proof using Cartesian coordinates. Starting with r = cos e, 
multiply both sides by r to get r2 = r cos e. Since x = r cos e and 
y = r sin e, we then see that x2 + y2 = x. Completing the square 
gives (x - ~)2 + y2 = ~. Do you recognize this as a circle? 

If you're still worried about r = sin e, you should now be able to 
show that it too is a circle. This one, though, has center at ( ~, ~) 
in polar coordinates and again the radius is ~. 

• •• BREAK 

There is an easy way of obtaining the graph of r = sin e from 
that of r = cos e. Recall that cos( ~ - e) = sin e? How does 
that help you sketch r = sin e? What is the effect on the curve 
r = cos e of changing e to ~ - e? 

Looking at trigonometric functions opens up floodgates. You 
should find a lot of interesting shapes of the form r = cos 2e, 

c 

FIGURE 16 
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r = cos 3e, and so on. Something like r = 1 - sin e is interesting 
too. If you're hooked on these polar curves, we suggest you try to 
graph a few more of them. 

If we can remind you of your spider days in the previous sec
tion, remember that we came up with a polar equation of the form 

r = kae. (In actual fact k was 5 and a was (1) ~ .) Now this curve 
has an interesting property. Look at the values of r for two values 
ofe. 

Ife = el , rl = kaej and ife = ez, r2 = ka1h . 

"So what?" we hear you ask. OK, so take the ratio r2 : rl. Then 

(3) 

So here's the insight. Ifwe take any two values of e which differ by 
a given amount ((e2 - el ) is constant), the resulting ratio !i is the 

Yj 

same, no matter where you are on the spiral. Because of this prop-
erty, curves with polar equation r = kae are called equiangular 
spirals (for more details see [2] and [3]). 

The property also means that, in some sense, the curve is self
similar. The distance from the origin increases by the same amount 
(by the same ratio) for every constant angle that the spiral goes 
through. Every section of the spiral is then a replication of the 
previous section. Zooming in (or out) on the spiral you see the 
same shape. Hence the spiral is much like a fractal (see Chapter 8). 

1.4 FIBONACCI STRIKES 

We have constructed spirals with cards on cobwebs but there are 
other methods of construction. Thke your favorite sequence-the 
Fibonacci sequence I, I, 2, 3, 5, 8, 13,21, ... comes to mind (see 
Chapter 3)-and use a polar grid with rays at angles of ~ for a 
start. When e = 0, let r = F J = l. When e = ~, let r = Fz = l. 
Keep going so that when e = n ~, r = Fn+J • 
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FIGURE 17 

• •• BREAK 

Plot the Fibonacci points as indicated above and draw a 
smooth curve between them. You should get a respectable 
spiral. Check it out. 

You have probably ended up with something like the graph of 
Figure 17. Actually, with a little work, you can give a relation be
tween rand e for this curve. Have a go and see what you come up 
with. 

But you don't have to use the Fibonacci sequence. Something 
like I, 2, 4, 8, 16, 32, ... or 1,4,9, 16, 25, ... , will give you a spiral 
too. 

• •• BREAK 

Experiment with different sequences of numbers and see 
what your spirals look like. 

Just to wrap this one up, let's find the relation between rand e 
for the curve formed from I, 2, 4, 8, 16, .... Using rays ~ apart, 
when e = n~, r must be 2n- 1 . So r = 2-'!;'!-1 = 1(2-'!;'!). It looks as 
if we've ended up with another equiangular spiral. Did you get an 
equiangular spiral for the Fibonacci curve? 

• •• BREAK 

Use the Binet formula (see Chapter 3) to express the Fibonacci 
curve by an equation in polar coordinates. 
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1.5 DENOUEMENT 

We started off this chapter asking what there is in common be
tween the sunflower and the snail. The answer is that the seeds of 
the sunflower and the shell of the snail both exhibit a spiral struc
ture. If you look at the snail's shell, you'll see a clear spiral. What 
may not be obvious, at first, is that the spiral is equiangular. "The 
whorls continually increase in breadth and do so in a steady and 
unchanging ratio" (see [1, Volume 2, p. 753]). 

The same kind of behavior is to be found in the Nautilus shell 
and in many other shells, too. But it is not to be found in sunflowers. 
Instead, sunflowers exhibit the Fibonacci spiral behavior. This is 
illustrated in Figure 18. 

In this chapter we have only skimmed the surface of the study 
of spirals and polar curves. There is a lot more out there to inves
tigate. You might actually like to do some of that investigating. If 
you do, don't forget about three-dimensional spirals. The common 
or garden helix not only occurs in circular staircases and in bed-
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springs but also seems to have something to do with DNA too. But 
what on earth is an Archimedean screw? 

ah! It's suddenly occurred to us that we haven't mentioned 
drains and that was in the title of the chapter. What's the path 
traced out by a fleck of fat as it goes down the drain? And does it 
matter whether the fat is in Sydney, Southampton, or Seattle? 

• •• FINAL BREAK 
Here are a few problems for you to try out your new skills on. 

1. In Section I, when using the card construction of a spiral 
we found that 75° (or ~~) was a critical angle. Would the 
same angle be critical if the angle between the rays was 
changed? 

2. Draw four equally spaced equiangular spirals on a piece 
of card. Pin the point C to the center of a turntable. What 
effect do you get when the turntable rotates? 

3. Consider the polar curve whose equation is r = sin e. What 
would happen if e were allowed to be negative? 

4. Find the polar equation for the circle, center (a, a) and 
radius b. [Hint: First get the Cartesian equation.] 
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ANSWERS FOR FINAL BREAK 

1. Suppose the angle between rays is e. Then the critical case 
occurs when n - e - a = a. Hence the critical value of a is 
~ (n - e), which certainly depends on the angle e between the 
rays. 

2. You should get an interesting optical effect. 

3. You get the same circle again and again. 

4. In Cartesian coordinates the center is (a cos a, a sin a) and the 
radius is b. So the equation is 

(x - acosai + (y - asina)2 = b2. 

Simplifying, this becomes 

x2 + y2 _ 2xa cos a - 2ya sin a = b2 - a 2. 

Converting to polar coordinates, we obtain 

r2 - 2ra cos e cos a - 2m sin e sin a = b2 - a 2, 

or 

r2 - 2m cos(e - a) = b2 - a 2. 

The moral is that, when dealing with circles whose centers are 
not at the origin, it's easier to use Cartesian coordinates than 
polar coordinates. 



CHAPTER 

A Far Nicer 
Arithmetic 

2.1 GENERAL BACKGROUND: WHAT YOU ALREADY 
KNOW 

Suppose you have to do an addition, say 357 + 586. How much do 
you need to know in order to know the last digit of the answer? 
Would the last digit of each summand be enough? Suppose, in
stead, that it's a subtraction problem? A multiplication problem? A 
division problem? 

We think you will immediately see that, to know the last digit of 
the answer to the addition problem you only need to know the last 
digit of each of the summands. (In the above example you would 
simply add 7 to 6, ignore the 1 in the tens position and get 3.) 
Likewise, to know the last two digits of the answer, you only need 
the last two digits of the summands (so that, above, you would 
add 57 to 86, ignore the 1 in the 100 position, and get 43), and so 
on. Indeed, the traditional algorithm for adding a column of figures 
exploits this fundamental fact. And what goes for addition is true 
of subtraction and multiplication, too, though not of division, even 
where the divisor is an exact factor ofthe dividend (think ofl2 -7- 2, 
22 -7- 2). 

25 

P. Hilton et al., Mathematical Reflections
© Springer-Verlag New York, Inc. 1997



26 2 A Far Nicer Arithmetic -----------------------------------------------

Let us concentrate for the moment on the last digit. The last 
digit of the integer a may be described as the remainder when a is 
divided by 10. Then, as we have said above, the remainder when 
a + b is divided by 10 may be obtained from the remainders when 
a and b are divided by 10; and the same goes for the remainder 
when a - b or ab is divided by 10. And what goes for remainders 
when you divide by 10 is just as true for remainders when you 
divide by 100, 1000, and so on. 

Now comes the big, but obvious step-the same goes when you 
divide by any integer m. Those of you who have done arithmetic 
in various bases will already have met this fact, but we feel that 
none of our readers will have any real difficulty in understanding 
this. Thus, for example, if a = 44 and b = 23, we see that 44 has 
a remainder of 4 and 23 has a remainder of 3 when divided by 5. 
Thus we know that the remainder when a + b (= 67) is divided by 5 
is the same as the remainder when 4 + 3 is divided by 5, that is, 2; 
and a - b (= 21) leaves a remainder of 4 - 3, or I, when divided 
by 5. In just the same way we know that 44 x 23 leaves the same 
remainder as 4 x 3 when divided by 5, that is, a remainder of 2. It 
is very striking that we don't need to calculate 44 x 23 to get this 
last result! 

• •• BREAK 
Check the results of the last paragraph. Then try some 
examples with a value of m different from 5. 

Mathematicians like to use short, pithy phrases,1 so, instead of 
the long-winded "the remainder when you divide by m" they say 
"the remainder mod m" and the set of all integers leaving the same 
remainder mod m is called a residue class mod m; here "mod" is 
short for "modulo;' and m is called the "modulus." Thus the re
mainder mod m is a specially chosen member of its residue class, 
namely, that integer r in the class which satisfies 0 :s r < m. No
tice that there are only finitely many residue classes mod m (in 
fact, there are precisely m such classes), but that a residue class 
contains infinitely many integers. 

I Another example of a short, pithy phrase is "the triangle ABC" instead of "the triangle 
with vertices A, B, C." Can you think of further examples? 
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Now we also need a word for the process which, working mod m, 
starts with the residue classes of a and b and produces the residue 
class of (a + b). The word we use is, of course, the addition of 
residue classes. Likewise, we speak of the subtraction and multi
plication of residue classes; moreover, we use the usual symbols 
to denote these three operations on residue classes. 

Of course, the addition of remainders is not quite like the addi
tion of integers. Certainly, if the modulus is 10, then the sum of 
the remainders 3 and 5 is 8; but the sum of the remainders 6 and 7 
is 3, not 13, because a remainder mod m must lie between 0 and 
(m - 1). We now introduce some notation to overcome this slight 
awkwardness. 

Let [a]m stand for the set of all integers which leave the same 
remainder as a when you divide by m; thus [a]m consists of all 
integers (a + km) where k is any integer. As we have said, we call 
[a]m a residue class, more precisely, the residue class of a mod m. 
Thus if a = 0, m = 2, then [a]m is just the set of even integers; if 
a = I, m = 2, then [a]m is the set of odd integers; and [1 h is the set 
{ ... , -5, -2, 1,4,7, ... }. 

Now we may write the basic arithmetical facts as 

[a]m + [b]m = [a + b]m'j 

[a]m[b]m = [ab]m, 
(1) 

strictly speaking, we may regard the relations (1) as defining the 
addition and multiplication of residue classes mod m. Notice that, 
in (1), there is no restriction on the possible integer values of a and 
b; they could be remainders but they need not be. Indeed, a or b 
could be negative. 

Notice, too, that we omitted subtraction from (1). We had two rea
sons for doing this. First, we cannot just define subtraction any way 
we please; subtraction must fit with addition. More formally, a - b 
is the solution x to the equation x + b = a. Of course, a moment's 
reflection will convince you that the rule 

[a]m - [b]m = [a - b]m (2) 

does produce a result compatible with our definition above of the 
sum of residue classes; moreover, it is obvious that [O]m is the zero 



28 2 A Far Nicer Arithmetic -----------------------------------------------

for our addition of residue classes, that is, 

[a]m + [O]m = [a]m, 

so that 

-[a]m = [-a]m. (3) 

However, the second reason for our delaying the statement of 
the subtraction rule is more important in practice. We have talked 
so far in this chapter of integers and may have left the impression 
(though we didn't actually say so!) that we had positive integers in 
mind. But, for (2) or (3) to make sense we must allow negative 
integers and zero, since a - b may well fail to be positive, even 
if a and b are positive. You may wonder if there is any difficulty 
in talking of the residue class [a]m if a is negative. The answer 
is: No, there isn't. For recall that the residue class [a]m consists 
of all integers (a + km), where k is any integer, and so contains 
positive and negative integers, whatever value we give to a. The 
usual remainder, which number theorists also call the residue, is 
just the smallest nonnegative integer in the collection (a + km); 
but, quite often, another representative of the residue class is more 
natural or more useful, as in (3). Notice that the modulus m is 
always a positive integer. For we never allow m = 0 (why not?) and 
there would be no difference between [a]m and [a]-m if we did allow 
negative m. Th understand this last statement take a careful look at 
the definition of [a]m and [a]-m. For example, if a = 2, m = 3, we 
see that, by definition, [2]3 is the set of integers 2 + 3k, where k is 
any integer; so if k is 

... , -3, -2, -1,0, 1,2,3, ... , 

then the corresponding elements of [2]3 are 

... , -7, -4, -1,2,5,8,11, ... 

Likewise, we see that, by definition, [2]-3 is the set of integers 
2 - 3k, where k is any integer; so k is ... , -3, -2, -1,0, I, 2, 3, ... , 
then the corresponding elements of [2]-3 are 

... , 11,8,5,2, -I, -4, -7, ... , 

that is, the same set of integers as above. 
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Now we can be quite precise. We allow a, b, ... to range over the 
set of integers Z; m is a fixed positive integer; [a]m is the set ofinte
gers (a + km, k E Z); (1) gives the rules for adding and mUltiplying 
residue classes mod m; (2) shows how to subtract residue classes 
to achieve the usual properties of subtraction; and (3) shows how 
to take the additive inverse. 

We have, in our discussion so far, been skirting round one of the 
most fundamental ideas in mathematics, that of an equivalence 
relation and the associated set of equivalence classes. Those of 
you who are familiar with this idea may have recognized that our 
residue classes [a]m are just special cases of equivalence classes. Th 
"level the playing field:' let's take a moment to make all our readers 
familiar with this idea. 

Let S be a set and let'" be a relation on the set S. Thus it may 
happen that a '" b for certain pairs (a, b) of elements of S. As an 
example, think of the set Z and let a '" b mean that m exactly 
divides (a - b); we write thisasm I (a - b). We saythatthe relation 
'" on S is an equivalence relation if it satisfies three conditions: 

I. (Reflexivity) a '" a, for all a E S; 

II. (Symmetry) If a '" b, then b '" a, for all a, b E S; and 

III. (Thansitivity) If a '" b, b '" c, then a '" c, for all a, b, c E S. 

Given an equivalence relation'" on a set S, the set is partitioned 
into equivalence classes by the rule that a, b go into the same 
class if and only if a '" b. You may check that the three conditions 
above are precisely what we need to make sense of this rule. For 
example, condition I guarantees that every element of S belongs 
to some class. 

If we revert to our example, then we see that the equivalence 
class (subset of Z) containing a is precisely the residue class of 
a mod m, or [a]m. We call the equivalence relation of our example 
congruence mod m, and write a == b mod m for a '" b. 

• •• BREAK 

Consider the following relations and decide which of condi
tions I, II, and III they satisfy: 

(i) S = Z, a '" b means a ::: b; 
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(ii) S = Il, a '" b means a > b; 

(iii) S = Il, a '" b means a i= b; 

(iv) S = set of straight lines in the plane, 

t: '" m means lit: is parallel to m!' 

(v) S is as in (iv), t: '" m means lit: is perpendicular to 
m!' 

Because of the simple nature of the rules (1), (2), and (3), it 
follows immediately that the addition and multiplication of residue 
classes have all the nice, convenient properties ofthe addition and 
multiplication ofintegers (with one important exception, described 
below). Thus (writing [a] for [a]m for simplicity), we have 

(Commutative laws) 

(Associative laws) 

(Distributive law) 

(Zero) 

(Unity) 

{
[a] + [b] = [b] + [a], 

[a][b] = [b][a], 

{
([a] + [bD + [c] = [a] + ([b] + [CD, 

([a][b])[c] = [a]([b][cD, 

[a]([b] + [cD = [a][b] + [a][c], 

[a] + [0] = [a], [a][O] = [0], 

[a][l] = [a]. 

(4) 

(5) 

(6) 

(7) 

(8) 

Rules (1) to (8) are said to be the rules of modular arithmetic. 

• •• BREAK 
Check the results of (4) through (8) by example and by 
definition. 

The only rule of ordinary arithmetic that you might expect to 
hold, but which actually fails for modular arithmetic, is the one 
which states, for integers2 • a, b, that, if ab = 0, then a = 0 or 

20r, indeed, for any real numbers a, h! This rule is the basis of our method of solving 
equations. Division cannot even be defined Oet alone carried out) without it 
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b = o. The corresponding statement for residue classes is false; 
for example, 

[2]10[5]10 = [10]10 = [0]10, 

but, of course, [2]10 #- [0]10, [5]10 #- [0]10. We will have much more 
to say about this phenomenon later-it is very closely related to 
the reason why, in division, the last digit of the dividend and of the 
divisor do not give us the last digit of the quotient. However, by way 
of compensation for the loss of this division rule for integers, the 
arithmetic of residue classes has many great advantages. Perhaps 
the most obvious is that the set of residue classes mod m is finite, 
consisting of the m elements [O]m, [1 ]m, ... , [m - 1 ]m. Thus the ad
dition and multiplication tables can be completely described by a 
square array. Let us illustrate this for the moduli (plural of "modu
lus"!) 5 and 6; we emphasize that these tables, unlike the traditional 
tables, are not part of the process of adding and multiplying-they 
actually tell you everything! In these tables-and often when do
ing modular arithmetic-we write the remainder instead of the 
residue class containing it (in accordance with our principle of 
using simplified notation-see Chapter 9). 

+ 0 1 2 3 4 x 0 1 2 3 4 

0 0 1 2 3 4 0 0 0 0 0 0 
1 1 2 3 4 0 1 0 1 2 3 4 

2 2 3 4 0 1 2 0 2 4 1 3 (9) 
3 3 4 0 1 2 3 0 3 1 4 2 
4 4 0 1 2 3 4 0 4 3 2 1 

Addition mod 5 Multiplication mod 5 

+ 0 1 2 3 4 5 x 0 1 2 3 4 5 
0 0 1 2 3 4 5 0 0 0 0 0 0 0 
1 1 2 3 4 5 0 1 0 1 2 3 4 5 
2 2 3 4 5 0 1 2 0 2 4 0 2 4 

3 3 4 5 0 1 2 3 0 3 0 3 0 3 
(10) 

4 4 5 0 1 2 3 4 0 4 2 0 4 2 
5 5 0 1 2 3 4 5 0 5 4 3 2 1 

Addition mod 6 Multiplication mod 6 
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• •• BREAK 

Construct some tables of your own choosing -of course, with 
some prime and some non-prime moduli. 

We close this section by drawing your attention to the important 
notational innovations we have introduced: if the integers a and b 
belong to the same residue class mod m, then we may write 

a == bmod m. (11) 

Thus (11) means exactly the same as [a]m = [b]m. We read (11) as 
"a is congruent to b mod m:' Notice that (11) is equivalent to 

a - b == Omod m 

or 

m exactly divides (a - b). (12) 

For example, 38 == 12 mod 13. In the phrase "m exactly divides nil 
we will always suppose in this chapter that m is a positive integer, 
but we allow n to be any integer. Instead of writing the phrase we 
will usually use the abbreviated form 

min. (13) 

Then (13) is true if and only if there is an integer k such that 
n = mk. 

• •• BREAK 
Somc things to think about: What can you infer if you know 
that: 

(1) min and n I m? 

(2) min and n I q? 

(3) a I nand bin and a and bare coprimc, that is, 
gcd(a, b) = 1.3 

3gcd means greatest common divisor, so "gcd(a, b) = 1" means the only common factor 
of a and b is 1. 
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2.2 SOME SPECIAL MODULI: GETTING READY FOR THE 
FUN 

From what you'll learn in this section, you'll get a reputation 
as a lightning calculator-but you won't, in fact, have done the 
calculations your audience thinks you've done. Read on! 

Of course, so long as we continue to write numbers in base 10, 
arithmetic mod 10 (i.e., the arithmetic of residue classes mod 10) 
will continue to hold a special place among the various modular 
arithmetics. However, there are other modular arithmetics which 
are also of special interest and which we will now describe. The first 
two, arithmetic mod 9 and arithmetic mod 11, also derive their 
special interest from the fact that we write numbers in base 10. 

Arithmetic mod 9 Here the special interest, as we have said, 
derives not from any particular properties of the residue classes 
mod 9 but from the fact that remainders mod 9 can be quickly 
calculated for numbers written in base 10, as we will suppose they 
are. Thus let n be any positive integer and let sen) be the integer 
obtained by adding the digits of n. Thus, 

if n = 3857, then sen) = 3 + 8 + 5 + 7 = 23. 

We now have an important result, which we state as a theorem. 

Theorem 1 [n]g = [s(n)]g-

Of course, this only means that n - sen) is divisible by 9. The 
general argument is clear if we deal with our particular case above. 
Then 

so that 

n = 3000 + 800 + 50 + 7, 

sen) = 3 + 8 + 5 + 7, 

n - sen) = 3(1000 - 1) + 8(100 - 1) + 5(10 - 1) 

= 3(999) + 8(99) + 5(9). 

It thus suffices to observe that for any positive integer q, IOQ - 1 is 
divisible by 9. This last fact comes immediately from our rule of 
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multiplication (1); for 

since [10]9 = [1]g, it follows that [10Q]9 = [1 Q]9 = [1]g. 

(Of course, you may also observe that lOQ - 1 is written in base 10 
as a sequence of q 9's.) 

Of course, we can iterate the s-function, that is, we can calculate 
s(s(n)) which we naturally write as s2(n), and so on. Eventually, 
we must reach a number lying between 1 and 9, and this must 
be the remainder when n is divided by 9, with the small modifi
cation that if we eventually reach the number 9 itself, then there 
was no remainder and our number n is divisible by 9. So, for our 
example of n = 3857, sen) = 23, s2(n) = 5, so the remainder is 5. 
Ifn = 49826, then sen) = 29, s2(n) = 11, s3(n) = 2, so the remain
der is 2. Ifn = 5247, then sen) = 18, s2(n) = 9, so 5427 is divisible 
by 9. (You should check these.) 

Now let us consider this question: 

What is the remainder when 3857 x 49826 is divided by 9? 

This question appears at first sight to involve either long, tedious 
calculation or appeal to a hand calculator or computer. Actually, 
however, it is easily answered without any mechanical aids. For 
Theorem 1 tells us that 

[n]9 = [s(n)]9 = [s2(n)]9 = .... 
Thus 

[3857]9 = [5]9, [49826]9 = [2]9, 

so 

[3857 X 49826]9 = [5 X 2]9 = [10]9 = [1 ]9, 

and the remainder is I! 
We will see in Section 5 how these ideas can be used very 

effectively to check calculations. However, there is already an 
interesting point revealed by this calculation. Those for whom 
arithmetic is merely a skill would believe that, to find the remain
der when a number expressed in a complicated way is divided by 9, 
one must (a) first express the number in traditional (base 10) form; 
and (b) then carry out the division. We have shown that this belief 
is wrong. 
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Notice that, since 3 is a factor of 9, it follows from Theorem 1 
that 

Corollary 2 [nh = [s(n)h· 

Thus we may use the same technique as that above to find the 
remainder when n is divided by 3; we simply apply the s-function 
repeatedly until we achieve a number between 1 and 9. Then 

if we achieve 1, 4, or 7, the remainder is 1, 

if we achieve 2,5, or 8, the remainder is 2, 

if we achieve 3,6, or 9, the remainder is O. 

Notice that this gives us an easy check for divisibility by 3 (and 
by 6). 

Arithmetic mod 11. A similar technique may also be used to do 
arithmetic mod 11. Once again the interest derives from the ease 
with which remainders mod 11 can be calculated. Admittedly, it 
is not as easy as calculating remainders mod 9, but it is very easy 
compared, say, with calculating remainders mod 7. 

Let us again take 3857 as our example. If n = 3857, we again 
write 

n = 3000 + 800 + 50 + 7. 

Now, however, we exploit the (obvious?) fact that 10 == -1 mod 11. 
Then (by (1)), since (_1)1 = -1, (-1)2 = 1, (_1)3 = -1, ... 

101 == (-Ii = -1 mod 11, so we see that 
11 divides 10 + 1 (= 11); 

102 == (-1 i = 1 mod 11, so we see that 
11 divides 100 - 1 (= 99); 

103 == (_1)3 = -1 mod 11, so we see that 
11 divides 1000 + 1 (= 1001); 

We may express all these facts in one formula 

lOQ == (-I)Q mod 11, (14) 
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noting that 

(-I)q = 11 
-1 

if q is even, 

if q is odd. 
(15) 

From (14) and (15) we see that what we need now, instead of the 
function s which we used in calculating mod 9, is the function a 
which gives us the alternating sum of the digits. Thus if 

n = 3857 = 3000 + 8000 + 50 + 7, 

then 

O'(n) = -3 + 8 - 5 + 7. 

(Notice that the signs in O'(n) alternate, ending with a positive sign.) 
Then the result for the modulus 11 which corresponds to Theo
rem 1 is 

Theorem 3 [n]l1 = [O'(n)]ll' 

Once again we can iterate the function a when necessary (it 
wasn't necessary in our example, since 0'(3857) = 7, so the remain
der is 7). However, a small difficulty arises because O'(n) need not 
be positive. What then should we do if, as is possible, O'(n) is a 
large negative number? Well, suppose O'(n) = -n1 and O'(n1) = nz, 
where nand n1 are positive, but nz is not necessarily positive. Then 

nj == nz mod 11, 

so -n1 == -nz mod 11, and n == O'(n) = -nj == -nz mod 1l. 

Thus our basic result that n == O'(n) mod 11 remains valid 

if we interpret.O'( -n), for n positive, to mean -O'(n); 

and we can then iterate automatically. Let us given an example. If 
n = 908172, then 

O'(n) = -9 - 8 + 1 - 7 + 2 = -21 

andO'(-21) = -0'(21) = -(-2 + 1) = l. Thus 908172 == 1 mod 11, 
so 1 is the remainder when 908172 is divided by 11. 

Another example of the application of Theorem 3 is this: 

if n = 13464, then O'(n) = 1 - 3 + 4 - 6 + 4, 
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so 0 is the remainder when 13464 is divided by 11, that is, 13464 
is exactly divisible by 11. In Section 5 we will show how to exploit 
our results on the calculation of remainders on division by 9 or 11. 

• •• BREAK 
Before reading the next section we suggest that you check 
your own understanding of this section by showing, without 
doing any division, that: 

2037618 is divisible by 9; 
30207618 is divisible by 9 (Why is this now especially easy?); 
9456238 is divisible by 11; 
35343 is divisible by 99; 
194601 is divisible by 3; 
and 190614 is divisible by 6. 

You might also like to prove that any number which reads the 
same forward and backward (called a palindromic number 
with an even number of digits is divisible by 11. 

2.3 ARITHMETIC mod P: SOME BEAUTIFUL 
MATHEMATICS 

If you look back at the multiplication tables for multiplication 
mod 5 and mod 6 you will notice an important difference. In fact, 
this difference becomes even more obvious if, in each table, the row 
and column headed by 0 are omitted. Then (9) and (10) become, 
respectively, 

x 1 2 3 4 5 
x 1 2 3 4 

1 1 2 3 4 5 
1 1 2 3 4 

2 2 4 0 2 4 
2 2 4 1 3 
3 3 1 4 2 

3 3 0 3 0 3 
4 4 2 0 4 2 

4 4 3 2 1 
5 5 4 3 2 1 

Multiplication mod 5 
Multiplication mod 6 

Thus each row (and column) of the mod 5 table is just a per-
mutation of I, 2, 3, 4; but not every row of the mod 6 table is a 
permutation of 1, 2, 3, 4, 5; and those which are not contain zeros. 
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Of course, the essential difference between 5 and 6 which is re
sponsible for the distinctive properties of the multiplication tables 
is that 5 is prime, whereas 6 is not. If m is not prime, then m may 
be factored as m = kl, with neither k nor l divisible by m, so that 
(with [ ] meaning [ ]m) 

[0] = [m] = [kl] = [k][l], [k] i= [0], [l] i= [0]. 

We now show why the multiplication table mod p (where p is 
prime) must have the features of our example when p = 5. Recall 
that we write min to mean <1m divides n (exactly)." The key fact is 
the following: 

Theorem 4 ltp is prime and p I kl, then p I k or p I l. 

This is regarded by some mathematicians as the definition of 
a prime, provided we insist that p i= 1. Alternatively, Theorem 4 
follows easily from the basic result on the factorization of integers 
as a product of primes. 

For the rest of this section we suppose that p is a prime dif
ferent from 2, since the case p = 2 is trivial for our discussion, as 
you will see. 

Now let a be any number prime to p (i.e., p does not divide a, or 
p f a), and consider the sequence of integers 

a, 2a, 3a, ... , CP - l)a. (16) 

We claim that no two of the integers on the list (16) are congruent 
mod p. For suppose we were wrong; then we would have num
bers k, £, with 1 ::: k < l ::: p - 1, such that ka == la mod p. This 
means that p I a( l - k). But p f a, by hypothesis; and p f l - k 
since 1 ::: l - k < p. Thus, by Theorem 4,p f ace - k). This contra
diction shows that, after all, we were right-no two of the integers 
in (16) are congruent mod p. 

A very similar argument shows that no integer in the list (16) 
is divisible by p. Thus the list (16) consists of representatives of 
CP - 1) distinct nonzero residue classes mod p. But there are only 
CP - 1) distinct nonzero residue classes mod p and they are repre
sented by 1, 2, 3, ... , cp - 1). Therefore, the list ofresidue classes 
[a], [2a], [3a], ... , [cp - 1 )a] is just a reordering, or permutation, of 
the list [1], [2], [3], ... , [p - 1]. 
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• •• BREAK 
Check this last assertion for various (appropriate) values ofp 
anda. 

We may draw some very important conclusions from this ob
servation. First, we now know that, in the list (16), some number 
congruent to 1 must occur. This means that, given a "# 0, there 
exists b such that ba == 1 mod p (you may check various instances 
of this on the multiplication table mod 5). 

We then say that b is the (multiplicative) inverse of a mod p. 
Of course, strictly speaking, it is the residue class of b which is 
the inverse of the residue class of a, but it is quite intolerable to 
be forced always to be so precise. So long as we know what we 
mean we can (and should) express ourselves informally-this is 
our Principle of Licensed Sloppiness in action (see Chapter 9). 

It is easy to check that, when an inverse exists, it is unique; 
here, of course, the uniqueness refers to the residue class. So every 
nonzero residue modulo p has an inverse when p is prime. This shows 
that arithmetic mod p is easier in an important sense than ordi
nary arithmetic-we don't have to introduce fractions. In fact, with 
pta, we can obviously solve for x any congruence xa == c mod p. 
For ifba == 1 mod p, then (bc)a == c mod p. And Theorem 4 imme
diately implies that the solution is unique. So if we used a prime 
base for our numeral system (instead of base 10), we could deter
mine the last digit in a division problem, too, from the last digit in 
the divisor and dividend, provided, of course, that the divisor is a 
factor of the dividend, and that its last digit is not zero. (This is not, 
let us add, a good enough reason for abandoning base 1O!) 

• •• BREAK 

You may like to debate the relative merits of the bases 10 
and 12. What are the advantages and disadvantages of base 2? 

Our second conclusion, based on the observation immediately 
preceding the first break of this section, will lead us to a famous 
theorem. Since the numbers in the list (16) are congruent, in some 
order, to the numbers I, 2, 3, ... , (p - 1), the overall products must 
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be congruent. Thus 

ap-1cp - I)! == Cp - I)! mod p. 

where n! is the factorial function 1 x 2 x 3 x ... x n. But we may 
now invoke Theorem 4 again. For certainly p t Cp - I)!, as an ele
mentary application of Theorem 4 shows. Thus we conclude from 
the congruence above a famous theorem of Fermat4 (160l-1665): 

Theorem 5 Let p be a prime and a an integer such that pta. Then 

aP- 1 == 1 mod p. 

(You might like to know that Theorem 5 is a special case of 
a fundamental result in group theory, which itself follows from 
a celebrated theorem due to the great French mathematician La
grange (1736-1813). Look out for Lagrange's Theorem when you 
study group theory!) 

Notice how Fermat's Theorem enables you to answer appar
ently very difficult questions quickly. Here's an example. What 
is the remainder when 21000 is divided by 7? Now 1000, on divi
sion by 6, leaves a remainder of 4 (so 1000 may be expressed as 
6q + 4 for some q). Thus 21000 = 26q+4 = 26q X 24 for some q. But 
26 == 1 mod 7. Thus 26q == 1 mod 7, so 21000 == 24 = 16 == 2 mod 7. 
Thus, finally, 21000 == 2 mod 7. So the answer is 2. Of course, here 
we've given you the justification of the method. The procedure 
itself is very much quicker since we only need the remainder 
when 1000 is divided by 6. 

Theorem 4 has yet another very interesting consequence. Sup
pose n 2 == 1 mod p. Thenp I (n 2 - 1) or p I (n - l)(n + 1). Theo
rem 4 tells us thatp I (n - 1) or p I (n + I), so that n == ±1 mod p. 
This gives us an important property of prime numbersp, namely, 

I Ifn2 == 1 mod p, then n == ±1 mod p.1 (17) 

4This is sometimes called Fermat's Little Theorem, in contrast to the famous Fermat's 
Last Theorem (FLT) which he never proved. FLT asserts that, if n :::: 3, then the equation 
a" + b" = c" cannot be solved in non-zero integers a, b, c. At the time of writing this chapter, 
we are hoping that FLT is being proved by Andrew Wiles, of Princeton University. (At the 
time of proofreading it had!) 
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Thus, since, by hypothesis, p i= 2, there are precisely two residue 
classes mod p whose squares are [1], namely [±1]. Of course, [-1] 
is the residue class containing p - 1 (and -1). No surprises yet. 

Now, as we have pointed out, to every residue class [a] there is 
a residue class [b] such that [a][b] = 1; and what we have proved 
above tells us that [a] i= [b] unless [a] = [1] or [p - 1]. It follows 
that if we consider the totality of nonzero residue classes mod p, 
namely, [1], [2], [3], ... , [p - 1], and (temporarily!) throwaway [1] 
and [p - 1], then the rest fall into pairs of distinct residue classes 
([a], [b]) such that their product is [1]. See (9) for the verification of 
these facts in the simple case p = 5. 

It now follows (this is the "blinding light") that if we multiply 
together all the nonzero residue classes 

[1], [2], [3], ... , [p - 1], 

then their product is [1 ][1 ][p - 1], that is, [-1]. In other words, 

[CP - I)!] = [-1], 

or, as we prefer to express it: 

Theorem 6 (Known as Wilson's TheoremS) If p is a prime, 
CP - I)! == -1 mod p. 

'Oystein Ore (in his book Number Theory and Its History, McGraw-Hill, 1948) gives the 
following historical account of this theorem: 

In the Meditationes Algebraicae by Edward Waring, published in Cambridge in 1770, 
one finds, as we have already mentioned, several announcements on the theory of 
numbers. One of them is the following. For any prime p the quotient 

is an integer. 

1·2······(p-l)+1 

P 

This result Waring ascribes to one of his pupils John Wilson (1741-1793). Wilson 
was a senior wrangler at Cambridge and left the field of mathematics quite early 
to study law. Later he became a judge and was knighted. Waring gives no proof of 
Wilson's theorem until the third edition of his Meditationes, which appeared in 1782. 
Wilson probably arrived at the result through numerical computations. Among the 
posthumous papers of Leibniz there were later found similar calculations on the 
remainder of n!, and he seems to have made the same conjecture. The first proof of 
the theorem of Wilson was given by J.L. Lagrange in a treatise that appeared in 1770. 

It is usual nowadays to state the theorem as a congruence. 
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Let'sjust check this for p = 7. Then 6! = 6 x 5 x 4 x 3 x 2 x 1 = 
720 and 720 == -1 mod 7 since 7 is, clearly, a factor of 721. 

Of course, Theorems 5 and 6 are true (but trivial!) if p = 2. 

• •• BREAK 
Try this for some other primes p. Does it work for non-prime 
moduli? Does (17) work for non-prime moduli? 

Now some final thoughts on arithmetic mod p. We gave a proof 
above that there are precisely two residue classes of integers n 
satisfying n2 == 1 mod p, namely, n == ±1 mod p. What is the situ
ation if we consider a fixed but arbitrary integer a, withp t a, and 
seek to solve the congruence n 2 == a mod p? A slightly subtler ar
gument shows us that there are always either two solutions or no 
solutions. For suppose we square all the nonzero residues. Then 
it is easy to see that b2 == e2 mod p if and only if b == ±e mod p 
(Theorem 4 again). Thus, the p - 1 nonzero residues [1], [2], 
[3], ... , [p - 1] maybe arranged in pairs [b], [e] such that [b]2 = [ef 
This means that there are P; 1 residues which are squares (and they 
are squares of exactly two residues), and P;l residues which are 
not. Let us look at the example p = 11. Then, squaring the residues 
[1], [2], ... , [10] mod 11, we get 

[1], [4], [9], [5], [3], [3], [5], [9], [4], [1), 

just as the theory predicted. Thus 

[1), [3], [4], [5], [9] are squares, while [2], [6], [7], [8], [10] are not. 

How can one tell, without squaring all the nonzero residues, 
whether a given residue is a square or not? There is a beautiful 
theorem which answers this question, namely, Theorem 7 below. 
Before stating it, we introduce the term quadratic residue for a 
residue (such as [1], [3], [4], [5], [9] mod 11, above) which is the 
square of another. Remember also that p is always an odd prime in 
this section. (Do you notice where we have already used this fact? 
Hint: Look at our proof of Wilson's Theorem.) 
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Theorem 7 Suppose pia. Then a is a quadratic residue if and only 
if 

p-I 

aZ- == 1 mod p. 

(If a is not a quadratic residue then a LT == -1 mod p.) 

One part of this is easy to prove. If a is a quadratic residue mod p, 
say a == b2 mod p, then 

E.::.!. 2 p-I 

a 2 == (b ) z- = 7:JP- 1 == 1 mod p, 

the last congruence being Fermat's Theorem. Now, certainly, 
p-I • (P-I )2 1 a Z- == ±1 mod p, smce a z- = aP- == 1 mod p. But how do we 

know that we must have a quadratic residue a if a P;I == 1 mod p? 

* Let us explain the answer without going into every detail. Congru
ences mod p behave, in many ways, just like ordinary equations. 
Now we know that an equation of the form 

coXk + CIXk- 1 + ... + Ck-lX + Ck = 0, of degree k, 

cannot have more than k roots. In the same way, the congruence 

coXk + CIXk- 1 + ... + Ck-lX + Ck == 0 mod p 

cannot have more than k solutions. In particular, the congruence 
E.::.!. 

X 2 - 1 == o mod p 

cannot have more than P;l solutions. But we know by our previous 
arguments that all quadratic residues satisfy this congruence, and 
there are P;l quadratic residues. Hence the quadratic residues 
provide the full complement of solutions of the congruence 

E.::.!. 
X 2 - 1 == 0 mod p, 

and so none of the other residues, that is, the nonquadratic 
residues, can satisfy this congruence; thus, by (17), they must 

p-I * satisfy the congruence x z- + 1 == 0 mod p. 

Ifwe try this withp = 11, then P;l = 5 and 

15 = I, 25 = 32 == -1 mod 11, 
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35 = 243 == 1 mod 11, 

45 = 1024 == 1 mod 11, 

55 = 3125 == 1 mod 11, 

95 = (35)2 == 1 mod 11, 

as predicted. 

65 = 25 . 35 == -1 mod 11 , 

75 == 185 = 35 .65 == -1 mod 11, 

85 = (2 5i == -1 mod 11, 

105 == (_1)5 = -1 mod 11, 

2.4 ARITHMETIC mod NON-PRIMES: THE SAME BUT 
DIFFERENT 

We know things cannot be as nice with arithmetic mod m, if m is 
not a prime, as they are with arithmetic mod p. For, as we have 
said, if m is not prime, then the following situation is bound to arise 
for certain numbers a, b: 

ab == 0 mod m, although a ¢ 0 mod m and b ¢ 0 mod m. (18) 

You can see this because if m is not a prime we can express m as 
m = ab, where a, b are proper factors ofm (remember our example 
based on 10 = 2 x 5). However, we can salvage something. For 
there is a generalization of Theorem 4 which we can use. Recall 
that we say m is prime to k, or that m and k are coprime, if the 
greatest common divisor of m and k is 1, that is, gcd( m, k) = l. 
Then we have 

Theorem 8 lfm I ke and m is prime to k, then m I e. 

This is proved just as in the special case when m is prime (i.e., 
Theorem 4), using the factorization ofke as a product of primes. 

• •• BREAK 
Try writing out the proof of Theorem 8 which we have 
sketched. Test the statement of the theorem with some 
examples. 

From Theorem 8 we may proceed as in the previous section, 
but confining our attention to those residues which are prime to m. 
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Notice that this terminology makes sense, since 

a is prime to m if and only if a + km is prime to m 

(Why?). Thus we suppose that we have written out the remainders 

r] (= 1), rz, ... , rq_], rq (= m - 1) (19) 

prime to m. We multiply by any number a prime to m, to get 

(20) 

We then argue, as we did before, that the residue classes rep
resented in the list (20) simply form a permutation of those 
represented in (19). From this we first conclude that the list (20) 
contains a number congruent to 1 mod m, so that every residue 
prime to m has an inverse. Second, we observe that, multiplying 
all the numbers in (19) together and all those in (20) together, we 
have 

r]rz· .. rq == ar]arz··· arq == aqr]rz··· rq mod m. (21) 

But r] rz ... rq is prime to m so that, by Theorem 8, 

aq == 1 mod m. (22) 

The number q deserves a special name. It depends on m, of course, 
and is called the Euler ip-function6 and is written q = <I> (m); it is 
the number ofresidue classes mod m which are prime to m. Then 
(22) is Euler's Theorem, so-called since it was discovered by the 
great Swiss mathematician Leonhard Euler (1707-1783). 

Theorem 9 a<l>(m) == 1 mod m if a is prime to m. 

This, of course, generalizes Fermat's Theorem (Theorem 5); for 
you should have no difficulty in seeing that 

ifp is prime, then <l>CP) = P - l. 

Notice that we have, in Theorem 9 (or Theorem 5), a situation in 
which we know that the number a<P(m) - 1 is divisible by m without 
having to do any dividing. We show below that <1>(5040) = 1152, so 
we know that (for example) 13115Z - 1 is divisible by 5040. How long 

6 <l> is the capital Greek letter "phi!' 
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would it take a high-speed computer to show this by straightforward 
arithmetic? 

Theorem 9 has the important consequence. 

Corollary 10 Let a be prime to m. Then there exists a positive integer 
n, called the order of a mod m, such that 

as == 1 mod m if and only if n I s. 

Proof Let n be the smallest positive integer such that 

an == 1 mod m. 

Such an n exists by Theorem 9, which tells us that there is a 
positive integer, namely, <I>(m) , with 

a<l>(m) == 1 mod m. 

Now let s be a positive integer. If s = nk, then 

as = (anl == 1 mod m. 

Conversely, suppose as == 1 mod m. We may divide s by n, 
getting a quotient q and a remainder r, so that 

s = qn + r, 0::: r < n. 

Then a r = as(anrq == 1 mod m. By the minimality of n, we 
must have r = 0, so n I s. 0 

• •• BREAK 
Find the orders of 3 mod 10; 3 mod 7; 6 mod 11. 

How easy is it to calculate <I>(m)? It is not too difficult if we use 
some clever counting. First, if m is a power of a prime, say m = pn, 
then 

(23) 

1b see this, consider the residues that are not prime to pn; these 
are represented by those numbers up to pn which are divisible 
by p. Which are these representative numbers? They are just 
p, 2p, 3p, ... ,pn, and there are obviously pn-l of them. Thus, there 
are pn - pn-l residues which are prime to p, as (23) asserts. 
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* Now suppose m = k£, where k, £ are coprime. We write the 
numbers from 1 to lee in a rectangular array as follows: 

1 

£ + 1 

2£ + 1 

2 

£+2 

ze + 2 

£ 

2£ 

3£ 

(k - 1)£ + 1 (k - 2)£ + 2 k£ 

(24) 

(Try this with k = 9, £ = 8, say.) We now make a series of claims 
or assertions. 

Claim 1 If the entry at the head of a column is (is not) prime 
to £, then all the entries in that column are (are not) prime 
to £. This is just a restatement of (18). Thus, if we wish to 
strike out numbers in (24) which are not prime to k£, we may 
first strike out whole columns consisting of numbers none of 
which is prime to £, leaving just <P(£) columns, which consist 
entirely of numbers prime to £. (Carry your example le = 9, 
£ = 8 along with our argument.) 

Claim 2 The final column of (24) consists of representatives of 
the residue classes 

[l]k, [2]k, ... , [k]k, 

in some order. This is our old argument (based on Theorem 7 
and used in the proof of Euler's Theorem); it is here that we 
make vital use of the fact that k, £ are coprime. 

Claim 3 Every column of (24) consists of representatives of the 
residue classes 

[1 ]k, [2]k, ... , [k]k' 

in some order. For how do we pass to the column immedi
ately to the left of the last column? We just subtract 1. So 
we subtract 1 from the residue classes [1 ]k, [2]k, ... ,[k]k (in 
some order). This, of course, is just a further (cyclic) permu
tation of these classes. So we continue, stepping to the left and 
subtracting 1, across the whole array (24). 
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Claim 4 Thus, in every column of (24), there are <1>(k) residues 
prime to k. 

Claim 5 From Claims 1 and 4 we conclude that there are 
<1>(k)<1>ce) entries in (24) which are prime to both k and t:. 

Claim 6 A number is prime to kt: if and only if it is prime to k 
and to t:. (Prove this!) 

From Claims 5 and 6 we obtain the key result 

<1>(kt:) = <1>(k)<1>(t:) ifk, t: are mutually prime. (25) 

Now you should have no difficulty in deducing from (25) that if 

is any (finite) collection of mutually prime integers, then 

<1>(kJk2'" kn ) = <1>(kJ)<1>(k2 )· .. <1>(kll ). 

• •• BREAK 

(26) 

Exemplify the whole argument for k = 9, t: = 8; and any other 
pairs of values k, t: you care to choose. Illustrate (25) with 
examples. Illustrate (26) for the case n = 3. 

It is easy, using (23) and (26), to calculate <1>(m) for any n1. Let us 
give an example. What is <1> (one million)? Now you surely agree 
that it would be very tedious to enumerate all the numbers up 
to 1,000,000 which are prime to 1,000,000, and then count them. 
All we need to do, in fact, is this: 

1,000,000 = 106 = i j . 56. 

Thus, by (25), 

<1>(1,000,000) = <1>(2 6)<1>(56 ) = ii . 1 . 55 . 4, by (23) 

= 4. 105 

= 400,000. 

If you think just of the units digits, you may see why exactly fa 
of the numbers from 1 to 1,000,000 are prime to 1,000,000, and feel 
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you don't need the complicated argument we've given in this case. 
But now try <1>(5040). We know of no easier method than 

5040 = 24 .32 ·5· 7, so <1>(5040) = 23 . 3 . 2 . 4 . 6 = 1152. 

• •• BREAK 
Try calculating <I> for yourself for some nice, juicy numbers! 
What is <1>(600), <1>(1728), <I>(90)? Here's a place where man 
(and woman!) beats the machine! 

Show by an example that the relation <I>(ke) = <I>(k)<I>(l) 
fails if k, e are not coprime. 

You may think, at this point, that, after all, there isn't so much 
difference between mod p arithmetic (p a prime) and mod m arith
metic (m not a prime). Let's just give one example to show that 
there really is. We saw in formula (17) of Section 3 that there 
are exactly two residues n mod p such that n2 == 1 mod p, namely, 
n == ±1 mod p. But there is no such result for general residues 
mod m. Thus, for example, 

12 == 52 == 72 == 112 == 1 mod 12, 

so that there are four residues n mod 12 such that n2 == 1 mod 12. 
Why do you think this difference appears between arithmetic 

mod p and arithmetic mod m? 

2.5 PRIMES, CODES, AND SECURITY 

One of the simplest questions and, as we have seen, one of the 
most important questions that can be asked about an integer is: 
Is it prime? For most integers the surprising answer is, we don't 
know-at least we don't know how to determine whether or not an 
integer is prime in reasonable time. Consequently, the question, 
"What are the factors of a number N?" is even more unreasonable. 
We will see that the reluctance of numbers to be factorized can, 
surprisingly, be quite useful. We will also see that the reason we 
want to find primes is so that we can then multiply a couple of 
them together to get a composite number. 
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So why is it so difficult to determine whether or not a given 
number N is prime? All you have to do is to see if 2 divides N (if it 
does, and N #- 2, clearly N isn't a prime), then if 3 divides N, then 
if 5 divides N, and so on, until you've checked all the primes up to 
the largest prime number p such that p .::: v"N. 

• •• BREAK 

Of course, if p = v"N it means N is the square of the prime 
p, and hence composite. Why don't you need to check any 
primes bigger than v"N? 

Thus we see that, in theory, there is no difficulty-but, in prac
tice, the difficulty is time. We know how to decide whether or not 
a number is prime, but the test that we have just mentioned can 
involve many steps. This shows that there is sometimes a differ
ence in mathematics between knowing something is possible and 
actually making it happen. 

The challenge, then, is to find some practical method for de
termining the primality of a number. One way of attempting it 
might be to use Fermat's Little Theorem (Theorem 5). In the last 
section we discovered that if p was a prime number and pta, 
then aP- 1 == 1 mod p. Is the converse true? We might ask less. If 
a N - 1 == 1 mod N for some a ¢ 1 mod N, does this mean that N is 
a prime? 

You might like to test this using, say, a = 2. If you do, we suggest 
that you use a computer, although when, in 1819, Sarrus discovered 
that 2340 == 1 mod 341, he had to do it by hand. 

In fact, the situation is very complicated. There are compos
ite numbers N for which a N - 1 == 1 mod N for certain values of a 
satisfying 1 < a < N. Because the N with this latter property are 
behaving like primes, we call them pseudoprimes in base a. You 
shouldn't have trouble finding a pseudoprime in base 7. 

• •• BREAK 
Find two numbers N which are not pseudoprime in base 7. 

* Let's push pseudoprimes a step further. Suppose N - 1 = 2"d, 
S with d odd and s ::: 1. (We can easily get the 2"d factorization of 
~ (N - 1); simply keep dividing by 2 until the result is no longer 
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even.) Take a < N, such that a and N are relatively prime. Then 
we call N a strong pseudo prime in base a if ad == 1 mod N or 
a 2'd == -1 mod N for some r with 0 ::: r < s. You should check 
that all primes p are strong pseudoprimes for every base a such 
that 1 < a < p. 

And now let's look at a test for primality that's a bit "iffy." It won't 
be up to our usual high mathematical standards of exactness. Start 
with N, the number we want to test for primality and choose at 
random k (bigger than one) small numbers a (1 < a < N) and 
such that a and N have no common factors. (The Euclidean Algo
rithm gives an efficient way of checking this-no time difficulties 
there.) Now test to see whether N is a strong pseudoprime in 
base a. 

'TWo things can happen. It is possible that N may not be a strong 
pseudoprime for some base a, in which case N is composite. On 
the other hand, if N passes the test for each one of the k values of 
a, then the probability that N is a prime is greater than 1 - 4-k . 

Even for relatively small a this gives a high probability that N 
is prime. Admittedly it does not give an ironclad guarantee that 
N is prime but you might be happy to balance certainty against 
efficiency. 

Just in case you are worried by this, be assured that there are 
efficient tests of primality that come with no element of doubt. 
Unfortunately, they require a knowledge of some deep results in 

* algebraic number theory so we'll skip them. 

Let's suppose we've found ourselves a couple of nice big prime 
numbers p, q, say, with 200 digits each. Now form the composite 
number m = pq and let's go into the coding business. Th do this, 
choose some e which is relatively prime to (p - 1) and (q - 1), we'll 
see why in a minute. If someone wants to send us a message, they 
first convert it into a number. This can be done in many ways. They 
could, for example, let A = 01, B = 02, and so on, so long as they 
told us what they planned in advance. Running all the numbers for 
all letters of the message together gives them a number M. Now 
they want M to satisfy M ::: m - 1. If M > m - I, they would 
simply break the message into separate parts M I , M 2 , •• " so that 
each Mi would satisfy Mi ::: m - 1; and each Mi would then be 
handled just as in our description below for M, where we now 
assume M ::: m - 1. 
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They would calculate the remainder E of Me mod m. This new 
number E, the encoded message, they then send offto us by carrier 
pidgon-or e-mail. 

While we've been waiting for the message we haven't been idle. 
We've calculated d such that 1 S d S (P - 1)Cq - 1) = <P(m) and 
cd == 1 mod <P(m). Again the Euclidean Algorithm comes in handy 
here. Then we take the message E we've just received and calculate 
the remainder F of Ed mod m. Somewhat surprisingly, F = M. 

To see why, we first point out a consequence of Fermat's 
Theorem (Theorem 5); thus 

Proposition 11 Let p be prime and let p be an arbitrary positive 
integer. Then, for any integer a, 

a1+t(p-lj == a mod p. 

This follows immediately from Theorem 5 ifp % a. Ifp I a, how
ever, the congruence is obvious, since each side of the congruence 
is congruent to O. 

From Proposition 11, we infer the following consequence, 
actually a generalization 

Theorem 12 Let n be a product of distinct primes and let t be an 
arbitrary positive integer. Then, for any integer a, 

a1+t¢>(n) == a mod n. 

For let n = PIP2 ... Pk. Then <P(n) = (PI - 1 )(P2 - 1) ... (Pk - 1), 
so, for any i, 1 SiS k, 

(P, - 1) I <P(n). 

Thus we infer from Proposition 11 that, for any positive integer 
t, 

Since Pi I (a1+t<l>(n) - a) for all i, it follows that PIP2 ... Pk 
Ca1+t<l>(>1) - a), and this establishes the theorem. 

Now let's get back to our code. We have 

F == Ed mod m 

== (Me)'l mod m 



2.5 Primes, Codes, and Security 53 
----------------------------~--~------~---------

But ed == 1 mod <1>(m). Hence ed = 1 + t<1>(m) for some positive 
integer t. So 

F == M l+t4>(m) mod m 

== Mmod m, 

by Theorem 12, since m = pq, a product of distinct primes. But 
F, M both lie between 1 and m - I, so F = M, and we've decoded 
the original message! 

So what? If we can do it, so can anyone else, surely! After all, 
the person who was sending us the message knew m and e. Surely 
they, and any other Thmasina, Dick, or Harriet who knew the en
coding procedure, together with m and e, could find d and do the 
decoding. 

Ah, but we didn't spend all that time finding 200 digit primes for 
nothing. For example, suppose we have an adversarial situation in 
which we desperately wish to keep secrets from an enemy. Then, to 
find d, the enemy would have to know <1>( m) = (p - 1)( q - 1) and 
this requires them to find p and q starting with m. And factorization, 
especially of 400 digit numbers, can take quite some time-even 
with today's speedy computers. The best factorization algorithm, 
on the fastest computer, or even on linked computers, would take 
a long long time. Tho long for the message to be of any interest to 
the enemy by the time they'd done the decoding. 

This method of encryption is generally called a public key 
crypto-system because the key (m and e) can be made public with
out endangering the security of the system. You can put your key 
in the classified pages of the paper for everyone to see. Despite this, 
only you can decode messages sent to you this way. Because an 
effective implementation of this was produced by Rivest, Shamir, 
and Adleman in 1978, this public key system is usually known as 
the RSA system. Is this the only public key crypto-system? 

Those of you interested in reading more about primes should 
consult Paulo Ribenboim's well-written account, "Prime Number 
Records," in The College Mathematics Journal, Vol. 25, No.4 (1994), 
pp. 280-290. In this article Ribenboim discusses how many primes 
exist, how one can produce them, how one can recognize them, and 
how they are distributed among the natural numbers. The article 
also records the "biggest sizes reached so far-the prime number 
records:' 
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2.6 CASTING OUT 9'S AND II'S: TRICKS OF THE TRADE 

In Section 2 we showed that it was particularly easy to compute 
remainders mod 9 and mod 11. We will now see how to take ad
vantage of this to check a calculation involving the operations of 
addition, subtraction, and multiplication. 

Consider, for example, the assertion 

46 x 28 - 65 x 17 = 183. (27) 

Let us cast out 9's from the two sides of (27), that is, calculate 
mod 9. On the left we get 1 x 1 - 2 X 8, which is congruent mod 9 
to 1 - 7 and hence (since -6 + 9 = 3) to 3. On the right we also 
get 3. So we say that the result (27) satisfies our "check" (and this 
simply means that both sides, when divided by 9, leave a remain
der of 3). If we had believed that 46 x 28 - 65 x 17 = 173, this 
check would have proved us wrong, since the right side would 
have produced 2, while the left produced 3. 

We must emphasize that the check by casting out 9's can never 
prove that the result of a calculation is correct-but it can very often 
detect error. Some errors would, obviously, escape this check. The 
commonest error of this type is that of (accidentally) interchanging 
digits. Thus, for example, if we had misread our answer as 138, the 
check would not have revealed this, because the remainders mod 9 
of 183 and 138 are, of course, the same (since we obtain them by 
adding the digits). Similarly, if we had calculated the left-hand side 
using 56 instead of 65 we could not have detected this. 

A very important principle emerges from this technique of 
checking by casting out 9's. 

You may know an answer is wrong 
without knowing the right answer! 

This is an important principle in life itself, of which many people 
(e.g., parents, priests, and politicians) seem to be unaware. In fact, 
it is customary to deny to people who do not claim to know the 
right answer to a problem the right to make any comment at all 
on the problem, and especially on the correctness of an expert's 
proposed solution. (Think of examples from your own experience!) 

We can make doubly sure of our answer in (27) by casting 
out Il's. Going back to (27) and casting out Il's (i.e., calculating 
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mod 11), as explained in Section 2, we get on the left 

(2 x 6) - (( -1) x 6) == 1 + 6 = 7, 

while on the right, we get 

1 - 8 + 3 = -4 == 7 mod 11, 

and so the result (27) satisfies this second, independent check. It 
is now highly unlikely that (27) is wrong if we did a calculation 
(by hand or machine) to get the result. If, on the other hand, we 
had merely guessed the answer, we might still be wrong. Notice, 
in particular, that this check would have detected the error of writ
ing 138 instead of183 on the right of(27), but it would have failed 
to detect the error of writing 381 instead of 183. 

You may wonder why we speak of "casting out 9's" rather than 
just saying that we calculate mod 9. The reason is that often the 
most efficient technique to calculate mod 9 is, literally, to cast 
out 9's. Suppose, for example, that we wish to check the calculation 

67 + 24 + 86 = 177. 

Calculating mod 9, we get on the left 4 + 6 + 5. We now notice that 
4 + 5 = 9, so we cast out the pair 4, 5 and are left with 6. Here, 
of course, we also get 6 as the residue of 177 mod 9, so we suspect 
our calculation is correct. 

We could be even cleverer. We could cast out the pair 7,2 from the 
original digits on the left, so we would be left with 6 + 4 + 8 + 6; we 
could then cast out 6 + 4 + 8 since this is 18 (we would be casting 
out a pair of 9's!), and we would be left with 6. 

Of course, there is no fixed rule as to how to use this beautiful 
technique; you should simply try to make the process as short and 
easy as possible. 

• •• BREAK 

1. See if you can figure out the following diagram: 

23:f$}$ } 
~747}:f 

5025}3 

+r~4~}4 

1~160}8+-

7 

\ 
... wrong 
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2. Can you see how one may, in a similar way, literally "cast 
out l1's?" 

Can we check division problems by casting out 9's and 11 's? Let 
us first discuss casting out 9's. If the result of a division problem 
is announced in the form of (quotient, remainder), then the an
swer is "Yes." To check whether the result of dividing a by b is to 
produce a quotient q and a remainder r is just to check whether 
a = bq + r and we know we can check this. Indeed, this shows that 
we can check any calculation involving fractions the same way. For 
example, the statement 

ace - + - = - is equivalent to the statement f(ad + bc) = bde. 
b d f 

However, as you will see, such a check may be rather a waste of 
time. If, for instance, our number b above is divisible by 9 (say, 
b = 9), then all we are checking is whether fad is divisible by 9! 
So it is best to confine attention to fractions whose denominators 
are prime to 3, in using the technique of casting out 9's to check a 
calculation. But then we have, in fact, a far quicker method than 
that suggested by the argument above. For we saw, in Section 4, 
that, for any m, every residue mod m prime to m has an inverse. 
In fact, with m = 9, 11, the tables are 

Residue 1 2 4 5 7 8 
Inverse 1 5 7 2 4 8 

m = 9 

Residue 1 2 3 4 5 6 7 8 9 10 

Inverse 1 6 4 3 9 2 8 7 5 10 

m=11 

Thus, let us suppose we want to check the calculation 

2 7 269 
- + -- (28) 
31 26 806 
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Casting out 9's, that is, calculating mod 9, we find 31 == 4, 26 == 8. 
Now ~ = ~ and, from the table above, 

Thus 

1 1 
- == 5, while - == 8. 
2 8 

1 7 - + - == 5 + 7 x 8 = 61 == 7. 
2 8 

Thming to the right-hand side of(28), 806 == 14 == 5 and i == 2, so 

269 8 
- == - == 8 x 2 = 16 == 7. 
806 5 

The calculation passes the mod 9 test! 
Obviously, the same arguments apply to casting out l1's, so let 

us now apply the mod 11 test. Then 

2 2 
---- == -I, 

-3 + 1 31 

and 

7 7 7 
- ---

26 -2 + 6 
- == 7 x 3 = 21 == -2 + 1 = -1 
4 ' 

so 

On the other hand, 

269 
806 

2 7 
31 + 26 == -2 mod 11. 

2-6+9 

8+6 
= 

5 

14 

5 

-1 + 4 

== 5 x 4 = 20 == - 2 mod 11. 

The calculation also passes the mod 11 test. 

5 

3 

So our restriction on applying the mod 9 test to a calculation 
involving fractions is that none of the denominators have a factor 
of 3; and we may apply the mod 11 test if no denominator has a 
factor of 11. (This makes the mod 11 test even more serviceable 
for calculations involving fractions than the mod 9 test!) 
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• •• FINAL BREAK 
Here are a few problems for you to tryout your new skills on. 

1. Find the residue mod 9 of the following numbers without 
using a hand calculator: 

(a) (2873 + 5915)2; 

(b) (3028 x 473) - 4629; 

(c) 144864 x 3475 x 84616 x 2378429; 

(d) 892 ; 

(e) 711 + 211. 

2. Three of the following statements are false. Identify the 
false statements without using a hand calculator: 

(a) 7282 x 416 = 2913832; 

(b) 4083 + (961 x 6137) = 25184 x 290; 

(c) 6184 + (968 x 39) = 43936; 

(d) 512 x 8172 x 903 = 4001216022. 

3. Show that the following statements are false by casting 
out 9's. Give your arguments: 

(a) 

(b) 

12 
13 ' 

• 11 
• 15 

4. Explain why we may test whether a number is divisible 
by 99 by casting out 9's and 11's. 

*5. Show that n == 12 mod 99 if and only if n == 1 mod 11 and 
n == 3 mod 9. More generally, show that the residue class 
ofn mod 99 is determined by its residue classes mod 9 and 
mod 11; and that these last two residue classes can take any 
values. 

6. (For the enthusiastic reader.) Thke a look at the article, 
"Casting Out Nines Revisited," by Peter Hilton and Jean 
Pedersen, published in Mathematics Magazine, Vol. 54, 
No.4, September 1981, and set yourself some more 
problems casting out 9's and 11's. 
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ANSWERS FOR FINAL BREAK 

l. (a) 7. 

(b) 8. 

( c) 0 (Note that it is enough to observe that the first factor is 
divisible by 9.) 

(d) 1 (Note that 8 == -1 mod 9 and -1 raised to any even power 
is 1.) 

(e) 0 (Note that 7 == -2 mod 9 and (_2)11 = _211.) 

2. (a) and (b) may be seen to be false by casting out 9's, (c) 
and (d) may not. However, (d) may be seen to be false 
by casting out l1's. An even quicker proof of its falsity is 
to observe that 512 x 8172 x 903 is obviously divisible by 4, 
whereas 4001216022 fails the test for divisibility by 4 (namely, 
that the number formed by the last two digits must be divisible 
by 4). 

3. (a) ~ == 8mod 9, ]9i4 == 6mod 9, 8 + 6 == 5 mod 9; but :; == 
¥ mod 9 and ¥ = 3. 

(b) ]59 == 5 mod 9, :& == 7 mod 9, if == 3 mod 9, 5 x 7 x 3 == 
6 mod 9; but }099 == ~ = 1 mod 9. 

4. A number is divisible by 99 if and only if it is divisible by 9 
and 11. This is because 9 and 11 are coprime. 

5. Obviously ifn = 99k + 12, then n == 1 mod 11 and n == 3 mod 9. 
In the other direction, suppose n == 1 mod 11 and n == 3 mod 9. 
Then n = 11 k + I, so 

11 k + 1 == 3 mod 9, 

11k == 2 mod 9, 

2k == 2 mod 9 (cast out 9's!), 

k == 1 mod 9, k = 9£ + I, n = 99£ + 12. 

In general, ifn == a mod 11, n == b mod 9, then n = 11k + a 

11k + a == b mod 9, 
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11k == b - a mod 9, 

2k == b - a mod 9, 

k == 5(b - a) mod 9 (Why?), 

k = 9£ + 5(b - a), n = 99£ + 55(b - a) + a, 

n == 55(b - a) + a mod 99. 

Here a and b are arbitrary. 



Fibonacci and Lucas 
Numbers 

CHAPTER 

3.1 A NUMBER TRICK 

Consider the following number trick-try it out on your friends. 
You ask them to write down the numbers from 0 to 9. Against 0 
and 1 they write any two numbers (we suggest two fairly small pos
itive integers just to avoid tedious arithmetic, but all participants 
should write the same pair of numbers). Then against 2 they write 
the sum of the entries against 0 and 1; against 3 they write the 
sum of the entries against 1 and 2; and so on. Once they have com
pleted the process, producing entries against each number from 0 
to 9, you suggest that, as a check, they call out the entry against 
the number 6. Thus their table (which, of course, you do not see) 
might look like the table in the margin. You now ask them to add 
all the entries in the second column, while you write 341 quickly 
on a slip of paper. 

How did you know? Well, let's look at the procedure from an 
algebraic viewpoint. If you had started with any numbers a and b, 
your table would have been: 

61 

0 

1 

2 
3 
4 

5 

6 

7 

8 

9 

3 
2 
5 

7 

12 
19 
31 +-- (This is 

50 
the one used 
as a check.) 

81 

131 

P. Hilton et al., Mathematical Reflections
© Springer-Verlag New York, Inc. 1997
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TABLE 1 

0 a 
1 b 
2 a +b 
3 a + 2b 
4 2a + 3b 
S 3a + Sb 
6 Isa + Sb I 

7 Sa + 13b 

S 13a + 21b 
9 21a + 34b 

And if we supplement Table 1 with the running sums we get: 

TABLE Z 

N UN I:N = I:;~=o Un 

0 a a 
1 b a +b 
2 a +b 2a + 2b 
3 a + 2b 3a + 4b 
4 2a + 3b Sa + 7b 
S 3a + sb Sa + 12b 
6 Isa + Sb I 13a + 20b 
7 Sa + 13b 21a + 33b 
S 13a + 21b 34a + S4b 
9 21a + 34b Issa + SSb I 

Now we see why the trick works-the running sum I:9 is actu
ally 11 times U6, whatever numbers a, b we choose (but the values 
of a and b themselves are not known when you give the answer)! 

But is this really a satisfactory explanation? Why does this 
strange phenomenon just relateI:9 and U6; and why is the multi
plying factor 11 ? If we look at Table 2 more closely we see much 
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more in it. The coefficients of a in UN are 

1 0 1 1 2 3 5 8 13 21; (1) 

and the coefficients of b are almost the same, except that they start 
with the 0; thus they are 

o 1 1 2 3 5 8 13 21 34. (2) 

Moreover, the coefficients of a in LN are again essentially the same 
sequence, except starting now with the 1 in the second place in (2), 
namely 

1 1 2358 13 21 3455. (3) 

Finally, the coefficients of b in LN are much like the numbers in 
(3), except that we start in the third place in (2) and subtract 1, thus, 

o 1 2471220335488. (4) 

3.2 THE EXPLANATION BEGINS 

How can we explain all this? Well, first, we must obviously study 
carefully this sequence that keeps coming up in some form. We 
take it in the form (2) and we define it by the rules 

Fa = 0, FI = 1, (5) 

(6) 

We call (5) the initial conditions and (6) the recurrence relation. 
In fact, (5) and (6) together determine a very famous sequence 
(i.e., (2)) called the Fibonacci sequence,1 named after Leonardo of 
Pisa, who lived from 1180 to 1250 and who was called Fibonacci, 
meaning "the son of Bonacci." The Fibonacci sequence turns out 
to have all sorts of applications in nature, but we will concentrate 
here on its remarkable arithmetical properties. 

We notice that our sequence {un, n = 0,1,2, ., .J satisfies the 
same recurrence relations as the Fibonacci sequence, but it has 

1 The numbers in the sequence are often called the Fibonacci numbers. For 
example, we may say that 13 is a Fibonacci number, but 7 is not a Fibonacci number. 
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different initial conditions, namely, 

Uo = a, UI = b, (7) 

(8) 

Among the (infinitely) many sequences satisfying (8) there is 
another of particular interest besides the Fibonacci sequence, 
namely, the sequence given by 

Lo = 2, LI = I, (9) 

(10) 

This is the Lucas sequence,2 named after the French mathemati
cian, Edouard Lucas who worked at the end of the 19th century. 
Thble 3 is a table of the values of F/1 and L/1 up to n = 13. You may 
wish to extend it and study it. You will surely notice many number 
patterns involving the Fibonacci and Lucas numbers. 

TABLE 3 

n o 1 234 5 6 789 
o 1 1 2 3 5 8 13 21 34 
2 1 3 4 7 11 18 29 47 76 

10 11 12 13 
55 89 144 233 

123 199 322 521 

Thus, for example, you may conjecture that 

n > 1 - , 

and 

(11 ) 

( 12) 

However, you may have some difficulty in proving such identities 
right now-but, don't despair, we are going to show you how to 
do it. 

It may appear that we have strayed from our original problem in 
looking at the Fibonacci and Lucas numbers. It turns out, in fact, 
that by doing so, we will be able to provide a more satisfactory, 

2The numbers in this sequence, which begins 2, I, 3, 4, ... , are known as the Lucas 
numbers. You may notice that there are some numbers which are botiJ Fibonacci and 
Lucas. How many such numbers are there? It is true, but not easy to prove, that there are 
only three such numbers. In fact, we recently discovered that an even stronger statement 
is true-no Fibonacci number greater than 3 is a factor of any Lucas number. Who would 
have thought it! 
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more comprehensive explanation of our number trick, and show 
that it is just one example of a whole pattern of similar phenomena. 
And we hope to produce for you some more surprises! 

• •• BREAK 

Equation (12) could have been conjectured by simply mul
tiplying together FI1 and Ln for some successive values of n 
and looking at the answers. Experiment with other operations 
(e.g., add together Fn and LI1 for some successive values of n) 
and see what other conjectures you can make. Make a record 
of these conjectures and try to prove them after you've read 
the next section. 

Obviously, the values of Un, for every n, are determined by (7) 
and (8). We call these values the solution of the recurrence relation 
(8) subject to the initial conditions (7). Now the recurrence relation 
(8) is a special case of what are called linear recurrence relations 
of the second order, and we may just as well discuss the method 
of solution in the general case. Thus we study the sequence 

{un, n = 0,1,2, ... }, 

given by 

Uo = a, Ul = b (initial conditions), 

(linear recurrence relation of the second order), 

(13) 

(14) 

where p, q are any real numbers. Note that (14) is linear because 
U n+2, Un+l, U ll only occur to the first power, and second order be
cause it involves n + 2, n + 1, n. We want to find an expression for 
Ull as a function of n (involving, of course, a and b). We first make 
the obvious but important remark that, since Un is determined by 
(13) and (14), any function of n satisfying (13) and (14) must 
be Un. 

Our second remark is also of great importance. If we find any 
two functions of n, say Un and W Il satisfying (14), then, for any 
constants rand s, the function rUn + SWn also satisfies (14). This is 
because the relation (14) is linear; but we do advise you to check 
this important consequence of linearity for yourselves. 
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We now look for such functions V,1 , W n . Our experience (perhaps 
not yet yours!) tells us to try a function xJ1 as a solution of (14); 
notice that n is here the variable, not x which is an unknown, to be 
determined. Then X'l will satisfy (14) if, for all n ~ 0, 

But this will obviously be true if 

x2 - px - q = O. (15 ) 

This is our old friend (or enemy?) the quadratic equation. We know 
that (15) has two distinct solutions (which may not be real, but that 
won't bother us here!), provided that 

( 16) 

So we assume (16) and we call the solutions of (15) a and (3; it 
is a very important matter of technique here that we do not look 
for explicit expressions for a and (3 in terms of p and q unless we 
are politely asked to do so by someone who gives us a reason for 
making the request! What is important is that a, (3 satisfy the key 
relations (derived from (15)) 

a + (3 = p, a(3 = -q. (17) 

So if a, (3 satisfy (17), then a" and (3" are solutions of the relation 
(14). These then will serve as our functions Vll and W n . As already 
pointed out, we conclude that, for any constants r, s, 

( 18) 

is a solution of (14). 
It only remains to take account of the initial conditions (13). We 

use these to determine rand s in (18). Thus, substituting n = 0 
and then n = 1 into (18), we have 

r+s=aj 

rex + sf3 = b. 
( 19) 

These equations do determine rand s, since, by imposing condition 
(16), we have ensured that a i= (3. Notice that, once again, we do not 
write down explicit formulae for rand s. We sum up our conclusion 
in the following theorem. 
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Theorem 1 Suppose p2 + 4q =1= O. Then the solution of the linear 
recurrence relation UI1+2 = PU I1 +1 + qun, subject to the initial con
ditions Uo = a, UI = b, is given by Un = ran + sfJl1, where a,fJ 
are the roots of the quadratic equation x2 - px - q = 0 and r,s 
are given by (19). 

• •• BREAK 

Thke the recurrence relation U I1+2 = 3Un+l - 2uI1 , with initial 
conditions Uo = 0, UI = 2. Go through the steps of our argu
ment to find a, fJ in this case, and then to find r, s. Check that 
you have, in fact, found the right formula for Un, by compar
ing the values you get for Un, from the recurrence relation and 
from your formula, up to n = 4. 

Let's take stock of what we have found out about the Fibonacci 
and Lucas numbers. First, in both cases we are dealing with the re
currence relation Un+2 = Un+1 + Un, so thatp = I, q = 1; certainly 
p2 + 4q =1= O. Thus a, fJ are the roots of the equation x2 - x-I = 0 
and 

a+fJ=l, afJ=-l. (20) 

For the Fibonacci numbers we have, from (19), since a = 0, b = I, 

r + s = 0, ra + sfJ = I, 

so that 
1 1 

r= a - fJ' 
s=---

a - fJ' 
(21) 

and we conclude from Theorem 1 that 

(22) 

This is really a very remarkable formula when you come to 
think of it! We are dealing with positive integers F'l generated 
in a very simple fashion; yet it turns out that Fn is given by 
a formula, namely (22), which, though very neat from an alge
braic viewpoint, involves numbers a, fJ whose actual values (as 
roots of x2 - x-I = 0) are 1±2v's. You might try checking (22) for 
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n = 2, 3, 4, say, so that you're comfortable with the formula, and 
appreciate how extraordinary it is. 

Now for the Lucas numbers. Of course, a, {3 remain the same as 
for the Fibonacci numbers, but rand s will now be different from 
their values in (21) above. For now a = 2, b = 1, so that we must 
find the (unique) solution of the simultaneous equations 

r + s = 2, fa + s{3 = l. (23) 

However, we know from (20) that 

a+{3=l, 

so that it is easy to see that equations (23) are satisfied by r = 1, 
s = l. We conclude that 

(24) 

Let us straightaway remark that (22) and (24) together immediately 
imply the truth of our formula (12) F2n = FI1 Ln , which we guessed 
just by looking at small values of n. At the risk of boring you, we 
again emphasize how easy it is to see this precisely because we 
haven't replaced a, {3 by their actual numerical expressions. In fact, 
we see that if we take the general linear recurrence relation of 
the second order (14), instead of the special case (8), and then de
fine the generalized Fibonacci numbers fn by the initial conditions 
fo = 0, fl = 1, and the generalized Lucas numbers by the initial 
conditions £0 = 2, £] = p, then we again get 

all _ RI1 

F I-' £n = a" + RI1, 
jn = R ' I-' 

a-I-' 
(25) 

where a, {3 are the roots of x2 - px - q = 0, and the relation 
fzn = j;l£n holds just as obviously. A triumph for algebra over mere 
arithmetic! 

• •• BREAK 
Prove what we have just said, that is, (25) and the re
lation fzn = j;l£n. Check the latter in some special case 
(notp=q=l). 
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Before you take your next break we want to make two further 
points, of which the first is much more important from our point 
of view in this chapter. 

We have discussed sequences {un} where 11 takes the values 
0, 1,2, .... But there is no reason why we should not consider 
negative values of n as well. We simply have to insist that the recur
rence relation (8)-or, more generally,3 (l4)-holds for all integers 
n. Thus, for example, by starting with Fo = 0, Fl = 1 and working 
backward with F" = Fn+2 - Fn+l we obtain 

F-l = I, F-2 = -I, F_ 3 = 2, ... ; 

and, likewise, starting with Lo = 2, Ll = I, we obtain 

L-l = -I, L-2 = 3, L_3 = -4, .... 

It is particularly important to note that the formulas (22) and (24) 
continue to hold for negative as well as nonnegative n. However, 
we can do even better. For, remembering that afJ = -I, we get 

F_1l = 
-11 R-J1 a -/J 

a-fJ 

and 

1 fJ" - an 

an fJl1 a - fJ 

(26) 

Our second point is to satisfy the curiosity of those who ask 
what happens in the general case if p2 + 4q = O. In this case, the 
conclusions of Theorem 1 break down because a = fJ and so the 
equations (19) don't determine the numbers r, s. What we find is 
that, in this case, if the function all satisfies the recurrence relation 
U,,+2 = PUN 1 + qu", then so does the function nan. For, given that 
a 2 = pa + q, we have 

(n + 2)a,,+2 - pen + 1 )a'Hl - qnan = nan( a 2 - pa - q) +a l1+1 (2a - p). 
(27) 

But the unique solution a of the equation x 2 - px + r; = 0 (re
member that p2 + 4q = 0) is given by a = ~, so it follows from 

lIn the general case. we need q i= 0 so that II" hecomes a linear function Ofll n +1 and 11,,+2; 

but this is reasonahle since. if q = 0, equation (14) is really a !irs Hmlcr recurrence relation. 
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(27) that 

(n + 2)an+2 - pen + l)an+1 - qnan = O. 

Hence in this singular case (to use the correct mathematical term), 
the solution of (14), subject to the initial conditions (13), is given 
by 

Un = a l1 (r + sn), 

where a = 1 and r, s are determined by 

r = a, a(r + s) = b. 

(2S) 

(29) 

As an example, suppose a = 0, b = I, P = 4, q = -4 in (13) 
and (14). Then p2 + 4q = 0, a = ~ = 2, r = 0, s = ~, so un = 
2Jl ~ = 2n - 1 n. You may check from the recurrence relation 
U I1 +2 = 4Un+1 - 4un with initial conditions Uo = 0, UI = I, that 
U2 = 4, U3 = 12, U4 = 32, Us = SO, .... 

• •• BREAK 
Carry out the proposed check. 

The Binet formulae (22) and (24), which we now repeat for your 
convenience, 

where 

an - f3n 

Fn = R ' a-p 

Ln = an + f3n , 

a+f3=I, a R --1 p- , 

(22) 

(24) 

(20) 

lead to many interesting results, some of which you may have 
already observed experimentally. We have explicitly noted that we 
get a quick proof that F2n = FnLn. What happens if, instead, we 
look at FnL,,_I? Well 

( an _ Rn)(al1 - 1 + Rn-I) a 2n - 1 _ R2n-1 
p p = p + an-1 Rn-l FnLn-l = P 

a-f3 a-f3 

= F2n- 1 + (-It-I, 
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using (20). We may reexpress this as 

(30) 

Similarly, 

(a n - 1 _ f3n - 1)(al1 + f311) a 211 - 1 _ f3 2n - 1 
F L = _",n-1Rn-1 

n-1 n = ... fJ 
a-f3 a-f3 

so that 

(31) 

You should check (30) and (31) against Thble 3. 

• •• BREAK 
Thke time now to try to prove some of your own conjectures. 
But we should tell you that, although using (22) and (24) is 
often useful, it is not always necessary. 

For example, if you followed our earlier hint you might 
have conjectured that Fn + LI1 = 2Fn+1 • In this case, because 
the relation is linear, all you need to do is check that it works for 
two consecutive values ofn and you can be assured that it will 
continue to work from then on-and back. (To see why this 
is true, think of the first place ahead where it might fail and 
work your way backward-and the first place back and work 
your way forward!) This principle applies also to relation (11). 

On the other hand, if your conjectures involved nonlin
ear relations, you may find (22) and (24) helpful as we did 
in obtaining (30) and (31 ) (don't forget that a + f3 = 1 and 
af3 = -1). Perhaps you'd like to try to prove that 

What do you think FnL I1+2 might equal? 
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3.3 DIVISIBILITY PROPERTIES 

Formulae like (12), (30), and (31) are, for obvious reasons, called 
quadratic formulae. Many other such quadratic formulae are avail
able, of course. An important result of a different kind comes from 
the following algebraic considerations. 

Although a, f3 are not themselves integers, it follows from (20)
we will not give you a detailed proof-that: 

Any symmetric polynomial in Q and f3 with integer coeffi
cients is, in fact, an integer. 

Here a polynomial in two variables x, y, say p(x, y) is said to be 
symmetric ifp(x, y) = p(y, x), as polynomials. Thus 

are symmetric polynomials. For these two polynomials you may 
then verify the boxed statement in the following way: 

a 2 + f32 = (a + f3i - 2af3 = 1 + 2 = 3, 

a 3 - 3af3 + f33 = (a + f3)( a 2 - af3 + f32) - 3af3 

= (a + f3)((a + f3)2 - 3af3) - 3af3 

= (1 + 3) + 3 

= 7. 

In fact, these two cases give us the key to the argument in 
the general case-it is a true statement, not easy to prove, that 
a symmetric polynomial in a and f3 with integral coefficients may 
always be expressed as a polynomial in a + f3 and af3 with integer 
coefficients, and so is itself an integer. 

• •• BREAK 
Verify that a 4 + a 2 f32 + f34 is an integer; and express it as a 
polynomial in a + f3 and af3. 
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Now suppose that m exactly divides n; remember that, in 
Chapter 2, we adopted the notation min for this. Then 

F ",m - 13m 
In U 

But the polynomial am - 13 111 exactly divides the polynomial an - f3n 
ifm I n. For ifn = mk, then 

xn _ yl1 

xl11 _ yl11 
x" _ yk 

X-y' 
where X = xm , Y = yl11, 

J k a l1 _f31! and X - Y obviously divides X' - Y". Thus, if min, then a"'-{3'" 

is a polynomial in a, 13, with integer coefficients. Moreover, it is 
symmetric; for interchanging a and 13, we get g,::=:::, , which is the 

!I f3H F 
same as ~"={3"" Thus, if min, -p" is an integer, that is, Fm I Fn· a J)] 

Look at some examples, to feel comfortable about this remarkable 
result. Let us write it down formally. 

Theorem 2 lfm I n, then FI11 I FI1 . 

Actually, even more is true. Suppose d = gcd(m, n), the greatest 
common divisor ofm and n. Then we have, even more surprisingly, 

Theorem 3 Let d = gcd (m,n). Then gcd (Fm,Fn) = Fd. 

For a proof, which only involves ideas already discussed, see [1]. 
Is there a similar result for Lucas numbers? Strictly, the answer 

is no. Thus L2 = 3, L4 = 7, and 2 I 4, but 3 t 7. The difference lies 
in the fact that min does not guarantee that am + 13m I an + 1311 • 

Consider the argument above, adapted to Lucas numbers. We 
have 

LI1 an + f3n 

Lm am + 13m ' 

this is certainly symmetric-but when is it a polynomial? Well, if 
n = mk, then 

xn + y" 
xJ11 +ym 

Xk + y" 

X+Y' 
where X = xm, Y = yl11, 



74 3 Fibonacci and Lucas Numbers 
-------------------------------------------------

but X + Y does not always divide X" + Y". However, it does ifk is 
odd. Let us say that m divides n oddly (written "m I n oddly") if 
n = mk with k odd. Then we conclude (compare Theorem 2) 

Theorem 4 lfm I n oddly, then Lm I Ln. 

Does Theorem 3 also have an analogue? Yes, it does but, as you 
might expect, it is a little more complicated. As a preparation, let 
us talk a little about the Fibonacci and Lucas numbers mod 2, that 
is, the residue class mod 2 of the Fibonacci and Lucas numbers. 
Since the Fibonacci sequence begins 0, 1, and the Lucas sequence 
begins 2, 1, they begin in the same way mod 2 and therefore sta 
the same mod 2, that is, 

Fn == L/1 mod 2, for all n. (32 

Here we used a type of argument which will recur-ifwe are deal 
ing with a linear phenomenon, it is sufficient (as we pointed ou 
in the break at the end of Section 2) to verify it for two successive 
values of n. Returning to F" mod 2 (or Ln mod 2) we see that the 
sequence is (for n = 0, 1,2, ... ) 

011011 

that is, the triple 0 1 1 simply repeats indefinitely (forward and 
backward). Thus we have proved 

Proposition 5 Fn is even <=> L" is even <=> 3 I 11. 

In the light of Theorem 4, Proposition 5 (and Theorem 3), the 
following result (Theorem 6) is not so surprising. However, to state 
it, we need one more concept. For any integer n we say that its 2-
value is k ifk is the largest nonnegative integer such that 2k I n, and 
we write (n)2 = k. Thus (n)2 = 0 if and only ifn is odd, (100)2 = 2, 
(240)2 = 4, and (ab)2 = (a)2 + (b)2' for any positive integers a, b. 

Then we have 
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Theorem 6 Let d = gcd (m,n). Then 

ifCm)z = (n)z, 

if(m)z =f (n)2 and 3 I d, 

if(m)z =f (n)2 and 3 f d. 

Again, for the really curious (and fairly ambitious) a proof may 
be found in (1 ]. 

• •• BREAK 
Check Theorems 3 and 6 by taking some numerical examples. 

Now let's get back to this business of linearity. Here's a 
relationship we have already conjectured (see (11 )): 

Ln = Fn+l + Fn- 1 = Fn + 2Fn- 1 • (33) 

Since this is a linear relationship (unlike F2n = FnLn), we have 
only to verify it for two successive values of n. Let's take n = 0, 1, 
remembering that F-l = 1. Then Lo = 2, Fl = 1, F-l = 1, so 
Lo = Fl +F_1, and Ll = 1, F2 = 1, Fo = 0, so LI = F2 +Fo. We 
have now proved (33)-or (11). 

We would still, however, like to regard (33) as a special case of 
what we get from the general case (14). We recall that we have 
already characterized the generalized Fibonacci numbers {fn} as 
the solution of (14) determined by the initial conditions 

fo = 0, fl = 1. 

We now prove 

Theorem 7 I[{un} is given by 

Uo = a, UI = b, 

then 

Un = bfn + qafn-l. 

In the special case p = q = 1, we have Un = bFn + aFn- 1 . 
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Proof We have only to verify this for two successive values of n. 
Again we choose 11 = 0,1. So we must first determine f-1; but, 
from (14), 

qf-1 = f1 - pfo, 

so, by (34), f-1 
equality 

i. Substituting 11 = 0 into the conjectured 

Ull = bfll + qaf,1-1 yields Uo = qa (~) = a, 

which is true. Substituting 1'1 = 1 yields U1 = b . 1 = b, which 
is also true, so the equality is proved. 0 

Notice that not only does (33) appear as a special case of this 
theorem, but we have also now explained one of the features of 
our number trick-the appearance of the Fibonacci numbers as 
coefficients of a and b in the UN column of Thble 1. Perhaps we 
should now get on with the job of explaining everything about that 
trick! 

3.4 THE NUMBER TRICK FINALLY EXPLAINED 

First, what about the coefficients in the LN column of Thble 1? We 
must prove 

Theorem 8 If the sequence {un} is given by 

Un = a, U1 = b, 

:EN = aFN + 1 + b(Fl"H2 - 1) = UN+2 - b. (34) 

Proof Notice that the second equality above was already proved 
in Theorem 7, so we have only to prove that 

:EN = UN+2 - b. (35) 
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This statement cries out for a proof by induction! If N = 0, 
(35) asserts that a = (a + b) - b, which is obviously true. 
Then, if (35) is true for a particular N, we have 

LN+l = LN + UN+l 

= UN+Z + UN+l - b 

= UN+3 - b, 

which gives us the inductive step. o 

Now for the trick itself. Notice that the multiplying factor 11 is, 
in fact, L 5 . We prove 

Theorem 9 L4k+l = L Zk+1 U2k+Z· 

(Our number trick was just the case k = 2 of this theorem.) 

Proof We are going to put together a number of facts already 
proved. We have 

LZk+l U2k+Z = L 2k+l (bF2k+Z + aFZk+J), by Theorem 7, 

= bLzk+l F Zk+2 + aL2k+1F 2k+l 

= b(F4k+3 - 1) + aF4k+Z, by (30) and (12), 

= L4k+l' by Theorem 8. 

o 

We hope you agree that we have now provided a real explana
tion of the trick, by showing that it depends on a whole family of 
relationships, by showing why the Lucas number L5 (= 11) was 
involved, and by showing that·it could be done with any value of k 
and not just with k = 2. But just to demonstrate that in mathemat
ics explanations are never complete, let's just see whether there is 
a corresponding trick involving the sums LN where N is not of the 
form 4k + 1. In fact, we will prove 
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Proof Our method is essentially the same as for Theorem 9. We 
have, first of all, 

Thus 

U2k + U2k+2 = b(F2k + F 2k+2) + a(F2k-l + F 2k+l), 
by Theorem 7, 

= bLzk+l + aL2k, by (33). 

F 2k(U2k + UZk+2) = bF2kL 2k+l + aF2kL2k 

= b(F4k+l - 1) + aF4k' by (31) and (12), 

= :E4k- 1 , by Theorem 8. 

(Notice that the additional step at the beginning was necessary 
since we knew, by Theorem 7, how to express Un in terms of 
Fibonacci numbers, but not in terms of Lucas numbers.) 0 

• •• BREAK 
Try to make a number trick out of Theorem 10. Can you find 
any nice formulae involving L4k' L4k+2? 

3.5 MORE ABOUT DIVISIBILITY 

In this section we take up a question which might at first seem 
much too difficult to handle. We have seen that Fn is divisible by 2 
if and only if 3 I n. When is Fn divisible by 3? By 4? By 5? ... Of 
course, if we are looking at any particular example of the question 

I For what positive n is F n divisible by q? I 

we may simply start by writing out the Fibonacci sequence mod q 
and looking for occurrences ofO. Consider, say, the case q = 5. The 
Fibonacci sequence mod 5 is 

o 1 1 2 3 0 3 3 1 4 0 4 4 3 2 0 2 2 4 1 0 1 . . . . (36) 

Notice that we stopped when we saw 0 1 come up again, because 
we know that the sequence must now repeat in its entirety. We 
have shown that 5 I Fs and that 5 is the smallest positive integer 
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m such that 5 I Fm. It follows from Theorem 2 that 5 I Fn if 5 I n. 
However, if we use the stronger Theorem 3, we find that 5 I Fn if 
and only if5 I n. For suppose that 5 I Fn. Since 5 I Fs it follows from 
Theorem 3 that 5 I Fd, where d = gcd(5, n). But 5 is the smallest 
positive integer n such that 5 I Fn , so d = 5 and 5 I n. 

Thus we may associate with 5 a certain integer m (which 
happens also to be 5) such that 

5 I Fn {:} min. 

We call m the Fibonacci Index of 5 and write m = FI(5). What 
we will prove now is that the situation analyzed above in the case 
q = 5 is true for any positive integer q (we may as well take q :::: 2, 
of course). The part of the argument above which said, with q = 5, 
that we only had to look at the first occurrence of 0 in (36) after 
the initial occurrence to determine FI(5) , plainly generalizes to 
any q replacing q = 5. The subtle part is to show that there is a 
first occurrence. Of course, it is sufficient to show that there is 
some occurrence of 0 after the initial occurrence, since there is then 
certainly a first occurrence! 

So that you shouldn't mistake the subtlety of the problem, let us 
point out that, if we replace the Fibonacci numbers by the Lucas 
numbers, there may be no Ll1 such that q I Ln. Again taking q = 5, 
we find that the Lucas sequence mod 5 is 

213421···. (37) 

Again we stop because 2 1 has come up again, so the whole se
quence will now repeat itself. But there is no zero in (37), so there 
can be no n such that 5 I Ln. 

We now prove that, for any q, there does exist a positive n such 
that q I F l1 • We argue in this way: there are q residues mod q, so 
there are q2 ordered pairs of residues mod q. Thus, if we write down 
the residue classes rn of Fn mod q, starting with n = 0, obtaining, 
say, 

(38) 

stopping where n = q2 + 1, we will have written q2 + 1 successive 
pairs (rn, rn+J), and so some ordered pair of residues mod q must 
have been written twice (at least) in (38). This is an application of 
the pigeonhole principle, which you will find discussed at greater 
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length in Chapter 7. More precisely, it tells us that there must be 
an integer k (nonnegative) and an integer m (positive) such that 
the pair (rk, 1"k+1) is the same as the pair (rm+k, r",+k+1)' In other 
words, 

Fk == FI1l+k mod q, l 
Fk+1 == Fm+k+1 mod q. 

But, if k is positive,4 we can go backward from (39). For 

(39) 

where the congruence is, of course, mod q. Thus, going backward 
repeatedly, using the recurrence relation, we finally conclude that 

Fa == F11l mod q. 

But Fa = 0, so q I F",. Notice that, in the course of this argument, 
we have explained what we should have noticed in (36), namely, 
that the first time a pair repeated it was the original pair (0, 1). 

The argument we have given doesn't tell us, for a given q, the 
smallest m such that q I Fm (with q = 5 it gives us m = 20). How
ever, it does tell us that the In we have found satisfies In ::s q2. 
Actually, we can do better than this if we use the fact that consec
utive Fibonacci numbers are always coprime. We then find that, if q 
can be factorized as 

as a product of prime powers, then 

< n(p21l, _ 211,-2,) m _ I P, . ( 40) 

Usually, however, the smallest m will be much smaller than this 
estimate, though this is a great improvement on q2. For example, 
if q = 60, then q2 = 3600, but the estimate is 2304. 

'of course, we could go backward even if k = n, but we would not need to. 
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• •• BREAK 

Use (6) and (7) to prove our statement that consecutive Fi
bonacci numbers are coprime. What about consecutive Lucas 
numbers? 

Another interesting question is this: 

For what q does there exist n such that q I Ln? 

We believe that, in this generality, the question is open. However, 
here's one rather extraordinary result in this direction-if p is an 
odd prime such that p divides some Lucas number, then, for any k, 
pk divides some Lucas number. Notice that the conclusion is wrong 
for the prime 2. Certainly 2 divides some Ln (indeed, precisely 
those Ln such that 3 I n); also 4 divides some Ln (indeed, precisely 
those Ln such that 3 I n but 6 t n). But the sequence Ln mod 8 reads 

21347325743721···, 

and thus contains no zero! 

• •• BREAK 

Find a value of q such that the smallest positive integer m for 
which q I Fm is given by equality in formula (40). You might 
also like to show that if q ::: 3 and there is an n such that q I L n , 

then the collection ofthose positive n such that q I Ln consists 
of odd multiples of the smallest one. (Use Theorem 6.) 

3.6 A LITTLE GEOMETRY! 

We have always liked to emphasize, in our work, that the various 
parts of mathematics are very closely interrelated, and that it is 
very artificial, and misleading, to keep them rigidly apart. So we are 
particularly pleased to be able to show you how certain properties 
of Fibonacci and Lucas numbers may be suggested, and expressed 
in geometric language. 

We consider a path passing through opposite vertices of a 
rectangle. In a particular example (see Figure 1) the path begins at 
the origin and passes, by straight-line segments, through the break 
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r-----------,. (13,21) 

(0, 0) 

FIGURE I 

points (5,8), (8,13), and (13,21), thereby dividing the rectangle 
into two regions which are labeled A (above) and B (below). Do 
you suppose there is anything interesting about the areas of these 
regions? Thke a few minutes to calculate each of their areas. 

Surprised? Do you think we had to choose the coordinates of 
the break points in any special way to have the areas of A and B 
turn out to be the same? You may have already noticed that the 
coordinates of the break points (except for the origin) are, in fact, 
taken from the consecutive Fibonacci numbers 5, 8, 13, 2l. Have 
we found some special sequence of Fibonacci numbers or would 
the areas of A and B turn out to be the same if we adjusted the 
figure by starting somewhere else in the sequence? Suppose we 
start at the origin and have the path pass through (I, 1), (1,2) and 
terminate at (2, 3)-will this produce a similar result? It's easy to 
see that it does. 

We suspect now that we are onto something more general. We 
are tempted to ask if we will always get the same result with any 
sequence of Fibonacci numbers. That is, if we start at the origin 
and pass through PI (Fn- I , Fn), P2(Fn, Fn+I ), and terminate at the 
opposite corner of the rectangle at P3(Fn+I , Fn+2), with n :::: 2, will 
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the area of the rectangle be bisected by this path? If it is true, 
how can we prove it? And what happens if we replace Fibonacci 
numbers by Lucas numbers? 

Before we attempt the proof of our more general statement let's 
return to the path in Figure 1 and see if we can discover why that 
path should bisect the area of the rectangle. Figure 2 shows the 
same path with some vertical and horizontal lines added to the 
diagram. Obviously, the triangles above and below each of the 
straight-line segments of the path are of equal area. Moreover, it is 
easy to see that the squares A1 and B1 both have sides oflength 8, 
and the squares A2 and B2 both have sides of length 5. Thus we 
see, at a glance, that the path connecting the origin with the point 
(13, 21) must divide the rectangle into two regions of equal area. 

• •• BREAK 
There is another nice argument by symmetry to show that 
the regions A and B in Figure 1 have the same area. As a hint, 
transfer the origin in Figure 1 to the point (13,21), and look 
carefully at the new coordinates of the break points. (Actually, 

.-------,------, (13, 21) 

(0,0) 

FIGURE 2 
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the two arguments are really the same, but this variant is even 
more inspired by geometry!) 

But we see much more than just the proof ofthis particular case. 
In fact, what makes the areas of the squares AI, BI equal, and the 
areas of the squares A 2 , B2 equal, is not the fact that the numbers 
we chose were Fibonacci numbers, but simply the fact that the 
Fibonacci numbers Fn , n 2: I, are positive numbers satisfying the 
general recurrence relation 

Un+2 = Un+l + Un· 

Thus we find that if we start at the origin and pass along 
straight-line segments through PI (un, Un+l), P2(Un+I, Un+2), and 
P3(Un+2, Un+3), we will have a path which divides the rectangle 
into two regions of equal area. In fact, Figure 2, with the points 
appropriately labeled, serves to prove this much more general 
statement. 

• •• BREAK 
Check that the path starting at the origin and passing through 
the break points (4, 7), (7, 11), and (11,18) divides the rectan
gle having (0, 0) and (11, 18) as opposite vertices into regions 
of equal area. 

Extend the path of Figure 1 to include the straight-line seg
ments from (13,21) to (21,34) and from (21,34) to (34,55). 
Show that this longer path divides the rectangle, having (0, 0) 
and (34, 55) as opposite vertices, into regions of equal area. 

More generally, show that if we start at (0, 0) and pass, via 
straight-line segments, through PI (un, Un+l), P2(Un+l, Un+2) ... , 

and terminate the path at the opposite corner of the rectangle 
at P2k-l(Un+2k, Un+2k+l) we will have a path which divides the 
rectangle into regions of equal area. 

There is more to this story and the interested reader may wish 
to consult [2] to find out why only paths ending at P2k-l, and not 
those ending at P2k, bisect the rectangle having the origin and the 
terminal point as opposite vertices. You may wish to experiment 
with some paths, adding one point at a time, and see what effect this 
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has on the areas ofthe regions above and below the path within the 
rectangle having the first and terminal points as opposite vertices. 

• •• FINAL BREAK 

1. Verify the following statement by considering values of 
the pair (m, n) in each of the three cases. Of course, 
d = gcd(m, n). 

if (m)2 > (n)2' 

if (m)2 :::: (n)2 and 3 I d, 

if (m)2 :::: (n)z and 3 t d. 

Remarks: (i) A proof of this relation is also to be found 
in [1]. 

(ii) We have used this relation to prove the unexpected 
fact that no Fibonacci number greater than 3 can divide a 
Lucas number. 

2. Prove the result quoted in Question 1 in the special case 
m = n, without using Theorem 3. (Hint: First show that 
Fn- I , Fn are always coprime.) 

3. Let the terms of the sequence {un} satisfy the recurrence 
relation 

and suppose 

Uo = 1, UI = 2. 

Find UIO. 
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ANSWERS FOR FINAL BREAK 

1. Answers will vary. 

2. gcd(Fn, Fn- 1) = gcd(Fn- 1 , Fn- 2), since Fn = Fn- 1 + FI1 - 2. Hence, 
gcd(Fn, Fn- 1) = gcd(F2' F1) = l. 

gcd(Fn, L I1 ) = gcd(FI1' FI1 + 2Fn-J), by (33), 

gcd(Fn,2Fn-l)' 

Now by our earlier result that gcd( Fn, Fn - 1) = I, we infer that 

gcd(FI1' 2Fn- 1) = 1 or 2. 

Now if 3 I n, then Fn is even and Fn- 1 is odd, so that 2 I 2FI1 - 1 , 

4 t 2Fn- 1 • Thus 

gcd(Fn, 2Fn- 1) = 2. 

But if 3 t n, FI1 is odd, so 

gcd(Fn, 2Fn- 1) = l. 

3. The equation x 2 - 3x + 2 = 0 has solutions x = I, x = 2. Thus, 

Un = r + 82n. 

Since Uo = I, 

1 = r + 8. 

Since Ul = 2, 

2 = r + 28. 

Hence,8 = I, r = 0, and Un = 211 , so UlO = 1024. 



Paper-Folding and 
Number Theory 

CHAPTER 

4.1 INTRODUCTION: WHAT YOU CAN DO WITH-AND 
WITHOUT-EUCLIDEAN TOOLS 

We begin this story with the Greeks and their fascination with the 
challeng of constructing regular convex polygons-that is, poly
gons with all sides of the same length and all interior angles equal. 
We refer to such N -sided polygons as regular convex N -gons, and 
we may suppress the word "regular" or the word "convex" if no 
confusion would result. The Greeks wanted to construct these poly
gons using what we call Euclidean tools, namely, an unmarked 
straight edge and a compass. The Greeks (working around 350 B.C.) 
were successful in devising Euclidean constructions for regular 
convex polygons having N sides, where 

N = 2eNo, with No = 1,3,5, or 15. 

Of course, we need N :::: 3 for the polygon to exist. 
Naturally, the Greeks would have liked to answer the question 

whether or not Euclidean constructions existed for any other val
ues of N. However, it appears that no further progress was made 
until about 2000 years later, when Gauss (1777-1855) completely 
settled the question by proving that a Euclidean construction of a 
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regular N-gon is possible if and only if the number of sides N is of 
the form N = 2cnpi, where the Pi are distinct Fermat primes-that 
is, primes of the form Fn = 22" + 1. 

Gauss's discovery was remarkable-and, of course, it tells us pre
cisely which N-gons admit a Euclidean construction, provided we 
know which Fermat numbers Fn are prime. J In fact, we don't know! 
Certainly not all Fermat numbers are prime. Euler (1707-1783) 
showed that Fs (= 22' + 1) is not prime and, although many com
posite Fermat numbers have been identified, to this day the only 
known prime Fermat numbers are 

Fo = 3, FJ = 5, F2 = 17, F3 = 257, and F4 = 65537. 

Thus, even with Gauss's contribution, a Euclidean construction of 
a regular N -gon is known to exist for very few values of N; and even 
for these N we do not in all cases know an explicit construction. 

• •• BREAK 

Deduce, from Gauss's discovery, for how many odd values of 
N we know that we can construct a regular N -gon by means 
of a Euclidean construction. You need not work out the actual 
values of N. 

Despite our knowledge of Gauss's work we still would like to be 
able somehow to construct all regular N -gons. Our approach is to 
modify the question so that, instead of exact construction, we will 
ask: 

For which N ~ 3 is it possible, systematically and explicitly, 
to construct an arbitrarily good approximation of a regular 
convex N-gon? 

What we will show is that one can, simply and algorithmically, 
construct an approximation (to any degree of accuracy) to a convex 
N -gon for any value of N. In fact, we will give explicit (and uncom
plicated) instructions involving only the folding of a straight strip 
of paper in a prescribed periodic manner. 

I Fermat (1601-1665) must have hoped that all numbers F" are prime. Probably Abbe 
Mersenne (1588-1648) hoped that all numbers 21' - I, P prime, are themselves prime. You 
should look for an example of a Mersenne number which is not prime. 
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Although the construction of regular convex N -gons would be a 
perfectly legitimate goal in itself, the mathematics we encounter 
is generous and we achieve much more. In the process of making 
what we call the primary crease lines on the tape used to construct 
regular N -gons we obtain tape which can be used to fold certain 
(but not all) star polygons. It is not too difficult systematically to 
add secondary crease lines to the original tape in order to obtain tape 
that may be used to construct the remaining regular star polygons; 
a star polygon is a "polygon" in which the sides are allowed to inter
sect each other at points different from the vertices. (For a precise 
definition of a regular star polygon, see the second paragraph of 
the next section. The pentagram and the Star of David shown here 
are two well-known examples.) 

Pentagram Star of David 

As it turns out, the mathematics we encounter, using our fold
ing procedure, leads quickly and naturally to ideas in elementary 
analysis; and the question of which convex or star polygons we 
can fold by a particular, and particularly simple, procedure leads 
to new results in number theory. These are the topics covered in 
Part I. 

In Part II we introduce our general folding procedure and show 
how it enables us to construct arbitrarily good approximations to 
any regular convex polygon. We also discuss the construction of 
regular star polygons. Moreover, we are once again led into some 
fascinating number theory, this time very different from that which 
arose in Part I. 

There are many aspects to the topic of Part II (see [3,5,6,8,9, la, 
and 11 D, but we will focus most of our attention on the approxima
tion of regular polygons and on one specific new result in number 
theory, namely, the Quasi-Order Theorem, which we actually use 
to prove that the Fermat number Fs is not prime. 

We then describe, in an Appendix, how the folded paper may be 
used to construct some intriguing polyhedral models. 
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We close this Introduction by stating a key result in the Euclidean 
geometry of the plane which is absolutely basic to what follows. 

Given any polygon (it need not even be convex, let alone regu
lar), we claim that the sum of its exterior angles2 is 2][ radians (see 
Section 1 of Chapter 1 if you don't know about radians). A nice way 
of seeing this is, oddly enough, to pretend to be short-sighted. For 
the diagram 

looks to anyone with myopia like this 

The following facts are immediate consequences: 

(1) The sum of the interior angles of an N -gon is (N - 2)][. 

(2) The exterior angles of a regular N -gon are each ;;. 

(3) The interior angles of a regular N-gon are each ( N~2 )][. 

• •• BREAK 

1. Show that the numbers N for which Gauss showed there is 
a Euclidean construction of a regular N-gon are precisely 
the numbers N such that <P(N) is a power of 2. This fact is 
the basis of Gauss's proof. (See Chapter 2 for the definition 
of Euler's <P-function.) 

2. Give a more formal version of our proof that the sum of the 
exterior angles of a polygon is 2][. Pay special attention to 
what happens if the polygon is not convex. 

2 An exterior angle of a polygon is the supplement of the corresponding interior angle. 
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I I. SIMPLE PAPER-FOLDING I 

4.2 GOING BEYOND EUCLID: FOLDING 2-PERIOD 
REGULAR POLYGONS 

First we explain a precise and fundamental folding procedure, in
volving a straight strip of paper with parallel edges that may be 
used to produce various polygonal shapes which are, in fact, called 
the regular star { ~ }-gons (explained in the next paragraph). We 
suggest that you will find it useful to have a long strip of paper 
handy. Adding-machine tape or ordinary unreinforced gummed 
tape work well. Assume that we have a straight strip of paper that 
has certain vertices marked on its top and bottom edges and which 
also has creases or folds along straight lines emanating from ver
tices at the top edge of the strip. Further assume that the creases 
at those vertices labeled Ank, n = 0,1,2, ... (see Figure 1) which 
are on the top edge, form identical angles of a; with the top edge, 

(a) 

AI1~,/ 
...... / 

....... ' Ank + I 

(b) 

FIGURE 1 

An;! 
............ : 

" , 

A2k + I A2k + 2 

(c) 
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with an identical angle of ~~ between the crease along the lines 
AnkAnk+2 and the crease along AnkAnk+l (as shown in Figure l(a)). 
Suppose further that the vertices Ank are equally spaced. If we 
fold this strip on A Ilk-A nk+2, as shown in Figure 1 (b), and then twist 
the tape so that it folds on A nl,A nk+1 , as shown in Figure 1 (c), the 
direction of the top edge of the tape will be rotated through an 

angle of 2 ( uh'r ). We call this process of folding and twisting the 

FAT-algorithm (see any of [3, 4, 5, 6, 7, 10, 11]). 
Now consider the equally spaced vertices Ank along the top of the 

tape, with k fixed and n varying. If the FAT-algorithm is performed 
on a sequence of angles, each of measure {~~, at the vertices given 
by n = 0, 1,2, ... , b - I, then the top of the tape will have turned 
through an angle of 2arr. Thus the vertex Abk will come into coinci
dence with Ao; and the top edge of the tape will have visited every 
ath vertex of a bounding regular convex b-gon, thus determining a 
regular star { ~ logon. As an example, see Figure 5(c) where a = 2 
and b = 7. (In order to fit with our usage of "N-gon" we make a 
slight adaptation of the Coxeter notation for star polygons (see [1]), 
so that when we refer to a regular star { ~ logon we mean a con
nected sequence of edges that visits every ath vertex of a regular 
convex b-gon. Thus our N-gon is the special star { T logon. When 
viewing a convex polygon this way we may well use a lowercase 
letter instead of N.) 

• •• BREAK 
Which of the two figures in the Introduction is a regular star 
polygon? And for what values of a, b? 

Figure 2 illustrates how a suitably creased strip of paper may 
be folded by the FAT-algorithm to produce a regular convex p-gon 
(which may be thought of, for these purposes, as a star { ~ logon). 
In Figure 2 we have written Vk instead of Ank. 

Let us now illustrate how the FAT-algorithm may be used to fold 
a regular convex 8-gon. Figure 3(a) shows a straight strip of pa
per on which the dotted lines indicate certain special exact crease 
lines. In fact, these crease lines occur at equally spaced intervals 
along the top of the tape so that the angles occurring at the top 
of each vertical1ine are (from left to right) }, ~, *' ~. Figuring 
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out how to fold a strip of tape to obtain this arrangement of crease 
lines is an interesting exercise for elementary students (complete 
instructions are given in [7]). Our immediate interest is focused 
on the observation that this tape has, at equally spaced intervals 
along the top edge, adjacent angles each measuring ~ , and we can 
therefore execute the FAT-algorithm at 8 consecutive vertices along 
the top of the tape to produce the regular convex 8-gon shown in 
Figure 3(b). (Of course, in constructing the model one would cut 
the tape on the first vertical line and glue a section at the end to 
the beginning so that the model would form a closed polygon.) 

Notice that the tape shown in Figure 3(a) also has suitable crease 
lines that make it possible to use the FAT-algorithm to fold a regular 
convex 4-gon. We leave this as an exercise for the reader and turn 
to a more challenging construction, the regular convex 7-gon. 

Now, since the regular convex 7-gon is the first polygon we 
encounter for which we do not have available a Euclidean con
struction, we are faced with a real difficulty in creating a crease line 
making an angle of ~ with the top edge of the tape. We proceed by 
adopting a general policy that we say more about in Chapter 9-we 
call it our optimistic strategy. Assume that we can crease an angle 
of 2;' (certainly we can come close) as shown in Figure 4(a). Given 
that we have the angle of 2; it is then a trivial matter to fold the 
top edge of the strip DOWN to bisect this angle, producing two 
adjacent angles of ~ at the top edge as shown in Figure 4(b). (We 
say that ~ is the putative angle on this tape.) Then, since we are 
content with this arrangement, we go to the bottom of the tape 
where we observe that the angle to the right of the last crease line 
is 6; -and we decide, as paper-folders, that we will always avoid 
leaving even multiples of n in the numerator of any angle next to 
the edge of the tape, so we bisect this angle of 6; , by bringing the 
bottom edge of the tape UP to coincide with the last crease line and 
creating the new crease line sloping up shown in Figure 4(c). We 
settle for this (because we are content with an odd mUltiple ofn in 
the numerator) and go to the top of the tape where we observe that 
the angle to the right of the last crease line is ~ -and, since we 
have decided against leaving an even multiple of n in any angle 
next to an edge of the tape, we are forced to bisect this angle twice, 
each time bringing the top edge of the tape DOWN to coincide 
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(a) 

(b) 

( c) 

(d) 

FIGURE 4 

with the last crease line, obtaining the arrangement of crease lines 
shown in Figure 4( d). But now we notice something miraculous has 
occurred! If we had really started with an angle of exactly 2;, and 
if we now continue introducing crease lines by repeatedly folding 
the tape DOWN TWICE at the top and UP ONCE at the bottom, 
we get precisely what we want; namely, pairs of adjacent angles, 
measuring ~ , at equally spaced intervals along the top edge of the 
tape. Let us call this folding procedure the D2V I-folding procedure 
(or, more simply-and especially when we are concerned merely 
with the related number theory-the (2, 1 )-folding procedure) and 
call the strip of creased paper it produces D2 VI-tape (or, again more 
simply, (2, I)-tape). The crease lines on this tape are called the 
primary crease lines. 
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• •• BREAK 

(You'll be sorry if you skip this one!) We suggest that bef(m~ 
reading further you get a piece of paper and fold an acute 
angle which you call an approximation to 2~". Then fold about 
40 triangles using the D2 U 1 -folding proc~dure as shown in 
Figure 4 and described above, throwaway the first 10 triangles, 
and see if you can tell that the first angle you get between the 
top edge ofthe tape and the adjacent crease line is not ~ . Then 
try to construct the FAT 7-gon shown in Figure 5(b). You mav 
then believe that the D2 U1-folding procedure produces tape on 
which the angles approach the values indicated in Figure 5(a). 

How do we prove that this evident convergence takes place? A 
very direct approach is to admit that the first angle folded down 
from the top of the tape in Figure 4(a) might not have been pre
cisely 2;-r . Then the bisection forming the next crease would make 
the two acute angles nearest the top edge in Figure 4(b) only ap
proximately ~; let us call them ~ + E (.where f may be either 

I , 

positive or negative). Consequently the angle to the right of this 
crease, at the bottom of the tape, would measure 6j-r - f. When this 
angle is bisected, by folding up, the resulting acute angles nearest 
the bottom of the tape, labeled 3; in Figure 4(c), would in fact 
measure J;-r - ~, forcing the angle to the right of this crease line 
at the top of the tape to have measure 4; + ~. When this last an
gle is bisected twice by folding the tape down, the two acute angles 
nearest the top edge of the tape will measure ~ + :f,. This makes 
it clear that every time we repeat a D 2 U 1-folding on the tape the 
error is reduced by a factor of 23 . 

Now it should be clear how our optimistic strategy has paid 
otT By blandly assuming we have an angle of ~ at the top of the 
tape to begin with, and folding accordingly, we get what we want
successive angles at the top of the tape which, as we fold, rapidly 
get closer and closer to ~, whatever angle we had, in tact, started 
with l 

In practice, the approximations we obtain by folding paper are 
quite as accurate as the real world constructions with a straight 
edge and compass-for the latter are only perfect in the mind. In 
both cases the real world result is a function of human skill, but 
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our procedure, unlike the Euclidean procedure, is very forgiving in 
that it tends to reduce the effects of human error-and, for many 
people (even the not so young), it is far easier to bisect an angle 
by folding paper than it is with a straight edge and compass. 

Figures S(c) and (d) show the regular { ~ }- and { ~ }-gons that 
are produced from the D 2 U1-tape by executing the FAT-algorithm 
on the crease lines that make angles of 2; and 3;, respectively, 
with an edge of the tape (if the angle needed is at the bottom of 
the tape, as with 3; , simply turn the tape over so that the required 
angle appears on the top). In Figures S(c) and (d) the FAT-algorithm 
was executed on every other suitable vertex along the edge of the 
tape so that, in Cc), the resulting figure, or its flipped version, could 
be woven together in a more symmetric way and, in Cd), the excess 
could be folded neatly around the points. 

We are now in the position of having many answerable questions. 
Here are just two. 

(1) Can we use the same general approach used for folding a con
vex 7-gon to fold a convex N-gon with N odd, at least for certain 
specified values of N? Can we prove, in general, that the ac
tual angles on the tape really converge to the putative angle 
we originally sought? 

(2) What happens if we consider general folding procedures 
perhaps with other periods, such as those represented by 

D 3 U 3 , D4D 2 , or D3U1D1U3D1Ul? 

(The period is determined by the repeat of the exponents, so 
these examples have periods 1, 2, and 3, respectively.) 

It turns out that, in answering these questions, we need to make 
a straightforward use of the following theorem which is a special 
case of the well-known Contraction Mapping Principle (see, e.g., 
[13]). 

Theorem 1 For any three real numbers a, b, and Xo, with a #- 0, 
let the sequence {xd, k = 0,1,2, ... , be defined by the recurrence 
relation 

x" + aXk+l = b, k = 0, 1, 2, .... (1 ) 
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Then, iflal > 1, Xk ~ l!a as k ~ 00. 

Proof Set Xk = l!a + Yk. Then Yk + aYk+1 = O. It follows that 

Yk = (~1 )kyo . IEial > 1, (~l )k ~ 0, so thatYk ~ 0 as k ~ 00. 

Hence Xk ~ l!a as k ~ 00. Notice that Yk is the error at the 
kth stage, and that the absolute value of Yk is equal to 1;1< Iyo I· 

o 

You may recognize (1), in the form Xk+l = - ~ Xk + ~,as a linear 
recurrence relation of the first order; remember that Chapter 3 was 
all about linear recurrence relations of the second order. 

We point out that it is significant in Theorem 1 that neither the 
convergence nor the limit depends on the initial value Xo. This 
means, in terms of the folding, that the process will converge to 
the same limit no matter how we fold the tape to produce the first 
crease line-this is what justifies our optimistic strategy! And, as 
we have seen in our example, and as we will soon demonstrate 
in general, the result of the lemma tells us that the convergence 
of our folding procedure is rapid, since, in all cases, lal will be a 
positive power of 2. 

Let us now look at the general I-period folding procedure 
Dn un. A typical portion of the tape would appear as illustrated 
in Figure 6(a). Then if the folding process had been started with 
an arbitrary angle Uo we would have, from the kth stage, 

Uk + 2nUk+l = rr, k = 0, 1, 2, .... (2) 

Equation (2) is of the form (1), so it follows immediately from 

Fold down n times Fold down m times - -
- -Fold up n times Fold up n times 

kth stage (I-period folding) kth stage (2-period folding) 

(a) (b) 

FIGURE 6 
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Theorem 1 that 

IT 
as k ~ 00. (3) 

2n + 1 

Furthermore, we can see that, if the original fold differed from the 
putative angle of 2":1 by an error Eo, then the error at the kth stage 
of the D n Un-folding procedure would be given by 

Eo 
E =-k 21lk . 

We now see from (3) that the D" Un-folding procedure produces tape 
from which we may construct regular convex (211 + 1 )-gons-and, 
of course, these include those N-gons for which N is a Fermat num
ber, prime or not. We would like to believe that the ancient Greeks 
and Gauss would have appreciated the fact that, when n = 1,2,4, 
8, and 16, the DIlUn-folding procedure produces tape from which 
we can obtain arbitrarily good approximations (by means of the 
FAT-algorithm) to the regular 3-, 5-, 17-, 257-, and 65537-gon, re
spectively. Moreover, if n = 3, we approximate the regular g-gon, 
whose nonconstructibility by Euclidean tools is very closely related 
to the nontrisectibility of an arbitrary angle. 

The case N = 211 + 1 is special, since we may construct (2n + 1)
gons from our folded tape by special methods, in which, however, 
the top edge does not describe the polygon (as it does in the FAT
algorithm). Figure 7 shows how D2 U2-tape (see (a)) maybe folded 
along just the short lines of the creased tape to form the outline 
of a regular convex pentagon (see (b)); and along just the long 
lines of the creased tape to from the outline of a slightly larger 
regular convex pentagon (see (c)); and, finally, we show in (d) the 
regular convex pentagon formed by an edge of the tape when the 
FAT-algorithm is executed. 

• •• BREAK 
Fold a length of DIl Un-tape, for various different values of n, 
and experiment with the folded tape to see how many differ
ently sized regular (2n + 1 )-gons you can create from each 
tape. 
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FIGURE 7 

We next demonstrate how we construct regular convex polygons 
with 2C N sides, N odd, if we already know how to construct regular 
N-gons. If, for example, we wished to construct a regular lO-gon 
then we take the D2U2-tape (which you may recall produced FAT 
5-gons) and introduce a secondary crease line by bisecting each 
of the angles of ~ next to the top (or bottom) edge ofthe tape. The 
FAT-algorithm may be used on the resulting tape to produce the 
regular convex FAT lO-gons, as illustrated in Figure 8. It should now 
be clear how to construct a regular 20-gon, a regular 40-gon, .... 

Now we turn to the general 2-period folding procedure, Dm Un , 
which we may abbreviate to (m, n). In this case, a typical portion 
of the tape would appear as shown in Figure 6(b). If the folding 
procedure had been started with an arbitrary angle Uo at the top of 
the tape we would have, at the kth stage, 

Uk + 2nUk = Jr, 

Uk + 2mUk+l = Jr, 

and hence it follows that 

Uk - 2 m+n Uk+! = Jr(l - 2 n), k = 0, 1, 2, . .. . (4) 
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(a) 
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FIGURE 8 

Thus, again using Theorem I, we see that 

2>1 - 1 
Uk --+ Tr as k --+ 00, 2111 +>1 - 1 

(5) 

so that 2'~:;;-~1 Tr is the putative angle at the top of the tape. Thus the 
FAT-algorithm will produce, from this tape, a star { ~ logon, where 
the fraction ~ may turn out not to be reduced (e.g., when n = 2, 
m = 4), with b = 2111+11 - I, a = 211 - 1. By symmetry we infer that 

2m - 1 
VI' --+ Tr as k --+ 00. , 2 111+11 - 1 (6) 

Furthermore, if we assume an initial error of Eo, then we know 
that the error at the kth stage (when the folding D I11 U n has been 
done exactly k times) will be given by Ek = 2('~!l1lk' Hence, we see 
that in the case of our D 2 U1-folding (Figure 4) any initial error Eo 
is, as we already saw from our other argument, reduced by a factor 
of 8 between consecutive stages. It should now be clear why we 
advised throwing away the first part of the tape-but, likewise, it 
should also be clear that it is never necessary to throwaway very 
much of the tape. In practice, convergence is very rapid indeed, 
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and if one made it a rule of thumb to always throwaway the first 
20 crease lines on the tape for any iterative folding procedure, it 
would turn out to be a very conservative rule. 

The above technique can be used to prove the convergence for 
any given folding sequence of arbitrary period. This is fine, once 
we have identified the folding sequence; but the question that is 
more likely to arise, for the paper-folder, is-How do we know 
which sequence of folds to make in order to produce a particu
lar regular star polygon with the FAT-algorithm? We will answer 
this question in Section 5, but we first discuss in Section 3 some 
of the number theory results connected with the 2-period folding 
procedure. 

4.3 FOLDING NUMBERS 

We have seen in (5) that the (m, n)-folding procedure produces (via 
the FAT-algorithm) a regular convex s-gon, where 

2m+n - 1 
s= 

2n - 1 ' 
m ::: I, n ::: I, (7) 

provided only that s is an integer; and that, in any case, it will 
produce a {2'~~~~1 }-star polygon. We naturally ask as our first 
number-theoretic question 

When is 

Second, we ask 

Zm+"-1 
Z"-1 an integer? I 

I How do we recognize integers of this kind? I 
And, if we are properly ambitious, we further ask, 

What rational numbers are of the form z;:~~ 1 1 and how do 
we recognize them? 

Let's be really ambitious! From the number-theoretic point of view 
there is no point in confining attention to the number 2, which we 
may think of as a base, in (7)-this choice is dictated by our insis
tence on the bisection of angles as a basic geometrical operation. 
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Thus we will fix an integer t ::: 2 as "base" and discuss rational 
numbers of the form ;:=i ' for given positive integers a, b. Our first 
question thus becomes 

I When is ~ an integer? I 
We will find, perhaps surprisingly, that the answer is independent 
of our choice of base t, thus confirming the correctness of our 
strategy in making this generalization. In order to deal also with 
rational numbers of the form ;;:=: ' we prove the following theorem. 

Theorem 2 Let d = gcd (a,b). Then gcd (ta - l,tb - 1) = td - l. 

Proof Let § stand for t - 1 in base t. Then, writing numbers in 
base t, we see that3 

b (tJ t -1=§§···§ 

(a squiggles), } 

(b squiggles). 
(8) 

Now there is a beautiful algorithm for calculating gcd's, called 
the Euclidean algorithm.4 If we want to calculate gcd(a, b), 
where we assume a > b, we divide a by b, paying no attention 
to the quotient but recording the remainder as r1; of course, 
o :::: r1 < b. If r1 =1= 0, we divide b by r1, recording the remain
der as r2; of course, 0 :::: r2 < r1. If r2 =1= 0, we divide r1 by r2, 
recording the remainder as r3; and we continue in this way 
until we get, as eventually we must, a remainder rk = O. Then 
gcd(a, b) = rk-l' (If k = I, interpret ro as b.) D 

• •• BREAK 
If you are not already familiar with the Euclidean algo
rithm, follow while we use the above description to calculate 
gcd(27379, 341), and to show you why the algorithm works. 
First, we execute the algorithm, writing out the successive 

3We write ~ to indicate that the number on the right is written in base t. 
'If may be helpful to recall the well-known case t = 10 where § = 9. Thus, for example, 

105 - 1 = 99999. 
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steps as 

27379 = 3410J + 99 (f1 = 99), 

341 = 9902 + 44 (f2 = 44), 

99 = 4403 +11 (f3=11), 

44 = 11Q4 +0 (f4 = 0). 

So we claim that gcd(27379, 341) = 11. Second, to justify our 
claim, we observe, from the first equation, that any number 
which is a divisor of both 27379 and 341 must also be a divisor 
of both 341 and 99; and conversely. Likewise, any number 
which is a divisor of both 341 and 99 must also be a divisor of 
both 99 and 44; and conversely. And so on .... Now we can 
easily see that 11 is the greatest common divisor of 44 and 11. 
Hence the successive steps above show that 

gcd(27379, 341) = gcd(341, 99) = gcd(99, 44) 

= gcd(44, 11) = 11. 

See if you can figure out how to use your hand calculator to 
obtain the above sequence of equations about gcd's. Of course, 
as soon as you recognize the gcd you can go straight to the final 
answer. 

Use the Euclidean algorithm to calculate the gcd of some 
consecutive Fibonacci numbers (see Chapter 3). You may no
tice that these calculations take a very large number of steps, 
and the answer is always somewhat the same. Can you see 
why this should be so? Is there a similar result for the Lucas 
numbers? 

Returning to the proof of Theorem 2, it should be plain, from (8) 
in base t, remembering that f1 is the remainder when we divide 
a by b, that, if we divide ta - 1 by tb - 1 we get a remainder of 
e"' - 1; and that the remainders are indeed successively 

Thus if the first zero remainder is fk when we carry out the Eu
clidean algorithm on a and b, then the first zero remainder is e"! - 1 
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when we carry out the Euclidean algorithm on til - 1 and t li - 1; 
so, remembering that Y)(-l = d, 

gcd(tCl - I, t b - 1) = t",-I - 1 = tel - 1. 

From Theorem 2 we derive the consequence which enables us 
to answer our first question. Consequences of theorems are called, 
by mathematicians, corollaries. 

Corollary 3 t IJ - 1 I til - 1 {:> b I a. 

Proof We claim that it is obvious from simple algebra that if b I a 
then t li - 1 I til - 1 (this is, in fact, just the case Yl = 0 of the 
argument above). Conversely, suppose th - 1 I ta - 1. Then 

gcd(t" - 1, th - 1) = tb - I, 

so th - 1 = tel - 1 by Theorem 2. But it is plain that 

til - 1 = ttl - 1 =} b = d. 

Notice that, as claimed, the condition that t h - 1 I ta - 1 is 
independent of t. 0 

Corollary 4 til - 1 I t l1 +111 - 1 {:> n I m. 

You shouldn't need us to prove this! 
Since we now know that for t';7,'~~l to be an integer we require 

n I m, it will be to our advantage, when considering integers of this 
form, to change notation, writing instead 

tXY - 1 
s= (9) 

so that 

n = x, m + n = xy. (10) 

However, we should note that the condition m :::: I, n :::: 1 of (7) 
translates into the condition 

x :::: I, y:::: 2, (11 ) 

on the integers x, y. We now prove 
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Theorem 5 The integer s determines the values of x,y. 

Proof Ifwe write tt~:~ll in base t, then, using the fact that 

t.ty - 1 = tx(y-l) + tx(y- 21 + ... + tX + 1 
t"-1 ' 

we see that 

t XY - 1 (I) 
s = = 10···010···0···10···01 (12) 

t X - 1 '-v-" '-v-" '-v-'" 

where the block 10 ... 0, oflength x, is repeated and there are 
'-v-" 

Y l's. Thus x and yare determined by (9). o 

We call (x, y) the coordinates of s and may sometimes (as with 
points in the plane) even write 

s = (x,y). (13) 

We write Fr for the set of (integral) folding numbers s (with 
base t), given by (9), abbreviating simply to folding numbers if 
no confusion would occur (see [9] for a discussion on generaliz
ing the concept of folding numbers). Remember the restrictions 
x ~ 1, Y ~ 2; however, it is sometimes useful to allow y = l. Of 
course, if y = I, then s = I, independently of the choice of x, so 
we lose uniqueness there. We may write F t for F t U (1), F t with 
the degenerate folding number 1 adjoined. Figure 9t shows how a 
table containing values of (x, y), for 1 :::: x, y :::: 4, would appear in 

Y 
4 1111 1010101 1001001001 1000100010001 
3 III 10101 1001001 100010001 

2 11 101 1001 10001 
1 1 1 1 1 

t 
y 

x--+ 1 2 3 4 

FIGURE 9t 
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17ase t. In Figure 92 we have written the entries in base 10 to display 
the actual magnitudes of the folding numbers in F 2 . 

Formula (12) tells us how to recognize folding numbers; and (10) 
then tells us the folding procedure to use in order to construct a 
regular polygon with s sides. For example, reverting to the base 
t = 2, we observe that 

341 ~ 1 0 1 0 1 0 1 0 1. 

Thus x = 2, Y = 5, so n = 2, m + n = 10, m = 8; we conclude 
that the D 8 U 2-procedure allows us to construct a regular convex 
341-gon. On the other hand, 

nl.];l1011 , 

and hence is not a folding number (in base 2). Thus there is no 
2-period folding procedure to fold a regular convex ll-gon. 

We know now which integers belong to F t and how to recognize 
them. What about rational numbers of the form ;;::::; ? Let us assume 
that a > b as before. First, we reduce the fraction, and Theorem 2 
tells us how to do it-we have 

to - 1 _ to - 1 / th - 1 
tb - 1 - tel - 1 td - 1 ' 

where d = gcd(a, b) (14 ) 

and the fraction on the right of(14) is reduced. Moreover, ;:::::; E Ft 

and ;,;::::; E Ft ; in fact, ;:;:::; = 1 precisely when our original number 

;:::::; is an integer. Suppose this is not the case. 
Let a = aid, b = bid. Then gcd(a ', b') = 1 and 

t" - 1 th - 1 
-- = (d a') -1- = (d, b'). (15) 
td-l "t'-1 

Thus the reduced fraction (on the right of (14)) has a folding num
ber (d, a ' ) as numerator and a prime section of it, namely Cd, b'), 
as denominator. Here we say that (x, y') is a prime section of (x, y) 
if y' is coprime to y and less than y. 

These then are the rational numbers expressible as :;::::; . If we 

have such a rational number ;:::::; , how do we fold tape to produce 

the star { ;:::::; logon? Well, given a folding number Cd, a') and a prime 
section (d, b'), we have a = aid, b = bid, so m + n = a'd, n = bid, 
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and m = (a' - b')d. Thus, for example, we can fold tape to produce 
a regular { 32i1 logon since, in base 2, 

341 ~ 101010101, 

21 ~ 10101. 

Hence d = 2, a' = 5, b' = 3, so n = b'd = 6, m = (a' - b')d = 4, 
and we conclude that the D 4 U 6-folding procedure produces a 
{ 32i1 logon; notice that 

2 111+11 - 1 

211 - 1 

as it should! 

210 - 1 

26 - 1 
= 

1023 
63 

341 
21 ' 

Suppose now that we really want to produce an 11-gon. In the 
course of this chapter we will give you two procedures. The first, 
which we now describe, is simpler, but messier in practice. Al
though 11 is not a folding number, there are folding numbers having 
11 as a factor; for example, 33 is a folding number. If we produce 
a regular 33-gon, we can easily (in principle!) produce a regular 
11-gon simply by visiting consecutively every third vertex of our 
regular 33-gon. 

We will prove a theorem which tells us that every odd number 
a appears as a factor of some (x, y) E :F2 ; and that we may, in fact, 
choose x arbitrarily. Which would be the best folding number to 
choose as a multiple of a? The number theorist would surely say 
"the smallest," while the paper-folder would say "that involving the 
smallest total number of folds"-this number being m + n, or xy. 
Miraculously, these two are the same (Theorem 8 below). We call 
this a miracle because, of course, there is no guarantee that, of two 
folding numbers, the smaller requires the fewer folds. Thus 

210 - 1 
1023 = requires 10 folds, 

21 - 1 

216 - 1 
257 = requires 16 folds. 

28 - 1 
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As usual, we work with an arbitrary base t and consider a fixed 
but arbitrary integerS a coprime to t. We prove 

Theorem 6 Every column x of Figure 9t contains a first entry at 
height Yo = yo(x) such that a I (x,Yo) and the entries (x,y) in 
column x such that a I (x,y) are precisely those for which y is a 
multiple of Yo. 

Proof Now t is coprime to a and to tX - I, hence to a(tx - 1). 
Thus (see Corollary 10 of Chapter 2) there exists a positive 
integer Zo such that tZ == 1 mod a(tx - 1) if and only if z is a 
multiple of zoo It immediately follows that tX - 1 I tZO - 1 so 
that, by Corollary 3, x I Xo and we may write Zo = xYo. Hence 
any multiple of Zo is of the form xy, where y is a multiple of 
Yo. We conclude that 

{:} Y is a multiple of Yo, 

as claimed. o 

Let h(a) = Yo (1 ); we call h(a) the height of a. It is the height, in 
the table, of the first element of the form (1, y) divisible by a. 

Proposition 7 Every folding number (x,y), with base t, such that 
a I (x,y) satisfies h(a) I xy. 

Proof Now a I tt~~ll, so a I t;'~~l; thus h(a) I xy by Theorem 6. 
o 

We come now to our key result. 

Theorem 8 The smallest folding number s having a as a factor is of 
the form (x,y) with 

xy = h(a). 

Proof Suppose not. Then ifs = (x, y) is the smallest folding num
ber having a as a factor, we have (by Proposition 7) h I xy, but 

'We may assume a > 1. This use of the symbol "a" is, of course, not to be confused with 
previous ones. 
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h =1= xy (where h = h( a)). Thus xy ::: 2h. Now remember from 
(11) that y ::: 2. Thus (you should check each step in the line 
below) 

s= 
t'~y I til - 1 

> _ = tx(y-l) > t"2 XY > til > 
tX - - t - 1 ( 16) 

But, by the definition ofh, the folding number (;'~/ is divisible 
by a, so that (16) contradicts the minimality of s. We are thus 
forced to conclude that h = xy, as claimed. 0 

We draw attention to an immediate and remarkable conse
quence of Theorem 8. We think of s = (x, y) as a function of t and 
prove 

Corollary 9 Let s = (x,Y), s' = (x',y'). Then if, jor some t, sis', it 
follows that xy I x' y'. 

Proof We fix a value of t such that sis'. We let s play the role of a 
in Theorem 8; then s is obviously the smallest folding number 
divisible by s, so that h(s) = xy. But Proposition 7 guarantees 
that h(s) I x'y'. 0 

This result is remarkable since the conclusion is independent of 
t, and only requires one value of t such that (x, y) I (x', y'). As we 
will see, there may well be only one such value oft. Notice also that 
our proof of this striking result of pure number theory was inspired 
by very practical considerations of efficient paper-folding. 

We also see clearly in the statement of Corollary 9 the great ad
vantage of well-conceived generalization. Ifwe had stuck to base 2 
we would have had a vastly inferior result. In fact, we are now 
able to raise a question which is natural but would have been quite 
beyond us. Notice that, with this question, we leave the realm of 
geometry, and firmly enter that of number theory; but it is the 
mathematics itself which has compelled us to make this move. 
Our question is: 

Given s = (x,Y)J S' = (x',y')J for which t is it true that sis'? 
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We will describe the answer to this question, which may take a 
form which, at first glance, will disappoint you. 

Of course, we may suppose that xy I x'y'; otherwise, as Corol
lary 9 tells us, the answer is that sis' for no value of t. Now let 
gcd(xy, x') = d, so that xy = ad, x' = bd, with gcd(a, b) = 1. Since 
xy I x'y', it follows that ad I bdy', so that a I by'. But gcd(a, b) = I, 
so that a I y'. This prepares the way for our answer which is 
contained in the following theorem. 

Theorem 10 Suppose xy I x'y' and let d = gcd (xy,x'), 
h = gcd (x,x'). Then 

t XY - 1 I tX'y' - 1 
t'Y-l tX'-l 

td-l I y' 
th - 1 a . 

This is proved in [4] or [6] and we will not repeat the proof here. 
Rather we want to show why the theorem is very useful. First notice 
that 

h = gcd(x, x') = gcd(x, xy, x') = gcd(x, d). 

Next, notice that ~ is independent of t. There are thus two 
possibilities: 

Case 1 h = d, that is, d I x. Then ~::=: = I, whatever the value 

of t and, of course, 1 I ~. Thus, in this case, 

sis' for all t. 

An example of this case is provided by 

t45 - 1 
s= 

t 9 - 1 ' 

, t90 - 1 
s = . 

t6 - 1 

Then d = gcd( 45, 6) = 3 and x = 9 so d I x. We may easily 
verify the truth of our claim in this case since 

s' 

s 

(t90 - 1) (t9 - 1) 

(t45 - 1) (t6 - 1) 
= 

(t45 + 1) (t9 - 1) 

(t3 + 1) (t3 - 1) , 

which is obviously a polynomial in t with integer coefficients. 
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Case 2 h f. d, that is, d f x. Then h < d, so that ;::=; is a poly
nomial in t of positive degree d - h and leading term td - h . It 

follows that ;::=i tends to infinity with t and can thus be less 

than or equal to ~ (which, as we have already pointed out, 
is a constant independent of t) for only finitely many integer 
values oft. Thus, in this case, 

sis' for only finitely many values of t. 

We immediately infer the striking result: 

Theorem 11 If sis' for infinitely many t, then sis' for all t. 

In fact, we have a stronger statement. Remember that we may 
think of sand s' as polynomials in t with integer coefficients and 
leading coefficient 1. 

Theorem 12 The following statements are equivalent: 

(i) sis' for all t; 

(ii) sis' for infinitely many t; and 
(iii) sis' as polynomials with integer coefficients. 

Proof We know that (ii) ~ (i), and it is obvious that (iii) ~ (i) 
(see our analysis of the example given in Case 1). Thus it 
remains to show that (ii) ~ (iii) for, of course, (i) ~ (ii). In 
fact, we prove a more general result which is no harder. 

Let f(t), get) be two polynomials with integer coefficients, 
and let g have leading coefficients l. Suppose that get) divides 
f(t) for infinitely many (positive integer) values oft. Then get) 
divides f(t) as a polynomial. 

1b see this, first divide f(t) by get), getting a quotient q(t) 
and a remainder ret); both of these will also be polynomials 
with integer coefficients. We want to show that ret) is the zero 
polynomial. If not, it is a polynomial of degree less than that 
of get), and 

f(t) = q(t)g(t) + ret), (17) 

Su ppose that g( t) divides f( t) for the increasing sequence of in
tegers t = tl, t2, t3 , .... Since ret) has only finitely many zeros, 
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we may drop these from the list (if they occurred) and still 
have an infinite sequence. Then (17) shows that get) divides 
ret) for these same values oft. Now degree get) > degree ret). 
This implies that ;~:~ tends to 0 as t tends to infinity, so that, 
for t sufficiently large, 

ret) 
-- < 1. 
get) 

But, however large we take t, there is some tN in our se
quence of integers which is larger than t and for which g(tN) 
divides r(tN)' We are in a hopeless contradiction-How can 
g(tN) divide r(tN) as integers when the ratio 

is less than 1 and r(tN) i= O? Thus ret) must be the zero 
polynomial, as our statement claimed. 0 

We close with two examples, treated in some detail. The first 
example is beyond the scope ofa modern computer, if tackled head
on. 

I t8_1 , t 160_1 Th Examp e 13 Let s = (2,4) = t2_1' S = (4,40) = t'-I' en 
d = gcd(8, 4) = 4, h = gcd(2, 4) = 2. Moreover, 8 = 4a, so 
a = 2, and y' = 40. Thus, by Theorem 10, 

sis' t4 
- 1 120 

t 2 - 1 
t2 + 1 I 20. 

It is easy to see that this holds for precisely t = 2, 3 (remember 
that t ::: 2). We are in Case 2 and sis' only when t = 2,3. 

Example 14 We consider the innocent statement 21 = 7 x 3. 
Now 21 and 7 are folding numbers, 

26 - 1 23 - 1 
21 = 2 ' 2 - 1 

7 = 21 _ l' or 21 = (2,3), 7 = (1,3). 
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We look at a general base t and apply Theorem 10. It is easy 
to see that we are in Case 1, so that 

t3 - 1 I t6 - 1 -- -- for all bases t. 
t - 1 t 2 - 1 

Thus, for instance, 

(t=3) 13191, 

(t = 4) 21 1 273, 

(t = 5) 31 1 651 ... 

If we write 7 and 21 in base 2 we get 111 and 10l01; and we 
may restate our conclusion by saying that 111 1 10l01, inter
preted in any base. Thus the statement 7 1 21 is seen as just 
one case of a completely general fact. Of course, we know by 
Theorem 11 that 

t3 - 1 

t - 1 
must divide as polynomials; 

in fact, 

(t6 - 1)(t - 1) 2 
=t -t+l. 

(t3 - 1 )(t2 - 1) 

Now consider 21 and 3; 3 is also a folding number, 

22 - 1 
3 = 21 _ 1 = (1,2). 

We look at a general base t and ask when 

t2 - 1 I t6 - 1 
t - 1 t2 - 1 . 

Applying Theorem 10, we conclude that 

t2 - 1 I t6 - 1 t2 - 1 I -- -- <=? -- 3 <=? 
t - 1 t2 - 1 t - 1 

(t+1)13. 

Since t ::: 2, we conclude that 

t2 - 1 I t6 - 1 
t - 1 t2 - 1 

only when t = 2. 
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We are in Case 2 with a vengeance. We now know that 
11 I 10101 in base 2 and in no other base. Thus the statement 
3 I 21 is seen as a highly singular phenomenon! 

We close this section with the remark that there is one further 
generalization which we might have introduced at almost no cost 
in complication; instead of looking at numbers 

tXY - 1 
sex, y) = tX _ 1 ' 

we could have looked at numbers 
tXY _ uXY 

r(x,y) = t~ x' '-u 
where t, u are coprime (we may assume t > u). All our results, suit
ably modified, hold in this generality -and, of course, then become 
even more striking. You can find the details in [9]. 

• •• BREAK 
You may wish to experiment and try to guess some theorems 
and results for numbers of the form 

rex, y) = where t, u are coprime and t > u. 

For example, verify with a hand-calculator (comparing the 
results with Example 14) that 

53 - 33 I 56 - 36 52 - 32 ~ 56 - 36 
(a) 5 _ 3 52 - 32 but 5 - 3 1 -52:----3~2 ' 
(b) 73 - 23 I 76 - 26 but 72 - 22 ~ _76_-_2_6 

7 - 2 72 - 22 7 - 2 1 72 - 22 ' 

Express the quotient when 
polynomial in t and u. 

4.4 SOME MATHEMATICAL TIDBITS 

t3 _u3 

t-u as a 

We insert here three attractive pieces of mathematics related to the 
set offolding numbers Ft. The material of this section is in no way 
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essential for what follows in later sections, so you may postpone 
it (or even ignore it!) if you choose; but we think many of you will 
enjoy these tidbits. 

Tidbit 1 A nice number trick which you can tryon your friends 
is to exploit the identity 

(x, yz) = (xy, z)(x, y). (Tl) 

Of course, (Tl) simply reflects the obvious identity 

tXYZ - 1 tXY - 1 

txy - 1 tX - 1 ' 

but it is very impressive if you happen to be at a party where 
a table of :F2 (see Figure 92) is prominently displayed. What 
you do is (appearing to think very hard) divine that the entry 
in position (3,6), that is, 37449, is the product of the entry 
in position (9, 2), that is, 513, and the entry in position (3, 3), 
that is, 73. Thy some other examples for yourself. 

• •• BREAK 

1. Practice this number trick using the entries in Figure 92 . 

2. Write out some of the entries of :F3 expressed in base 10 
and try the number trick again. 

Tidbit 2 We proved (Theorem 2 of this section) that 

gcd(ta - I, tb - 1) = td - I, where d = gcd(a, b). 

It is natural to ask whether the similar relationship holds true 
for the lcm,6 that is, whether 

1cm(ta - I, tb - 1) = t f - I, where.e = 1cm(a, b). (T2) 

Now there is an obvious case in which (T2) does hold. Ifb I a, 
then tb - 1 I ta - I, and a = 1cm(a, b), so 

1cm(ta - I, tb - 1) = ta - 1 = t f - 1. 

61cm, of course, stands fOT "least common multiple:' 
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Likewise (T2) holds if a I b. The remarkable conclusion which 
we can draw, however, is that (T2) holds only in these two very 
special cases! 

The argument runs as follows. We first prove a lemma, that 
is, a helpful result. 

Lemma 15 The expression of a rational number different from 1 as 

tP - 1 

tq - 1 

(ifit exists) is unique. 

Proof We must show that, if 

tP - 1 

tq - 1 

then either p = q, r = s or p = r, q = s. Now if 

tP - 1 tY - 1 

tS - 1 ' 

then 

Suppose, as we may, that q is the least of the numbers p, q, r, s. 
Then, dividing by tq , we get an obvious contradiction (remem
ber t :::: 2) if q is uniquely the least, so we must suppose it is not. 
Thus q = p, q = s, or q = r. We are happy with q = p, q = s, 
since q = p implies r = sand q = s implies p = r. But if q = r 
and q =f:. p, q =f:. s, we have another obvious contradiction, 
since then 

tP - 1 

tq - 1 

This proves the lemma. 

> 1, 
tl" - 1 

tS - 1 
< 1. 

o 

Now suppose that (T2) holds. Then since, for any two 
numbers m, n, 

mn = gcd(m, n) lcm(m, n) (Can you see why this is true?) 
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we have, by Theorem 2, 

(ta - 1 )(tb - 1) = (td - 1 )(t£ - 1) 

so that 

Lemma 15 now comes into play to tell us that 

d = a, b =.e, that is, a I b, 

or 

d = b, a =.e, that is, b I a. 

It is amusing to see that (T2) cannot hold precisely because 
Theorem 2 does hold. 

• •• BREAK 
Do you see how you could have avoided the use of Lemma 15 
(take a look at Theorem 5)? But we thought Lemma 15 was 
nice too! 

Tidbit 3 We have pointed out in the previous section the im
portant fact that, given any number a prime to t, there are 
numbers in Ft having a as a factor; and we have further em
phasized the importance of finding the smallest such number 
s in Ft. Is there a nice algorithm for finding s? The answer is 
yes! 

First, we must determine h(a), the height of a (see the defi
nition following the proof of Theorem 6). Now we know (see 
Chapter 2) that 

t<l>(a(t-l)) == 1 mod a(t - 1), 

so 

h(a) I <I>(a(t - 1)). 

In fact, we are looking for the smallest factor h of <I>(a(t - 1)) 
such that 

th == 1 mod aU - 1). 
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Suppose 

cJ>(a(t - 1)) = p~1Ip~n2 ... p~k 

is a factorization of cJ>(a(t - 1)) as a product of primes. We test 

h - pml-lpln2 pmk 
1 - 1 2··· k 

to see if tl11 == 1 mod aCt - 1). If so, we test 

h ml-2 m2 lnk 
2 = PI P2··· Pk 

and continue to lower the exponent of PI by 1 until either we 
reach 

h ml-i m2 mk 
i = PI P2 .. ·Pk 

such that tl1; =1= 1 mod aCt - 1) or the exponent reaches zero, 
and still th, == 1 mod aCt - 1). In the former case we fix the 
exponent of PI at ml - i + 1 (= nl) and start again with hi - l 
which we now call 

h - pl1l 1112 pl11k 
i+l - 1 P2 ... k . 

Now, however, we operate on the exponent ofp2 just as we did 
above for the exponent of Pl. In the latter case, we eliminate 
PI and start with 

h 1112 m, 
i = P2 ... Pk , 

now operating on the exponent of P2 just as we did above for 
the exponent of Pl. Then, after handling P2, we handle P3, 
P4, ... ,Pk· At the last step q for which 

hq == 1 mod aCt - 1), 

we will have found h(a). Notice that we can choose the order 
of the prime factors ourselves. 

Let us give an example; we take t = 3, a = 14. Now 

cJ>(28) = cJ>( 4)cJ>(7) = 2 x 6 = 12, 

so we know that 312 == 1 mod 28. Since 12 = 22 . 3, we first 
try hJ = 2 . 3. Then 36 - 1 = 728, which is certainly divis
ible by 28. Next we try h2 = 3, but 33 =1= 1 mod 28. Thus 
h3 = hJ = 2 . 3 = 6 and we must finally try h4 = 2, but again 
32 =1= 1 mod 28, so h(14) = h3 = hI = 6. 
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• •• BREAK 

1. Produce a flow chart to describe the procedure for finding 
h(a). 

2. With t = 2, calculate h(ll), h(33), and h(99). 

Now we know how to calculate h(a), we also know that s will be 
the smallest integer expressible as 

thea) - 1 

tX - 1 

which is a multiple of a. (Certainly, if x = I, then tl;I:'~~l is a multi
ple of a.) Thus an easy algorithm is to examine the proper factors 
of h( a) in descending order, stopping the first time we find such a 
factor x that t:~a~~l is a multiple of a. 

Let us return to our example t = 3, a = 14. We found h(a) = 6 
so we consider numbers (in ;:3) of the form ;:=: with x a proper 

factor of 6. We first try x = 3. Then ;~=: = 33 + 1 = 28 which is a 
multiple of 14, so we have found the required s. 

As a second example, take t = 2, a = 21. Then <I>(a) = 12 and 
we quickly find that h(a) = 6. We consider numbers of the form 
;:=: ' with x a proper factor of 6. With x = 3, we get 9 which is no 
good. With x = 2 we get 21, which works. Indeed, in this case, our 
algorithm has obtained for us the fact we already know, namely, 
that 21 is itself a folding number. 

A particularly easy case is that in which a is prime. For let x be 
the largest proper factor of h(a). Then we claim that 

al thea) - 1 
tX - 1 ' 

so that 

s= 

For 
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but 

{ 
tX - 1 

a -
t - 1 ' 

by the minimality of h(a). 

Thus, since a is prime, it follows (see Theorem 4 of Chapter 2) that 

al 
thea) - 1 

tX - 1 

Let us apply this to the case t = 2, a = 13. Then 

<p(a) = 12 = 22 . 3. 

We try hI = 2·3 = 6, but 26 ¢. 1 mod 13; we try h2 = 22, but 
24 ¢. 1 mod 13. Thus h(a) = 12. It follows that the folding number 
s we require is given by 

212 - 1 
s = = 26 + 1 = 65. 

26 - 1 

• •• BREAK 

With t = 2, carry out the algorithm described above to 
calculate s when a = 11, a = 33, and a = 99. 

I II. GENERAL PAPER-FOLDING I 

4.5 GENERAL FOLDING PROCEDURES 

Suppose we want to construct a regular star { ¥- }-gon. Then, of 
course, b = 11, a = 3 in the notation used at the beginning of Sec
tion 2, and we proceed as we did when we wished to construct 
the regular convex 7-gon in that section-we adopt our optimistic 
strategy (which means that we assume we've got what we want 
and, as we will show, we then actually get an arbitrarily good ap
proximation to what we want!) Thus we assume we can fold the 
desired putative angle of ;~ at Ao (see Figure lO(a)) and we adhere 
to the same principles that we used in constructing the regular 
7-gon, namely, we adopt the following rules. 
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" J.- 1T 
\11 , , , , 

> 

(a) 

(b) 

(Note that the indexing of the vertices is not the same as that in Figure I.) 

FIGURE 10 

(1) Each new crease line goes in the forward (left to right) direction 
along the strip of paper. 

(2) Each new crease line always bisects the angle between the last 
crease line and the edge of the tape from which it emanates. 

(3) The bisection of angles at any vertex continues until a crease 
line produces an angle of the form a;; where a' is an odd num
ber; then the folding stops at that vertex and commences at the 
intersection point of the last crease line with the other edge of 
the tape. 

Once again the optimistic strategy works; and following this 
procedure results in tape whose angles converge to those shown 
in Figure iO(b). We could denote this folding procedure as 
DI V 3 DI Vi D 3 V I , interpreted in the obvious way on the tape-that 
is, the first exponent "}/I refers to the one bisection (producing a line 
in a downward direction) at the vertices A 6n (for n = 0, 1,2, ... ) 
on the top of the tape; similarly, the "3/1 refers to the 3 bisections 
(producing creases in an upward direction) made at the bottom 
of the tape through the vertices A 6n+!; etc. However, since the 
folding procedure is duplicated halfway through, we can abbrevi
ate the notation and write simply {I, 3, l}. with the understanding 
that we alternately fold from the top and bottom of the tape as de-
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scribed, with the number of bisections at each vertex running, in 
order, through the values I, 3, I, .... We call this a primary folding 
procedure of period 3 or a 3-period folding. 

A proof of convergence for the general folding procedure of ar
bitrary period may be given that is similar to the one we gave for 
the primary folding procedure of period 2. Or one could revert to 
an error-correction type of proof like that given for the 7-gon in 
Section 1. We leave the details to the reader, and explore here what 
we can do with this (1, 3, 1 )-tape. First, note that, starting with the 
putative angle ;~ at the top of the tape, we produce a putative an
gle of fT at the bottom of the tape, then a putative angle of ~~ at 
the top of the tape, then a putative angle of ;~ at the bottom of 
the tape, and so on. Hence we see that we could use this tape to 
fold a star { .If }-gon, a convex 11-gon, and a star { ¥ }-gon. More 
still is true; for, as we see, if there are crease lines enabling us to 
fold a star { * }-gon, there will be crease lines enabling us to fold 
star { 2~la }-gons, where k ::: 0 takes any value such that 2k+l a < 11. 
These features, described for b = 11, would be found with any 
odd number b. However, this tape has a special symmetry as a 
consequence of its odd period; namely, if it is "flipped" about the 

(a) (b) 

FIGURE 11 
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horizontal line halfway between its parallel edges, the result is a 
translate of the original tape. As a practical matter this special sym
metry of the tape means that we can use either the top edge or the 
bottom edge of the tape to construct our polygons. On tapes with 
an even period, the top edge and the bottom edge of the tape are not 
translates of each other (under the horizontal flip), which simply 
means that care must be taken in choosing the edge of the tape 
used to construct a specific polygon. Figures l1(a) and (b) show 
the completed { ¥ }-, { ¥- }-gons, respectively. 

Now, to set the scene for the number theory of Section 6, let 
us look at the patterns in the arithmetic of the computations when 
a = 3 and b = 11. Referring to Figure 10(b) we observe thaC 

The smallest angle to is of the form and the number of 
the right of An where TTl( where bisections at the 

next vertex 

n=O a=3 =3 

n = 1 a = 1 = 1 

n=2 a=5 = 1 

n=3 a=3 =3 

n=4 a = 1 =1 

n=5 a=5 = 1 

We could write this in shorthand form as follows: 

1 
1 ~ I· (18) 

Observe that, had we started with the putative angle of fr, then 
the symbol (18) would have taken the form 

(b =) 11 1 (a =) ~ ~ ; I· (18') 

In fact, it should be clear that we can start anywhere (with a = 1, 3, 
or 5) and the resulting symbol, analogous to (18), will be obtained 

7Notice that, referring to Figure 1O(b), to obtain an angle of * at Ao, A 6 , A 12 , .. " the 
folding instructions would more precisely be U3 DI U l D3 U l DI , '., But we don't have to 
worry about this distinction, 
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by cyclic permutation of the matrix component of the symbol, 
placing our choice of a in the first position along the top row. 

In general, suppose we wish to fold a { ~ }-gon, with b, a odd and 
a < ~. Then we may construct a symbol8 as follows. Let us write 

b (19) 

where b, ai (al = a) are odd, ai < ~,and 

b - ai = 2kiai+I, i = 1,2, ... , r, ar+l = al. (20) 

We emphasize, as we will prove at the beginning of Section 6, 
that, given any two odd numbers a and b, with a < ~, there is 
always a completely determined unique symbol (19) with al = a. 
At this stage, we do not assume that gcd(b, a) = I, but we have 
assumed that the list aI, az, ... ,ar is without repeats. Indeed, if 
gcd(b, a) = 1 we say that the symbol (19) is reduced, and if there 
are no repeats among the ai's we say that the symbol (19) is con
tracted. (It is, of course, theoretically possible to consider symbols 
(19) in which repetitions among the ai are allowed.) We regard 
(19) as encoding the general folding procedure to which we have 
referred. 

• •• BREAK 

If we wish to fold a 17-gon we may start with b = 17, a = 1 
and construct the symbol 

(b =) 171 (a =) ! 1 

which tells us that folding U 4D4 will produce tape (usually 
denoted (4, 4)-tape, though it would be correct to call it simply 
(4)-tape) that can be used to construct a FAT 17-gon. In fact, 
this tape can also be used to construct FAT 

{ 1; } _, {~ } _, and {I;} -gons. 

IIMore exactly, a 2-symbol. Later on, we introduce a more general t-symbol, t 2: 2. 
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However, if we wish to fold a { ¥ }-gon we start with b = 17, 
a = 3 and construct the symbol 

7 
1 ~I 

which tells us to fold U l DI U 2 DI U l D2-or, more simply, to use 
the (I, 1, 2)-folding procedure-to produce (1, 1, 2)-tape from 
which we can fold the FAT { ¥ }-gon. Again, we get more than 
we initially sought, since we can also use the (l, 1, 2)-tape to 
construct 

FAT { 1: } _, {1;} _, and { 1: } -gons. 

We can combine all the possible symbols for b = 17 into one 
complete symbol, adopting the notation 

1 3 7 5 

17 
4 1 2 

Check your understanding of the complete symbol for b = 93 
by doing the calculation to fill in the blanks below: 

23 35 29 .'i II 41 13 7 43 25 17 19 l7 

93 

:> 6 3 

(Notice that no multiples of 3 or 31 appear in the top row. 
Why not?) 

You may wish to calculate other complete symbols and 
study them, along with the complete symbols for 17 and 93 
above, to see if you notice any consistent patterns or features 
in them. 

Suppose we allow unreduced symbols. Calculate the sym
bol with b = 51, a = 9. What do you notice? Why is it pointless 
to allow unreduced symbols? 

4.6 THE QUASI-ORDER THEOREM 

The first claim we have to substantiate, made in the previous sec
tion, is that, given positive odd integers b, (l with (l < ~,there is 
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always a unique contracted symbol 

al a2 ar 

b al = a, ai #- aj ifi #- i, (21) 
1<:1 k2 1<:1' 

where each ai is odd, ai < b and 
2 ' 

b - ai = 2k'ai+l, i=I,2, ... ,r, ar+1 = al· (22) 

We argue as follows. We fix b and let S be the set of positive odd 
numbers a < ~. Given a E S, define a' by the rule 

b - a = 2"a', l<: maximal; (23) 

that is, we take as many factors of 2 as we can out of b - a. Notice 
that l<: :::: 1, since b - a is certainly even. We claim that a' E S. First, 
a' is obviously odd. Second, 2a' ::: i'a' = b - a < b, so a' < ~. 
Thus (23) describes a function 1{!: S ---+ S, such that 1{!(a) = a'. We 
will show that 1{! is a permutation of the finite set S; it is sufficient 
to show that 1{! maps S onto itself; and, to show this, it is certainly 
enough to exhibit a function <p: S ---+ S such that 1{!<p(a') = a'. We de
fine <p as follows: given a' E S, let I<: be minimal such that 2ka' > ~ 
and set <pea') = a, where 

a = b - 2ka'. (24) 

Notice that l<: :::: I, since a' < ~, so that a is odd; that a < ~, 
since zi'a' > !:?. and that b > 2ka' since 2k- I a' < !:? so that a is 

2 ' , 2 ' 
positive. Thus a E S; and comparison of (23), (24) shows that, as 
claimed, 1{!<p(a') = a'. Thus 1{! is a permutation and <p is the inverse 
permutation. 

The permutation 1{! has one more important property. We write 
1{!(a) = a', as above, and claim that 

gcd(b,a) = gcd(b,a~. (25) 

For it is clear from (23) that if d I band d I a', then d I band d I a. 
Conversely, if d I band d I a, d is odd and d I 2ka' so d I band d I a'. 
Thus if al in (21) is coprime to b, so are a2, a3, ... , aI', and we may, 
if we wish, confine 1{! and <p to the subset So of S consisting of those 
a E S which are coprime to b; that is, we may confine ourselves to 
reduced symbols. 
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We now use the fact that, given any permutation ljI of a finite set 
So and any a E So, then a must generate a cycle, in the sense that, 
if we iterate ljI, getting 

a, ljI( a), ljI2( a), ljI3 (a), ... 

(here ljI2(a) = ljI(ljI(a)) , etc., and we may write ljIo(a) for a), 

we must eventually repeat, that is, we will find m > 0 such that 

a, ljI(a) , ... , ljIm-l (a) 

are all different but ljIl11(a) = a. In case this is not clear to you, we 
give the easy proof. Certainly, since So is finite, we must eventually 
repeat in the weaker sense that we find s ::: 0, m > 0 such that 
ljI"(a) = ljIs+l11(a). Suppose this is the first time we get a repeat. We 
claim that s = 0; for, if not, we have 

ljI( ljIS-l (a)) = ljI( ljI,,-l +111 (a)). 

But ljI is one-to-one, so ljIS-l(a) = ljIs-l+l11(a) and the given repeat 
wasn't our first repeat. Thus s = 0 and a = ljIm(a). Of course, with 
regard to (21), m = r + 1. This completes the proof of our claim. 

So we have a universal algorithm for folding a { * logon, where 
a, b are coprime odd integers with a < ¥. But, from the number
theoretic point of view, it turns out that we have much more. For, 
reverting to (21), let 

,-

k = L ki (we may call this the fold-total). 
,=1 

Then we prove what we call the Quasi-Order Theorem. 9 

Theorem 16 Suppose that (21) is not only contracted but also re
duced. Then the quasi-order of 2 mod b is k. That is, k is the 
smallest positive integer such that 

Zk == ±l mod b. 

In fact, 2k == ( - 1y mod b. 

proof The proof is really a triumph of technique! First, we find 
it convenient to think in terms of the fP-function rather than 

"You may like to know that this result is very new; we first published it in 1985 (see [4, 61J. 
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the 1/I-function. Thus we work backward in constructing our 
symbol (21). Also we will find it convenient to repeat the initial 
number al. Precisely, we write our modified symbol as 

C2 Cr Cl) o , 
. Lr 

where lO (compare (22) and (24)) ej is minimal such 
2f'cj > ~ and 

i = 1,2, ... ,r (cr+! = Cl). 

(26) 
that 

(27) 

We set e = L~=l ei, and our first task will be to prove that 

2f == (-1)" mod b. (28) 

1b this end, consider the (e + 1) numbers, all less than ~, 

CI, 2CI,"" 2 EI - I CI, CZ, 2cz, ... , i,,-I CZ , c], ... , Cr , ... , 2€,·-IC r , C!. 

(29) 
In this sequence there are r places where we switch from Cj to 
Cj+l. If we rewrite the sequence (29) as 

then 

I = 2nj if there is no switch, 
nj+! (30) 

== -2nj mod b at a switch, by (27). 

Since there are r switches, we conclude from (30) that 

nf+l == (-1 )"2fnl mod b. (31) 

But nf+1 = nl = CI, and C! is coprime to b. Thus (31) implies 
that 

2f == (-1)" mod b, 

which is (28). 
1b show that e is the quasi-order of2 mod b, we must show 

that, for every positive m < e, the congruence 

2m == ±1 mod b (32) 

lOIn fact, jfwe compare (21) and (26), k i = f,.+I_" ai = C,+2-,. 
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is false. Now (32) implies, in the light of (3D), that nm+l 

±Cl mod b, with m + 1 < e + 1. We first show that 

nm+l == C] mod b 

is impossible. Now, as we have remarked, it follows from the 
definition of the cp-function that all the numbers nj in the 
sequence (29) satisfy nj < ~. Thus 

nm+l == C] mod b implies nm+l = Cl. 

But either nm+] is even or it is some Ci different from Cl. Thus, 
since the symbol (26) is contracted and, of course, C] is odd, 
nm+l = c] is impossible. 

Finally, we show that nm+] == -C] mod b is impossible. For 
nm+1 + C1 is a positive integer less than b, so it is not divisible 
by b. This completes the proof of the theorem. 0 

Theorem 16 is striking in that, given b, we compute k starting 
with any a which is odd, less than ~, and coprime to b. Of course, 
the choice a = 1 is always available and is the one to make when 
we seek folding instructions for producing a regular convex b-gon. 

• •• BREAK 

1. Why is it that, given a finite set S, a function 0/: S ~ S is a 
permutation if and only if it maps S onto itself. 

2. Is it true that 1jf is a permutation if and only if it is one-to
one? 

In Section 3 we emphasized the importance of generalization 
and, almost throughout, replaced the base 2 by an arbitrary base 
t ::: 2. Such a generalization is perfectly possible here and leads to 
a generalization of Theorem 16. However, the algorithm for exe
cuting the 1jf-function is more complicated, so we will not go into 
details here; the ambitious reader may consult [6]. We will, though, 
just show you what happens ift = 3. We form our 3-symbol starting 
with a and b coprime to 3, a coprime to b, and a < ~ (notice this: 
we do not require a < ~). The (modified) 1jf-function now allows 
us to consider b - a or b + a. Exactly one of these is divisible by 3, 
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and that is the one we take. We adjoin a third row to our symbol; 
in this row we write 1 if we took b - a and 0 if we took b + a. The 
second row records the number of times we took the factor 3 out 
of b - a or b + a to get a'. Here's an example. We have (with t = 3, 
b = 19, and a1 = 1) the 3-symbol 

1 2 7 4 5 8 
19 2 1 1 

1 0 1 

1 1 3 

100 

This symbol records the following calculations: 

19 - 1 = 32 • 2, 

19 + 2 = 31 ·7, 

19-7=31 .4, 

19 - 4 = 31 ·5, 

19 + 5 = 31 .8, 

19 + 8 = 33 . 1. 

We will be content simply to state the general Quasi-Order The
orem (see [6]) for details). Thus, given a base t, we select positive 
integers b, a such that a < ~,b is prime to t, and t t a. We may 
then form at-symbol 

Ci = 0 or 1. 

Let le = L;~1 lei, C = L~=l Ci. Then the quasi-order of t mod b is k 
and, in fact, t k == (-1 Y mod b. 

Reverting to our example above, the conclusion is that the quasi
order of 3 mod 19 is 9 (= 2 + 1 + 1 + 1 + 1 + 3) and that, in fact, 

39 == -1 mod 19, 

choosing the minus sign since there is an odd number of l's in the 
third row. 
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• •• BREAK 

1. Why were we right in saying that, in constructing a 
3-symbol, exactly one of b - a, b + a would be divisible 
by 3? 

2. Try constructing some examples of complete 3-symbols 
yourself, say, with b = 20, b = 25, and b = 37. (Some 3-
symbols may have more than one part, which is analogous 
to what was shown to be the case with the 2-symbol when 
b = 17 and when b = 93 in the last break in Section 4.) 

3. Why didn't we need a third row when we constructed 
symbols with t = 2? 

There are two rather remarkable examples of our symbol (21), 
that is, with t = 2. One is 

1 11 3 5 9 7 
23 

2 2 1 1 4 

telling us that 

il == 1 mod 23, or 23 I 211 - 1. (33) 

This is remarkable because 211 - 1 is a Mersenne number, that is, 
a number of the form 211 - I, where p is prime. Abbe Mersenne 
hoped that all these numbers would be prime; but (33) shows that 
this is not so (of course, this was already known long before the 
invention of the symbol (21 )). 

The second example is even more remarkable; it is 

5 159 241 25 77 141 125 129 
641 (34) 

7 2 1 4 3 2 2 2 9 

telling us that 

232 == -1 mod 641, or 641 1232 + 1. (35) 

This is striking because 232 + 1 is a Fermat number Fn , that is, a 
number of the form 

22" + 1. 
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The French mathematician, Pierre Fermat hoped that all those 
numbers would be prime; but (35) shows that this is not so (the fac
torizability of 232 + 1 was first noticed by the Swiss mathematician 
Leonhard Euler). 

Apparently, our symbol only gives one factor of 211 - 1 or 
232 + 1, not the other. We will show that this is not so-we get 
both factors. The context for this part of the story is the following 
natural question, which was first raised in [8]. 

Given a folding procedure (kl ,k2, ... ,kr), what polygons can we 
fold with it? 

The equivalent arithmetical (or algebraic) question is this: 

Given (kl ,k2' ... ,kr ), find b, al ,a2, ... ,aI', so that 

... ar I 

. .. kr (21) 

is a reduced and contracted (2-) symbol. 

Of course, for (21) to be contracted, it is necessary that 
(kl' k2' ... , k,.) should not consist of repetitions of some (shorter) 
sequence (kl' k2, ... , ks). (This condition is also, in fact, sufficient.) 

We now show how to find b, aI, az, ... , ar in (21). In fact, we 
solve the simultaneous equations (22), that is, b - ai = 2k'ai+l, 
i = 1,2, ... , r, ar+l = aI, for the "unknowns" aI, az, ... , ar , obtain
ing 

Bai = bAi, i = 1, 2, ... , r, (36) 

where 

B = 2k - (-1)' (37) 

and 

Ai = 2 k- ki - 1 - 2 k- k,-J-k,-2 + 2k-ki-l-k,-2-ki-3 - ... + (_1)'2 ki - (-1)'. 

(38) 
Let us explain the notation of (37), (38). First remember that 

k = L~=l ki. Then, in the expression for Ai, we interpret the sub
scripts on the k's to be "mod r"; thus, for example, if i = 1, then 
ko = kr, Ll = kr- I , etc. (This makes good sense since the symbol 
(21) would repeat if allowed, so that we may think of it as written 
on a cylinder.) 
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Now B and A, are determined by (kl' k2, ... , k,) and then (36) 
tells us that 

b B 

Thus, since b and a, are to be coprime, we find them by reducing 
the fraction 1t. Notice that this works, that is, the b we get is in
dependent of i, because gcd(B, Ai) is itself independent of i. The 
argument is just as for (25), being based on the fact that B is odd 
and, as you may prove from (37), (38), 

B - Ai = 2k'A i+ l . 

If we write d for gcd(B, Ai), then 

B = db, A, = dai. (39) 

Let us, as an example, show how to apply our algorithm to fill in 
the reduced symbol 

b 
1 223 (k = 8). 

From (37) we find B = 28 - 1 = 255; and from (38) we find 

Al = 25 - 23 + 21 - 1 = 25, 

A2 = 27 - 24 + 22 - 1 = 115, 

A3 = 26 - 25 + 22 - 1 = 35, 

A4 = 26 - 24 + 23 - 1 = 55. 

Now gcd(B, AI) = 5; hence, dividing by 5, we find (from (39)) 

b=51, al=5, a2=23, a3=7, a4=1l. 

• •• BREAK 

(40) 

1. Start with b = 51 and al = 5 and construct the symbol (21) 
from scratch. You should see, with some satisfaction, that 
the bottom row of the symbol will be just as in (40)-and, 
of course, the ai's will be as given above. 
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2. Construct the complete 2-symbol associated with b = 43 
and with b = 51. Verify that, in these symbols and the sym
bols you constructed during the last break in Section 4, the 
fold-total k and the parityll of r depend only on b and not 
ona. 

Let us make one remark before passing on to the complementary 
factors for our Mersenne number 211 - 1 and our Fermat number 
232 + 1. As you saw in the exercise suggested in the break, once we 
have found band al it is easier to complete the symbol (40) just 
by applying the 1/r-function (this would also give us a check on our 
calculation). Thus a more efficient algorithm is this: 

(i) calculate B, Al from (37), (38); 

(ii) calculate d = gcd(B, AI); 

(iii) determine b, al from B = db, Al = dal; 

(iv) complete the symbol (21) using the 1/r-function. 

Now consider again the symbol 

1113597 
23 

1 2 2 1 1 4 

Then (37) tells us that B = 211 - 1 and so (36) tells us that 

211 - 1 = 23A I . 

Thus we will complete the factorization of 211 - 1 by calculating 
A I. From (38) this yields 

Al = 27 - 26 + 25 - 23 + 21 - 1 = 89, 

so that 

211 - 1 = 23 x 89. (41) 

Likewise, applying (37) and (36) to the symbol (34) tells us that 
B = 232 + 1 and 232 + 1 = 641A I, where, by (38), 

Al = 223 - 221 + 219 - 217 + 214 - 210 + 29 - 27 + 1 = 6,700,417, 

'1 "Parity" means "oddness or evenness" 
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so that 

232 + 1 = 641 x 6,700,417. (42) 

It is striking-don't you agree?-that (41) and (42) have been 
obtained without ever expressing 211 - 1 or 232 + 1 in base lO-and 
that the fact that 641 is a factor of 232 + 1 was established without 
ever using a number bigger than 641. 

• •• BREAK 
It has recently been shown that the smallest prime factor of 
the Fermat number 

F6 (= 226 + 1) is 274177; 

and that the smallest prime factor of the Fermat number 

Fg (= 22" + 1) is 2424833. 

You may wish to check that this is so by constructing the sym
bol (21). You'll need no piece of technology more sophisticated 
than a hand calculator, though you could program a computer 
if you wanted to. We found (see [11]) that the symbol with 
b = 274177 that begins with al = 1 has 19 entries and we have 
not found any symbol with b = 274177 having fewer entries. 
Further, with b = 2424833, the symbol beginning with al = 1 
has 237 entries, but the symbol beginning with al = 65537 
has only 213 entries. We don't know whether or not the sym
bols we have found verifying the factors of F6 and Fg are the 
shortest possible or not. Can any reader do better? (Notice 
that 65537 = F4!) 

4.7 APPENDIX: A LITTLE SOLID GEOMETRY 

The folded strips of paper that produce equilateral triangles and 
regular pentagons can be used to construct the models shown in 
Figure 12. In particular, the models shown in Figure 12(a) are all 
braided together with straight strips of equilateral triangles (from 
the Dl Ul-tape), squares (folded exactly), or the strips that produce 
regular convex pentagons (from the D2 U 2-tape). By contrast, the 
models in Figure 12(b) are all constructed by gluing together parts 
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(a) 

These are opened along the darkened edges, 

12-, 20-, and 30-celled wUapsojds 

(h) 

fIGURE 12 

of the strips of equilateral triangles and they collapse in interesting 
ways (when a slit is made on the surface of the model along a se
quence of edges connecting any pair of opposite vertices). Because 
of their inherent beauty and symmetry, you may wish to construct 
some of these models. In fact, we very strongly encourage you to 
do so. We have provided very detailed instructions on precisely 
how to carry out the construction of these and other models in [7]. 

Once you have the models in hand you will be in a good position 
to appreciate, or possibly to discover for yourself, Euler's famous 
formula connecting the number of vertices, edges, and faces of 
a polyhedron; you may also use these models to verify Descartes' 
formula (see [2]) concerning the total angular deficiency on a given 
closed surface. We have found that the mathematics connected 
with these, and similar, models is both accessible and interesting 
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to mathematics students at all levels (again, see [7]). We show the 
models here to emphasize yet another way in which mathematics 
leads us in surprising directions-this time to very important ideas 
in topology. 

In an actual presentation at Hunter College, City University of 
New York, by one of us (see [12]) the models in Figure 12(a), which 
include a rotating ring of tetrahedra and a Golden Dodecahedron, 
were taken apart to show that they were constructed from straight 
strips; and the models in Figure 12(b) (called collapsoids) were col
lapsed (after releasing triangular tabs attached to a "seam" running 
along edges connecting opposite vertices) to show that they could 
be folded up into ~, ~, and * of a complete hexagon, respectively. 
Reproducing the effect of a real-life presentation on the printed 
page is impossible. However, a careful inspection of Figure 12(a) 
may reveal, at least in some cases, how those models could have 
been braided together from straight strips, and Figure 13 illustrates 
how the collapsoids of Figure 12(b) look at an intermediate stage as 

Partly collapsed 

collapsed 

FIGURE 13 
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they collapse. So we hope you won't lose too much by not having 
been able to attend the Hunter College presentation! 

• •• FINAL BREAK 
Using gummed tape (or some alternative) try to construct a 
regular tetrahedron, a cube, and a regular octahedron. See 
Figure 12(a) for inspiration. 
(Harder) Use D2 U 2-tape to construct the Golden Dodecahe
dron (see Figure 12(a) again, and for the same reason). 
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CHAPTER 

5.1 QUILTS 

Quilts and Other 
Real-World 
Decorative 
Geometry 

Quilts can be incredibly beautiful-and interesting too. Look at the 
four quilts that we've got on the next few pages (see Figures 1, 
2, 3, and 4). Unfortunately this book is only in black and white 
but even so you can get some idea of the exquisiteness of these 
common household objects. 

You might like to trace over them and add the color that is miss
ing. The original (see [3]) shown in Figure lea) is simply red on 
a white background. In the central part the squarish shapes are 
alternately red and white, while the scrolls on the sides and the 
butterfly arabesques in the corners are red. The concentric circles 
of shapes give the feel of a spiral coming out of the center. This 
quilt, part piece-work and part applique, was made in New Jersey, 
USA, around 1910. 

The quilts in Figures 1(b) and (c) were made in the 1980s 
by Mary Whitehead, a present-day prize-winning quilt-maker, 
from Menlo Park, California, USA. What is so remarkable about 
both of these quilts is the repeated use of the square motif. 
You might like to study the designs in each of these quilts 
to see if you can figure out how they were created, or to 
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(b) Tamsen Whitehead (a mathenwtician, left) with her 
mother, I'vlary Whitehead (right), the creator oflhi" quilt. 

(el A second quilt created by Mary 
Whitehead. 

FIGURE 1 
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FIGURE 2 

compare the differing symmetric features of the various compo
nents. 

The rich colors of the quilt of Figure 2 make the original a much 
more marvellous work of art than any black and white reproduc
tion could possibly show. Colored rhombi have been carefully sewn 
together so as to create a V-shaped pattern. If you think of three 
rhombi together making a box shape (in three dimensions), then 
the tops of the boxes making each of the large V's are the same color. 
The same is true for the corresponding sides of each of these boxes. 
This quilt is of Amish origin and was made in Ohio about 1935. 

The quilt in Figure 3 also comes from Ohio but was made about 
15 years earlier than the previous one. Its vibrant colors elevate 
the simple design of squares to a work of art. Each square had a 
sidelength of ~" (I" means one inch, or approximately 2.54 em), so 
you can calculate how big the complete article is. Does that present 
a problem? 

Quilts go back quite a long way. The hexagonal pattern of Fig
ure 4 was made around 1850 and is from New York State. Here 
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FIGURE 3 

FIGURE 4 
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we have a quilt that is 37" by 32". So what is the sidelength of the 
individual regular hexagons that make up the pattern? 

This last quilt is the only one we have shown so far which is 
made from pieces that were not cut from plain material. Even in 
the black and white photographs, you can see that striped, checked, 
and patterned fabrics have been used to make it. 

But why make a quilt that is only 37" by 32"? Surely the whole 
point of a quilt is that it is used as a warming cover over a bed? 
There can't be too many people who would fit into a bed that was 
37" by 32"! 

From the eighteenth century in America, quilts became very 
popular, as a way of keeping warm in bed. However, they go back 
considerably further than that. The oldest known quilt in existence 
is a fifteenth-century quilt from Sicily which is decorated by scenes 
from the legend of 'Tristan and Isolde. 

There are three layers to a quilt. The bottom layer is the backing. 
Generally, this is fairly plain and made either from a single piece 
of material or from a few large strips. The batting, as it is called, 
is the middle layer and usually consists of cotton, wool, or some 
synthetic fiber. On the top is the decorative layer. We have shown 
examples of quilt tops in Figures 1, 2, 3, and 4. The top layer was 
often pieced together from scraps of fabric that had been saved for 
the purpose. 

The construction of quilts has mainly been the work of women, 
though there are some notable exceptions. Many quilts were made 
by groups of women. In fact, at the stitching stage, when the three 
layers were put together, women often got together in what was 
known as a qUl1ting bee. At such gatherings, more than one quilt 
could be finished in a day. 

We have been very careful in our choice of quilt examples so 
far. If you look at Figures 3 and 4, you'll notice that the whole of 
the quilts concerned are covered by square and hexagonal pieces, 
respectively. What other shapes could be used to cover a quilt top? 
We just want to repeat the same shape over and over again until 
the whole top layer is covered. Well, Figure 2 will give you a third 
example. The rhombus has been used with great effect to cover 
that particular quilt. 

So we have three examples: square, regular hexagon, and rhom
bus. Are these the only shapes, all ofthe same size, that will cover a 
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quilt? Ifthere are more, are there only a finite number of shapes or 
are there an infinite number? Which shapes are practical as far as 
quilts are concerned? which shapes by themselves have actually 
been used to form the top layer of a quilt? 

• •• BREAK 
Use some square paper to make several copies of any shape 
you like. Will that shape cover a quilt? Try some other shapes. 

We know that squares and regular hexagons will cover our quilt. 
They are both regular polygons. In order to cut our search for quilt 
covering pieces down to a manageable size, let's first of all see if we 
can find all the regular polygonal shapes that will do the covering. 
(Naturally, this restriction eliminates the rhombus and many other 
polygons.) Further, let's be systematic. Perhaps the best ,,,ray to do 
this is to start with polygons of 3 sides and work up. 

• •• BREAK 
So what is the usual name for a 3-sided regular polygon? Will 
that cover a quilt? Is this obvious from what we have done so 
fin anyway? 

Those last questions are fairly easy to answer, so let's go on to the 
4-sided regular polygon. Of course, that's a square. And we know 
that works (see Figure 3). Which takes us on to the regular 5-gon 
or regular pentagon. 

• •• BREAK 
Will enough regular pentagons completely cover a quilt? 

Just in case you were troubled by the 3-sided regular polygon, 
we should remind you that this is usually called an equilateral 
triangle. To see that enough of these will cover a quilt, you only 
have to start with a regular hexagon and cut it up into six equilateral 
triangles (see Figure 5). Because regular hexagons will do the job 
(see Figure 4), then so will equilateral triangles. (Of course, we 
could also see this by cutting an appropriate rhombus in two.) 
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A hexagon made of six equilateral triangles. 

FIGURE 5 

But we suspect that you probably had a lot more trouble with 
the regular pentagon. There really does seem to be a difficulty in 
getting regular pentagons to fit together. Is it that they are just 
naturally awkward or are their angles all wrong? 

Have a look at Figure 6. If regular pentagons are going to fit 
together, then a certain number of them will have to fit at a vertex. 
(You'd better make sure you believe that.) If, say, three of them 
do fit together, then three times the interior angle of a regular 
pentagon has to equal 2n. 

• •• BREAK 

But that would mean that the interior angles of a regular 
pentagon are ~ n? Is that the case? 

While you're thinking about that one, we'll move up to 6. So, it's 
regular hexagon time. Figure 4 will have already convinced you 
that these will cover a quilt. That puts polygons with 7 sides in the 
frame. 

Can three regular pentagons meet at a single vertex V? 

FIGURE 6 
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• •• BREAK 
Can we put together a group of regular heptagons at a single 
vertex? 

We think you've probably been having some difficulty with regu
lar pentagons and heptagons. One or two of you, we can see, have 
convinced yourselves that it can't be done. The reason for that 
may have something to do with the fact that 5 and 7 are odd, so 
let's move on to regular octagons. 

• •• BREAK 
Maybe we can fit regular octagons together? 

Well, we don't seem to have had much success there either. In
deed, if we were going to form a conjecture on the basis of what 
we've done so far, we'd have to say that regular n-gons will only 
cover a quilt ifn = 3,4, or 6. Nothing else seems to fit. But proving 
this conjecture doesn't look too easy. We might get a proof by find
ing the size of the interior angle of a regular n-gon and showing that 
only when n = 3, 4, or 6, is 2Jr an integral multiple of this angle. 

Let's try that for the pentagon. What's the magnitude of the in
terior angle of a regular pentagon? You should be able to work that 
out from what we did in Chapter 4. But if you look at Figure 7, you'll 
see another way to do it. There we've divided the pentagon up into 
five triangles. The sum of all the angles of all these triangles is 
5 x Jr. Now the angles in the triangles which are at the center, 
C, of the pentagon must add up to 2Jr. So the sum of the interior 
angles is 5Jr - 2Jr = 3Jr. Anyone interior angle must therefore be 
~ Jr, because all of these angles are equal. Clearly ~ Jr doesn't go 
into 2Jr exactly. So regular pentagons won't cover a quilt! 

FIGURE 7 
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• •• BREAK 
Does this proof work for the regular heptagon, regular 
octagon, or regular nonagon? Try it out. 

How did it go? We think it's probably not worth looking at any 
more special cases. We're sufficiently confident now to try to take 
on the regular n-gon. We first find the size of an interior angle of 
a regular polygon using the method that we used above for the 
pentagon. 

In Figure 8, we illustrate a regular n-gon split up into n triangles. 
The angles of all the triangles add up to mr. Again the angles of the 
triangles at the center, C, of the n-gon add up to 2rr. Hence the sum 
of the exterior angles of the regular n-gon is nrr - 2rr.1 But there 
are n interior angles in this figure. So each interior angle a, is given 
by 

nrr - 2rr 2rr 
a= =rr-

n n 

Suppose we've got a group ofn-gons which meet at a vertex. Then a 
must divide 2rr. (Further, 2: is the number of regular n-gons which 
meet at that vertex.) But 

2rr 

• •• BREAK 

2rr 
rr _ 2IT 

11 

2nrr 

nrr - 2rr 
2n 

n-2 

The whole question then boils down to, for what n :::: 3 does 
n - 2 divide 2n? How are we going to crack that one? 

FIGURE 8 

I This was shown by another method at the end of Section 1 of Chapter 4. 
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At moments like this it's always worth checking that we haven't 
made any algebraic or other errors. If we are on target, n - 2 will 
divide 2n, at least for n = 3, 4, or 6. This is because we know that 
equilaterial triangles, squares, and regular hexagons will cover a 
quilt. So let's check. 

2 x 3 6 
n = 3: -- = 6; 

3-2 1 

2 x 4 8 
n = 4: -- = 4; 

4-2 2 

2 x 6 12 
n = 6: -- = 3. 

6-2 4 

Things seem to be working out. You will have already noticed that 
6 equilateral triangles, 4 squares and 3 regular hexagons meet at a 
vertex. 

So when is 11~12 an integer? And an integer greater than or equal 
to two, because it is the number of regular n-gons which meet at a 
point. First notice that a little algebra gives 

2n 2n - 4 4 4 
---+--=2+ 

n-2 n-2 n-2 n-2 

And when does n - 2 divide 4? Surely when n - 2 = -4, -2, -I, 
I, 2, or 4. The negative values of n - 2 aren't any use to us. But 
n - 2 = 1,2, or 4, gives 112~2 = 6,4, or 3-all integral values bigger 
than one. So the only values of n that make any sense in this context 
are 3, 4, or 6. 

The algebraic method we've just used is often useful if you want 
to find integer values of quotients like b~:c' where a, b, c are inte
gers, b divides a, and n is a variable integer. If you divide through 
by bn + c, then the original quotient is an integer when bn + C 

divides the appropriate constant. 
So you, er, we've done it! 

• •• BREAK 
Hang on a minute. What is it exactly that we have done? 

Just to make sure that we know where we are, let's put down 
our conjecture formally. 
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Conjecture Regular n-gons will only cover a quilt ifn = 3,4, or 6. 

Now this is meant to say two things. First, it says that if n = 3, 
4, or 6, then regular n-gons will cover a quilt. Second, it says that 
if n #- 3, 4, or 6 then regular n-gons will not cover a quilt. 

We can tidy up the second part by getting rid of the double neg
ative. Rephrased then, it says that if a regular n-gon covers a quilt, 
then n = 3,4, or 6. 

This enables us to rephrase the whole conjecture as follows. 

Conjecture (stated precisely) A regular n-gon will cover a quilt if 
and only ifn = 3,4, or 6. 

To prove this we have to show that: (l) if n = 3, 4, or 6, then 
regular n-gons cover a quilt; and (2) if regular l1-gons cover a quilt, 
then n = 3, 4, or 6. 

• •• BREAK 
Have we proved both these things? Check back to see. 

We think you should be happy now. The first part of the con
jecture is covered by looking at Figures 3, 4, and 5. The second 
part follows from the n2~12 argument. There we started by assum
ing we had a covering. This led us to 112~2 being an integer. We then 
showed that 11 had to be 3, 4, or 6, and that clinched the deal. Our 
conjecture is therefore a theorem. 

But how does Figure 2 fit into the picture? There the quilt was 
covered by rhombi! What other shapes will cover the quilt? Can you 
find a quilt that has been covered totally by equilateral triangles? 

5.2 VARIATIONS 

Despite the fact that a great deal of variety can be obtained from 
the basic square and regular hexagon shapes by the use of colored 
and patterned fabric, as well as by using applique, they are still 
somewhat limiting. Not surprisingly, quilt-makers have gone way 
past these simple shapes, at the same time still basing their designs 
on them. Let's see what we mean. 
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( a) (b) 

FIGURE 9 

Starting with a square we could first add on a circular piece as 
shown in Figure 9(a). But then, to have all our quilt pieces the 
same, we would need to take the same circular piece out of the 
opposite side of the square, as in Figure 9(b). The shape obtained 
in Figure 9(b) certainly covers the quilt, although there are going 
to be some bumpy bits around the side. 

Of course, there is ho need to stick with what we did in Figure 9. 
By adding circular sections to all sides both inside and outside 
the basic square, we can change things starting in Figure 9 and 
continuing to the sequence of Figure 10 (see also [5]). 

This particular pattern is fairly common in quilting. I t is the basis 
of what is known as the Double Wedding-Ring pattern. An exam
ple of a quilt with this pattern is shown in Figure 11 (it was made 
by Jean Pedersen's grandmother, Caroline Thrpin in the 1930s). 
Once you've cottoned on to this idea, you can really let your 
imagination go. 

Ca) (b) (el 

FIGURE 10 
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(Phow Chris 

FlGURE n 

• •• BREAK 
What designs can you make based on the simple square grid 
layout? What can you do with the regular hexagonal grid? 

But you don't have to be restricted to the basic idea shown in 
Figure 10. An alternative approach is shown in the appliqued quilt 
of Figure 12. See what you can do with this method. Even using 
the basic square, a great deal of new and interesting designs can 
be produced. In fact, an infinite variety is possible. 

The Dutch graphic artist M.e. Escher certainly let his hair down. 
He wasn't a quilt-maker but a graphic artist who primarily did 
woodcuts. His engravings have become so world-famous that many 
have tried to imitate his efforts. Figure 13 shows some very effec
tive Escher-type figures that were created using the TesselMania® 
software program C a registered trademark and copyright owned by 
MECC in Minneapolis, Minnesota, USA). Each one uses a more 
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FIGURE 12 

complicated variation of the basic pattern than we used in Fig
ure 10. These illustrations look so intricate that it is sometimes 
hard to see the quadrilateral on which the whole thing is based. 
Try to sort them out. 

• •• BREAK 

Place dots at the corners of the quadrilaterals in the Escher
like prints. Can you see how the shapes have been developed 
from the basic quadrilateral? 

Generally, quilt-makers don't go to the extremes that Escher 
did. We suspect this is because it is too complicated and time
consuming to cut round the fabric and even more difficult to sew 
the pieces together. It is also, presumably, difficult to make every 
shape exactly the same, although quilt-makers could and do use 
templates. 

You can see then that it's not just quilt-makers who have got into 
the "covering" act. But then artists and quilt-makers don't have the 
field to themselves either. Next time you are in a tiled bathroom 
(or any tiled room for that matter) have a look at the shape of the 
tiles that have been used to cover the floor. You'll often find that 
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FfGURE 13 
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they are squares but sometimes you'll find equilateral triangles or 
even regular hexagons. 

We've now given you three examples of common, everyday ob
jects that are covered in some way by regular shapes. You might 
like to look around for some more. 

Mathematicians call the activity that we've been engaged in 
tiling the plane. A tiling of the plane is also called a tessellation. 
(See [4].) So we know at least that we can tile the plane using 
equilateral triangles, squares, or regular hexagons. 

• •• BREAK 

What other shapes can we use to tile the plane? Can you think 
of a tessellation which isn't based on one of the three regular 
polygons we've discussed? 

Suppose we go back to quilts and try covering them with a large 
number of congruent pieces. We know we can do this with three 
regular figures. Can we cover quilts with triangles, quadrilaterals, 
or hexagons that are not necessarily regular? Are there any pen
tagons that will do the job? Can we cover quilts with polygonal 
shapes of any given number of sides? 

• •• BREAK 
As before let's start with the smallest case-the triangle. Can 
you show that any triangle will tessellate? 

Let's go on to quadrilaterals. It's not difficult to see that par
allelograms can be used to tessellate. Clearly there are some 
non-parallelogram-type shapes that have been used in quilts. You 
can see one of these in Figure 14. 

But will any quadrilateral work? The trick, of course, is to make 
the bits fit together at a vertex. The last time we tried this we had 
to find the formula for the sum of the interior angles of a regular 
n-gon. But that formula works for any polygon, whether it's regular 
or not (see Chapter 3). Hence we see that the interior angles of 
a quadrilateral add up to 2Jr. So there's a chance that we can fit 
congruent quadrilaterals together to tile the plane. 
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• •• BREAK 

Will any congruent quadrilaterals tile the plane? 

Perhaps the easiest way to start work on this problem is to cut 
four congruent quadrilaterals out of a piece of paper and try fitting 
them together without turning them over (see Figure 15). We've 
labeled the angles to make it easier to see how the quadrilaterals are 
oriented. Would Figure 15(b) convince you that the quadrilateral 
we chose will cover a quilt? Can you use this to show that any 
quadrilateral will tessellate the plane? Or is there a better way? 

The first problem we need to grapple with is whether or not two 
sides of the same length have to be placed together. They certainly 
have been in Figure 15. 

In Figure 16 we have tried another arrangement. A potential tes
sellation can only be continued at the point X, if the quadrilateral 
concerned has an angle equal to JT - D. This will only happen for 
every special quadrilaterals. Cyclic quadrilaterals and trapezoids 
(also called trapezia) have this property. In general, however, there 
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FIGURE 15 

won't be an angle in the quadrilateral that is equal to IT minus some 
other angle. In that case we are forced to put sides of equal length 
together in our tessellation. This means that it may be possible to 
make progress with the configuration of Figure 15. 

• •• BREAK 

Can the arrangement of Figure 15 be extended to a tiling of 
the plane? 

Those of you who have already solved this problem will have to 
bear with us for a while. It may be that the argument that we are 
giving here is different from yours anyway. The first thing to do 
is to extend the configuration of Figure 15 to include several more 
quadrilaterals of the same type. In Figure 17, we've run quite a few 
more down the page, well, an infinite number really, although the 
page is too small to contain them. The net effect is to produce a 

c 

f) x J) 

A B A 

B 

FIGURE 16 
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C 
D R2 

FIGURE 17 

strip of quadrilaterals, two wide, down the page and off to infinity 
in both directions. 

Have a good look at the boundaries of this strip. The same 
lengths are repeated on either side. There's the AD side, followed 
by the BC side, followed by the AD side, followed by the BC side, 
followed by the .... 

And the angles that these lengths make with each other are the 
same too. Th the left of vertex L1 , there is an angle of size A + B. 
Th the right of vertex R1 , the angle's size is 2rr - (A + B) = C + D. 
This means that the angles to the left of L\ and to the right of Rl are 
equal. But the same thing can be said for the angles at Lz and Rz, L3 
and R 3 , and so on. This means another strip, exactly the same as 
that in Figure 17, will fit snugly up against the original strip. Keep 
going like this and eventually the whole plane will be covered. Any 
quadrilateral will indeed tile the plane. 

Now any quadrilateral may tile the plane but we know the same 
isn't true for any pentagon - we have already seen that regular pen
tagons, for instance, don't tessellate. Some of you may already have 
played around with pentagons and have come up with something 
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FIGURE 18 

like Figure 18 which shows that some pentagons can tile the plane. 

• •• BREAK 

Show that, by removing suitable vertical lines from Figure 
18, you can produce a tessellation by non-convex polygons of 
n :::: 7 sides, provided that n is odd. Can you find any quilt, 
etching, floor tiling, or carpet that has a pattern on it like that 
shown in Figure 18? Show that you can modify a tessellation 
by squares to produce a tessellation by non-convex n-gons, 
where n is even and n :::: 6. 

You should now be able to see that, given any number n bigger 
than two, there is a polygon with n sides that will tile the plane. 
However, there are polygons that won't tile the plane. The regular 
octagon is one of these. So how come you find regular octagons 
being used in floor coverings? How can that be if regular octagons 
don't tessellate? To give you some idea we've included a picture of 
part of a carpet (see Figure 19). This is really cheating, of course. 
The octagons by themselves won't cover the plane. They need to 
be accompanied by squares. 

• •• BREAK 
What other pairs of shapes together completely cover the 
plane? 

5.3 ROUND AND ROUND 

But there are other things that meet the eye in this quilt business. If 
you look at some quilts you'll see a certain amount of symmetry. 
For instance, in Figure 3, if you put a vertical line through the 
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FIGURE 19 

center of the quilt, then the quilt looks the same on either side. If 
a mirror were placed on that vertical line, the reflection of the left 
side would look just like the right side, and vice versa. 

There's a similar horizontal line of symmetry, as well as two 
diagonal lines through the corners of the quilt. What's more, if we 
rotated the whole quilt through ~ clockwise, you wouldn't know 
that it had been moved. In fact, the same thing happens if you rotate 
through Jr, 32", or any multiple of ~ . (Such movements, together 
with reflections, are called symmetries). So the quilt of Figure 3 has 
quite a lot of symmetry-at least eight types if we include "doing 
nothing." 

Now you can easily check here that the effect of a reflection fol
lowed by a rotation is the same as that of some rotation followed 
by some reflection; and that the composite of two reflections in 
non-parallel mirrors can be achieved by a single rotation. So alto
gether there are no more than eight symmetries of this quilt, but 
only four of them can be achieved by actually moving the quilt. 
The rest can be seen by using the mirror method described above. 

• •• BREAK 
Check that the qUilt in Figure 1 has precisely the same sym
metries as the quilt in Figure 3. What symmetries can you 
find in the other quilts and in the Escher-like prints? 
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If we could delete the scrolly bits around the edge of the quilt of 
Figure I, and just retain the circular part, we would suddenly find a 
whole lot more symmetry. Assuming that black goes to black, there 
are now 26 lines of reflection passing through the center of the 
quilt and 26 rotational symmetries. As in the case above, we don't 
get any more symmetries by combining reflections and rotations. 
Hence, altogether, this (mutilated) quilt has 52 symmetries. 

• •• BREAK 

Figure 20 shows another quilt made by Caroline Thrpin. How 
many symmetries has the star-shaped portion of this quilt? 

Suppose for a moment that quilts weren't finite and that they 
extended off to infinity in all directions. Then some of the quilts 
which are laid out on a square grid, as opposed to those made of 
square pieces, have another type of symmetry. Instead of just lines 
of reflection and rotational symmetry, there is translational sym
metry. We can move the whole infinite quilt onto itself if we slide 
it vertically or horizontally. The whole thing translates onto itself. 
If the translation cannot be broken down into smaller translations, 
then we call it a simple translation. 

• •• BREAK 
Imagine you are looking at a piece of infinite graph paper. 
You should then be able to see how this translation business 
works. How many translations are there? What simple trans
lations are there? Can all translations be obtained from simple 
transla tions? 

Have a look at the hexagonal tiling depicted in Figure 21. You 
should be able to see, in each hexagon, six rotational symmetries 
and six reflections about a line of symmetry. But if you slide or 
translate A to B, you'll shift the whole tessellation onto itself. If you 
did this simple translation with plane tiles when we had our backs 
turned, we would never know that you had done it. Nor would we 
know whether you had performed this type of symmetry or some 
other type. 

But you could also translate the hexagons so that A went to C 
and this would still not be detectable. Likewise, moving A to coin-
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FIGURE 21 

cide with any hexagon in that A, B, C row, we have undetectable 
moves-and an infinite number of them too. 

Similarly, A could slide to D or E or any hexagon in the direction 
of A to D or A to E, and the hexagonal tiling would look unchanged. 

Then again we could pick up the tiles and without rotating or 
reflecting them, we could put them down with A on top of any 
other hexagon at all. But any such slide symmetry would be the 
same as a certain number of simple translations like A to B (or B 
to A), followed by some number of simple translations like A to D 
(or D to A). 

• •• BREAK 

Check out this last statement. Do you agree with it? 

So all the symmetries of a regular hexagonal tiling can be found 
using all combinations, as many times as we like, of the six basic 
reflections (about the lines of symmetry), a rotation through} , a 
simple translation from A to B, and a simple translation from A to 
D. This tiling has an infinite number of symmetries! 

Is there any end to this tiling business? Are there an infinite 
number of tessellations or is there some restriction on what can 
be done? Are there any limits on the kinds of symmetries that we 
can have in a tessellation or are the possibilities endless? 

5.4 UP THE WALL 

We now take up the story by looking at a wall. But before we 
look at wallpaper itself, we'll warm up on wallpaper friezes. You 
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probably know that sometimes wallpapering is finished off by a 
strip, called a frieze, which is usually pasted horizontally, and 
is often there to hide the rough edges of the wallpaper itself. In 
all wallpaper friezes, a basic region, called by mathematicians a 
generating region or a fundamental region, is repeated endlessly 
in some symmetric way. We give two examples of friezes in Fig
ures 22(a) and (b). They are both based on the fundamental region 
of Figure 22(c). 

One of us has got a frieze on the wall of our downstairs toilet. It's 
a fairly basic pattern. The same asymmetric fundamental region 
is repeated endlessly (or at least from one end of the wall to the 
other). A rough approximation to that frieze is shown in Fig
ure 23, along with its fundamental region. 

Actually, this frieze is about the simplest pattern you can have. 
(The only way to make it simpler would be to have no fundamental 
region at all-just a plain single colored strip. Since manufacturers 
rarely make such plain friezes, we'll ignore them here.) Our toilet 
frieze just takes the fundamental region and moves it on along 
the strip in either direction for ever. By suitably translating the 
fundamental region, we get the whole frieze . 

.... • • • • • • .... I I I 
IA 1 8 Ie; 
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FIGURE 22 



168 5 Quilts and Other Real-World Decorative Geometry 
--------~~----------------------~-----------

FIGURE 23 

• •• BREAK 
What do we have to do with the fundamental region of 
Figure 22( c) to construct the friezes of Figures 22( a) and (b)? 

Frieze construction is really about two things-fundamental re
gions and symmetry. Surprisingly, there isn't a great deal that you 
can do with friezes once these two things are settled. It turns out 
that once you have decided on your fundamental region (where 
you can let your artistic temperament run riot), there is a limit 
to what you can do with it. There are only so many symmetries, 
one-to-one onto mappings or ways of moving the whole frieze so 
that it fits onto itself, that are available to use. As we said above, 
our toilet frieze is quite simple in this regard. The only symmetries 
it has are a simple movement along itself from one fundamental 
region to the next, a simple translation, or an arbitrary number of 
repetitions of a simple translation in either direction. 

So what other kinds of symmetries can we expect? Apart from 
translations, there might be reflections about axes of symmetry 
in the plane of the frieze or rotations about axes perpendicular 
to the plane of the frieze. Assuming that the frieze is considered 
to be horizontal, the axes of any reflection can only be vertical or 
horizontal. Rotations are pretty limited too. They can onlybe about 
an axis through the middle of the frieze and through an angle of 
magnitude rr. 
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These are the basic symmetries. Of course, you can have com
binations of the above. The only combination that appears to be 
worth singling out, though, is the combination of a simple hori
zontal translation and a horizontal reflection. This is called a glide 
reflection. In Figure 24, we show the effect of a glide reflection on 
the fundamental region of Figure 22(c). 

• •• BREAK 

Consider the effect of all possible combinations of simple 
translations, reflections, and rotations. 

Now let's look into the friezes of Figure 22 in some detail. Clearly 
both of them have translational symmetry, though they don't have 
a simple translation which moves one fundamental region to the 
next. (In fact, every frieze has to have translational symmetry.) So 
let's concentrate on Figure 22(a) to see what other symmetries it 
has. There is a line of symmetry (marked by the dotted lines at A), 
but there are also parallel lines of symmetry through B, C, as well 
as through an infinite number of other similar points. There are, 
however, no rotations or glide reflections. 

Moving along to Figure 22(b), it should now be clear that there 
are lines of symmetry at P, Q, R and an infinite number of other 
points. Rotations are also present and can be found about the points 
X, Y as well as an infinite number of others. On the other hand, 
there is no reflection about a horizontal line of symmetry. But 
plainly there is a glide reflection. All other symmetries of Fig
ure 22(b) are simply combinations of the symmetries that we have 
already noted. 

• •• BREAK 

We said above that there are only a limited number of types 
of friezes available, once the fundamental region has been 

FIGURE 24 



170 5 Quilts and Other Real-World Decorative Geometry 
--------~~----------------------~-----------

determined. Call such a periodic type a pattern. Try to find 
out how many such patterns there are (note that you have 
already seen three in Figures 22, 23, and 24). Can you find a 
systematic way to decide which pattern a particular frieze is? 

In Figure 25 we have given four friezes based on a different 
fundamental region from those in Figure 22. How do these fit into 
your classification? Which, if any, have the same pattern as one of 
the earlier friezes? 

There are, in fact, systematic ways to decide the pattern of any 
given frieze. The flow chart in Figure 26 is one such way. It's based 
on an idea due to Doris Schattschneider in [9]. 

By studying the flow chart in Figure 26 you should be able to 
see that there are only seven different frieze patterns. These seven 
patterns have been illustrated in Figures 22,23, 24, 25, and 27. Pre
cisely, I is shown in Figure 25(c), II in Figure 22(b) and 25(b), III 
in Figure 22(a) and 25(a), IV in Figure 25(d), V in Figure 24, VI in 
Figure 27, and VII in Figure 23. 

Despite the limitation to seven patterns based on symmetry, 
it's amazing how much variety in friezes designers can get. The 
article [6] by McLeay gives some interesting examples of ironwork 
friezes. In [7] Pedersen extends the ideas to weaving. You might 

(a) 

4 
(b) 

~<><><>~ 
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c«««~ 
(d) 

FIGURE 25 
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(after Washburn and Crowe, 1988. The designations I - VII are not standard in the literature.) 

FIGURE 26 

FIGURE 27 

like to experiment for yourself and use graph paper or some other 
aid, to come up with some ideas and applications of your own. 

As an aid to remembering the seven basic patterns, Budden in 
[1], suggests the mnemonic of Figure 28 (this is based on Fig
ure 26.168 of his book). The key word to remember is SHEAR 
because each letter of the word "shear" gives, on repetition, one 
of the seven patterns. The other two follow by knowing what 
"footsteps" and the "sine curve" look like. 

II III IV V VI VII 

H 1\1\ A E footsteps S R 
FIGURE 28 
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It should not be too difficult to see now that the friezes of 
Figure 22(b) and Figure 25(b) have the same pattern. They are 
described by the "sine curve" in the mnemonic. You might like to 
look out for friezes around your home or your friends' homes and 
see how they should be classified. 

Naturally, what we've done here does not actually prove that 
there are only seven frieze patterns. All we have done is to show 
seven patterns that we know to exist and give some rationale for 
their existence. If you want to look up a proof that there are only 
seven, you'll find the books [2] and [10] useful. 

That just about covers friezes, so let's move on to the larger prob
lem of wallpaper patterns. As you would probably expect, there are 
wallpaper patterns that are not frieze patterns. But exactly how 
many are there? It's not even clear at the start whether there are 
only finitely many. 

To get a handle on this problem, we need to be sure first of all 
what it is we are trying to describe. What is a wallpaper pattern? 
Well, wallpaper patterns also go under the name of periodic or 
repeating patterns, covering the whole plane. The essential idea 
is the same as for friezes. A finite region, the fundamental region, 
produces the whole pattern when acted on by the symmetries of 
the whole, and these symmetries include two simple translations 
which are at an angle to each other. 

So we will first need to decide what symmetries are at work in 
the plane that can take our fundamental region around the whole 
pattern. Having compiled a basic list of these, we may be able to 
produce a flow chart which will do the job for wallpaper patterns 
that Figure 26 did for friezes. 

• •• BREAK 

Tty to describe a program, like the one for friezes, which will 
determine both the number of possible wallpaper patterns 
and the pattern of a given wallpaper design. 

Perhaps the first thing to note is that the two translations produce 
a set of lattice points on which to build the pattern. If we take an 
arbitrary point in the pattern and act on it by successive simple 
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translations of each type, a lattice is formed. This is exactly what 
we suggested you do in the Escher-like picture of Figure 13. So how 
many types oflattice are there? 

First of all, we can always think of the angle ex between the 
two simple translations as being less than or equal to ~. You may 
need to twist the plane around a bit to make sure of this, or make 
an appropriate translation backward rather than forward. 1b see 
the extra symmetries that are possible, we vary the angle ex. Now 
if ex = ~, then the fundamental region of the lattice formed can 
be a square or a rectangle depending on the relative amount of 
displacement each translation provides. At slightly less than per
pendicular, we get a lattice whose basic cell is a parallelogram. 
If the two translations move the pattern the same distance, then 
we get a rhombus, but the symmetry we get from the rhomboid 
lattice can be more easily obtained directly from the rectangu
lar lattice. A special case of the rhomboid lattice occurs when 
ex = }; in this case, the cell can be thought of as being made 
up of two equilateral triangles. We show all of these situations in 
Figure 29. 

Having constructed the lattices behind the patterns, we now 
have to worry about rotations and reflections. Earlier in this 
chapter we convinced you that the only conceivable rotations of 

• • • • • • • • • • 

• D • • • D • • 

• • • • • • 

• • • • • • • • • • 
Square Rectangle 

• • • • • 
• • • • • 

• 0 • • • jjJ • • 
• • • • • • 

• • • • • • • • • • 
Parallelogram Special rhomboid 

FIGURE 29 
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periodic patterns in the plane, which map the patterns on them
selves, were through angles of magnitude ~ IT, ~ IT, ~ IT, and IT. As 
well as rotations there will also be reflections and glide reflections. 

• •• BREAK 
How many wallpaper patterns can you come up with armed 
with simple translations, rotations of magnitude ~ IT, ~ IT, 

~ IT, and IT, reflections (mirror images), and glide reflections? 
Seven? More than seven? Finite or infinite? 

What we are asking you to do, of course, is nontrivial. It's going 
to take a great deal of care to find the right number of patterns but 
it is well worth the effort, especially if you get the answer or come 
very close to it. Use an arrow similar to the one in Figure 22(c) 
as your fundamental region. Just to get you started we'll do an 
example. 

Suppose that, for a start, we restrict ourselves to looking at the 
patterns we get when we only have the translational symmetries. 
Then, depending on which basic cell we have, we get one of the 
wallpaper patterns of Figure 30. We could, of course, consider each 
of the patterns of Figure 30 as different. However, they all have a 
sameness about them which will be enhanced when we look at 
some more examples. What's more, each of them is a special case 
of Figure 30(c). After all, a square, for example, isjust a special case 
of a parallelogram. For these reasons we'll think of the patterns in 
Figure 30 as all being the same. That has got one pattern out of 
the way. 

Now it is not too difficult to put in reflections. We've done this 
in Figure 31, using the lattice whose basic cell is a rectangle. Do 
we get a different pattern if we use some other basic cell here? If 
not, why did we bother talking about basic cells in the first place? 
Are there certain symmetries that only apply to particular basic 
cells? (See Figure 32.) Does the pattern in Figure 31 look like a 
translation of a frieze? will that idea help produce more patterns? 

You're on your own from here. See what progress you can make 
toward listing distinct wallpaper patterns. 1b help you along the 
way, we've put down 10 possible patterns in Figure 32. Did you get 
that many or more? Did you get some that are not in Figure 32? 



5.4 Up the Wall 175 
--------------------------------~------------

(a) 

( c) 

(e) 

FIGURE 30 

(b) 

. ____ , 
£~..J..J-h 

.. ..J..J..J..JI 
£..J..J..J~, , , , , 

(d) 

If you have got close to 15, then you might like to devise a flow 
. chart for wallpaper patterns modelled on the one in Figure 26. The 

one in Figure 33 is again based on work by Schattschneider [9] and 
is derived from Washburn and Crowe [10]. 

It's now plain for all to see that there are actually 17 wall
paper patterns. How close were you? Of course, the patterns of 
Figures 30 and 31 were included in Figure 32. Again we haven't ac
tually proved that there are only 17 patterns. A start on the proof, 
though, is made in [2). A complete proof was first given by Federov 

FIGURE 31 
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FIGURE 32 
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FIGURE 33 

in 1891 (see [4, pp. 55-56]), and P6lya rediscovered the proofin 1924 
(see [8]). 

We now expect you to rush out and inspect wallpaper, carpets, 
quilts, and any other plane designs that happen to be hanging 
around, to see which of the 17 allowable patterns they contain. 

177 
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FIGURE 34 

1b help you in Figure 34, we've given examples of five more pat
terns. The complete 17 are then to be found in Figures 30, 31, 32, 
and 34. 

• •• FINAL BREAK 
Here are a few problems for you to try out your new skills on. 
Items 7 and 8 relate to other kinds of practical patterns. 

1. Find all integral solutions of ~ + b = d, where d = 1,2,3, 
I or 2. 

2. A formula for the sum of the interior angles of a regular 
polygon was given in Section 1. Show that the same formula 
holds for nonregular polygons. Does the proof work for 
nonconvex polygons? Is the formula true for nonconvex 
polygons? Could you suggest a proof? 

3. Give pairs of shapes, some which together do, and some 
which don't cover the plane. 

4. Maybe we were a bit hasty in our conclusions that any 
quadrilateral will tile the plane. After all we only did it 



Final Break 179 ----------------------------------------------

for a particular quadrilateral. Perhaps the proof fails for 
other quadrilaterals. Show that the proof we gave is valid 
for any convex quadrilateral. Then check out nonconvex 
quadrilaterals. 

5. What kind of spiral can you see in the quilt of Figure I? 

6. Use the flow chart of Figure 33 to identify the patterns of 
Figures 31, 32, and 34. 

7. A Baby Bib. The pattern below is for a bib and will fit a 
child from about 8 months to 3 years of age. The scale is 
shown on the edge of the grid. (1 inch is about 2.5 cm.) 
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Basic Instructions (Feel free to create variations of 
your own.) 
1b construct the bib you will need a reasonably heavy
weight bath towel (take the pattern along to ensure that you 
buy the right size), a package of bias tape, and, of course, 
some thread. Begin by folding the towel in half and placing 
the pattern on it with the straight edge along the fold line. 
Cut out the bib and unfold it. It should look like the picture 
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below (without the letters, of course!). 

o c 
0' B' 

C' A' 

Now lift the curved edge that is labeled AB in the i11ustra
tion and pin it to the edge shown as A'B' so that the corner 
labeled A goes on top of A' and the corner labeled B goes 
on top of B'. Then lift the curved edge that is labeled CD 
and pin it to the edge shown as C'D' so that the corner la
beled C goes on top of C' and the corner labeled D goes 
on top of D'. Sew each of these edges together using a ~ 
inch seam allowance. Flatten the seams and zigzag the pro
truding part of the seam to the bib with matching thread 
(if you use matching thread the seam will be almost invis
ible). Finally, bind the unfinished edge with bias tape. You 
can start anywhere and you will find that there is only one 
edge. Here is a picture of Kirsten and Katrina Pedersen, 
Jean Pedersen's granddaughters; Katrina is modeling the 
bib. 

Chrls 
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You may notice that the bib has two surfaces (for break
fast and lunch!) separated by the binding along the single 
edge. You should experiment trying it on a life-sized doll 
before putting it on a child. You'll need to know how it 
works to use it, but we can say from experience that most 
children can't get out of the bib without help. 

8. A Mobius Muff 
Materials Required 

Ajacket zipper oflength x (about 10 inches works well). 

A jacket zipper oflength 2x. 

Thread. 

Assembly Instructions 
Part I. Thke the shorter jacket zipper and lay it out as 

shown below (you don't need to be concerned about the 
"right" side being up, or whether the zipper tab is on the 
left or the right). Lift the end shown with the labels A, B 
and twist it (just a half turn) placing A on D and B on C. 
Sew it in this position. 

A C 

I 
B D 

It should look like this: 

Part II. Unzip the Mobius zipper (to make it easier to 
handle at the sewing machine at the next stage). Then sew 
the longer zipper to the edge of the unzipped configuration 
that does not involve the teeth (or coil) of the zipper. A 
sewing machine with a zigzag stitch is most helpful for this. 
Complete the model by sewing each portion of the longer 
zipper to itself where the ends meet. Zip the first (shorter) 
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zipper together and the result should look something like 
this, a nonorientable muff! 

Now unzip everything and reassemble it. If the two zip
pers used to construct the model are of different colors the 
model, once unzipped, is fairly easy to reconstruct. You will 
find that it is substantially more difficult to reassemble this 
puzzle if the zippers are both of the same color. 
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ANSWERS FOR FINAL BREAK 

1. Notice first that, since x, yare integers, ~ ::: I, t ::: 1. Also, x = 
o (or y = 0) cannot be a solution. If d = I, then (x-l )(y-1) = 1. 
Hence x-I = +1 or -I, so x = 0 or 2. But clearly x "# O. So 
x = 2 and y = 2. 

If d = 2, then x = I, Y = 1. 
If d = 3, then there are no solutions. 
If d = ~,then x - 2 divides 4. Hence, by symmetry, x = -2, 

Y = I, or x = I, Y = -2; x = 3, Y = 6, or x = 6, Y = 3; x = 4, 
Y = 4, are the solutions. 

2. For nonregular convex polygons, simply join any vertex of the 
polygon to all other vertices. This makes n - 2 triangles. The 
interior angles of the polygon are just the angles in the triangles. 

For non convex polygons divide the interior of the polygon 
into triangles by joining the appropriate vertices. You should 
again get n - 2 triangles. Of course, if you can find one pair of 
vertices such that the segment joining them lies in the interior 
of the polygon, you can then argue by induction on n. 

3. Obviously, there are a lot which don't. It's all in the angles. Are 
there only a finite number of pairs that do tile the plane though? 

4. The same argument does apply. 

5. Equiangular? You'll need to take some careful measurements to 
be sure. 

6. I II III IV V 
34(e) 31 32(b) 30 32(c) 

VI VII VIII IX X 
34(d) 32(d) 32(e) 32(a) 32(h) 

XI XII XIII XIV XV 
32(g) 32(f) 34(b) 32(j) 32(i) 

XVI XVII 
34(c) 34(a) 



CHAPTER 

Pascal, Euler, 
Triangles, 
Windmills, ... 

6.1 INTRODUCTION: A CHANCE 10 EXPERIMENT 

In earlier chapters we have shown you how beginners may be 
encouraged to "make mathematics" themselves. Here we distin
guish between "doing mathematics," which usually means "doing 
somebody else's mathematics," and "making mathematics," by 
which we understand "making one's own mathematics:' that is, 
noticing mathematical patterns, making conjectures, constructing 
one's own proofs-or at least fully grasping somebody else's-and 
considering the possibility of formulating valuable generalizations. 

We believe that no better laboratory for this type of experimen
tal mathematical activity exists than the Pascal 'Diangle. 1 This 
is the triangle, usually designed as an equilateral triangle, but 
for some purposes realigned as a right-angled triangle (or right
justified, to use the rather strange official phrase), in which the 
entries in the row labeled n consist of the binomial coefficients 
(;), r = 0, I, 2, ... , n; here (~) is the number of ways of selecting 
r objects from a set of n objects. For the Pascal 1tiangle is rich 
in pattern, and the numerical patterns are linked with the obvi
ous geometrical patterns inherent in an equilateral triangle. Thus 

lOr Pascal's 7hangle-both expressions are in common use. 
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the serious reader may be able to discover patterns, conjecture 
theorems, and try to prove them. 

We do riot know how we can fully convey this experimental fla
vor in a book, since, in a book, the authors are doing all the talking! 
However, we do want you to understand that we are, in a sense, 
reporting on a prolonged, successful (and successfully repeated) 
experiment. Section 2 discusses different approaches to the defini
tion of the binomial coefficients, each with its role to play in the 
further development of the subject. In Section 3 we consider the 
question of how to extend the definition of (;) in such a way as to 
allow n, r to be any integers (negative as well as positive). This sec
tion may be thought of as a prototype for the art of generalization. 
We discuss what properties we would wish to preserve in making 
the generalization, together with the inescapable questions-is it 
worthwhile trying to generalize, and what benefits do we hope to 
derive from doing so? 

In Section 4 we notice some very remarkable arithmetic
geometric patterns in the Pascal TIiangle and in its extension to 
what we call the Pascal Hexagon (or Pascal Windmill). So far as 
we know, our first pattern here is quite new, but the second-the 
Generalized Star of David Theorem-is, as its name implies, a gen
eralization of a known result. However, we claim that neither the 
original, restricted statement of the Star of David Theorem, nor 
the original proof, gave any clue as to how it might be success
fully generalized-an entirely new approach was needed. It's worth 
mentioning that we (together with a fourth colleague) recently 
found another pattern bf the same kind in the Pascal Triangle; 
we published this as a paper on baked beans and spaghetti! See 
reference [1] at the end of this chapter. 

Sections 2, 3, and 4 constitute Part I of this chapter, which we 
have divided into two parts because it is rather long. 

In Sections 5 and 6, which constitute Part II, we are, in a sense, 
even truer to the actual history of the evolution of the ideas de
scribed. The first significant observation was made by our student, 
Allison Fong, in one of our elementary university classes. After 
we had discussed her remarkable result anQ certain closely related 
results with the members of her class, it was clear that we were 
on the threshold of something big, but not something to which ele
mentary students would be able to make a contribution, or which 
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they would even properly appreciate. (YVe do, however, expect the 
readers of this book to be able to appreciate these ideas!) 

So Sections 5 and 6 describe the consequent mathematical re
search which two of us undertook, taking a colleague at Eastern 
Michigan University, Tim Carroll, into collaboration. Thus it is 
bound, in some of its details, to be heavy going for you, the reader. 
What we principally want you to understand, however, is how the 
whole story evolved, starting with an observation made by an el
ementary student of mathematics, and growing into a powerful 
theoretical structure, at first involving another classical triangle of 
numbers, the Eulerian Triangle, and then requiring the discovery 
of new numbers, closely related to the Eulerian numbers, which 
are featured in the last section. The full story is to be found in [3]. 

Finally, we obtain, by the use of these new numbers, new re
sults about binomial coefficients in which these new numbers 
do not figure at all! This is, for us, one of the sublime myster
ies of mathematics, part of its magic. Elementary-seeming results 
emerge from a piece of very indirect reasoning involving concepts 
that do not appear at all in the statements of those results! Thus 
a collection of results about familiar mathematical objects is ob
tained; but the thread which links those results and which provides 
the ideas for their proofs, is made of very different, unfamiliar ma
terial which cannot, apparently, be replaced by something better 
known. Where but in mathematics do such intriguing complexities 
of human thought arise-and prevail? 

I I. PASCAL SETS THE SCENE I 

6.2 THE BINOMIAL THEOREM 

We start by looking at two conceptual interpretations of the symbol 
(;), where n, r are integers with 0 ::: r ::: n, and at an arithmetical 
identity (1) which provides a rule for calculating (;). In fact, (1) 
may be used to define and calculate (;) for any real number nand 
any nonnegative integer r. 2 In this section we will also show how 

2However, we will largely restrict our attention in this chapter to integer values of n. 
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these various interpretations of C), along with some elementary 
algebra, enable us to produce a series expansion for (1 + xy when 
n is any integer-and, in consequence, in Section 2 we are able to 
extend the well-known Pascal 'Ifiangle to obtain what we call the 
Pascal Hexagon or, if we want to emphasize the nonzero regions, 
the Pascal Windm11l-with the nonzero regions being referred to 
as blades. 

Let us begin. First, observe that combinatorially (;) may be 
thought of as the number of selections of r objects from n objects, 
provided r ::=: 1. This combinatorial interpretation of (;) explains 
why we often read this symbol as lin choose r:' 

The number of such possible selections is seen to be 

( n) = n( n - 1)( n - 2) ... (n - r + 1) . 
r r! (1) 

We further adopt the convention 

(~) = 1. 

Now (1) may be rewritten rather neatly by multiplying the top and 
bottom by (n - r)!, obtaining the identity 

( n) n! 
r - r! (n - r)! . (2) 

Note that (2) is valid for r = 0 or r = n, provided that we interpret 
O! in the standard way as 1. Either (1) or (2) may be used to actually 
calculate (;), so we call them arithmetical interpretations of C). 

Third, we observe that algebraically (;) may be thought of as 
the coefficient ofxY in the binomial expansion of (1 + xy. This inter
pretation explains why the symbol C) is commonly referred to as 
a binomial coefficient. We usually use the term "binomial coeffi
cient" when speaking about a general (;), but, when speaking about 
a particular (;), it is helpful to say lin choose r," because without 
further explanation "binomial coefficient" doesn't tell us the values 
ofn and r, and the recommended phrase reminds us of the precise 
combinatorial meaning. 

In order to show that the algebraic interpretation of (;) is equiv
alent to the combinatorial interpretation, we first look at the 
expansion of (1 + xy for some small values of n. In our display 
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we write lxn for xn simply to emphasize the symmetry in the array 
of coefficients. 

Writing the expansions of (1 + xy, for n = 0, I, ... , 5, in an 
orderly fashion we see that 

(1 + x)o = 

(1 + X)l = 
(1 + X)2 = 
(1 + X)3 = 
(1 + X)4 = 

1 

1 + Ix 

1 + 2x + lx2 

1 + 3x + 3x2 + 1 x3 

1 + 4x + 6x2 + 4x3 + lx4 

(1 + X)5 = 1 + 5x + lOx2 + 10x3 + 5x4 + lx5 

(3) 

It is now evident from the array in (3) that an expansion of 
(1 + xy will be an expression of the form 

(4) 

and our object is to find the coefficients Co, C1, C2, ... , cn. It should 
immediately be clear that, for all values of n, Co = Cn = 1; in fact, 
we could have deduced this without doing any expanding at all. 
But how do we obtain the remaining coefficients? First, we think 
of the product of n factors 

p + x)(l + x) ... (1 + x~ . (5) 

ntimes 

Then we observe that, as we multiply up, we get a whole lot of 
terms of the form xr where r can take any value from 0 to n; and 
the expansion of (1 + xy is obtained by adding up all these terms. 
So let us fix r and ask how often xr occurs when we multiply out 
(5). The answer is this: we obtain xr by choosing x in r of the factors 
(1 + x) in (5)-and choosing 1 in the remaining (n - r) factors. In 
how many ways can we select the r factors (1 + x) in which we are 
going to choose x? We have n factors altogether, so we can select r 
factors in C) ways. Thus we have established that the coefficient of 
xr in the expansion of (1 + xy is C). We have, in fact, shown that 
we may rewrite (4) as 

n (n) (n) 2 (n) r n (1 + x) = 1 + 1 x + 2 x + ... + r x + ... + X , (6) 
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or, using the summation notation (used in Chapter 3 and discussed 
in Chapter 9), we could write this as 

(6') 

The expansion (6) or (6') is the well-known binomial formula, 
sometimes called the binomial expansion. This powerful formula 
is actually very easy to use since all that is required is to determine 
the values of the binomial coefficients (;). In general, we may 
always use (1) or (2) to calculate (;), but, as we will soon show, 
there is an especially easy way to determine (;) if nand rare 
reasonably small nonnegative numbers. 

• •• BREAK 
Use (6) and the fact that 

(a + bt = [a (1 + ~) r = an (1 + ~) n 
to show that 

(a + bt = an + (7)an-1b + (~)an-2b2 + ... 

+ (~)an-rbr + ... + bn. 
This formula is also referred to as the binomial formula. It 
explains the use of the word "binomial" because there are two 
indeterminates, a and b, in the expression (a + bt. 

The algebraic interpretation of (;) suggests that, ifn ~ 0, we may 
extend the domain of definition to allow any integers r by setting 

(~) = 0, r < ° or r > n. (7) 

This we will do; but this extension is really part of the subject 
matter of Section 3. 
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One immediate consequence of (7) is that we can then rewrite 
(6') even more simply as 

(6/1) 

understanding the absence of limits above and below the 'L' to 
mean that we may sum over -00 < r < 00. However, in the light 
of (7), the terms in the sum will only be nonzero for 0 ~ r ~ n. 

Each of the three interpretations (combinatorial, arithmetical, 
and algebraic) of the symbol C) is Important and useful, but their 
usefulness will depend on the context, as we will see. For exam
ple, we now derive some important identities involving binomial 
coefficients, and, for each identity, we will use the interpretation, 
or interpretations, we think most suitable for our purposes. 

Really, the complete notation for the binomial coefficient (~) is 
ens)' where r + s = n; this, indeed, fully conforms with its interpre
tation as a coefficient in the expansion of (a + bt. This complete 
notation would not usually be worth using, but it is the notation 
which generalizes to trinomial coefficients obtained by expanding 
(a + b + ct. Thus 

(a + b + ct = L ( n )arbsct , 
rst 

where r + s + t = n, and e ~ t) = r!~: t! . 
We now place the binomial coefficients in the famous Pas

cal 'Triangle, that is, we arrange them in a triangular array (see 
Figure 1) as suggested by the binomial expansions (3). 

In the form (2) the binomial coefficient is immediately seen to 
satisfy what we call the Symmetry Identity, 

(n) (n) _ (n) for 0 ~ r ~ n, with r + s = n. (8) r n-r - s' 

Notice that the Symmetry Identity really holds for all integer values 
of r, by virtue of (7). 

The entries lying along lines passing through the Pascal 'Trian
gle (Figure lea)) in directions which are parallel to the sides of 
the equilateral triangle underlying the grid have either n, r, or s 
constant as indicated in Figure l(b). Thus we see that n has the 
same relationship to r as it has to s and that rand s play entirely 
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(a) Pascal triangle 
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(b) Directions in which n, r, and s are constant. 

FIGURE 1 

symmetric roles. One may express this symmetry by writing (8) in 
the form 

(8') 

It should now be crystal clear that the coefficient of arbs in the 
binomial expansion of (a + by is (,ns)-good notation! (There are 
comments in Chapter 9 on good notation and on symmetry which 
are relevant to this paragraph.) 

The Symmetry Identity is not only important in itself, but also 
has important practical consequences when we want to compute 
C). Using (1) to compute CD and CD should suffice to illustrate 
this practical aspect of (8). 

In fact, (8) also has a simple combinatorial explanation. For ex
ample, if we are asked to select a group of 10 students from a class 
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of 12 students to constitute a committee, we may instead simply 
select a group of 2 students from the class of 12 students who will 
not be members of the committee. The crucial observation in this 
conceptual proof is that each selection of a committee of r students 
from n students corresponds to a selection of a non-committee of 
n - r students from n students, so that (8) is clearly true. Plainly, 
the algebraic interpretation also leads directly to a proof of (8). 

Notice that our combinatorial proof of (8) does not use (1) or 
(2) per se. That is, the proof is conceptual and not computational
and thus it serves as an example of the power of combinatorial 
thinking. Such conceptual proofs are not only easier, since they do 
not involve us in complicated calculations, but they help to provide 
understanding as to why a given relationship is true. They do not 
merely compel belief. 

There is another identity that plays a key role in the theory. 
Suppose we wish to select r students from a pool of (n + 1) stu
dents. Let one of the students be designated by the letter S. Then 
we can divide our selections into two distinct classes; the class of 
those selections which include S, and the class of those selections 
which omit S. How many selections include S? Well, the remain
ing (r - 1) students are to be selected from n students, so there are 
C~l) selections which include S. How many selections omit S? In 
this case, all r selected students must be drawn from the remaining 
n students, so there are C) selections which omit S. Thus we have 
proved the identity-known as the Pascal Identity 

where 1 :s: r :s: n. (9) 

What Pascal's Identity says from a geometric point of view is 
that any three adjacent entries in Pascal's 1tiangle located like this 

.A .B 

.c 
satisfy the relationship A + B = C. This is what makes it so easy to 
determine more rows of Pascal's 1tiangle. lfone uses the symmetry 
identity (8) as well, the work involved in computing the entries in 
Pascal's 1tiangle is cut nearly in half (why not exactly half?) 
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Once again we see the benefit of conceptual reasoning. The only 
objection, from our point of view, is that the validity of our proof of 
(9) is restricted to integer values ofn such that n ::: r, and we have, 
in (1), the potential for a definition of (~) for any real number n. 
Thus there is some point in trying to prove (9) starting from (1). 
This we would call an arithmetic proof The arithmetic proof may 
be displayed as follows: we suppose r ::: I, so that 

= 

n( n - 1) ... (n - r + 2) n( n - 1) ... (n - r + 1) 
+ ,1 . 2 ... (r - 1), 1 . 2 ... r 

multiply top and bottom by r to 
give both terms on the RHS the 
same denominator 

,J, 

n(n-l) .. ·(n-r+2)r. n(n-l) .. ·(n-r+l) 

Now BE OPTIMISTIC! Realizing that what we want is 

(n + l)n(n - 1)··· (n - r + 2) n(n - 1) ... (n - r + 2) 
-'---"'-'~~----'---------'-, factor from 

1 . 2 ... (r - 1)r 1 . 2 ... (r - 1)r 

each term and hope that the sum of what remains is the factor (n + 1) 

----------lr -t-lYl - r T i)J 
1 ·2· .. (r - l)r 

(n + 1 )n( n - 1) ... (n - r + 2) 

1 ·2 .. · r 

our optimism is vindicated! 
We move (n + 1) to the left 
on the top of the fraction 
where it "fits" better 
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Now we call your attention to several features of this proof. First, 
it shows that (9) is, indeed, true for any real number n and any posi
tive integer r. Second, it enables us to use one of our principles (see 
Chapter 9 for more details), namely, BE OPTIMISTIC! But it does 
not give us any insight as to why (9) is true-and this is unsatisfying. 
We really prefer a proof that serves better as an explanation. 

The algebraic interpretation is the only one we have not yet 
looked at. So let's give that a chance. Recall that, with n again a 
nonnegative integer, (;) is the coefficient of xT in the expansion of 
(1 + x)n. Now it is clear that 

(1 + x)(1 + xt = (1 + xt+l. (10) 

So we may ask for the coefficient of XT, r ::: 1, on each side of 
equation (IO)-for, whatever it is, it must be the same on both sides 
of the equation! On the right-hand side the coefficient of xT is, by 
its very definition, (n~l). On the left-hand side the coefficient ofxT 
will come from adding two terms; that is, you get xT either 

(i) by multiplying 1 by XT, or 

(ii) by multiplying x by xT - 1 • 

Hence the coefficient of xT on the left-hand side is (;) + C:l)' and 
we thereby obtain (9) again. 

This last proof is conceptually better than the arithmetic one be
cause it tells us something about why (9) is a valid identity. It also 
suggests further adventures. For example, (10) holds for any real 
number n-wouldn't it be marvellous if (6") also held for any real 
number n? Then we'd have a beautiful algebraic proof of (9), valid 
in remarkable generality. (This idea is pursued in Section 3). But 
even more is true, for this approach also suggests that we may dis
cover other interesting identities concerning binomial coefficients 
by considering the general algebraic identity 

(1 + xt(1 + X)b = (1 + xt+b. 

We remark that we now have available a very nice alterna
tive proof that the combinatorial and algebraic definitions of (;) 
coincide. For we have seen that, with either definition, 
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(i) (~) = 1; 

(ii) e) = 0, r > 0; 

(iii) C:l) + (;) = (n~l), r ~ 1. 

But these three identities determine (;) for nand r non-negative 
integers. Thus we have a new proof that the combinatorial and 
algebraic definitions coincide which still makes no use whatsoever 
of the arithmetic identity (1), or (2). 

• •• BREAK 

1. Show that the Pascal Identity holds for n ~ 0 and any 
integer r. 

2. (i) Use the Pascal Identity to prove that 

(ii) Thke a particular case of the result above, locate these 
coefficients in the Pascal Triangle, and enclose them, and 
no others, in a simple loop. You should see why this result 
is sometimes called the Christmas Stocking Theorem in 
the United States, and the Hockey Stick Theorem in New 
Zealand. 
(iii) Use the Symmetry Identity to write another form of the 
Christmas Stocking Theorem (where the stocking hangs on 
the right-hand side of the Pascal Triangle). 

6.3 THE PASCAL TRIANGLE AND WINDMILL 

In this section we appeal to some notions of mathematical analy
sis to give meaning to the entries in the northeast and northwest 
blades of the Pascal Windmill (see Figure 2), and to justify the 
three zero regions. Thus we extend the meaning of (;) over the full 
range of integers and show how the entries in Figure 2 with n or r 
negative have an important significance analogous to the algebraic 
interpretation of the entries in the ordinary Pascal Triangle. In the 
course of the discussion we show precisely how the individual en
tries for (;) in Pascal's Windmill may be computed directly-that 
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FIGURE 2 The Pascal Windmill (or Hexagon). 

is, without having to construct any part of the hexagonal array of 
numbers. We will also draw explicit attention to symmetry proper
ties (that the reader may discover, at this point, by simply studying 
Figure 2) which, as a practical matter, make it very easy to write 
out large sections of the hexagon in any direction. 

First we point out that, by means of(7), we have already provided 
the two zero regions completing the lower half of the hexagon. 

Now we turn to the upper half, that is, the part where n is a 
negative integer. We begin with n = -1 and ask, does it make sense 
to talk about an expansion of (1 + X)-l? Th answer the question we 
first look at the identity 

1 - xy +1 

= 1 + x + x2 + ... + xy
• 

I-x 
(11) 

197 
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• •• BREAK 
Show that 

1 - xY+1 = (1 - x)(l + x + x2 + ... + xY). 

For which x's does this result imply that (11) is true? 

Now it is certainly true that if x = 1 there is trouble in (11) so, 
for the moment, let us assume that Ixl < 1. Notice that, by putting 
x = 0 in (11), we immediately see why the constant term on the 
right-hand side is 1. 

Next observe that, if Ix I < I, and we let r become very large (or, 
if we want to sound more sophisticated, we let r -+ 00), then xY+1 

would become arbitrarily small and (11) would imply that 

1 2 Y -- = 1 + x + x + ... + x + ... , with Ixl < I, (12) 
1 - x 

where the right-hand side has an infinite number of terms. We call 
the RHS of (12) the power series for (1 - xr1, valid if Ixl < 1. It 
is a power series because it takes the form L::o ayxY; it is valid 
because it converges, that is, there is a function ftx)-in our case 
l~X -such that L:~=o ayxY may be made as near to ftx) as we want 

by taking m sufficiently large. 
Ifwe replace xby -x in (12) we obtain 

1 : x = (1 + x) -1 = 1 - x + x2 - ... + ( -1 Y xY + ... , with Ixl < 1. 

Of course neither (12) nor (13) makes any sense if Ixl > 
see later how to get a series for l~X or l~X in this case. 

• •• BREAK 

(13) 
1. We will 

Experiment by choosing a value of x between -1 and + 1 and, 
using your calculators, determine how many terms on the 
right of (13) will be required to approximate the function on 
the left to some specified degree of accuracy, say 0.0001. This 
should give you a feel for the meaning of convergence and 
for how fast the series converges for various values of x in the 
range of definition; this exercise is good preparation for the 
study of infinite series. 
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Notice that, if we adhere to our algebraic definition of the bi
nomial coefficient, then (13) gives us the value of C"~?) for any 
r 2: 0, namely, (~l) = (-1 y. Wonder of wonders, this agrees with 
the values we would obtain from (1) if we substituted n = -1. This 
strongly suggests that we have some chance of finding a series ex
pansion of (1 + X)N for all negative integers N and that we might 
reasonably hope that the value of the coefficients could always be 
obtained by means of (1). That is, we hope that, for any positive 
integer n, there is a power series expansion, for Ixl < I, 

and that the unknown coefficient (~n) will turn out to be 

-n(-n - I)(-n - 2)··· (-n - r + 1) 

r! 

Now all the factors in the numerator of the last expression are 
negative numbers, so we can factor ( -1) from each factor to obtain 

-n(-n - I)(-n - 2)··· (-n - r + 1) 

r! 

= (-IY (n + r - I)(n + r - 2)··· (n) 
r! 

y(n + r - 1) = (-1) . 
r 

Thus it is our hope that this last expression will, indeed, be the 
right value for (~n). (Notice how optimistic we are!) 

Our conjecture then is that, if Ixl < 1 and n > 0, then 

(1 +x)-n = L(-IY - xy • 
00 (n + r 1) 

y=o r 
(14) 

How might we try to prove this? Those who know enough dif
ferential calculus will find a quick proof of (14) when it is repeated 
a few pages later as (18). For others brave enough to try to under
stand a difficult argument, we offer you a proof now which does 
not require the calculus. Th help you to understand the atgument, 
we go over it again afterward in a particular but not special case. 
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* First, we know that a convergent power series in x exists for 
(1 + X)-l provided Ixl < I, namely, 1 - x + x 2 - x 3 + X4 - ... ; 
and, from elementary algebra, we know that 

(1 + xrcn+1) = (1 + xrn(1 + X)-l; 

thus, by induction on n, we know there is a convergent series for 
(1 + x)-n, provided Ixl < 1. For, given a series for (1 + xrn, we 
merely multiply that series by the series (l3)-just as we multiply 
polynomials-to get a series for (1 + xrCn+1). So all that remains is 
to prove that the coefficient of xr in the power series for (1 + xrn 
is (_ly(n+;-l). 

Stating it more formally, suppose we denote the coefficient of xr 
in the expansion of(1 + x)-n by a~n). Setting x = 0, we immediately 
infer that a~n) = 1. We also know that a~l) = (-ly. Then we wish 
to prove the following: 

Proof We know this holds for r = o. Thus we only have to prove 
it for r ::: 1. We are going to argue by induction on n, since it 
certainly holds for n = 1. Now 

(1 + x)-Cn+l) = L a~n+l)xr and (1 + x)-n = L a~n)xr, 
so, basing ourselves on the obvious identity, 

(1 + x)-n = (1 + x)(1 + x)-cn+l), 

and using the same algebraic argument as that for the Pascal 
Identity (9) we infer that 

a Cn+1) + a cn+1) = a Cn) r _> 1. r r-l r , (15) 

Now, as we have said, we also know that the assertion of the 
theorem holds for n = 1; this is just (13). If we assume that, 
for some n, 

( n + r - 1) 
a~n) = (-1 r r ' 

then 

a~n+l) + a~~~l) = (-lr (n + ~ - 1) and a~n+l) = 1. 
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Let's take stock. Our inductive hypothesis is that 

a~n) = (-lr (n + ~ - I} 
and we know that a~n+l) = 1. With this data we want to show 
that (15) implies that 

a~n+l) = (-lr(n; r). (16) 

How should we do this? Well-induction seems to be a good 
idea, so let's try induction with respect to r, since (16) certainly 
holds for r = O. Thus we may further assume that r 2: 1 and 
that 

(n+l) _ _ r(n + r - 1) ar - 1 - ( 1) . 
r - 1 

Then (15) tells us that 

a(n+l) = a(n) _ i n+1) 
r r r-l 

r (n + r - 1) r (n + r - 1) =(-1) -(-1) 
r r - 1 

r [(n + r - 1) (n + r - 1) ] = (-1) + 
r r - 1 

= (-l r (n; r), 
by the Pascal Identity, and we have the result we hoped for. 

This completes our proof, so that we now know that, as we 
hoped, 

o 

If you had any trouble in following this double induction on n 
and r it may be well to look at a PARTICULAR BUT Nor SPECIAL 
CASE (see more on this in Chapter 9). Thus, for example, suppose 
that some student doesn't believe Theorem 1. For obvious reasons, 
we will call him Thomas. The dialogue might go as follows. We ask 
Thomas to tell us for what value of n he thinks the theorem fails 
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for the first time. He replies lin = 15." We then ask, with n = 15, 
for what value of r does it first fail? He replies "r = 18." In other 
words, Thomas is asserting that he has checked and discovered that 
the theorem fails for the first time when you reach the coefficient 
of X18 in the expansion of (1 + xr15. He admits that Theorem 1 
gives the right coefficient for xr in the expansion of (1 + xrn for 
n = 1,2, ... , 14 and all r :::: 0, but, for n = 15, he believes that it 
is only true for r = 0, I, 2, ... , 17 and then it fails. Specifically, he 
claims that ai~5) # (-1 )18GD. 

How do we argue that doubting Thomas must be wrong? Well, 
we know, from our algebraic argument for the Pascal Identity, that, 
for all n, and r :::: I, 

a(n+l) + a(n+l) = a(n) 
r r-l r . 

So if we let n = 14 and r = 18 we have 

(15) + (15) (14) 
a18 a17 = a18 . 

or, solving for ai~5), we obtain 

(15) (14) (15) 
a18 = a18 - a17 . (17) 

However, Thomas has already agreed that each of the terms on the 
right-hand side of(17) is given by our theorem. Thus we know that 

a(15) = -1 18 [(31) (31)] 
18 () 18 + 17 

= (-1 )18 G~), by the Pascal identity, 

and we have shown that Thomas was wrong-ai~5) is what it's sup
posed to be! Of course, this kind of argument will apply wherever 

* Thomas has his first doubts. 

We repeat that our proof of the series expansion for (1 + xrn 
was specially adapted to the needs of those of you who have not 
taken calculus. The usual (and much shorter) proof that 

(1 + xrn = %;( -lr(n + ~ - l)xr if Ixl < I, (18) 
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suitable for those familiar with the basic facts of the differential 
calculus, is via the general argument for the existence of a conver~ 
gent Thylor-Mac1aurin series. Specifically, the differential calculus 
tells us that 

00 f(r)(o) 
fex) = L __ xr 

r=O r! 

within any interval surrounding x = ° in which f( x) is analytic (see 
[6, 7, 10]). Here f(r)(x) is the rth derivative of the function f(x). 

By way of example, we now display (1 + X)N for3 N = -1, -2, 
-3. We have arranged the terms so that the reader may verify that 
the Pascal Identity is valid (as we have already shown that it should 
be) for these examples. In this display the coefficients are located 
in the precise order in which they appear in the northeast blade of 
Figure 2, on the rows N = -1, N = -2, N = -3, respectively . 

• • • • • 
• • • • • 

(1 + x)-3 = +lxo -3XI +6x2 -lOx3 +I5x4 

(1 + X)-2 = +Ixo _2XI +3.y2 -4x3 +5x4 

(1 + X)-I = +Ixo -Ixl +Ix2 -Ix3 +Ix4 -Ix5 

We may now rewrite the Pascal Identity in its extended form 

(r N_ 1) + (Nr ) -- (N +r 1), for r 2: 1 and N any integer. (19) 

However, we see that (7) is actually untrue in the extended domain 
of the binomial coefficient, that is, if we no longer require n 2: 0; 
for example, (~l) = -1. On the other hand, we have proved, by 
establishing (18), the 

Second Symmetry Identity 

( -rn) __ (_I)r(n + rr - 1), for r 2: 0, n 2: O. (8") 

We may, of course, regard (8") as constituting a definition of (-rn ) , 

for n > 0, r 2: 0. 

3We adopt the notation of "upper case N" in order to preserve, for the time being, the 
exclusive use of "lowercase n" for a non-negative integer. 
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• •• BREAK 
Show that (-:') = (_ly(N+;-l), for r ~ 0 and any integer N. 

So far, in attaching a meaning to (~), with N negative, r has al
ways been a nonnegative integer; but might there not be a situation 
in which we would like to attach a meaning to the symbol (~) with 
R negative? 1b see that, in fact, there is such a situation, observe 
that,iflxl > l,thenll.l < 1; and x 

(1 + X)N = xN (1 + ~) N (20) 

Now, if N ~ 0, either side of (20) gives the usual binomial ex
pansion of (1 + X)N. This leads us to the rule, already formulated 
in (7), 

(~) = 0, N ~ 0, R < 0; 

for no negative powers of x appear in this expansion. 
We are thus led finally to the case N < 0, R < 0; we write 

N = -n, so that n > O. Assuming Ixl > 1 for convergence, we 
obtain, from the RHS of (20), 

(1 + x)-n = x-n f: (~n)X-8, n > O. 
8=0 

(21) 

Now (=;), n > 0, r > 0, should represent the coefficient of x-r on 
the right-hand side of (21). This produces the definition 

( ) { 
0, r < n'l =~ = c -=-n n). r ~ n, n > 0, r > o. (22) 

Once we adopt definition (22), our planned extension of the 
domain of the binomial coefficients is complete. 

Notice that we may express (22) by setting, for n, r positive, 

(=~)=O ifr<n, 
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and then requiring that the first Symmetry Identity (8) holds 
universally. That is, 

for all integers N, R. 
Before closing this section let us look at the cases N = -I, -2, 

-3. These are displayed next, in an unconventional, but suggestive, 
arrangement that incorporates (20) and places the coefficients in 
precisely the same locations (relative to each other) as those they 
occupy in the northwest blade of the Pascal Windmill (shown in 
Figure 2), along the rows N = -I, N = -2, N = -3, respectively. 
Remember that we are assuming Ixl > 1. 

• • • • • 
-lOx- ti +6[5 3 -4 - X +lx-:l = (1 + x)-:l 

-4x-5 +3[4 2 -3 - x +lx-2 = (l + X)-2 

+lx-s 1 -4 - X +L\.-3 1 -2 - X +lx-1 = (1 + X)-l 

The reader should now be able to fill in additional rows to ex
pand the array of values in the northwest blade of the hexagon of 
Figure 2. We have already pointed out that an easy way to extend 
the southern blade is to use the Pascal Identity and the fact that 
(~) = (~) = 1. In the other two blades, however, a little study of 
the existing values in Figure 2 should enable you to reduce the 
labor involved in expanding the array in these blades. First, no
tice the pattern of the signs in the northeast and northwest blades. 
Next, think of what you would have if you ignored the signs and ro
tated those blades in either a clockwise, or anti-clockwise, direction 
through 1200 • 

Now that the extension to the Pascal Hexagon is complete we 
revert to the usual notation (~), and allow nand r to represent any 
integer. 

We should point out that the Pascal Identity holds everywhere in 
the Pascal Hexagon, except at the exact center where it is clear that 
1 + 1 "# 1. However, this is not so surprising-nor should it cause 
us any undue distress, as we will explain. 
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In our analytical interpretation, the nonzero entries in the Pas
cal Windmill may be viewed as two overlapping arrays of numbers. 
In the first array (lying on, and below, the (~) row of l's running 
from the southwest to the northeast corner of the windmill) the 
entries (;), with r :::: 0, correspond to the coefficients of xT in the 
Thylor expansion of (1 + xt, valid when Ixl < 1. Similarly, in the 
second array (lying on, and below, the (~) row of l's running from 
the northwest to the southeast corner of the windmill) the entries 
(;), with r ::: n, correspond to the coefficients of xT in the Laurent 
expansion (21) of (1 + x)n, valid when Ixl > 1. Notice that when 
o ::: r ::: n these two arrays overlap to form the fundamental re
gion (the Pascal 'ITiangle) and, as expected, in this case (;) is the 
coefficient of xY in the finite expansion of (1 + x)n, valid for all val
ues of x. Where the Pascal Identity breaks down is the unique place 
where we would be (foolishly!) attempting to make both the Tay
lor expansion (18) and the Laurent expansion, based on (20), valid. 
So the one failure is really a success-it alerts us to a subtlety we 
might otherwise have missed. 

• •• BREAK 

1. We encouraged you earlier to think of the binomial theorem 
in its original sense of 

(a + bt = an + (7)an- 1b + ... + (~)an-TbT + ... + bn, 

for n a positive integer. Now let us consider a negative 
integer N instead of n. There are two cases to consider 

(i) lal > Ibl; and 
(ii) lal < Ibl. 

What happens in these two cases? Why can we ignore 
lal = Ibl? 

2. Tty rephrasing the description above of the nonzero re
gions of the Pascal Windmill using n, r, and s, noting the 
gain in symmetry. 

* Before we go on to discuss some of the properties of the entries in 
< the Pascal Windmill we would like to call the reader's attention to 
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the fact that there are many other triangular arrays, apart from the 
Pascal Triangle, which may also be extended to hexagonal arrays 
(see [9 and 11]). 

One such array consists of the harmonic coefficients (due to 
Leibniz), denoted by [~], which may be defined as 

O<r<n - - , 

where C) is the ordinary binomial coefficient. (23) 

A second array consists of the q-analogues of the binomial co
efficients, which we denote here by C)q' defined for 0 ::::: r ::::: n as 

(~)q = 1 and 

(qn _ l)(qn-l _ 1) ... (qn-r+l - 1) 

(qr _ l)(qr-l - 1)··· (1 - 1) 

so that C) q is the q-analogue4 of C). 

• •• BREAK 

r> 1 - , (24) 

1. Use what you know about the entries in the Pascal Triangle 
to write out the first ten rows of the Harmonic Triangle. 
Save this array-we will point out some of its surprising 
properties in the next section. 

2. Write out the first few q-analogues and see (i) that they 
are always polynomials in q (which is somewhat surpris
ing); and (ii) that when q = 1 the polynomial (~)q assumes 

the value of the corresponding binomial coefficient C). 
The proof of (i) uses the q-analogue of the Pascal Identity, 

4 Precisely, C)q is a polynomial in q with integer coefficients and 

(n) (n) lim -
q-+l r q r 

In fact, C)q is often called a Gaussian polynomial. A study of Gaussian polynomials, along 
the lines of [3], is to be found in [10]. The development of combinatorial interpretations of 
these q-analogues appears in [12]. The curious reader might also like to look at [4], where 
Gauss first introduced them. 
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namely (there are actually two versions, equally valid!) 

1 < r < n - - , 

or 

( n) + qn+l-r( : ) = (n + 1), 1::: r ::: n; 
rq r lq r q 

while the proof of (ii) is an easy application, for those who 
know some differential calculus, of the famous l'Hopital's 
Rule, which may be found in any calculus textbook. 

A third array consists of the q-analogues of the harmonic co
efficients (see [10]), which we denote here by [~]q' defined for 
o :s r ::: n as 

and 

q-l 
qn+l - 1 

[nJ (qr - 1)(qr-l - 1)··· (q - 1) 
r q - -( q-n::..::-'----1 )-( q~n~-~l ---1-).......:. :.-.. -( q-n'::":-'---r+-l"""':_:'-I-) 

so that 

q-l 
qn+l - I' 

r> 1 - , 

(25) 

An important feature common to the binomial coefficients C), 
the harmonic coefficients [~], and the q-analogues of the binomial 
coefficients (~)q' which accounts for their sharing some surprising 
geometrical properties, is that each of them is a separable function. 
Let us be more specific. A function F of three variables n, r, s where 
r + s = n is said to be separable if 

F(n, r, s) = f(n)g(r)h(s). (26) 
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We readily see from (8') that the binomial coefficient, restricted 
to the Pascal Triangle, is a special case of(26), since the arithmetical 
definition of G) may be given as 

( n) _ n! _ ~ where 0 ::: r ::: n, O! = 1, r+s = n. 
r - r! (n - r)! - r! s! ' 

Thus, in this case, i is the factorial function, while g and hare 
* both the reciprocals of the factorial function. 

• •• BREAK 
(Starred problems concern the starred material above.) 

*1. What do you think is the q-analogue ofthe factorial function 
n!? 

*2. (a) Show that the harmonic coefficient [;] is a separable 
function and describe i, g, and h. 
(b) Show that the q-analogue of the binomial coefficient 
(;)q is a separable function and describe i, g, and h. 
( c) Show that the q-analogue of the harmonic coefficient 
[;]q is a separable function and describe i, g, and h. 

Exercises 3 through 5 will set the scene for Section 6.4, so 
don't skip them. 

3. Consider the vertices ofa parallelogram in the Pascal Trian
gle as shown, when we choose, for example, n = 10, i = 2, 
k = 4 (and you may choose r). We box the dot next to (;) 
and the dot next to the binomial coefficient opposite (;) . 

• (n ~ i) ~ (~ ~ :) 

~ (~) • (r:k) 
(a) Using our suggested values of n, i, k (and your r) cal
culate the value of the product of the binomial coefficients 
next to the boxed dots divided by the product of the other 
two binomial coefficients. 
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(b) Slide this parallelogram one unit (either way) in the 
direction in which 8 is constant and repeat Exercise (a). 
What do you notice? 
(c) Try sliding the parallelogram any number of units (ei
ther way) you please in the direction in which 8 is constant 
and repeat Exercise (a). What do you notice? Note that, if 
you slide the parallelogram u units in the 8 direction, the 
binomial coefficients of the new parallelogram will then 
appear as follows: 

• (n -l + U) 
r+u 

1.1 (n -l + U) 
~ r+k+u 

( n + u ) 
• r+k+u 

4. Repeat Exercise 3(a), with the roles of land k reversed; 
that is, with n = la, l = 4, k = 2. Does this result surprise 
you? 

5. Observe that in Exercises 3 and 4 we took parallelograms 
with sides parallel to the directions in which nand rare 
constant - and that we were sliding the parallelogram in the 
direction in which 8 was constant. Suppose we exchanged 
the roles of rand 8. Our parallelogram would then appear 
as follows: 

• (n -l) 
r+l 

Repeat Exercises 3 and 4 replacing "8" with "r"-you will 
be sliding the parallelogram in the direction in which r is 
constant. What do you notice? 

6. Conjecture a similar phenomenon in which we slide paral
lelograms in the Pascal1tiangle in the direction in which 
n is constant. Thst your conjecture. 
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6.4 THE PASCAL FLOWER AND THE GENERALIZED 
STAR OF DAVID 

In this section we exhibit some patternsS taken from [7, 8, 9], 
for which the proofs depend only on the fact that the binomial 
coefficient is a separable function. Hence these patterns will be 
equally valid for each of the three examples mentioned at the end 
of Section 3. We ourselves, and our students, have found the search 
for patterns in the Pascal Hexagon stimulating and rewarding-we 
hope you do too. 

Notice that in Figure 3 there are three types of parallelogram. 
Each parallelogram has one vertex located at (~) and sides oflength 
k and i. In particular, 

• PI has sides parallel to the rand s directions (i.e., the directions 
of constant r and constant s); 

• P2 has sides parallel to the sand n directions; and 

• P3 has sides parallel to the nand r directions . 

• 
r constan( \constant 

• • II • 

n constant 
(n-k-I) 

r- k 
(n-k-I) 

r-I 
1\ 

/ , 
/ \(n-k) 

/ PI' )t_! ____ (n-k) 
/ / / r+1 

/ P' / 
/ 3 / 

/ / 

( n - k ) ~----f.-
r - k-I 

/ / 

~--+-I-.--_( n - 1 ) 
r + k 

FIGURE 3 The Pascal Flower. The arrows show the directions in which the 
parallelograms are to be slid. 

SBy a pattern we mean a specific relationship that holds for the entries that lie at the 
vertices of a well-defined family of geometric figures within the Pascal Windmill. Thus the 
Pascal Identity is a pattern. 
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Each of these parallelograms Pi is shown, with its corresponding 
reflected6 parallelogram P: indicated by the dashed lines. All of the 
parallelograms are anchored at (;). By anchoring the parallelograms 
at (;) we can give a geometric description of the relationship we 
wish to consider. In each case we define the cross-ratio (or weight), 
Wi (or W;), of the corresponding parallelogram, Pi (or P:), to be the 
product of the binomial coefficient (;) with the binomial coefficient 
at the vertex opposite (;), divided by the product of the binomial 
coefficients at the other two vertices of the parallelogram. When all 
vertices are actually in the Pascal Thangle we can calculate, from 
definition (2), the following: 

n! (n - k - e)! 

(n - k)! (n - e)! ' 

(r - k)! (r - e)! 

r! (r - k - e)! ' 

(n - r - k)! (n - r - e)! 

(n - r)! (n - r - k - e)! 

(s - k)! (s - e)! 
s! (s - k - e)! . 

(27) 

We now notice several remarkable features. First, observe that, 
for given k and £, although, a priori, Wi depends on n, r, s, subject 
to r + s = n, in fact, 

WI depends only on n and is symmetric in k and £, 

W2depends only on r and is symmetric in k and £, (28) 

W3depends only on s and is symmetric in k and £. 

The symmetry part of (28) means that for each type of parallelo
gram the value of the weight remains fixed ifk and £ are exchanged 

6 Reflection is the geometric equivalent of interchanging the roles of k and t. For example, 
p~ is obtained from P3 by reflecting in the line joining C) to C~D. 
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with each other; that is, the weight is unaffected by reflecting that 
parallelogram across the line bisecting the angle between the sides 
emanating from C). Thus 

WI = w{ 

Wz = w~ 
W3 = W~ 

(29) 

But (28) also says that Wi depends only on n, r, s for i = I, 2, 3, 
respectively. This means that if any of the parallelograms PI, Pz, 
P3 (or, by (29), P~, P~, P~) is slid in the direction of constant n, r, s, 
respectively, the weight will be unchanged! 

The properties embodied in the relations (28), (29) are called 
properties of the Pascal Flower (see Figure 3). They remain true 
in the other two blades of the Pascal Windmill, as you may verify, 
using (8') and (22). 

Each equality in (29) may be exploited to yield a generalized 
Star of David Theorem. 7 Thus, for example, since WI = W{, we 
infer from (27) one aspect of this generalization, namely, that 

( n - e) (n - k) (n - k - e) (n - k) (n - e) (n - k - e). r-e r r-k r-k r r-e 
(30) 

The geometric significance of (30) is seen in Figure 4. Each side 
of the equation is the product of the vertices attached to one of 
the two triangles making up the (slightly distorted) Star of David 
surrounding Sl. 'TWo other identities, each similar to (3D), can be 
read off Figure 4 for the Stars surrounding Sz and S3' 

If nand r are not both nonnegative integers, and if the entire par
allelogram Pi lies in one of the blades of the Pascal Windmill, then, 
as we have said, the dependency and symmetry statements given 
in (28) are still valid, so that a generalized Star of David Theorem 
also holds. Moreover, using geometrical (or, perhaps, agricultural) 
language, we may transport a parallelogram, in the appropriate 

7We refer here to a generalization of the theorem to be found in [6]. The authors of[6] did 
not use the term "Star of David," which was coined by Gould in [5]. There is another Star of 
David Theorem conjectured in [5], which states that 

This, however, does not seem to generalize beyond the hexagon formed by the points of the 
Pascal mangle in the immediate vicinity of C). 
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(n-k-I) 
r - k 

(n-k-I) 
r -I 

( n -I ) 
r-k-I 

( n -I) 
r+k 

FIGURE 4 The Generalized Stars of David. 

direction, from one blade of the windmill, across a zero zone, to 
another blade, and the weight will first become indeterminate and 
will then resume its original value. 

There are two observations to be made about the calculation of 
the weights which led to the statements in (28), (29), and subse
quently to the Star of David Theorems. The first observation is 
that, for a given parallelogram we could have used any vertex as 
anchor and obtained identical results; or, in other words, k or f. (or 
both) maybe negative. The second, and perhaps more remarkable, 
observation is that (28), (29) and the Generalized Star of David The
orem were in no way dependent on e) being defined in terms of 
factorial functions ofn, r, s. Indeed, confining ourselves once more 
to the Pascal Wangle, and referring to formula (2) for (;), we point 
out: 

Any separable function ofn, r, s, replacing 
given a similar result! 

nl 
rl sl 

would have 

* For example, recall that the definition of the Leibniz harmonic 
coefficient [;] was given as 

[nJ - 1 0 ::s r ::s n, 
r - (n + 1)(;) , 

where (~) is the ordinary binomial coefficient. (22) 
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Thus [~] = f(n)g(r)h(s), where fen) = (n~l)!' g(r) = r!, h(s) = s!. 

Likewise C)q = f(n)g(r)h(s), where 

fen) = (qn - l)(qn-l - 1)··· (q - I), 

g(r) = {(qY - l)(qY-l - 1)··· (q - 1)}-I, 

h(s) = {(qS _ l)(qS-l - 1) ... (q _ 1)}-1. 

Figure 5 shows a portion of the Pascalian harmonic triangle. 
It is natural to ask which of the various properties that we have 

talked about for binomial coefficients hold for the harmonic coeffi
cients. If we begin by testing formula (9) we quickly discover that 
the relationship is not precisely the same, although it is certainly 
similar. What is true is that all triples of adjacent entries A, B, C 
positioned like this 

.C 

.A .B 

satisfy a relationship very similar to the Pascal Identity, namely, 
A + B = C. Geometrically, this means that whenever you add two 
adjacent elements in a row you obtain the number which is be
tween them in the row above (rather than the row below, as was 
the case with the binomial coefficients). Or, more formally, the 

I 1 
2 2 

I I I 
3 6 3 

! l.. l.. I 
4 12 12 4 

! l.. l.. I I 
5 20 30 20 5 

I l.. l.. l.. l.. I 
6 30 60 60 30 6 

I l.. I I I l.. I 
7 42 IDS 140 105 42 7 

• • • • • • • • 
FIGURE 5 The Pascalian harmonic triangle. 
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Pascalian Identity for harmonic coefficients is 

It is clear, from Figure 5, and from the definition, that the sym
metry identity similar to equation (8) will also be valid. In fact, in 
[11], results analogous to those we obtained for (;) concerning the 
weights of the parallelograms in the Pascal Flower of Figure 3 and 
the Star of David Theorem in Figure 4 are obtained as a direct result 
of the fact that [;] is a separable function. It is, indeed, instructive 
to try out some numerical examples of a Star of David Theorem 
by simply replacing the rounded brackets by square brackets in 
Figures 3 and 4, and equations (27) and (30). 

Before we begin the next section we point out that if we 
have any separable function F(n, r, s) = fCn)g(r)h(s), satisfying the 
symmetry condition 

F(n, r, s) = F(n, s, r), 

then we may choose g, h so that g = h. For g(r)h(s) = g(s)h(r) for 
all r, s, so that ~ is a constant c and, since we may replace g(r) 

by Ag(r) and h(s) by A -Ih(s), we may simply choose A = C-1I2 , so 
* that A~f~)T) = I, or Ag(r) = A -Ih(r). 

• •• BREAK 

1. Referring to Figure 4, show that the stars SI, Sz, S3 are 
genuine Stars of David if and only if k = U. 

2. Consider the equilateral triangle with vertices at 

( n) , (n - k - l), (n - k - l) 
r r r-k-l 

in the Pascal Hexagon. Show how, by cutting off appropri
ate small congruent equilateral triangles at each vertex, we 
obtain the star SI of Figure 4. 
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I II. EULER TAKES THE STAGE I 

6.S EULERIAN NUMBERS AND WEIGHTED SUMS 

We begin this section by discussing a technique for discovering 
theorems about binomial coefficients and we look carefully at a dis
covery (and its consequences) that was actually made by a student 
of Jean Pedersen and Peter Hilton, Allison Fong (then a freshman 
at Santa Clara University). We spend the rest of this section de
veloping a generalization of Fong's discovery-and this involves us 
with the classical Eulerian numbers and a generalization of them. 
The reader should regard this as a case study in mathematical 
method-the method for actually doing mathematics. 

Look at Figure 6. If you can already cOrDecture and prove a theo
rem about the given equations shown, you can cover the next few 

the row r = 2 

/ 

3 '/&1 
/ / 

/ / 
/6 / 4 

I " 
L/" 

4 

5 10 10 5 

6 15 20 15 6 

7 21 35 35 21 7 

8 28 56 70 56 28 8 

Observe that 
1 + 3 = 4 = 22; 

3 + 6 = 9 = 32; 
6 + 10 = 16 = 42 ; 

?+? = 52, 

etc. 
Theorem? 

FIGURE 6 
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pages very quickly. However, don't skip this section entirely, be
cause we'll soon be onto something new. Our presentation in the 
next few pages is based on our own actual presentation to students 
at a much more elementary level than yours. (But the pace will 
quicken!) 

How do we find the statement for the Theorem in Figure 6? 
One way to proceed is first to convert each of the numbers on the 
left-hand side of the equations in Figure 6 into the equivalent bino
mial coefficient (by observing their location in the Pascal1tiangle). 
Thus, we see that 

1 + 3 = 22 is equivalent to (~) + (~) = 2
2

, 

3 + 6 = 32 is equivalent to (~) + (~) - 32 - , 

6 + 10 = 42 is equivalent to G) + (~) = 42 . 

Observing the pattern of these equations, and being optimistic, we 
hope that the next line should read 

10 + 15 = 52 is equivalent to (~) + (~) = 52, 

and it does! 
At this point it is reasonable to hope that there is a theorem of 

the form 

But how should we determine what variables to put in the three 
vacant positions? As a matter of fact, we may choose any variable 
we like to place in one ofthese three spots-and we can then figure 
out, in terms of that choice, by looking at the numerical examples, 
what should go in the other two positions. Remember, we're in 
charge (mathematics is created by human beings!). We can choose 
how we want to state our theorem. There is no unique correct 
choice-although there may be choices that some people will per
ceive as "prettier" or "easier to understand" than other choices. Let 
us demonstrate this last point. 



6.5 Eulerian Numbers and Weighted Sums 219 
------------------------------~~------------

Suppose we decide we would like our theorem to involve the 
variable n and to appear in the form 

All that remains, then, is to determine the top numbers in the 
binomial coefficients. It is clear from the pattern in our examples 
that the first binomial coefficient should have n, and the second 
should have n + I, in the top. Thus we have arrived at a conjectured 
theorem. 

A proof, appealing to (1), would appear as 

( n) (n+I) = n(n-I) (n+I)n = n2 -n+n2 +n =n2 • 

2+ 2 2 + 2 2 

Notice that this proof tells us that Theorem A is true for any real 
number n (and this fact should then be appended to Theorem A). 
You might wish to verify that Theorem A is true for n = -I, -2, 
-3, ... by sliding the oval shown in Figure 3 up the diagonal (along 
r = 2) into the northeast blade of the Pascal Windmill (Figure 2). 

There are, of course, alternative formulations. Some might pre
fer that the variable n appear in the second term of the LHS. 
We would then obtain a theorem looking a little different from 
Theorem A. Thus 

Theorem B is, of course, logically equivalent to Theorem A. 
Which formulation do you prefer? Most people we've encoun

tered, students and mathematicians alike, have preferred that of 
Theorem A-but we think it is very important to recognize that 
there is room for choice, and the choice is on aesthetic, and not on 
mathematical grounds. 

We now turn to an account of the discovery, mentioned above, 
that was made in our class for liberal arts students. After being 
shown Theorem A (and discussing its variations), the students 
were asked to look for patterns themselves in Pascal's 'Itiangle and 
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try to write, and even perhaps prove, theorems of their own. Alli
son Fong returned to class the following day with the information 
shown in Figure 7. Her observation of these numerical facts led 
her to conjecture the following theorem, which was new to us. 

A proof of Theorem C may also be achieved by using (1), so that 
Theorem C holds for any real number n. In fact, we will supply 
what we believe is an elegant and revealing "proof without words" 
later, of a much more general result; but what we want to empha
size here is that Theorem C is very much like Theorem A-and that 
the discovery of Theorem C seems to be a strong indication that 
these two theorems, taken together, might be part of a much larger 
picture. 

6 

7 

8 28 

2 

3 

4 6 

5 10 

21 

15 15 

35 35 

56 70 56 

Observe that 
10 - 1 = 9 = 32 ; 

20 - 4 = 16 = 42 ; 

35 - 10 = 25 = 52; 
?_? = 62 , 

etc. 
Theorem? 

FIGURE 7 

the row r = 3 

/ 

6 

21 7 

28 8 
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First, let us observe that the Pascal Identity provides a link 
between Theorems A and C. For 

(n; 2) (;) [(n; 2) (n; 1)] + [(n; 1) (;)] 
= (n; 1) + (~). 

Thus we see, by virtue of the Pascal Identity, that Theorems A 
and C are equivalent-one is true because the other is true. This 
simple reasoning provides the key to much of the subsequent 
mathematical reasoning in this section. 

So as to make the forms of Theorems A and C more consistent, 
with each other, we rewrite Theorem C to include the binomial 
coefficient (n;l) (with coefficient 0), and rearrange the terms on 
the left-hand side to obtain the joint assertion 

(~) + (n; 1) = n2, for all n, 

The format of these two equations is suggestive, for we immedi
ately see that, in the first case, 

we have two constants8 S(2, 0) = I, S(2, 1) = I, 

such that S(2, O)(~) + S(2, I)(n ; 1) = n2, 

while, in the second case, 

we have three constants S(3, 0) = -I, S(3, 1) = 0, S(3,2) = I, 

such that S(3, 0)(;) + S(3, 1)(n; 1) + S(3, 2)(n; 2) = n2. 

"We are planning ahead in seeking to use appropriate notation for the weights S( -, -). 
We want to choose a symbol that will allow us to see emerging patterns. Thus, we choose 
a notation that incorporates both the value of the r-TOW from which we are selecting the 
binomial coefficients and the term to which the weight will be attached. Indexing the first 
weight with 0, rather than 1, makes the resulting formula much neater, and therefore easier 
to remember. 
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In fact, in each case, we have what is called a linear combina
tion, or weighted sum, of binomial coefficients (in the first case 
lying along the row where r is fixed at 2, in the second case ly
ing along the row where r is fixed at 3) whose value is always n 2 . 

Notice that we can't do anything like this with the row r = 1; we 
must start with r = 2. This must surely be related to the fact that 
our linear combinations produce the second power of n. 

We are now beginning to get glimpses of a larger picture. Thus 
we are tempted to ask the question:9 

Question 1 For a fixed r ::: 2 can we always find constants (i.e., 
numbers independent ofn) S(r, i), 0 ~ i ~ r - I, such that 

t, S(r, i)(n ~ i) = n 2 , for all n? (31) 

However, there may well be an even larger picture. Must we 
stick with the square ofn? Might we not ask: 

Question 2 Can we do an analogous thing to obtain n3, or n4, 
or in general nk, for any k ::: I? In other words, given k ::: I, 
can we always find constants (replacing the S(r, i) above) such 
that they can be used to produce weighted sums of binomial 
coefficients, all lying in a row of Pascal's 1tiangle given by a 
fixed r, summing to nk? By analogy with the example above 
we would expect this phenomenon to start in the row given 
by r = k. 

1b write the formula that would be analogous to (31) for a 
general k, we need to refine our notation even further, because 
the symbols S(r, i) in (31) give no hint that the sum on the left 
will ultimately involve a square (of course, since we had so far 
only looked at weighted sums that resulted in the sum of n 2 , our 
notation was adequate for Question 1). However, if we want to 
state a result for general values of k, then it would be better to 

9This is a sure sign that we are really doing mathematics; for genuine mathematics very 
often proceeds from answer to question-and not, as most current textbooks would lead 
students to believe, merely from question to answer. See Chapter 9. 
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incorporate the chosen power into the weight notation. Remem
ber we are in charge and we may CHOOSE OUR NarATION. We 
will record the chosen power by inserting an appropriate sub
script after S, so that we adopt the notation Sk(r, i). Thus our 
original S(r, i) becomes S2(r, i). Some might prefer the notation 
S(k, r, i) to Sk(r, i), but we prefer to distinguish sharply between 
the role of k and that of the other variables on which the weight 
depends. 

In this new notation the first question would read: 

Question 1 (Restated) For a fixed r ::: 2 can we always find 
weights 

S2(r, r), 0:::: i :::: r - I, 

such that 

r-l (n + i) L S2(r, i) = n2, 
1=0 r 

for all n? (31') 

With this notation it is easy to state the generalization as follows; 
note that, as we have said, it is a good guess that, since, in Ques
tion I, we took r ::: 2, we will need, in the generalization, to take 
r ::: k. 

Question 2 (Restated) For a fixed r ::: k, can we always find 
weights Sk(r, i), 0 :::: i :::: r - I, such that 

for all n? (32) 

Of course, if we can answer the second question we will have an 
answer to the first, and some of you might now like to try to tackle 
that question directly. But we will proceed at a more leisurely pace, 
hoping to learn something from the case k = 2 that might help us 
with the more general situation. 

So we ask about the validity of(31') when r = 4, since it is already 
established for r = 2,3. In other words, can numbers S2(4, i) be 
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found such that 

S2(4, 0)(:) + S2(4, I)(n; I) + S2(4, 2)(n; 2) + S2(4, 3)(n; 3) = n2? (33) 
One approach some people might try (we emphasize that this is 
certainly not the best, but the first approach seldom is) would be 
to use (1) to express the LHS of (33) as a polynomial in n, and then 
to equate coefficients of like powers of n on both sides of (33), to 
obtain simultaneous linear equations for the Sz( 4, i), and hence de
termine them. For the purposes of this calculation it would be less 
messy to CHOOSE A SIMPLER NOTATION for the coefficients. We 
choose the letters A, B, C, D for the coefficients of (:), (n!l), r!Z), 
(n!3), respectively. Writing out the computation we first obtain, 
using (1), 

A n(n - l)(n - 2)(n - 3) + B(n + l)(n - l)(n - 2) 

4! 4! 

+ C (n + 2)(n + l)(n)(n - 1) 

4! 

+D(n+3)(n+2)(n+l)n =nz 
4! ' 

and note that we may divide everything on both sides by n. Then, 
multiplying by 4! and expanding each of the terms on the left and 
REORGANIZING the terms according to the powers ofn we have10 

(A + B + C + D)n3 + (-6A - 2B + 2C + 6D)nz 

+ (llA - B - C + llD)n + (-6A + 2B - 2C + 6D) = 4! n. 

Equating the coefficients oflike powers of n on both sides of this 
equation, we have the system of linear equations 

A+B+C+D=O 

-6A - 2B + 2C + 6D = 0 

llA - B - C + llD = 4! 

-6A + 2B - 2C + 6D = 0 

IOBy looking at the general format for the numerator of each term, and by using the 
expanded form of the product (n + a)(n + b)(n + c), you should be able to obtain the next 
step without slogging it out! 
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Solving this system of equations gives 

(A, B, C, D) = (I, -I, -I, 1). 

In a similar fashion one could find the weights in the next row, and 
so on. However, this approach plainly has no hope of providing a 
general answer to Question 1. Suppose that, somehow or other, you 
have calculated some of the S2(r, i). Figure 8 shows the Pascal1ti
angle with some of the S2(r, i), in parentheses, to the left of the 
binomial coefficient (n;-i) , where n is the starting level down the 
r-row. 

Figure 9 is simply Figure 8 with the binomial coefficients re
placed by dots so that it is easier for you to see the relationship 
between the entries in the array of weights Sz(r, i). Study Figure 9 to 

n = 0 ------

n= 1------ /) 
~ 

n=2------ 2 (1 )1 /) 
~ 

n = 3 ------ 3 (1)3 (1 )1 

/" 
~ 

n = 4 ------ 4 6 (0)4 (1 )1 /) 
~ 

n = 5 ------ 5 10 (1)10 (-1)5 (-1)1 

n=6------ 6 15 20 (-1)15 (2)6 (1)1 

7 21 35 (1)35 (0)21 (-3)7 (-1)1 

8 28 56 70 (-2)56 (2)28 (4)8 (1 )1 

9 36 84 lZ6 (1 )126 (Z)84 (-5)36 (-5)9 (-1 )1 

10 45 120 210 252 (-3)210 (0)120 (9)45 (6)10 

The array of parenthetical coefficients should be regarded as free to slide 
in the direction of the parenthetical arrows. 

Weighted sums with sum n 2 en = starting level). 

FIGURE 8 

(1 )1 
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i =0 
\ 

i = 1 
\ 

i =2 - - r = 2 

\ / 

- (1 )- r = 3 
/ 

- - (1)- (-1)- r = 4 
/ 

- - (0)- (1 )-
r = 5 

/ 
- - - (1 )- (-1 )- (-1 )-

- - - - (-1)- (2)- (1 )-

- - - (1)- (0)- (-3)- (-1 )-

- - (-2)- (2)- (4)- (1 )-

- - - - - (1 )- (2)- (-5)- (-5)- (-1)-

- - - - - (-3)- (0)- (9)- (6)- (1)-

Sz(r,i) = (_ly-i [r~2) - c.::-;)] (not yet proved!) 

L r - l S ()("+i) 2 > 2 i=O 2 r, l r = n , r _ (not yet proved!) 

The array of coefficients Sz(r, i) from Figure 8. 

FIGURE 9 

see if you can detect an easy way to extend the array of coefficients 
Sz(r, i). The key observation is shown, geometrically, in Figure 10. 
We call this recurrence relationship the 1tansition Identity, and 
we may express it very precisely as follows (with r :::: 2): 

Sz(r, i) = 0, i < 0 or i :::: r, 

Sz(r, i) = Sz(r - 1, i-I) - Sz(r - 1, i), T " 3) (34) 
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These identities, together with the already established initial 
values (initial with respect to r) 

S2(2, 0) = S2(2, 1) = 1 

entirely determine the weights S2(r, t). The explicit formula for 
S2(r, i) shown in Figure 9 will be proved in Section 6. 

Now we will have the answer to Question 1 if we can prove the 
following: 

Theorem 2 1[S2(2,O) = S2(2,1) = I, and (34) holds, then 

r-1 (n + i) L S2(r, i) = n 2, 
i=O r 

r ~ 2. (35) 

Proof We proceed by an inductive argument. Suppose r ~ 3. 
Then 

~ S2(r, i)(n; i) 
= I:[S2(r - I, i-I) - S2(r - I, i)](n + i), 
~ r 

by the 'fi'ansition Identity (34) 

The expression on the right is organized according to the binomial 
coefficient (";-l We now REORGANIZE it instead according 
to the weight S2(r - 1,1) to obtain ll 

_ ~ . [(n + i + 1) (n + i)] - ~S2(r -I,t) - , 
~ r r 

(using S2(r - 1,1) = S2(r - I, r - 1) = 0) 

= I: S2(r - I, i)(n + i), 
i=O r - 1 

by the Pascal Identity. 0 

This completes the proof, since what we have shown is that formula 
(35) holds for r provided it held for r - I, and we know that it 

11 Some of you may find it useful to look at a particular but not special value of i (say, 
i = 6) to understand this step. 
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• 

• • 

• • • 

• • • • 

• • • (t). • 

• • • (u). • • 

• • • • (w). • • 

• • • • • • • • 

The Transition Identity, t - U = w, 
where t, u, w stand for the parenthetical entries in Figure 9. 

FIGURE 10 

holds when r = 2. In this proof the reader should see just how, as 
claimed earlier, the truth of (35) for various values of r reflects the 
Pascal Identity. Indeed, one may say that the 'Transition Identity 
itself is a reflection of the Pascal Identity. Of course, the proof 
given renders the monstrous calculations given in the case r = 4 
quite unnecessary-but this does not imply there was no value in 
doing them. Notice also that it was quite unnecessary to use the 
elaborate symbol L;':-~ i the simple summation symbol L would 
have sufficed-in fact, it would have been better at a key step in 
the proof of Theorem 2. Do you see where? Notice that formula 
(35) has been proved for all real numbers n. 

We now turn to Question 2. It should be clear, from the proof we 
have just given in the case k = 2, that, if we now look at the case 
k = 3, all we need is to find first the initial values (with respect to r) 
of S3(r, i), that is, the values of S3(3, i) which will provide a weighted 
sum of n 3, and then use the 'Transition Identity to obtain S3(r, i) 
for all r 2: 3. Here we are fortunate, for there already exists (see 
[2]) a well-known array of numbers, called the Eulerian Numbers 
(because they were discovered by Euler), which, as we will see, do 
provide the initial values for any positive integer k. See Figure 11 
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i = 0 

I 
k=l-- 1 

1\/"1 
k=2-- 1 1 

1\1\/"2 
k=3-- 1 4 1 

1\1\1\/"3 
k = 4 __ 1 11 11 1 

1\1\1\1\/", 
k = 5 -- 1 26 66 26 1 

Li Sk (i) (";;-i) = nk, k ;::: 1 I (not yet proved!) 

The Eulerian Triangle, consisting of the 
Eulerian numbers Sk (i), 0 ~ i ~ k - 1. 

FIGURE 11 

for the Eulerian 'Diangle I2 of values Sk(i) with 0 ::: i ::: k - 1, for 
k ::: 5. These Eulerian numbers, it will turn out, do exactly what we 
want our numbers Sk(k, i) to do, so we will be writing Sk(i) instead 
of Sk(k, i). Having Sk(i), the Transition Identity gives us Sk(r, i) for 
all r ~ k. 

We may state the rules for generating the triangle of Figure 11 
in the following definition. 

The Eulerian numbers are nonnegative integers Sk(i), given 
inductively for integers k, i, with k ~ 1, by the rule 

SI(O) = 1, SI(i) = 0, i f- 0; 

Sk(i) = (k - i)Sk-l (i - 1) + (i + 1 )Sk-I (i), k ~ 2. 
(36) 

12With some extra numbers written along diagonal lines indicating, in cryptic fashion 
(for a clue see (36)), how each horizontal row of Eulerian numbers is obtained from its 
predecessor. 
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Notice that we have given an inductive rule (with respect to k) for 
defining Sk(i). The numbers along the diagonals in Figure 11 are the 
coefficients (k - i), (i + 1) in (36). It is easy to show, inductively, 
that, for a fixed k, Sk(i) is positive inside the range 0 :::: i :::: k - 1 
and zero outside it. 

Theorem 3 below asserts some elementary properties of Eule
rian numbers (in fact, you may have already noticed some of these 
properties). Notice that, in the third part of the theorem, we sup
press the details of the limits on the summation, since there is no 
doubt as to exactly what is meant. 13 At this stage, you should re
gard Theorem 3 as a form of light relief from some rather heavy 
mathematics. All mathematicians need such relief from time to 
time. 

Theorem 3 

(i) Sk(O) = Sk(k - 1) = 1; 

(ii) Sk(i) = Sk(k - 1 - i); 

(iii) Li Sk(i) = k!. 

proof Part (i) follows by an obvious induction on k-just look at 
how each new value on the boundary is obtained. 

Part (ii) (The Symmetry Property) also follows by induction 
(it obviously holds for k = I)-just look at how one forms 
the new entries in positions symmetric with respect to an 
imaginary vertical line bisecting the array of numbers. More 
formally, we present the proof by using a PARTICULAR BUT 
Nar SPECIAL CASE, say k = 6 (which is the first missing 
row in Figure 9). Thus we wish to prove that S6(i) = 86(5 - i), 
assuming the symmetry property holds for k = 5. 14 

S6(i) = (6 - i)Ss(i - 1) + (i + 1 )Ss(i), by (36), 

= (6 - i)8s(5 - i) + (i + 1)Ss(4 - i), 

by the inductive hypothesis, 

13Here we are using our principle oflicensed sloppiness (see Chapter 9), but we would stress 
that we are only free to use this principle if we understand, and convey, exactly what is 
going on. In this case all should be clear, since Sk(i) is zero outside 0 ~ i ~ k - l. 

14 It may even be helpful to you here to look at a particular value of i. 
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= U + 1)S50) + (6 - J)SsU - I), wherej = 5 - i, 

= (6 - J)SsU - 1) + U + l)SsO) 

= S60), by (36), 

= S6(5 - i), by substitutingj = 5 - i. 

We readily see that if we replace 6 by k we have a general 
proof. 

We also prove part (iii) by induction, since it obviously holds 
for k = 1. Again we look at the PARTICULAR BUT Nar SPE
CIAL CASE k = 6. Thus we suppose the truth of (iii) has been 
verified for k = 5. We observe that 

L S6(i) = L[(6 - i)Ss(i - 1) + (i + 1 )Ss(i)], by (36), 

L Ss(i)[(6 - i-I) + (i + I)], 

REORGANIZING according to Ss(i), 

= 6 L Ss(i) 

= 6(5!), because we know that the statement(iii) 
is true when k = 5, 

= 6!, so that the theorem holds for k = 6. 

Of course, a general proof of (iii) would result by simply 
replacing 6 by k. Don't feel you must look at a particular case 
first if you're comfortable going straight to the general case. 

D 

We now turn to the property of the Eulerian numbers that 
concerns us most (see the caption to Figure 11). Notice that the 
numbers S2(i) were, in fact, our initial S2(2, i). 

What we need to show, in order to advance our investigation of 
Question 2, is that the rows in the Eulerian Triangle give us our 
initial values. Thus we wish to prove the following result about 
the Eulerian numbers Sk(i). The published proofs of this theorem 
(see, e.g., [2]) are far too sophisticated even to appear in an un
dergraduate course; we will give a very much less sophisticated 
proof. 
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Theorem 4 Li Sk(i)(nt) = nk. (See the caption to Figure 11.) 

Proof We first observe that the statement of Theorem 4 is cer
tainly true if k = l. For (see (36)) it asserts that (7) = nl. 
We are going to argue by induction on k. We proceed by 
taking a PARTICULAR BUT Nor SPECIAL CASE, namely, 
the particular case k = 5. We assume that we know that 
Li S4(i)(n~i) = n4, and then we ask, how do we see that this 
implies that Li Ss(i)(n:i) = nS? We recall that the Eulerian 
Identity (36) will give us Ss(i) in terms of S4(i), so we OPTI
MISTICALLY use the Eulerian Identity (what else could we 
possibly do?) to obtain 

~ SS(i)(n ; i) 
= ~[(5 - i)S4(i - 1) + (i + I)S4(i)](n; i). 

REORGANIZING according to S4(i) (look at our proof of Theorem 2) we have 

" [ (n + i + 1) (n + i) ] = ~ S4(i) (4 - i) 5 + (i + 1) 5 . 

( n + i) [ n + i + 1 n + i - 4 ] (4-i) +(i+l) . 
455 

14Steps such as this may not be obvious to you-in fact, they may be seen as trickery if 
you were inclined to simply slog it out. Of course, the more pedantic approach requires less 
thought, but carrying out all the required steps blindly would require a great deal of energy 
and consummate accuracy so that even the most industrious student would eventually get 
bogged down. Remember that good mathematics saves work, and that we should always 
be on the lookout for shortcuts. If you study devices like these, try to use them, and in-
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So far, so good! Now we hope that what is inside the new square brackets will 
turn out to be n. We REORGANIZE15 inside the square brackets, to obtain 

( n + i) [ . n + i + 1 . n + i + 1 - 5 ] 
4 (4-1) 5 +(1+1)----5----

from which it follows, by bringing en + i + 1) on the top into prominence, that 
we have 

(n; i) (n + i + 1)(4 - i; i + 1) - 5(i + 1) 

( n + i) 4 ((n+i+1)-(i+1)) 

Thus, as hoped, 

= n ~ S4(i)(n ; i), since n is fixed, 

= n(n4) = n 5 , 

because we assumed the theorem was true when n = 4. 
Replacing 5 by k results in the general proof. 0 

Theorem 4 gives us our start to a full and positive answer to Ques
tion 2. We have already seen, in the special case k = 2, that we may 
define numbers S2(r, i), r :::: 2, by (34), with S2(2, 0) = S2(0) = I, 
S2(2, 1) = S2(1) = I, to satisfy (35). We will show that a similar 
statement is true for any k. That is, we define numbers Sk(r, i), 

vent others for yourselves, then they will lose their mysterious nature and become your 
own useful devices. The optimistic strategies we describe above are discussed clearly and 
systematically in [13]. 



234 6 Pascal, Euler, Triangles, Windmills, ... 
------------~--~~~----~~------------------

r ::::: k, by Sk(k, i) = Sk(i), and the Transition Identity 

Sk(r, i) = Sk(r - I, i-I) - Sk(r - I, i), r::::: k + 1; 

and our theorem will read 

The proof simply proceeds by first observing that we already 
know that Theorem 5 holds in the special case r = k, since this 
is just Theorem 4. Then the proof of Theorem 2 may be taken 
over, word for word, simply replacing S2 by Sk, to yield a proof of 
Theorem 5 by induction on r. Notice that the induction on r starts 
with r = k. 

We call the numbers Sk(r, i) pseudo-Eulerian coefficients. Let us 
discuss their numerical values in the case k = 3. 

The weights S3(r, i) (those numbers in parentheses in Figure 12) 
are obtained in just the same way as the weights for S2(r, i) were 
obtained in Figure 9. That is, we start with the weights in the row 
r = 3, which are obtained from the row k = 3 of the Eulerian Tri
angle, and then use the Transition Identity to obtain the weights in 
successive rows. It is for this reason that we call these weights the 
pseudo-Eulerian coefficients, so that the array of coefficients when 
k = 2,3, as shown in Figures 9, l3, respectively, serve as examples 
of pseudo-Eulerian coefficients. The explicit formula shown in Fig
ure l3 for S3(r, i) will be proved in Section 6. Of course, we may 
construct an array of pseudo-Eulerian coefficients for any k ::::: 1. 
(What happens when k = I?) 

• •• BREAK 
In the spirit of trying to bring this material within the reach of 
as many readers as possible, we outline here a "proof without 
words" of the facts embodied in the Transition Identity and 
Theorem 5. 

In Figure 14(i) the capital letters represent entries that obey 
the Pascal Identity. First we assume (and this, in fact, is guar
anteed by Theorem 4) that there exist initial coefficients a, b, C 

(shown in Figure 14(i) as lower case letters in parentheses), 
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/'1 
\.: 

2 
/) 

\.: 
3 3 (1 )1 

/) 
\.: 

4 6 (4)4 (-1 )1 

5 10 (1)10 (-3)5 (1 )1 

6 15 20 (3)15 (2)6 (-1 )1 

7 21 35 (1)35 (-6)21 (-1)7 

8 28 56 70 (2)56 (8)28 (0)8 

9 36 84 126 (1)126 (-8)84 (-9)36 

10 45 120 210 252 (1 )210 (16)120 (9)45 

FIGURE 12 Weighted sums with sum n 3 • 

along a row where r = 3 such that 

aA + bB + cC = n 3 

aB + bC + cD = (n + 1 i 
aC + bD + cE = (n + 2)3 

etc. 

(1 )1 

(-1)1 

(1)9 (1 )1 

(-2)10 (-1)1 

(37) 

(we suppose we are in the case k = 3, that is why we start with 
three initial coefficients; the generalization is clear). Next we 
assume that the "top entry in the next row" (X in our case) 
is given the coefficient16 (-a) and that the remaining coeffi
cients in this row are obtained by using the Ttansition Identity 
shown in Figure 14(ii). 

160ur readers will notice that this is consistent with the Transition Identity if we imagine, 
as we should, that Figure 13 is embedded in a sea of zeros. 
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i =0 
\ 

i = 1 -\ 
i =2 - r = 3 

\ / 

- - r = 4 
/ 

- - (I )- r = 5 
/ 

- - - (4)- (-1)-

(1 )- (-3)- (1 )-

- - - (3)- (2)- (-1 )-

- (1)- (-6)- (-1 )- (1)-

- - - - (2)- (8)- (0)- (-l)e 

(1 )- (-8)- (-9)- (1 )- (I)-

- - - - - (1)- (16)- (9)- (-2)- (-1 )-

S3(r, i) (-1 y-i-l [('~3) - 4C::) + C:~)] 
(not yet proved!), 

L .)(n+i) 3 i S3(r, l r = n , r> 3. 

(proved!) 
The array of coefficients S3(r, i) from Figure 12. 

FIGURE 13 
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• 

• 

• • 

• • • 

• • • 

• • • 

• • • (c)·c (a-b)·B+X • 

• • • ·D (b-c)·C+B+X· • 

• • • ·E (C)·D+C+B:X • • 

• • ·F • • • • E+D+C+B+X 

The relations among entries (upper case) and 
among coefficients (lower case) in the Pascal'Iiiangle. 

(i) 

(t)·T 

(u)·u (v)·v 

(w)·w 

• 

u + V = W [or (;=~) + (n~l) = (;), r 2: 1], Pascal Identity, 
w = t - u [or Sk(r, i) = Sk(r - 1, i-I) - Sk(r - 1, i), r 2: k + 1], 

'fransition Identity. 
The identities. 

(ii) 

FIGURE 14 
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Now, to demonstrate Theorem 5, all we need to show is that 
we may deduce from (37) the relations 

(-a)X + (a - b)(B + X) + (b - c)(C + B + X) 

+ c( D + C + B + X) = (n + 1)3 

(-a)(B + X) + (a - b)(C + B + X) + (b - c)(D + C + B + X) 

+ C( E + D + C + B + X) = (n + 2)3 

etc. (38) 

We suggest you carry out these easy calculations! 

6.6 EVEN DEEPER MYSTERIES 

1b sum up the previous section, we showed there that, if we started 
with the Eulerian numbers Sk(i), and computed certain new num
bers, called pseudo-Eulerian coefficients, Sk(r, i), r ~ k, by means 
of the Ttansition Identity, with initial values Sk(k, i) = Sk(i), thus 

Sk(k, i) = SkU), 

Sk(r, i) = 0, i < 0 or i > r - , 

r ~ k + I, 

then Theorem 5 holds, that is, repeating its statement, 

} (39) 

We now proceed to enunciate other facts about these pseudo
Eulerian coefficients, but we will change gear from the previous 
section and trust that our readers have now acquired the mental 
agility to follow the arguments, or, for those teachers studying our 
text, that they can now provide for themselves the pedagogical 
strategies required to make the mathematical arguments palatable 
to their own students. We start with some very elementary prop
erties; we will omit some proofs, simply remarking that an easy 
induction on r is required. 17 

17Note again that Sk( r, i) is only defined for r 2:: k, so an inductive argument on the variable 
r starts with r = k. Readers may debate whether it would have been better to denote Sk(r, i) 
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Theorem 6 
(i) Sk(r,O) = (_ly-k, Sk(r,r -1) = 1; 

(ii) Sk(r,i) = (-ly-kSk(r,r - i-I). 

We now prove a deeper result, giving an expression for Sk(r, i) 
simply in terms of binomial coefficients. (We will later give another 
formula for Sk(r, i) which also involves Eulerian numbers.) 

Theorem 7 
Sk(r,i) = ( - ly-k I:J=o ( - 1yr;1)(i + 1 - ii, i ~ 0. 

Proof The great advantage of having quantities (e.g., Sk(r, i)) de
fined inductively (e.g., by the Transition Identity (39)) is that 
the natural way-probably the only way-to prove general 
facts about such quantities will be by induction. Thus The
orem 7 will be proved by induction on r, so we must first 
establish the initial case r = k, that is, we must first prove the 
following fact about Eulerian numbers: 

i .(k + 1) Sk(i) = L(-lj . (i + 1 - Ji, 
j=O J 

i ~ 0. (40) 

However, we can make one simplification at this stage; if we 
look at Theorem 6(i) we immediately see that Theorem 7 
holds if i = 0, so we may assume i ~ l. Now the Eulerian 
numbers Sk(i) are themselves defined inductively, with re
spect to k, by (36), so that, to prove (40) in the case i ~ 1, we 
must first establish the case k = 1, that is, we must show that 

Sl(i) = t( -lY(~)(i + 1 - J), 
j=O J 

(41) 

But Sl(i) = 0, i ~ 1, so it is a matter of proving that 

i .(2) L(-lj . (i+l-J)=O, 
j=O J 

i ~ l. (42) 

as, say, sk(r - k, i), so that we would have been talking of quantities sk(m, i), m :::: 0, with 
Sk(O, i) = Sk(i). 
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Now the scene is set! 1b prove (42) we first consider the case 
i = 1. Then the LHS is @2 - G)I, which is certainly zero. 
We now consider the general casel8 i ::: 2. Remembering that 
G) = 0 if j ::: 3, we find that the LHS is 

(~)(i + 1) - G} + G)(i - I), 

which is again certainly zero. Thus (42), or (41), is established 
and we are ready for an inductive argument to establish (40). 
The argument proceeds as follows; recall that i ::: I, so that 
the first sum on the second line below makes sense, 

Sk(i) = (k - i)Sk-l(i - 1) + (i + I)Sk-l(i), by (36), 

i-I "(k) =(k-i)L(-lj , (i_j)k-l 
j=O ] 

+ (i + 1) t( -lj(~)(i + 1 - Jf- l , 

j=O J 

by the inductive hypothesis. 

We now prepare to reorganize! We have, writing (j - 1) instead 
of j on the RHS below, 

i 'G k ) = (i - k) L(-lj '_ (i + 1 - Jf- l ; 

j=1 1 

18The reader should understand why the case i = I had to be considered separately, 
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while 

Ci + 1) t,c-rrC)(i + 1 - ])'-1 

= Ci + 1)' + Ci + 1) tC-1yC)(i + 1 - 11'-1. 

Thus, organizing by (i + 1 - J)k-l, we have 

Sk(i) = (i + l)k + t(-lY {Ci - k)( ~ 1) + (i + l)C)} (i + 1 -H-l. 

Now 

(i - k)( ~ 1) + (i + I)(~) = (i + 1) { ( ~ 1) + (~) } 

We conclude that 

- (k + 1)( ~ 1) 
= (i + 1) (k 7 1) -j (k 7 1). 

using the Pascal Identity, 

= (i+I-J)(k7 I ). 

S,(1) = Ci + 1)' + t c -lye; 1)(i + 1 - 11' 

i "(k + 1) = L(-Ij " (i+I-Jl· 
j=O J 

completing the inductive step and hence establishing (40). 
Now we return to the statement of Theorem 7, having estab

lished the initial step r = k, and now use induction on r. Again 
with i ~ 1 (notice again the advantage of having disposed of 
the case i = 0), we have 

Sk(r, i) = Sk(r - I, i-I) - Sk(r - I, i), 

by the Thansition Identity, 
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= C _ly-k-1 fc -lYC.)Ci -J/ 
)=0 

- C-1y-k-1 tC-1yC.)Ci + 1 -J/, 
)=0 

by the inductive hypothesis. 

Now, by a similar trick to that used in establishing (40), 
replacing j by U - 1), 

fC-1yC.)Ci -J/ = tC-1y-d . ~ l)Ci + 1 -J/, 
)=0 )=1 \j 

while 

t,C -lyC)Ci+ I -})' = Ci + I)' + tC-IyC)Ci + I -J)', 

Thus 

SkCr, i) = C-1y-k t,C-1Y {G ~ 1) + C)} Ci + 1 -J/ 

+ C-1y-kCi + l)k 

= C _ly-k tc _ly(r ~ l)Ci + 1 -J/ 
j=l J 

+ C -1 y-kCi + 1)\ by the Pascal Identity, 

= C-1y-k tC-1y(r ~ 1)(i + 1 -J/, 
j=O J 

finally establishing the theorem. 0 

You have been very patient with us, allowing us to inflict on 
you several rather long proofs, especially this last one. Indeed, 
it may appear to you at first sight that we involved ourselves in 
a great deal of work to prove what is at best a rather technical 
theorem. However, there is a substantial pay-off. In the first place, 
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Theorem 7 has been proved for all nonnegative i and we know that 
Sk(r, r - 1) = I, Sk(r, t) = 0, i :::: r. Thus we conclude 

Corollary 8 L;~~ (- ly(r;l)(r - j)k = (- ly-k, provided r :::: k. 

Corollary 9 LJ=o (- Ij(r;l)(i + 1 - Jl = 0, i:::: r, provided 
r :::: k. 

A beautiful feature of these conclusions is that they make no 
mention of pseudo-Eulerian coefficients! Thus we have achieved 
some remarkable identities connecting the familiar binomial coef
ficients by reasoning with new concepts which have then entirely 
disappeared from the conclusion-and we ourselves know of no 
other way of obtaining these results. This feature of mathematical 
method is, we claim, both unique to mathematics and typical of 
much of the best of it. 

Example 8* We give an example of Corollary 8. We fix r = 3, so 
our result states 

t(-lj(~)(3 - Ji = (_1)3-\ for k = 1,2,3. 
j=O J 

With k = I, this asserts that 3 - (4 x 2) + (6 x 1) = l. 
With k = 2, this asserts that 32 - (4 X 22) + (6 X 12) = -1. 
With k = 3, this asserts that 33 - (4 X 23) + (6 X 13) = 1. 

• •• BREAK 

Repeat Example 8* with r = 4. 

Before exemplifying Corollary 9 we will slightly restate it. First, 
we note that we can allow the summation to run to i + I, since the 
extra term makes no contribution (k is a positive integer). Second, 
we have i + 1 :::: r + 1 and we can reduce the summation to run 
only to r + I, since (r;l) = 0 if j > r + 1. Thus, at this stage, we 
have replaced the LHS by 

r+l "(r + 1) L(-lj . (i+l-Ji· 
j=O J 
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We now write i for i + 1 and r for r + 1. The condition i :::: r is 
unaffected, but the condition r :::: k becomes r > k. Thus, finally, 
Corollary 9 takes on the following more convenient form. 

Corollary 9 (Restated) For fixed i, r with i :::: r, we have 

t,(-ryC)(i -Jl = 0, [or all k < r. 

Notice that we could even simplify the notation, writing Lj for 

L;=o' 

Example 9* We give an example of Corollary 9 in its new form. 
We fix i = 5, r = 4, so our result states 

t( _ly(4)(5 -Jl = 0, for k = 1,2,3. 
j=O J 

With k = 1, this asserts that 5 - (4 x 4) + (6 x 3) - (4 x 2) + 1 = O. 
With k = 2, this asserts that 52 - (4 X 42) + (6 X 32) - (4 X 22) + 12 = O. 
With k = 3, this asserts that 53 - (4 X 43) + (6 X 33) - (4 X 23) + 13 = O. 

Remark Note that Corollary 9 in its new form, holds for k = 0, 
since L;=o( -1 Y G) is the binomial expansion of (1 - 1 y. Thus 
we may conclude that 

for any polynomial p(x) of degree < r, provided i :::: r. Notice, 
on the other hand, that Corollary 9 in its old form would be 
false if the case k = 0 were allowed. 

There are many other identities to be obtained. We will only 
mention one here (see [3] if you want more), since it may be 
verified from Figures 9 and 13. 

Th 10 '" S (.)(n+i+l) ",n 'k eorem L..i k r,l r+l = L..j=l J . 
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Proof By the Pascal Identity, 

(n + i + 1) '" (n + i) '" (n + i) L Sk(r, i) = ~ Sk(r, i) + ~ Sk(r, i) . 
. r+1 . r+1. r 
1 1 I 

(43) 
Let us call the LHS F(n) , so we then want to show that 
F(n) = L7=1/. Then, using Theorem 5, we may restate (43) 
as 

F(n) = F(n - 1) + nk. (44) 

Now F(l) = Li Sk(r, i)e:~); but Sk(r, i) = 0 if i ::: rand 

( i + 2) = 0 
r+1 

if i < r - 1. Thus only i = r - 1 yields a nonzero term and 
hence 

F(l) = Sk(r, r - l)(r + 1) = 1 = 1k. 
r+1 

Theorem 10 follows immediately from this and (44). 0 

Remarks (i) As many readers will know, we often need, in 
studying the calculus, and the theory of polynomials, to 
evaluate 

for various values of k. Thus Theorem 10 may be viewed as 
providing us with a means of doing this. It is interesting that 
what we proved was that the RHS of Theorem 10 was a means 
of evaluating the LHS, but we often use the theorem in the 
form that the LHS provides a means of evaluating the RHS. 
This type of exploitation is not uncommon in mathematics. 

(ii) It is striking that the RHS of Theorem 10 does not involve 
r, so the LHS doesn't depend on r either! Ifwe're going from 
right to left in applying the theorem it would be natural to 
choose r = k, since the Eulerian numbers are well known 
and tabulated. 
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• •• BREAK 

Use Theorem 10 to verify that 

t,i' = [n(n: 1) r 
We may use Theorem 10 to obtain explicit values for the LHS if 

k = 1,2, or 3, with any value for r ::: k. (This is not the same point 
of view as that taken in the break!) Thus 

Finally, we give the promised explicit formula for Sz(r, i) and 
S3(r, i) featured in Figures 9 and 13, respectively. In fact, we will 
give a general formula for Sk(r, i) in terms of the Eulerian numbers 
Sk(i) since this is just as easy as tackling the special cases k = 2,3. 
The technique of proof is one of fairly general application. Notice 
that the formula we will obtain, which is (47) below, is different 
in kind from that of Theorem 7. The latter gives Sk(r, i) simply in 
terms of binomial coefficients; our new formula, as you will see, 
also involves Eulerian numbers. Each formula has its particular 
advantages. 

Given an integer k, we form, for each r ::: k, the polynomial19 

fr(x) = L Sk(r, i)Xi. 
i:o:O 

Then the Transition Identity asserts effectively that 

fr(X) = (x - l)fr-l(X), r::: k + 1. (45) 

(Do you see this? Just compare coefficients of Xi on both sides 
of (45).) Iterating (45), we conclude that 

fr(x) = (x - ly-kfk(X) 

19This is called the generating function for the pseudo-Eulerian coefficients Sk(r, i), regarded 
as functions of i. 
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or 

We now compare coefficients of Xi on each side of the relation (46), 
remembering that, by the binomial theorem, 

k '" (r - k) .. (1 - xy- = ~ . (-IYx'· 
j~O ] 

We obtain the result 

Let us find explicit expressions in the cases k = 1,2,3. Since 
Sl(O) = I, Sl(i) = 0, i "I- 0, we have, from (47), 

( r - 1) Sl(r,i) = (_ly-i-1 i ' r ::: 1; (48) 

and, since S2(0) = Sz(1) = I, S2(i) = 0, i "I- 0, I, we have, from (47), 

Finally, since S3(0) = I, S3(1) = 4, S3(2) = I, S3(i) = 0, i "I- 0, I, 2, 
we have, from (47), 

S3(r, i) = (_ly-i-1 [C ~ 3) -4(: =~) + (: =~) J, r ::: 3. 

Notice that we've now proved everything that we left unproved 
earlier (see Figures 9,11, and 13). We can rest! 
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Hair and Beyond 
CHAPTER 

7.1 A PROBLEM WITH PIGEONS, AND RELATED IDEAS 

Are there two women in the world with the same number of hairs 
on their heads? 

We know that's not an earth-shattering question, but it might 
stimulate the conversation over lunch if there's nothing much of 
interest going on at the time. However, it's actually not difficult to 
answer the question with complete certainty and without leaving 
the safety of your own room, except to verifY that there are lots of 
women in the world. 

Now an unintelligent way of approaching this hairy question is 
to put an ad in all the papers in the world, asking every woman 
to count (or have counted) all the hairs on her head, and then 
getting them to send back their answers. When all ofthese numbers 
are assembled, you could go through them and see if two were 
precisely the same. 

This is clearly a very simple experiment in principle, but it does 
seem to have several serious flaws. First, there is no way to make 
sure that every woman in the world will actually bother to respond, 
even ifthey do get to read the ad - which many won't, as a lot of peo
ple in the world are unable to read, many don't read a newspaper, 
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and a lot of others totally refuse to respond to anything. Second, 
there is no guarantee that the answers you will get will be accurate. 
Have you tried counting the hairs on someone's head? Even your 
father's bald patch is not easy to cover systematically enough to 
ensure that every single fine filament on his crown has been accu
rately accounted for. And third, and perhaps the major reason for 
not doing this experiment, have you thought how much the whole 
exercise would cost? Suppose the ad only cost $2 to put in your 
local classifieds. How many papers are there in the whole world? 
So how much is the project going to cost? 

Suppose that this question-whether there are two women with 
the same number of hairs on their heads-is the most important 
one to be resolved right now on this planet, can we get a simple 
answer of yes or no, without laying out a sum equivalent to the na
tional debt? What's more, having said yes or no, can that response 
be fully and totally justified? 

• •• BREAK 
Try to answer the question about women's hair. 

Now let's look at another question of the same general kind. 
What day of the week was your birthday this year? How many 
people would you need to have at a party to be sure that, this year, 
two of you had your birthday on the same day of the week? 

The answer to this last question is clearly not four. It would be 
possible for four people to use up, say, Monday, Thesday, Wednes
day, and Thusday. So no two of them would necessarily have to 
have had their birthday on the same day of the week. On the other 
hand, you might think that among 500 people there would have to 
be two who had birthdays on Monday, say. But how could you try 
to convince yourself that this had to be the case? 

• •• BREAK 
What is the smallest number of people at a party that would 
force two of them to have their birthdays on Monday? What is 
the smallest number of people at a party that would force two 
of them to have their birthdays on the same day of the week? 
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We can produce a similar problem with months. How many peo
ple would we need at the party in order that two of them had to 
have their birthday in the same month? Clearly four people is again 
not enough. They could all have birthdays in different months. And 
500 people would probably be OK, but what is the smallest number 
of people at the party to force two birthdays in the same month? 

Well, let's move up from four. Five people can have birthdays in 
different months without any problem. The same is true for 6, 7, 
8,9, 10, 11, and 12 people. Even with 12 people we can't guarantee 
that two people would have a birthday in the same month. They 
might all have been born in different months. 

So let's try 13. The worst situation for us, is that the first 12 all 
had their birthdays in different months. If not, we've got what we 
wanted. But when the 13th person comes along, there's nowhere 
to go. All the months have been taken up. So the 13th person has 
to have a birthday month in common with one of the previous 12. 
The smallest party to ensure that two people have a birthday in 
the same month must have 13 people. 

Can you now see that we need to have 8 people around to be 
sure that two of them are forced to have their birthdays on the 
same day of the week? Of course, that day need not be Monday. 

• •• BREAK 

How many people do we need to gather together in order to 
guarantee that two of them have their birthdays on the same 
day this year? 

The discussion so far has been a bit labored in order to stress 
that we're dealing with a single idea. In fact, we've just given three 
examples of the pigeon-hole principle. This states that if we have n 
pigeon-holes or boxes, and we distribute n + 1 objects among these 
boxes, then there has to be at least one pigeon-hole which ends up 
containing two or more objects. 

In the "months of the year" case above, we have 12 pigeon-holes 
(the months of the year) and thus required 12 + 1 = 13 objects 
(people at a party) in order to ensure that two objects must get in 
one pigeon-hole (i.e., for at least two people to have their birthday 
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in the same month). This pigeon-hole principle notion can be 
extended, of course. 

• •• BREAK 

If there are 12 pigeon-holes, how many objects would we need, 
in order to guarantee that some pigeon-hole contains at least 
three objects? 

Suppose we've got 12 pigeon-holes and we want to ensure that 
one of them (we don't care which) has at least 5 objects in it. Obvi
ously, it's not good enough to get 5 objects. They might be spread 
around, one each to a pigeon-hole, with 7 pigeon-holes empty. 
And even 48 objects wouldn't be enough. They might perversely 
distribute themselves 4 to a hole. 

So how about 49? Well, either 48 of them have been distributed 
so that there are at least 5 in one pigeon-hole or there are exactly 4 
to a pigeon-hole. Ifit's the former, we're done. Ifit's the latter, then 
along comes lucky object number 49. This object has to be put in 
some pigeon-hole and so the occupancy rate of that pigeon-hole has 
to increase to 5. 

Naturally, being mathematicians, we can formalize this into a 
generalized pigeon-hole principle. Given mn + 1 objects and n 
pigeon-holes, there has to be one pigeon-hole with at least m + 1 
objects in it, and mn + 1 is the smallest number of objects with this 
property. 

• •• BREAK 
Check the generalized pigeon-hole principle with m = 7 and 
n = 10. 

It's beginning to seem as though this pigeon-hole thing may be 
able to help us with women's hair. Just suppose for the moment that 
the number of hairs on a woman's head was a label on a pigeon
hole. There would be one labeled pigeon-hole for every possible 
number of hairs on a woman's head. So it's possible that there 
would be pigeon-holes labeled 0, I, 2, 3, ... , and so on. It's not clear 
at the moment what the biggest label would be (or, equivalently, 
how many pigeon-holes we'd need). Suppose the labels went up to 
some number N. 
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We could, metaphorically, think of each woman on earth being 
assigned to a pigeon-hole (or at least the number on the pigeon
hole). If we could show that there were N + 1 women on earth, 
the pigeon-hole principle would say that two of them had the same 
number of hairs. 

We have reduced the problem to two tasks. First, find the max
imum number of hairs on a woman's head. Second, find out how 
many women there are in the world. You can find those things out 
for yourself, can't you? Of course, to solve the problem, you only 
need to know that there are more women in the world than the to
tal number of hairs on any woman's head. Actually, you may end 
up being able to show that there are at least 10 women in the world 
with the same number of hairs on their heads. Who knows? 

It might be interesting to show that there are at least two salaried 
people in the world, who will earn the same amount of money this 
year. Make this before tax if you like, and round the salary to the 
nearest dollar. 

My guess is that no one in the world will earn more than 
$500 million. Just in case they do, put a safety factor of 100. It's 
unlikely that even a North American basketball player will earn 
$5000 million! But there are more than 5000 million people in the 
world. So if the people are our objects and the salaries are num
bers on pigeon-holes, then at least two people have exactly the 
same salary. 

You can see that we didn't even have to have very accurate fig
ures to get the salary result. Do we have to get the exact values 
for the number of hairs on a woman's head? An upper bound that 
might be worth trying for, would be to measure the cross-sectional 
area of a hair, measure the area of a woman's head, divide the first 
into the second, and the number is a ballpark figure for the num
ber of hairs on a woman's head. Now multiply by a safety factor 
of 100 and you should still find that you haven't exceeded the adult 
female population of the world. 1ty it. 

7.2 THE BIGGEST NUMBER 

When you get to start talking about people's salaries, the num
ber of hairs on a person's head, and the number of people in the 
world, you're starting to get into pretty big numbers. One of the 
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first questions that comes to mind is, what is the biggest number 
possible? 

Of course, it might also be worth asking which type of object in 
the world, Of, if you're really ambitious, in the Universe, is the most 
numerous. Is it liters of blood, grains of sand, hairs, flies, what? And 
how many objects of the chosen type are there? 

Naturally, if you thought you had the biggest number, then we 
would just add one to it and get an even bigger number. But then 
you could add one to that, and so on. Clearly numbers keep getting 
bigger, so there's never any number which can claim to be the 
Guinness Book of Records largest number. 

But we can, and do, think of the biggest numbers of a given 
type. The highest a woman can jump, the heaviest haggis ever, the 
furthest a man can throw a javelin, and so on. See, too, the world's 
biggest banger, as repeated below. 

World's Biggest Banger 

An East German butcher claimed an entry in the Guinness 
Book of Records this week after he made the world's biggest 
sausage, a two-kilometer monster that used up 24 sides of 
pork. 

The one-tonne banger made by butcher Karl-Heinz Siebert 
will be given a ceremonial send-off in an Erfurt square 
tomorrow on a 10 m diameter specially built steel grill. 

(Cape Times, Republic of South Africa, 15 May, 1993) 

In the same way, we may think about smallest positive numbers. 
The fastest that a man can run the 100 meters, the fastest a woman 
can swim 200 meters using the butterfly stroke, the time the first 
baby is born on New Year's Day, and so on. 

• •• BREAK 
Which all suggests that it might be fun to try to find the 
smallest positive rational number. 

A little while ago you thought about which objects there are 
most of in the Universe. Now everything is made up of atoms, so 
the number of atoms must be near the top of this list. Though, of 
course, you might squeeze out a few more electrons or quarks, or 
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something, than there are atoms. But let's stick to atoms to give an 
order of magnitude anyway. Somebody has estimated that there 
are 1070 atoms in the Universe. Was your guess anywhere near 
that? 

And how far did you go toward finding the smallest positive ra
tional number? Many of you didn't seem to find one. That's not 
surprising because it doesn't exist. If you thought you had a small
est rational number, divide it by two. Then divide that by two, and 
so on. These numbers get closer and closer together, of course. 
There must be quite a log jam of numbers at zero. Is it any worse 
there than anywhere else though? 

7.3 THE BIG INFINITY 

So far in this chapter, we have given two examples of infinite pro
cesses. The first was an increasing process. Thke any number, add 
one, then add another one, and so on. This is just the way we 
count. The counting process goes on forever, to infinity you might 
say. Because the process of counting never stops (there is always 
room for one more), we say that there are an infinite number of 
whole numbers. We say that the size, or cardinality, of the natural 
numbers N = {O, 1,2,3, ... } is infinity, denoted by ~o. The letter 
~ is aleph, the first letter of the Hebrew alphabet. So we read ~o 
as "aleph nought" or "aleph zero!' Some people write 00 whenever 
infinity comes up, but this is not a good thing to do, as we will 
shortly show. 

• •• BREAK 

Can you think of any other sets of numbers which have 
infinite cardinality? It would be worth finding, say, fOUf. 

Let's have a look at the even numbers for a moment. Call them 
lE = {O, 2, 4, 6, 8, ... }. It is clear that the even numbers go on for
ever. Since that is the case, then IlEi, the cardinality of lE, must be 
infinite. 
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{a, b, c, d, e} 

A set of digits A set ofletters 

(a) (b) 

FIGURE 1 

• •• BREAK 
Clearly lE c N, lE is a proper subset of N. Does this mean that 
IlEl < INI? Ifso, there must be more than one size of infinity? 
Is this possible? 

Before we bother with lE, N, and their relative sizes, we need 
to know how to work out when two sets have the same number 
of elements. For instance, how do we know that the two sets in 
Figure 1 are equal? 

Well, there are probably two ways. The simplest is to count them. 
In Figure lea), there are five digits. In Figure l(b) there are five 
letters. Both sets have cardinality 5 and so they are equal in size
they have the same cardinality. 

The second approach is to link them directly. We've shown such 
a linking by the double arrows in Figure 2. Tb every member of 
the set of digits of Figure 1 ( a) we have associated one and only one 
letter of Figure l(b). Similarly every letter in Figure l(b) is linked 

----e 
FIGURE 2 
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to one and only one digit in Figure 1 (a). What this does is to show 
that there is a one-to-one correspondence between the two sets. 
Hence they have the same number of elements. Indeed, the phrase 
"the sets A and B have the same cardinality" means precisely that 
there exists a one-to-one correspondence between them. Sets are 
called equivalent if there is a one-to-one correspondence between 
them. The cardinality of A is then the cardinality of every set in 
the equivalence class of the set A. 

• •• BREAK 
Show that the relation "A and B have the same cardinality" is 
indeed an equivalence relation (see Chapter 2). 

One-to-one correspondences pair up the elements of two sets. 
They show that for every member of the first set, there is a corre
sponding member of the second set, and vice versa. This is shown 
in Figure 2 by the double-headed arrows, which we have used to 
emphasize the fact that, with every member of the digit set, we may 
associate a unique member of the alphabet set, and vice versa. In 
actual fact, there is no need to use double-headed arrows. After 
all, the arrows show that there is a map from the whole of one 
set to the whole of the other, with one element of the first set go
ing to only one element of the other. We could easily, therefore, 
delete one of the arrowheads-the deleted one can be recreated 
directly by knowing that exactly one element of the first set goes 
to anyone element of the second set, the map is one-to-one and 
onto. The one-to-one property tells us that no members of the 
first set are mapped to the same member of the second set. This 
gives the pairing. But ifsome member of the second set happens to 
be missed, then we don't have the required one-to-one correspon
dence. Hence the one-to-one mapping has to be onto the second 
set. That is, every member of the second set has to have come from 
a member of the first set. 

So two finite sets have the same number of elements ifthere is a 
one-to-one onto mapping between them. Surely it makes sense to 
apply the same rule to infinite sets too. If we have two sets A and 
B, and if we can establish a one-to-one mapping (one-to-one cor
respondence) between them, then we will say that A and B have 
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the same cardinality. If two sets do have the same cardinality then 
there must be some way of establishing a one-to-one correspon
dence. If two sets don't have the same cardinality, then, no matter 
how hard we try to put double arrows between their elements, we 
won't be able to do it. We'll illustrate this in a minute. 

• •• BREAK 

Use this one-to-one correspondence idea to show that there 
are as many corners on a square as there are suits of playing 
cards. Also show that there are more letters in the Greek al
phabet than there are in the Roman alphabet. Let A and B be 
two finite sets. Show that every one-to-one function from A 
to B, as well as every function from A onto B, is a one-to-one 
correspondence between A and B. 

Let's now use this one-to-one correspondence business to inves
tigate the cardinality of infinite sets. In particular, let's go back to 
Nand lE and try to establish whether or not N is bigger. For a start, 
let's try to find a one-to-one onto mapping between Nand lEo If we 
do find one, many of you will be quite surprised. If we don't find 
one, it may help us to see how to show that there isn't one. 

So let's line up the elements ofN and lE and look for a one-to-one 
mapping. Things clearly start out OK. We can pair up 0 and 0, 1 and 
2,2 and 4, 3 and 6,4 and 8,5 and 10, 6 and 12, 7 and 14, and so on. 
There is no difficulty putting the elements of Nand lE, that we've 
shown in Figure 3, into a one-to-one correspondence. But, of 
course, we've only put the first eight members of each set down, so 
obviously we should have no problem with the correspondence at 
this stage. The question is, when does this one-to-one correspon-

N 0 2 3 4 5 6 7 

I I I I I I I I 
IE 0 2 4 6 8 10 12 14 

FIGURE 3 
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dence break down? How about at the number 70? No, because we 
would pair that up with 140. So, how about 700. No, there's 1400. 

• •• BREAK 
Well, where does the one-to-one correspondence between N 
and lE break down then? 

Hang on. Let's see what we're moving toward. There seems to be 
a slender chance that Nand lE have the same cardinality. So we're 
going from N to lEo Now every even number can be written in the 
form 2n, where n E N. The obvious mapping to try (see Fig
ure 4) from N to lE is therefore the one which takes n to 2n. Is 
this mapping one-to-one and onto? 

First, is the mapping one-to-one? Can two distinct elements nI, 
n2, of N map to the same element of lE? If they do, then 2nI must 
equal 2nz. Hence 2nI = 2n2. Clearly this gives nI = nz, which con
tradicts the assumption that they were different. This means that 
no two different elements of N map to the same element of lE, so 
the mapping is one-to-one. 

Second, there is the problem of onto. Does every even num
ber come from some natural number under the mapping n ---+ 2n? 
That's easy. Surely the even number 2m, whatever that might be, 
comes from m. Every natural number is therefore covered by the 
mapping, which therefore has to be onto. 

Although we instinctively felt that the cardinality of the natu
ral numbers had to be bigger than that of the even numbers, this 
doesn't seem to be the case. No matter what natural number, n, 
say, we look at, there is a corresponding even number 2n. Between 
nand 2n we can insert the double arrow. This genuine, simple 
one-to-one correspondence shows that IlEl = INIl 

N 0 234 n 

I I I I I I 
IE 0 2 4 6 8 ••• 2n 

FIGURE 4 
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While you are getting used to that idea, perhaps it is worth point
ing out that there is a difference here between more and bigger. The 
set A is bigger than the set B if IAI > IBI, that is, if it has a larger 
cardinality. If A ::J B, then A contains elements that B doesn't. So 
we think of A as having more elements than B. The way finite sets 
work is that a finite set with more elements than another is also 
bigger. But, as we have seen, N contains more elements than lE, yet 
N is not bigger than IE. Earlier we defined INI to be ~o. Now, from 
the above, we know that IlEl = ~o. 

• •• BREAK 
What other sets have cardinality ~o? Do all infinite sets have 
cardinality ~o? 

Can we tip the scales on ~o by just adding one more thing to it? 
What we mean by that badly worded statement is, could it just be 
possible to produce an infinite set that does not have cardinality 
~o by taking N and adding just one element to it? Suppose we 
let N+ = N U {-I}. Is I N+ I = ~o, or something bigger? The test as 
always is, does there exist a one-to-one correspondence from N 
to N+? 

In Figure 5, we have lined up the two sets one above the other. 
This suggests that we look at the mapping from N to N+ which 
sends n to n - 1. That will certainly send the first five elements of 
N onto the first five elements of N+. But it's not hard to see that 
this mapping is one-to-one (if nl and nz are distinct, then so are 
nl - 1 and nz - 1) and onto (any m comes from some m + 1). The 
inescapable conclusion is that IN+I = ~o. 

It doesn't look as if we can "tip the scales" of infinite sets by 
adding only one new member. Presumably then, we can't change 
cardinality by adding a finite number of members. After all, adding 

N 0 2 345 

234 

FIGURE 5 
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a finite number of elements is just the same as adding one element 
a finite number of times. Can we prove that? Can we show that if 
B is any finite set disjoint from N, then NUB also has cardinality 
~o? Can't we just use the old N to N+ trick extended a bit? If 

then isn't the map we need the one that sends i to ai+l, for i = 0 to 
r - I, and i to i - r, otherwise? 

• •• BREAK 
Let A be any set of cardinality ~o and let B be any finite set 
which is disjoint from A. Show that A U B has cardinality ~o 
too. Is it important to have A and B disjoint? 

7.4 aTHER SETS OF CARDINALITY ~o 

Despite what we had suspected, it looks as if there may only be 
one size of infinity after all. In that case, what are some obvious 
candidates to put into one-to-one correspondence with N? The odd 
numbers, the integers, the rational numbers, and the real numbers 
all come to mind as things to try. The set of odd numbers 0 is 
{I, 3, 5, 7, ... J, the set of integers Z is 

{ ... , -3, -2, -I, 0, 1,2,3, ... J, 

the set of rationals Q is {~: a, b E Z, with b =I=- OJ, and the set of real 
numbers lR can be thought of as the set of all decimals, both finite 
and infinite. 

How can we show that there are as many odd numbers as there 
are natural numbers? 

• •• BREAK 
What one-to-one correspondence can we use to show that 
101 = INI? 

While you're working on the odd numbers, we'll have a go at 
the integers. Remember, we're trying to line up Z and N so that 



262 7 Hair and Beyond 

they are in one-to-one correspondence. We want to get a one-to-one 
mapping between Z and N. So how can that be done? 

This actually looks a little difficult. Lining up 0 and 0, 1 and I, 2 
and 2,3 and 3, and so on, isn't going to get us anywhere (see 
Figure 6(a)). If we did that we'd have nowhere to fit the negative 
integers. We could try mapping the integers 1,2,3, ... to the even 
natural numbers and the negative integers to the odd numbers. But 
that seems to have left the integer 0 adrift (Figure 6(b)). 

Can we modifY this idea a little? Why not take 0 to 0,2 to I, 4 
to 2,6 to 3, and so on, for the positive integers. That way we send 
the even integer 2m to m. That should leave the odd numbers free 
to link up with the negative integers. So then we'll map 1 to -I, 3 
to -2, 5 to -3, and so on. In general then, if n = 2m, we map it 
to m, while, ifn = 2m + I, we map it to -m - 1. It looks as if we 
might have a one-to-one mapping. 

The arrow diagram of Figure 7(a) is a real mess. Things are much 
tidier in Figure 7(b). The algebraic form of the correspondence is 
given in Figure 7(c), with m ::: o. 

We should check that the mapping is one-to-one and onto. Per
haps you could do that. And when you have, you might like to find 
another one-to-one correspondence between Nand Z. 

N 0 234 5 

... -3 -2 -1 0 2 3 

(a) 

N 0 23456 

... -3 -2 -1 0 2 3 

(b) 

FIGURE 6 
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• • 

N 0 2 3 4 5 6 7 8 

-5 -4 -3 -2 -1 0 2 3 

(a) 

753 o 2 4 6 

Z -4 -3 -2 -1 0 2 3 

(b) 

N IE 

2m ++ m 
2m + 1 ++ -m-1 

(c) 

FIGURE 7 

• BREAK 
Tty to find an infinite number of one-to-one onto mappings 
between Nand Z. 

Going back to Nand 0 for a moment, we guess that you probably 
came up with a mapping which sent a given natural number n to 
2n + 1. This is probably the obvious way to go, given what we've 
been saying. But there are other one-to-one correspondences that 
will work just as well, though they are probably more complicated. 
We show some of these in Figure 8. 

We'll leave you to show that each mapping is one-to-one and 
onto. 

• •• BREAK 
Show that each of the mappings of Figure 8 is one-to-one and 
onto. 
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N 0 2 3 4 5 

10 3 5 7 9 11 

(a) 

N 0 2 3 4 5 

X X X 
10 3 5 7 9 11 

(b) 

N 0 2 3 4 5 

X X 
10 3 5 7 9 11 

( c) 

FIGURE 8 

And now to the rationals. We won't go into the details here but 
instead refer you to Figure 9. Can you see how to settle the question 
of the cardinality of Q using that diagram? You have to be a little 
careful and notice that a given rational will occur more than once 
in the array. 

3 4 

FIGURE 9 
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Fine, so now we know that N, lE, ([)l, 2, and IQl all have cardinality 
~o. But what about the real numbers lR? The first problem with lR 
is how to describe this set. Since lR is the set of all real numbers, 
then, as we said earlier, it is the collection of all infinite decimal 
numbers. But, having got that far, it's not clear yet how to put the 
elements of lR down in a respectable orderly list. They don't seem 
to want to be arranged nicely. 

Th see what we mean, have a look at Figure 10. There we have 
started out at zero and moved up, 0.01 at a time. Clearly there 
are lots of gaps. For a start we have totally ignored the negative 
real numbers, but let's not worry about that for the moment. Then 
we have put dots after 0.30 to indicate that the reals keep going 
after 0.30. But we have obviously omitted quite a few real numbers 
between 0 and 0.01. How to list these numbers systematically is 
the main problem exercising our minds right now. Can you help? 
Can you see a way of writing down all the real numbers in some 
systematic fashion? When that's done we can try to get a one-to-one 
correspondence between Nand R 

Of course, maybe we don't need a systematic way of writing 
down the reals in order to get a one-to-one correspondence be
tween lR and .N. Maybe we can dream something up off the top of 
our heads. (You never know your luck!) But how? 

There are clearly lots of one-to-one correspondences between 
parts ofN and R For instance, 1 -+ 0.01,2 -+ 0.02,3 -+ 0.03, and 
so on. Or there's 1 -+ 0.1, 2 -+ 0.2, 3 -+ 0.3, etc., as well. None 
of these give us IlRl = IN!, which is what we'd be trying to show, 
because they are not mappings onto the set of all real numbers. 
So maybe there is a crazy correspondence, more like the ones in 
Figure 8, than the simple n -+ 2n that we found between Nand lE. 
Let's put one down (Figure 11) and hope we hit the target. We'll 
stick to the positive reals for a start, as we said. 

Oh, of course, we need to be a little more precise than this. The 
problem is that decimals can go on forever. So in our list, where 

1R 0.00 0.01 0.02 0.03 0.09 
0.10 0.11 0.12 0.13 0.19 
0.20 0.21 0.22 0.23 0.29 
0.30 

FIGURE 10 
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1 H 194.3726 
2 H 0.0543219 
3 H 2604.11112667 
4 H 5.24 
5 H 76629123456273491 
6 H 888.8888 
7 H 11.l942234 
8 H 16.0 
9 H 121.11109080765654211 

10 H 15.256783145 
11 H 99.99999999999999 
12 H 4471.236 

FIGURE 11 

we've stopped without a bar over any of the numbers, we assume 
that the only numbers from there on in the decimal representation 
are zero. By 194.3726, then, we mean 194.37260000 ... with the 
zeros going on forever. 

On the other hand, where there is a bar over a number 
or numbers, this implies repetition. We've put bars over the 
part to be repeated. This means that 11.1942234 is actually 
11.1942234234234234 ... with the "234" repeating forever. 

One final little problem with real numbers is that 99.9 (i.e., 99 fol
lowed by an infinite number of 9's) is the same as 100. It's clear 
then, that both 99.9 and 100 shouldn't be on our list. 1b make our 
list as simple as possible, we agree to put 100 and not 99.9 and we'll 
do this everywhere we come across a repeated 9's situation. In this 
way, every real number has a unique representation as an infinite 
decima1. 

OK, then. We've set up a magnificent one-to-one correspondence 
in Figure 10. Are you convinced that every positive real is paired 
to every natural number in the required fashion? Things don't 
look too bad do they? OK, so you don't see your favorite number 
33947.128206437915, say), in Figure 11. But we can assure you that 
we had that in mind to pair up with 13. You say we can't accom
modate all your favorite numbers at 13? Alright then, we'll take 
them as you send them in to us on a "first come, first served" basis. 
The first favorite number gets 13, the next 14 and so on. Are you 
feeling happier now about our extended list? 
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• •• BREAK 

Is it clear that somewhere on that list we've included every 
possible real number? 

Right then. So we've extended Figure 11 so that, on the left-hand 
side, we've put all of the natural numbers down in order. On the 
right-hand side we think we've got all of the positive real numbers, 
in no particular order but they are all there. But are they? 

Now let's construct a real number. Looking at the first number 
in the list, we see a 3 in the first decimal place. Let's choose a 0 
for the first decimal place of the number we're constructing. The 
second number on our list has a 5 in the second decimal place, so 
let's choose a 0 again for the second decimal place of our number. 

Keep on going like this. We'll construct a decimal 0 . ala2a3 ... , 
where the number in the kth decimal place, ak, is zero if the kth 
decimal place of the kth number in our list is not zero. On the other 
hand, take ak = I, if the kth number has a zero in the kth decimal 
place. 

The first twelve decimal places of this new number we're 
producing gives a decimal equal to 0.000101010111. 

But can you see where this new number of ours is on the list? 
It can't be the first number, because it is different from the first 
number in the first decimal place. It can't be the second number, 
because it is different from the second number in the second dec
imal place. It can't be the third number, because it differs from 
the third number in the third decimal place. It can't be the fourth 
number, because .... 

We've got a new positive real number that wasn't on our list! This 
contradicts the assumption that all positive real numbers were on 
our list. Hence they weren't. The list we started so confidently in 
Figure 10 couldn't have been a complete list after all. Indeed, any 
such list that we cared to write would be incomplete for exactly 
the same reason. The positive reals, lR+, and the natural numbers 
do not have the same cardinality. Hence IlR+ I =F INI! SO there is, 
indeed, more than one size of infinity! With an obvious defini
tion of "greater than" for cardinals, we may plainly conclude that 
IlR+1 > INI. 

Incidentally, the argument we used to show that the reals have a 
larger cardinality than the naturals is called a diagonal argument. 
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You can probably see why. As we constructed the new number, we 
moved down the list of Figure 11 on a diagonal. 

The diagonal argument was initially formulated by Georg Cantor 
in 1891. It has been used many times since in other situations. For 
instance, it can be used to show that the set of subsets of a set is bigger 
than the original set, so that there is no largest infinity. There must 
then be infinitely many infinities (see [3]). 

7.5 SCHRODER AND BERNSTEIN 

In the last section we set out to look at the relation between IIRI 
and INI but, in fact, only succeeded in showing that IIR+I > INI. 
However, since IR+ C IR, then IIRI ::': IIR+I > INI. SO IIRI is indeed 
greater than INI. But we still have the problem of deciding whether 
IIRI is equal to IIR+I or not. In Question 3 at the end of this chapter, 
we see how to do this. 

Since N C IR+ C IR, and INI < IIR+I ::: IIRI, it seems that we 
should look at sets between Nand IR+ to see whether or not 
there are any whose cardinality is the same as IR+. For exam
ple, what about a set like T = [-1,1] = {x: -1 ::: x ::: I}? Is there a 
one-to-one onto mapping from IR+ to T? 

In turns out that we don't have to go that far. Schroder and 
Bernstein have, in a sense, taken the "onto" out of one-to-one cor
respondences. They discovered that if you want to show that sets 
A and B have the same cardinality, then you don't have to find 
a one-to-one onto mapping from one to the other. All you have to 
do is to find a one-to-one mapping from A to B and a one-to-one 
mapping from B to A. It turns out that it's usually easier to find 
one-to-one mappings that aren't onto than those that are, so we 
gain even if we do have to find two mappings (one from A to B, 
and one from B to A), rather than one "onto" mapping. 

The Schroder-Bernstein Theorem Let A and B be sets. If there 
is a one-to-one mapping from A to B and a one-to-one mapping 
from B to A, then there is a one-to-one correspondence between A 
andB. 
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• •• BREAK 

What is the intuition behind the Schroder-Bernstein Theo
rem? 

Let's illustrate this by showing that jR+ and [-1, 1] have the 
same cardinality. Now f: [-I, 1] -+ jR+, withf(x) = x, is a perfectly 
good one-to-one mapping from [-1, 1] to jR+. (But it is certainly 
not an onto mapping.) On the other hand, g: jR+ -+ [-1, 1], with 
g(x) = arctan x, is also one-to-one (but not onto). According to our 
friends Schroder and Bernstein then, there exists a one-to-one onto 
mapping between [-1, 1] and jR+. These sets then have the same 
cardinality. 

7.6 CARDINAL ARITHMETIC 

How do you add together two cardinals, whether they are finite or 
infinite? Perhaps that's a little too hard straight off the bat. So first 
let's think about how we add two finite numbers. Adding two finite 
numbers together is something that we do all the time without any 
thought. When you think about it though, to add 5 and 7, say, what 
you really do is to take a set with five elements and a set with 
seven elements, take their union and count how many elements 
there are in the combined set. Well, actually you have to be a bit 
more careful than that. You have to make sure that the smaller sets 
are disjoint or else you'll undercount the sum. So, to add two finite 
numbers a and b together, we take a set A, of size a, a disjoint set 
B of size b. Then a + b is just the size of the set A U B. 

There's no reason not to extend this idea to include infinite sets. 
1b add together the cardinals a and b, we'll simply find two disjoint 
sets A and B and take their union. The cardinality of A U B is a + b. 

Given that definition of the addition of cardinals, let's add ~o 
to itself. The idea is to find two disjoint sets whose cardinalities 
are ~o. Next we take the union of these two sets and work out 
the cardinality ofthe union. This cardinality will be ~o + ~o. What 
we have to do now, is to find two disjoint sets whose cardinality 
is ~o. That's not too difficult. After all, 101 = ~o and IlEl = ~o too. 
The nice thing about these two sets is that their union is N. Now we 
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know that INI = ~o, so we have reached the inescapable conclusion 
that ~o + ~o = ~o. That never happens with finite numbers. Well, 
not non-zero ones, anyway. 

• •• BREAK 

1. So ~o + ~o = ~o. What does ~o + n equal, where n is any 
finite cardinal? 

2. Verify that our rule for adding cardinals makes sense; that 
is, the cardinality of AU B is unchanged if A, B are replaced 
by disjoint sets A', B' such that A, A' andB, B' have the same 
cardinality. 

We've actually already shown that ~o + 1 = ~o. Look back to see 
the cardinality of N U {-I}. Then ~o + n shouldn't be too much 
more difficult. 

The interesting thing now is that we can find the cardinality of 
Q U {rr}, without any effort. We know that Q has cardinality ~o, and 
we know that {rr} has cardinality l. Since Q and {rr} are disjoint, 
the cardinality of Q U rr is just ~o + I, which we have just shown 
to be ~o. Bingo! IQ U {rr}1 = ~o· 

7.7 EVEN MORE INFINITIES? 

It's bad enough having infinity in this world without having to 
have two infinities. Maybe a worse thought is that there are other 
infinities as well. Possibly there are an infinity of infinities. If there 
are-and Cantor's argument shows that there are-is that infinity 
of infinities the infinity of N or the infinity of JR, or some other 
infinity altogether? 

But cardinality gets curiouser and curiouser. It can be proved 
that there are as many points in the Cartesian plane as there are 
points on the x-axis. That's the same as saying that there are as 
many points in the plane as there are real numbers. Having got 
that far, it will come as no great revelation that there are as many 
points in three-dimensional space as there are real numbers. In 
fact, why stop at three dimensions? 
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This business about lR and the plane having equal cardinalities 
has a strange (no, totally weird and unexpected is more the way to 
describe it) consequence. If there are as many points on the real 
line (or x-axis) as there are points in the plane, then it should be 
possible to cover all the points in the plane by a single line (which, 
of course, could not be straight)! 

That's fairly mind-blowing. Does that mean that you can draw 
a single line through all the points in the plane? Yes, it does. Such 
lines are called space-filling curves. Peano came up with the first 
one of these in 1890. 

You'll notice we said lines, plural. There are actually an infinite 
number of space-filling curves. We've tried to show, in Fig
ure 12, one that was devised by Hilbert. 

We should add that we are actually only filling the unit square 
with a line here. However, since there are as many reals in the 
interval from 0 to 1 as there are overall, this is not a problem. 

This space-filling curve is defined iteratively. We have only given 
the first three steps. You might like to see if you can perform the 
next iteration. The final space-filling curve is the limit of this it
erative process. This all sounds a bit like Koch curves and fractals 
(see Chapter 8). 

• •• BREAK 

Is the above space-filling curve a fractal? If not, are some 
fractals space-filling curves? 

But what about sets with cardinality greater than that oflR? As we 
have suggested earlier, one way to find a set with larger cardinality 
than a given set, is to form the set of all its subsets. Thus, if X is a 

FIGURE 12 
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given infinite set, then the set of subsets of X has bigger cardinality 
than X. Using this approach then, it should be clear that there is 
never any biggest infinite set. Just when you thought you had got 
such a set, you can get a bigger one by taking the set of all its 
subsets. 

• •• BREAK 

How many subsets does a set with n elements have? 

Now because there is an infinity of infinities, different infinite 
cardinal numbers have been invented. We have already talked 
about ~o, the smallest, infinite cardina1. From there we have the 
next cardinal numbers ~l, ~2, and so on. But does it make any 
sense to say the "next" cardinal number? Is there always another 
cardinal number between two given cardinals? 

One of the interesting things here is that IlRl is known as c. Now 
c stands for the continuum, so-called because lR (as compared to N) 
appears to have no gaps in it. The big question here is, is IlRl = ~l? 
It's all a matter of order, in the following sense. First of all, we 
know that INI = ~o, IlRl = c, and INI < IlRl. But we don't know if 
there exists a set X such that INI < IXI < IlRl. It turns out, quite 
remarkably, that the existence of such a set actually depends on 
the axioms of set theory that we choose. 

What is an axiom? Simply, it's an unproven assumption. In math
ematics we need to start somewhere. We need to assume certain 
things exist and have certain properties. Then we can start proving 
theorems and generating useful algorithms. 

In plane Euclidean geometry, for instance, we postulate the exis
tence of points and lines and we axiomatize them by saying things 
like: 

Axiom 1 There is a unique line through any two distinct points. 

Axiom 2 Any two nonparallel lines meet at a unique point. 

One of Euclid's controversial axioms concerned parallel lines. 
This was his fifth axiom. 
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Axiom 5 Through any point not on a given line, there exists a unique 
line which is parallel to the given line. 

Now it turned out that this was indeed an axiom for Euclidean 
geometry, despite the fact that for centuries mathematicians had 
tried to show that it was a consequence of Euclid's previous four 
axioms. In the early nineteenth century, Bolyai and Lobachevsky, 
independently, came up with new geometries which were based 
on the first four axioms plus another axiom of their own (see [3]) 
which contradicted Axiom 5. 

So it is important what axioms you use in geometry. In the same 
way it's important which axioms you use in set theory. With some 
axiom systems IJRI is indeed equal to ~l. In others, this is not the 
case. Mathematicians have to decide which axioms are most ap
propriate for what they are doing. Which axioms enable them to 
model which part of the real world the best? Having chosen their 
axioms though, certain consequences follow. 

The most common axiom system for set theory is that of Zer
melo and Frankel. In this axiom system, the so-called continuum 
hypothesis (IJRI = c = ~l) is actually independent of the other ax
ioms. This follows from work of Cohen and Gbdel (see [1] and [2], 
respectively). They were able to show that the continuum hypoth
esis does not rely on normal set-theoretical axioms. It is therefore 
possible that it could play the same role in set theory that Euclid's 
Axiom 5 plays in geometry, so that different set theories from the 
one we are used to working with could arise. Only time will tell 
how important these other sets theories are. 

• •• FINAL BREAK 
Here are a few problems for you to try out your new skills on. 

1. Given 37 natural numbers, is it true that 7 of them can 
always be chosen so that their sum is divisible by 7? (Hint: 
Use ideas from Chapter 2). 

2. A chess master who has 11 weeks to prepare for a tour
nament, decides to play at least one game every day but, 
in order not to tire herself, she decides not to play more 
than 12 games in any 7-day period. Show that there exists 
a succession of days in which she plays exactly 21 games. 
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(Hint: Try to find 154 = 2 x 77 numbers that have to fit 
into 153 pigeon-holes.) 

3. Show that IJRI = IJR+I, where JR+ = {r E JR and r > O}. 

4. Prove that IJRI = I{x: 0 :::: x :::: 1}1. 

5. Prove, or find a counterexample to, the following state
ment: 

The cardinality of JR- U N is equal to the cardinality of 
JR, where JR- = {r E JR and r < O}. 

6. Complete the following addition table: 

n ~o c 

m m+n 
~o 

c 

7. Let N x N = {(a, b): a, bEN}. Determine IN x NI. 
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ANSWERS FOR FINAL BREAK 

1. Now any number has remainder 0, 1, 2, 3, 4, 5, or 6, when 
divided by 7. So we can reduce our arbitrary 37 numbers to 
these residue classes modulo 7. If every residue class is present 
among the 37 numbers, then we choose a representative of 
each class. Hence we have numbers whose residues sum to 
o + 1 + 2 + 3 + 4 + 5 + 6 = 21 and this is congruent to zero 
modulo 7. So the seven numbers we chose had a sum divisible 
by 7. 

Hence we can suppose that one residue class is not rep
resented among our 37 numbers. Since there are six residue 
classes left, by the pigeon-hole principle, one of these classes 
must occur at least seven times. Ifwe take seven of this residue 
class and add them, the sum is divisible by seven. 

2. The hardest part of this problem is setting it up. One approach 
is shown below. 

Let ai be the number of games played up to and including 
the ith day. Then al < a2 < a3 < ... < a77. Now consider aI, 
a2, a3,···, a77, al + 21, a2 + 21, ... , a77 + 21. This is a total of 
154 numbers, the largest of which is a77 + 21. 

Now in any 77 days, the chess master plays at most 12 x 11 = 
132 games. Hence a77 :::: 132 and so a77 + 21 :::: 153. By the 
pigeon-hole principle, two of the 154 numbers listed above, 
which are all between 1 and 153 must be the same. Hence for 
some i and j, ai = aj + 21. So ai - aj = 21. There must therefore 
be a string of days (from day j + 1 to day i) when 21 games are 
played. 

3. Use f: JR ~ JR+, where fer) = eY • 

4. Let f: JR+ ~ {x: 0 < X < I}, where fer) = Y~l' and let 

g : {x: 0 :::: x :::: I} ~ {x: 0 < X < I}, 

h (0) - 1. ( J..) - _1 (1 - 1. ( J..) _ _1 > were g - 3' g 3" - 3,,+1, g ) - 2' g 2" - 2n+1, n _ 1 
and g(x) = x, for other real values. Then use the Schrbder
Bernstein Theorem. 

This can also be done by exploiting the equality between the 
cardinalities ofJR, JR+, [-1,1], and [0,1]. 
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5. Send {x: -1 ::: x ::: O} to {x: -1 < x ::: O} U N using the map 
which takes n to -Pn, the nth prime, and -P~ to _p~+l and 
keeps everything else fixed. 

6. n ~o c 

m m + n ~o c 
~o 

c 
~o 

c 
~o c 
c c 

First note from the definition of the sum of two numbers, 
a + b = b + a. Since the commutative law holds, there is no 
need to worry about the entries under the diagonal. 

Clearly adding m and n gives m + n. 
Now take the disjoint sets Nand {-1, -2, ... , -m}. There 

union has the same cardinality as N. The mapping[(r) = r - m, 
from N to N U {-1, -2, ... , -n}, is a one-to-one onto mapping. 
So m + ~o = ~o. 

Take A = [0,1] and B = {2, 3, ... , m}. We will compare the 
union of these two sets with [0, 1] itself. Clearly f: A -+ A U B, 
where [(x) = x, is a one-to-one map. Ifwe can get a similar map
ping from A U B to A, then we can apply the Schroder-Bernstein 
Theorem. TI-<r sending i to ~l ' for i E B; 1. to ~+l ' for r E N; .L.J....y 1-- r m-r 
and everything else just maps to itself. (Is that map onto as 
well?) So m + c = c. 

We have already seen that ~o + ~o = ~o. (Use the fact that iQ) 

and IE: are disjoint and their union is N.) 
Look at [0,1] U {2, 4, 6, ... }. The mapping to [0,1] which takes 

2n to in' ~ to 2n~1 ' and maps all other elements to themselves, 
is then a one-to-one mapping of [0,1] U {2, 4, 6, ... } into [0, 1]. 
Since [0, 1] C [0,1] U {2, 4, 6, ... }, this shows that c + ~o = c. 

For c + c just take [0, 1] U (1,2]. 

7. Workoutamappingbasedon(l, 1) -+ 1, (1, 2) -+ 2, (2,1) -+ 3, 
(3,1) -+ 4, (2,2) -+ 5, (1,3) -+ 6, .... (Compare this with Fig
ure 9.) 



CHAPTER 

An Introduction to 
the Mathematics of 
Fractal Geometry 

8.1 INTRODUCTION TO THE INTRODUCTION: WHAT'S 
DIFFERENT ABOUT OUR APPROACH 

Among modern topics of mathematics, fractal geometry and the 
associated theory of chaos have attracted unusual public notice. No 
doubt the availability of spectacular computer graphics has had the 
effect of popularizing these theories, in the media and in popular 
science literature. 

We are, of course, very much in favor of good popularization of 
science and mathematics-and we like pretty pictures, too! How
ever, it has struck us that most of the expositions intended for 
an audience, or a readership, not averse to mathematics, have 
also tended to err on the popular, more superficial side. Authors 
and speakers have stressed applications to the study of coast
lines, to the growth of trees and to predator-prey interactions 
in human and other animal societies, and have shown beautiful, 
computer-generated colored pictures which have often impressed 
without conveying real understanding. Thus there has been rather 
little available 1 in the important area between the specialized 
publications of research mathematicians active in the field and 

I Among the best is [7]. 
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popular accounts ofthe applications in which no real mathematical 
understanding has been conveyed-or perhaps even intended. 

It is our object in this chapter to make a small contribution to 
filling this gap. It is not our intention to provide a rigorous math
ematical treatment-notice the word Introduction in the title of 
this chapter. We emphasize that we are not experts in the field (we 
would particularly like to stress our indebtedness to the texts of 
Robert L. Devaney [2] and Kenneth Falconer [3]); but we believe 
that the mathematics of fractal geometry should be accessible to 
the readers of this book, and we are very much concerned to put 
to rest the dangerous and fallacious view that one can only make 
a topic interesting by suppressing its mathematical content. 2 

This chapter is structured as follows. In Section 2 we describe 
how certain familiar, and classical, fractals arise from self-similar 
transformations, and how one might attempt to attach to such frac
tals a (self-similarity) dimension which would seem better to reflect 
their density than ordinary topological dimension. In Section 3 
we go into details about one particular self-map of the real line 
]Rl, the tent map. We explain how the study of the iterations of 
this map leads naturally to the identification of the Cantor middle
thirds set F as the collection of exceptional ("chaotic") points of 
this map, in the sense that all other points of]Rl are attracted to 
-00, while the points of F are endlessly moved around amongst 
themselves. We also analyze, in Section 3, a general mathematical 
model, of which that created by the tent map was a special case, 
so that we have a purely qualitative explanation of the phenomena 
noticed earlier. In particular, we apply our analysis to the logistic 
map, involving the function AX(1 - x), which has many features 
in common with the tent map and which has long been recog
nized as an important model in population studies. In this section, 
we confine our discussion of the logistic function to the situation 
where A > 4, postponing the examination of what happens when 
o < A < 4 until Section 4. 

Section 4 intensifies the mathematics (but we will try to make 
it as readable as possible)-that is, it explains why the processes 

ZIn his record best-seller, A Briej'History oj'Time, the author, Stephen Hawking, writes that 
he was advised against including any equations in his book in order not to reduce the sales, 
but that he finally restored just one equation. It is not our judgment that this abstemiousness 
improved the comprehensibility of the book, even if it improved sales. 



8.1 Introduction to the Introduction 279 ---------------------------------------------

described in Sections 2 and 3 work as they do and why they fail 
to work for the logistic map with 0 < A < 4, and what happens in 
such a situation. 

Thus we begin Section 4 by setting up theories of which the 
examples of Sections 2 and 3 are particular-and fairly simple
cases. First, we introduce the Hausdorff dimension, and show that 
this is the concept lying behind our ad hoc attempts at framing 
a self-similarity dimension for the fractals discussed in Section 2. 
Second, we discuss the fractal associated with a finite set of con
tractions (for which the Cantor set of Section 2 is an example). 
Third, we look at the extraordinary dependence of the behavior of 
iterates of the logistic function AX(1 - x) on the parameter A where 
o < A < 4. We close the third part of this section by exhibiting a 
common context for the (generalized) tent map and the logistic 
map and detailing some of its remarkable features. 

The inquiring reader may well ask at this point, What precisely 
is a fractal? It is remarkable how often this question is avoided in 
the literature. 3 Some authors seem to use it to describe a set whose 
Hausdorff dimension is not an integer (though it is very unlikely 
to be a fraction);4 others get nearer the mark by using it for sets 
which are "strange attractors./1 We would wish to be candid-our 
view is that the property of being a fractal should not be an intrin
sic property of the set in question but rather a property of the role 
it plays in the analysis of the behavior of iterates of a self-map [ 
and of the (finite) family of branches of its inverse [-1. Thus The
orem 2 comes very close, in our view, to providing the framework 
for an effective working definition. However, since experts have 
not, usually, adopted this point of view, we have decided not to in
sist on a precise definition of a fractal in this book. In addition, we 
do recognize that their "strangeness" is part of the appeal of frac
tals and therefore, in Section 2, we describe some characteristic 

3Even Falconer [3] is somewhat devious! His index lists "fractals, definition of xviii-xxii:' 
But these pages contain no definition. He attributes the term to Mandelbrot who used it to 
refer to objects exhibiting significant geometric irregularity. Devaney [2] is more candid; 
neither of the terms "definition ofa fractal:' "fractal, definition of" occurs in the index-and, 
indeed, he gives no precise definition. 

4Mandelbrot defines fractal, in [6], as a set for which the Hausdorff dimension is strictly 
greater than the topological dimension, but he envisages the possibility that the definition 
may be changed. We will not ourselves adopt Mandelbrot's definition, since we use standard 
sets to motivate our definition of the self-similarity dimension. 
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features of some of the fractals which have appeared in popular 
literature. 

We would also like to comment that, while the Hausdorff dimen
sion provides a perfectly secure logical basis from which to describe 
and explore the fractals F arising from self-similar transformations 
as in Section 2, we should openly acknowledge that it has the 
disadvantage of being virtually incalculable except in such elemen
tary examples. Theorem 2 does provide a context in which one 
can obtain arbitrarily good rational approximations to the Haus
dorff dimension-but we do not believe it possible to increase the 
generality significantly and retain effective computability. 

For further reading, the reader may consult [I, 4, 8]. 

8.2 INTUITIVE NaTION OF SELF-SIMILARITY 

We begin with four specific examples of fractals. In each of these 
examples the fractal F appears as the limit of an iterative process 
which produces stages Fk, k :::: 0, and which has the following three 
important characteristics: 

(a) {Fd is self-similar; that is, if at any stage we look at a small 
portion of Fk, k :::: I, under suitable magnification, that part 
will appear identical to a portion of Fk-l; 

(b) {Fd is defined recursively; that is, the rule for obtaining F k+1 

assumes the construction of Fk and is independent of k; 

(c) F has a fine structure; that is, given any open subset U of 
the ambient Euclidean space, however small, the intersection 
U n F reveals the special structure of F. 

You will probably understand (c) better when we discuss the 
examples below. 'lYpically, a portion of the Euclidean plane ]R2 
does not have fine structure-ifwe take a small quadrilateral in]R2 
and just look at the part of]R2 near to it, we cannot know whether 
we're on the surface of a sphere or in the plane (remember, there 
are still many Flat Earthers around!). 

As you will see in our examples, despite the regularity of the 
construction there is something elusive about F; for in every 
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interesting (i.e., nontrivial) case: 

(d) The geometry of F is not easily described in classical 
tenns. 

Before we give examples, we recall some important notation. 
On the real line, the open interval a < x < b is written (a, b), 
and the closed interval a :::: x :::: b is written [a, b]. Sometimes we 
consider half-open intervals, and use the obvious notation. (There 
are examples of these ideas and the notation in Chapter 7.) 

Our first example is the Cantor middle-thirds set. The construc
tion begins with Fa, the unit interval [0, 1] as shown on the first level 
of Figure 1. The first iteration deletes the middle-third of the inter
val [0, 1], that is, the open interval (~, ~) is removed. This leaves 
F j , the union of the two closed intervals shown in the second level 
of Figure 1. The iteration process continues, deleting the middle 
third of each of the intervals [0, ~] and [~, 1], to obtain the four seg
ments shown in the third level of Figure 1. Continuing in this way 
we obtain, in the limit, the set known as the Cantor middle-thirds 
set, or, more simply, the Cantor set. 

Observe that the sum of the lengths of the subintervals making 
up Fk is (~)k; this quantity clearly approaches 0 as k -+ 00. Thus 
it might appear, at first glance, as though there would be no points 
remaining in the Cantor set. However, we know that we never 
eliminate any of the subinterval endpoints that occur along the 
way! 

a 

] 2 
3 3 

] 2 7 8 
9 9 9 9 

] 2 7 ~ ]9 20 25 26 
27 27 27 27 27 27 27 27 - - -- -- - -

•• •• •• •• •• • • •• • • 
FIGURE 1 
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All the points in the Cantor set may be written as infinite 
decimals, in base 3, consisting of a decimal point followed by a 
sequenceS of O's and 2's. 1b argue the truth of this last statement 
observe that, for k ~ 1, the kth iteration removes all those numbers 
whose decimal representation (in base 3) has the digit 1 in the kth 
place after the decimal point. Thus it is also true, conversely, that 
all infinite decimals consisting only of O's and 2's are members of 
the Cantor set. 

In fact, the decimal representation (in base 3) of points in the 
Cantor set gives exact information as to where the point is located. 
For example, a number which begins 

.0 must be to the left of the interval (t, ~); 

.00 must be to the left of the interval (i, ~); 

.000 must be to the left of the interval ( 217' f.7); 
etc. 

Similarly, a number which begins 

.2 must be to the right of the interval (t, ~); 

.22 must be to the right of the interval ( ~, ~); 

.222 must be to the right of the interval (;~, ~); 
etc. 

Now let us consider a slightly more complicated example (it may 
help to refer to Figure 1). If a number begins 

.020 ... , then6 

the first digit (0) tells us that the point lies in the Left-hand 
subinterval in F1 ; call this L 1 ; 

the second digit (2) tells us that the point lies in the Right
hand subinterval created from L1 in forming F2; call this R2; 

SSome points of the Cantor set could be written with l's. For example, 3 = .1, but 3 can 
also be written as .0222 .... 

6Notice how we use the self-similarity to facilitate our explanation. 
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the third digit (0) tells us that the point lies in the Left-hand 
subinterval created from R2 in forming F3 ; call this L3 ; 

A little reflection on this last example will indicate how to write 
the base 3 representation of any number in the Cantor set if its 
location can be determined with regard to the deleted parts at 
each stage of the iteration. As a special case, consider this exam
ple. The point ~ is to the Left of the first removed middle third, 
and thereafter it is always to the Right of the portion removed 
(in the piece to which it was attached). Thus its successive lo
cations may be abbreviated by the sequence LRRR . . . . Th get 
the base 3 decimal representation of ~, systematically replace 
L by 0, R by 2, and affix "./1 at the beginning. Thus we obtain, 
as expected, ~ = .02. (Remember, the overlined portion is to be 
repeated indefinitely.) 

It is not difficult to see that endpoints from the successive iter
ative stages must terminate with an infinite sequence of O's or 2's. 
But, of course, there must also exist points in the Cantor set lo
cated so that they would be represented by an infinite decimal (in 
base 3) with a periodic repeat of the digits 0 and 2 (in which case the 
point in question represents a rational number); and there must ex
ist points located so that the digits in their base 3 representation 
never repeat (in which case the point in question represents an 
irrational number). 

The observation that the points of the Cantor set may be repre
sented as decimals in base 3 (with digits 0 and 2) has a particularly 
interesting immediate consequence. For we see that, in an obvious 
way, the points of the Cantor set may be mapped onto the set of 
all points of the original unit interval (Hint: Think of the points of 
the unit interval expressed as decimals in base 2). This shows that, 
though the Cantor set is so thin that it contains no subintervals, 
nevertheless, it retains the cardinality of the original unit interval! 
(This is called the cardinality of the continuum, and written c; 
see Chapter 7.) Let us just explain characteristic (c), from the list 
at the start of this section, in this context. The Cantor set (which 
cannot be drawn) has the property that each of its points lies in an 
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arbitrarily small interval whose endpoints are not in the Cantor set. 
Plainly this extraordinary property, in a set with the cardinality of 
the continuum, is a local property describing the fine structure of 
the Cantor set. 

The convergent sequence {Fkl described, together with its 
limiting Cantor set F, possesses the characteristics (a) (with 
magnification factor 3), (b), ( c), and (d). 

Now comes an interesting question. We know that the unit inter
val we started with was one-dimensional in the usual topological 
sense and, in fact, so was each of the stages F k . It is also easy to 
see that, in the limit, the sum of the lengths of the segments which 
were removed from the original unit interval was I; yet, having 
removed these segments, there appear to be just as many points 
remaining as there were in the original unit interval! Nevertheless, 
the topological dimension has dropped suddenly from I to 0 as we 
pass from Fk to its limit F. Thus perhaps the topological dimension 
is inadequate for describing F, and the question as to what would 
be a reasonable definition for a dimension of the limit (Cantor) set 
is an intriguing one. Our reflective readers may feel that there are 
grounds for believing that such a dimension should exist and that 
its value should lie somewhere between 0 and I-but precisely 
where between 0 and I? 

Notice that the passage from Fk to Fk+l can also be viewed from 
the following alternative point of view. Each line segment in Fk is 
replaced by 2 line segments in Fk+l whose lengths are reduced by 
a factor of 3. We will write r for the reduction factor, and m for the 
number of reduced copies replacing a single copy at the previous 
stage. So, for the Cantor set, r = 3 and m = 2. 

When we return to the problem of assigning a new sort of 
dimension to F the quantities rand m will playa key role. 

Our second example is the Koch Snowflake. The construction 
begins with an equilateral triangle (boundary only) with side of 
length I, as shown in Figure 2(a). The first iteration involves 
removing the center third of each side of the original triangle, 
replacing it with two line segments of length ~ as shown in Fig
ure 2(b). Notice that whereas the triangle in Figure 2(a) has a 
perimeter oflength 3, the polygon in Figure 2(b) has a perimeter 
oflength (3)(4)0). The iteration process continues by removing 
the center third of each of the sides of the (nonconvex) 12-gon 
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(a) (b) 

(c) (d) 

FIGURE 2 

and replacing that segment with two line segments oflength (t)2 
as shown in Figure Z(c). Once again, the perimeter has been 
multiplied by ~, so Figure Z(c) has a perimeter oflength (~)23 . 
Continuing in this way we obtain Figure Zed), ... , and, in the limit, 
the curve known as the Koch Snowflake. 

Observe that the length of the perimeter at the stage Fk of con
structing the Koch Snowflake is given by (~)k3, and this quantity 
obviously approaches 00 as k -+ 00. On the other hand, we can 
see that the area bounded by the curve is finite-encompassing, 
in fact, no more than the area of the circumcircle of the original 
triangle. 

Again, we have a construction {Fd, with Fk -+ F, which clearly 
possesses the characteristics (a) (with reduction factor 3), (b), 
(c), and (d). Adopting the alternative point of view (see the Can
tor set example) we see that, for the Koch Snowflake, r = 3 and 
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m = 4, since, at each stage, each line segment is replaced by 4 line 
segments whose -lengths have been reduced by a factor of 3. 

In this construction, Fk is plainly one-dimensional, yet because 
its length approaches infinity in the limit, it may seem reasonable 
to expect that a type of dimension could be defined for the Koch 
Snowflake which would be a number greater than 1 (which remains 
the topological dimension of F). Again, we will discuss precisely 
how this can be done at the end of the section. 

In our third example, the Sierpinski 'Diangle (or Sierpinski 
Gasket), we step up the topological dimension. The construction 
begins with a black equilateral triangle, taken with its interior, of a 
given area, say A, as shown in Figure 3(a). The first iteration 
involves removing a central triangle, whose vertices lie at the mid
points of the sides of the original triangle, as shown in Figure 3(b). 
Notice that the total area of the three remaining black triangles in 
Figure 3(b) is (~)A. The iteration proceeds by removing, as before, 
the central triangle from each of the three black triangles to obtain 
the configuration shown in Figure 3( c). The total area of the 9 black 
triangles in Figure 3( c) is ( ~ ) 2 A. Continuing in this way we obtain 
Figure 3(d), ... , and, in the limit, the set of points in the plane 

(a) (b) 

(c) Cd) 

FIGURE 3 
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known as the Sierpinski Triangle. Observe that the total area of Fk, 
which consists of the black portions surviving at the kth stage from 
the original triangle, is (~)kA, and this quantity approaches 0 as 
k ~ 00. Observe also that the one-dimensional line segments on 
the boundary at every stage must remain in the limit set. 

Once again, we have a sequence {Fd with limiting set F which 
clearly possess the characteristics (a) (with reduction factor 2), (b), 
(c), and (d). Here r = 2 because the linear reduction,? that is, the 
reduction in the length of a side of a triangle is 2; and m = 3. 

Now, on the one hand, we know that the Sierpinski Triangle 
contains one-dimensional lines, and, as shown above, in the limit 
the total area of the black triangles approaches zero. On the other 
hand, we know that, at each stage of the iterative process, the in
dividual triangles are, in fact, two dimensional. Clearly, we may 
reasonably hope that we can attach to the Sierpinski Triangle a 
dimension between 1 and 2. Should it be closer to 1 or to 2? 

Figure 4 shows two iterations of a box-fractal, in which the iter
ative process involves, in an obvious way, the removal of § of the 
existing black square(s) at stage k to produce the (k + 1 )st stage. Ex
cept for its shape (and the fact that the reduction factor is now 3), it 
is entirely analogous to the Sierpinski Triangle and, consequently, 
we may reasonably expect that it also should have a dimension be
tween 1 and 2. Should the dimension of the box-fractal be larger or 
smaller than the dimension of the Sierpinski Triangle-or perhaps 
even equal to it? Notice that r = 3, m = 5 for the box fractal. 

It is common ground that sets F obtained in the way we have 
described are fractals. We now turn to the main mathematical ques
tion raised at the end of each of these four examples. That is, how 
might we reasonably try to define a dimension for a fractal F which 

(a) (b) (c) 

FIGURE 4 

7 Scaling factors are always linear. 
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satisfies the conditions ( a) through (d) given at the beginning of this 
section. Of course, we would not want the dimension of F to de
pend on the process {Fd by which it was obtained. Nevertheless, it 
would be natural to use the process in the definition. 

We proceed by analogy. In fact, we look at what may be described 
as the least pathological examples we can find, namely, parts of 
lines, planes, and space in ordinary Euclidean geometry. We are 
already familiar with the fact that a line segment has topological 
dimension I, a square has topological dimension 2, and a cube 
has topological dimension 3. Fortunately, just as in the case of our 
fractals, each of these objects can be broken up into self-similar 
objects. For the purposes of discussion let us begin with the unit 
interval I, which we subdivide into r equal subintervals, whose 
lengths are ~, that is, one rth of the length of the original interval. 
We call r the reduction factor or, according to our point of view, 
the magnification factor. We now subdivide (for any n), the unit 
hypercube In by subdividing I as above along each axis; we will 
continue to call r the (linear) reduction factor for our subdivision 
of r. Now, using a particular but not special example (with r = 4, 
as shown in Figure 5), we see that the subdivided line segment 
consists of 41 smaller line segments, the subdivided square consists 
of 42 smaller squares, and the subdivided cube consists of 43 smaller 
cubes. Notice that the exponents I, 2, and 3 are the dimensions of 
a line segment, a square, and a cube, respectively. This gives us 

4 small segments 

, , , ,I, 
'------v--' 

1 

! 
16 small squares 64 small cubes 

FIGURE 5 Subdivisions for (linear) reduction factor of 4. 
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the clue. In general, let a fractal F be constructed as described at 
the start of this section,8 that is, as the limit of the sequence {Fk}. 
Let 

r = the reduction factor (or magnification factor); 

m = the number of cells formed at stage (k + 1) from a cell 
at stage k; 

and 

d = the self-similarity dimension (to be defined!). 

We then observe that, for the example in Figure 5, where d must 
be the usual dimension, 

line segment square cube 

41 = 4 42 = 16 43 = 64 

so that, for these examples, 

(1) 

Solving this equation for d we see that (without needing to specify 
the base of the logarithm!) 

d 
logm 

logr 
(2) 

This suggests (2) as an acceptable definition for the self-simt1arity 
dimension. Let us see if this definition lives up to our expectations 
for the four examples given. Table 1 contains the pertinent infor
mation for each of the examples. The reader should check that, 
indeed, the value for d, calculated from (2), does seem plausible 
in accordance with our discussion. 

• •• BREAK 

1. Check Table 1. Make up an example of your own and 
calculate r, m, d for your example. 

BThe process described in this paragraph may be thought of as initiating the con
struction of a fractal in which each Fk+l is simply obtained by subdividing Fk, so that 
Fl = F2 = F3 = ... = F. We may think of this as a constant fractal. Of course, it is not a 
fractal in the sense of Mandelbrot's definition-but we see here a good reason, from the 
mathematical point of view, for not adopting that definition. 
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TABLE 1 

Fractal m r d = logm 
logy 

Cantor middle-thirds 2 3 0.6309 ... 
Koch Snowflake 4 3 l.2619 ... 
Sierpinski Triangle 3 2 1.5849 ... 
Box-fractal 5 3 1.4649 ... 

2. Explain why r can be regarded either as a reduction factor 
or as a magnification factor. 

3. Give a convincing argument why the box-fractal must have 
smaller dimension than the Sierpinski Triangle. 

4. What is the relation between the self-similarity dimensions 
of the Cantor set and the Sierpinski Triangle? Between the 
self-similarity dimensions of the Cantor set and the Koch 
Snowflake? 

8.3 THE TENT MAP AND THE LOGISTIC MAP 

We begin with a description of a typical process, involving a con
tinuous real-valued function f, which gives rise in a natural and 
important way to a fractal as discussed in Section 2. In fact, the 
function we choose to discuss gives rise to the Cantor set. It is 
an example of a type of function discussed in greater depth in 
Section 4. 

We consider a particular function f, from jRl to jRl, that is, the 
function given by 9 

{ 
3x, 

fCx) = 
3(1 - x), 

x :'S .! 
2 ' 

X > 1 
2 . 

(3) 

This function, called the tent function for obvious reasons, is 
shown in Figure 6. As the figure suggests, the most crucial part of 
the domain of f will be the unit interval [0, 1]. First we show how 
repeated iteration of this function leads us to the Cantor set. 

9Notice that the rules for x:::: ~ and x::: ~ agree at x = ~. 
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y 

FIGURE 6 

Observe (see Figure 7) that an easy geometric way to locate the 
values of the iterates r of a function [ at the point Xo is: 

o move vertically from (xo.O) to hit the curve y = [(x) at 
(xo.f(xo)); 

FIGURE 7 Xk+I = fCXk), k = 0,1,2, .... 
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o move horizontally from this point to hit the line y = x at 
Cftxo), [(xo)); 

CD move vertically from this point to hit the curve y = f(x) at 

Cftxo), p(xo)); 

where p(x) = f(f(x)); and so on. For example, if [(x) = x2 and 
Xo = 3, then f(xo) = 9, p(xo) = 81, p(xo) = 6561, .... It is natu
ral (see Figure 7) to set Xl = [(xo), X2 = [(Xl)' ... , so that, in this 
example, Xl = 9, X2 = 81, X3 = 6561, .... 

Once the iteration process is understood, one may locate the 
values of [k, for successive values of k, by simply proceeding ge
ometrically along a zigzag path starting with Xo and making the 
appropriate right-angle turns, left or right, on hitting the curves 
y = f(x) and y = x, as illustrated in Figure 7. 

• •• BREAK 

Draw the (approximate) graph of a function [(x), and choose 
a starting value Xo, so that the iteration process involves turns 
to the east and to the west, and turns to the north and to the 
south. 

Returning to the tent function, you should now be able to pro
vide a proof that if Xo < 0, or if Xo > 1, then the iterates of [ are 
attracted to -00, in the sense that limk-->oo r( xo) = -00. (Hint: Dis
cuss Xo < 0 first.) If Xo = 0 or 1 the values of the iterates of [ are 
seen, from (3), to be 0, a fixed point for the function [ in the sense 
that [(0) = o. Thus reO) = 0, and [k(1) = 0 if k ::: 1. 

What happens to the iterates in the interval 0 < X < I? It is easy 
to see from Figure 8, using the geometric technique displayed in 
Figure 7, that if ~ < Xo < ~, then the first iteration produces a 
value > 1 and, consequently, those points in the middle-third of 
the interval [0, 1] will all be attracted to -00. When Xo = ~ or ~ one 
application of [ gives 1, and the second produces 0, the fixed point. 
This leaves the interval 0 < X < ~ and ~ < X < 1 to be discussed. 
But after one application of [ each of these intervals is enlarged to 
cover the interval 0 < X < 1, and we already know (and can see 
clearly from Figure 8) that the middle third of that interval is at-
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FIGURE 8 

tracted to -oo! This means that the middle thirds of 0 < x < ~ and 
~ < x < 1 are attracted to -00, leaving 4 subintervals 0 < x < i, 
~ < x < ~, ~ < x < ~, ~ < x < I, to be discussed. The Cantor 
set is emerging!! 

We now make more precise how the Cantor set is associated with 
the tent map f as what we might call its invariant fractal set; this 
will provide us with a prototype for the more general discussion in 
Section 4. 

Consider the functions 51,52 : E -+ E, wherelo E is the closed 
unit interval [0, 1], given by 

1 
52x = 1 - -x. 

3 
(4) 

Then 51 is a homeomorphism of E onto [0, ~] which reduces by a 
factor of 3; and 52 is a homeomophism of E onto [~ , 1] which also 

JOWe call the unit interval E here, because E will playa key role in the theory developed 
in Section 4(ii). 
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reduces by a factor of 3 (and flips). Their relation to the first stage 
of the construction of the Cantor set F is evident (see Figures 1 
and 8)-what is also of great importance here is that Sl and S2 are 
the two branches off-I, the inverse of the tent function, on E; that 
is, 

f(x) = Y E E if and only if x = SlY or S2Y. 

Write SX for the union SIX U S2X, for any X ~ E, and write 

SkE = S(Sk-lE), k 2: 1, with SOE = E. 

Then the Cantor set F is nk SkE, and SkE is the kth stage Fk of the 
self-similar process, as described earlier. Notice that 

SF =F; (5) 

however, F has a further striking invariance property, namely, 11 

Theorem 1 fF = F. 

ProOf12 Ifx E SkE thenx = S Y Y E Sk-1E orx = S Z Z E Sk-1E , 1 , , 2 , . 

Thus fx = y or z, so fx E Sk-l E. Thus if x E SkE for all k, then 
fx E SkE for all k, showing thatfF ~ F. 

Now let x E F. Then SIX E F and fSlX = x, so that F ~ fF, 
proving the theorem. 0 

We noted in the proof that x E SkE ::::} fx E Sk-l E. But, con
versely, if fx E Sk-I E then, as already stated (since Sk-l E ~ E), 
x = SIfx or S2fx, so x E Sk E. Thus 

X E SkE {:} fx E Sk-IE. (6) 

But (6) immediately implies 

Theorem 2 x E SkE {:} fk X E E. 

From this theorem we deduce the behavior of the points of 1~1 
under iteration of the tent map f. 

II Henceforth, we often adopt the simplified notations fF, fx for f(F), [(x), where no 
ambiguity should arise. We have already adopted such notations with 8, 81 , and 82 , 

I2We adopt arguments here which lend themselves to generalization, as we will see 
later. Simpler arguments are available if we are only interested in the tent map (see the 
forthcoming break). 
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Theorem 3 All points ofR 1 - F are attracted to - 00 under iteration 
of the tent map. 

Proof (See Figure 8.) If x < 0, then jX = 3x < x. Thus 

fk X = 3kx ~ -00 as k ~ 00. 

If x > I, then jX < 0 so, as above, fk x ~ -00 as k ~ 00. 

Now let x E E - F, that is, x E E but x f/- F. Then x f/- SnE 
for some n. Thus, by Theorem 2, rx f/- E. Hence, by what we 
have proved, rx ~ -00 as k ~ 00. 0 

We put Theorems 1 and 3 together to see the picture-the points 
of F are moved aroundl3 among themselves by f, while all other 
points are attracted to -00. 

We remark that the set F is not only determined by the sequence 
{Fkl; it is also determined as the unique closed, bounded nonempty 
set satisfying (5). It is thus uniquely determined by the function 
f itself. This characterization of F will be of critical importance in 
Section 4. 

Note, finally, that we could modify the tent map and obtain ap
proximately the same analysis, so long as its general appearance 
resembled that of Figure 6; it would, for example, suffice to have 
two "legs" y = AX, x ~ ~,y = A(1 - x), x ::: ~,provided A > 2. All 
that would change would be the explicit description of the asso
ciated fractal F = nk SkE as a set of points-it would no longer 
be the Cantor set. The qualitative argument would be unaffected, 
and the analogues of Theorems 1 and 3 would hold. Of course, we 
may generalize the tent map to allow any A > 0, but if A < 2 the 
behavior is very different. 

• •• BREAK 
Use the representation of points of F in terms of decimals in 
base 3 to prove Theorem 1 and property (5). (This argument 
does not generalize!) 

!30f course, f I F, the restriction of f to the subset F of its domain, is a two-one function. 
That is why we do not speak of a permutation. 
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We have already commented on the (generalized) tent map as 
an example of the situation described in Theorems 2 and 3. As a 
further example, we consider the logistic map y = fA(X), where 

fA(X) = AX(l - x), A > O. (7) 

We write f for fA if no ambiguity would result; remember we 
are not now talking about the tent map! The case A = 4 is very 
special-Figure 9(b) shows you why. It is the unique value of A for 
which the curve y = fA(X) touches the line y = l. The curve rises 
above this line if and only if A > 4, so there is a certain resemblance 
between the generalized logistic map if A > 2 and the tent map if 
A > 4 (compare Figures 8 and 9(a)). 

We now suppose A > 4. Thenf(x) = 1 {} x = ~ ± j i - *. Set 

a = ~ - j i - *' so thatl - a = ~ + j i - *. Then f is increas
ing on [0, a] and hence bijective from [0, a] to [0, 1]; similarly, f is 
decreasing on [1 - a, 1] and hence bijective from [1 - a, 1] to [0, 1]. 
Thus the two branches of f- l on [0, 1] are given by 

SIX = ~ - J ~ - ~, S2 X = ~ + J ~ - ~. (8) 

An easy argument, based on the mean value theorem, shows that 
SI, S2 are contractions14 if A > 2 + .J5. However, for those of you 
who have not yet studied differential calculus, here is an argument 
which you should be able to understand. 

It plainly does not matter whether we consider SI or S2 as 

flX0Y 
'14--;' '14--;" 

Let us write S* for either! Then 

l(i-I)-(i-t)1 
ji-I+ji-t 

Ix -yl 

14A precise definition of a contraction is given as item (14) of Section 4(ii); but just think 
of it as a function which shortens distances between points. 
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1.4 

Graph showing A(x) = Ax(l - x) for A. = 5.6 (compare Figure 8). 

(a) 

y=x 

o Xo 

Graph showing the iterates of A(x) = Ax(l - x) for A = 4. 

(b) 

FIGURE 9 
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Now x, y E [0,1], so J ~ 
1 

< 
1 1 

Thus S* is a contraction provided J... Z - 4J... > I, that is, provided 
A > 2 +-vIs. 

Thus, in the range A > 2 + -vis, we get an analysis of the logis
tic map very similar to that of the tent map, leading to a unique 
fractal F such that F = SlF U SzF and jF = F. If 4 < A ::: 2 + -vis, 
we no longer have a proof of uniqueness,15 but we may still define 
F = n;;:l Sk[O, 1] and regard this as the fractal associated with f. 
Of course, F is not a fractal of the (relatively!) simple kind discussed 
in Section 2, that is, a self-similar fractal. However, its relation to 
the logistic curve is just like that of the Cantor middle-thirds set to 
the tent map. 

It is when we consider values of J... in the range 0 < A < 4 that 
we encounter really astonishing behavior. We will discuss those 
values in the next section. 

• •• BREAK 
Try to imitate our arguments for the tent map, but replacing 
it by the logistic map fJ..(x), with A > 2 + -vis (see Figure 9(a)), 
to produce analogues of Theorems I, 2, and 3. 

* 8.4 SOME MORE SOPHISTICATED MATERIAL 

4 (i) Hausdorff Dimension 

In this section we will show that the self-similarity dimension as 
defined in (2) is really a special case of a known geometrical in
variant (not, of course, a topological invariant). At this stage, we 
cannot even be sure that the self-similarity dimension depends 
only on the limiting set (fractal) F and not on the sequence of sets 
{Fd which gives rise to it. 

l'The general statement, and its proof, are given in Theorem 7 in the next section. 
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Think for a moment about what you know about length, area, 
and volume. We want to stress here certain properties of these 
familiar notions which may not have been in the forefront of your 
mind. 

Property 1 You must ask the right question! By this we mean 
that if, for example, you ask for the area of something, that 
something had better be two-dimensional; and here we mean 
intrinsically two-dimensional. It need not lie in a plane, but 
it should look locally very much like a piece of the plane 
containing some interior (see Figure 10). If you ask for the area 
of something whose dimension is too small for the question to 
be sensible ("the area of a straight-line segment," for example) 
then the only reasonable answer you can expect is "zero"; and 
if you ask for the area of something whose dimension is too 
big for the question to be sensible ("the area of a solid ball;' 
for example), then the only reasonable answer you can expect 
is "infinity." Similar remarks apply to crazy questions like the 
volume of a square with its interior, or the length of a square 
with its interior; if you ask a question appropriate to a figure 
of greater dimension, you get the answer "zero," and if you ask 
a question appropriate to a figure of smaller dimension, you 
get the answer "infinity." 

Property 2 Suppose that f is a nice one-to-one mapping from 
the figure E} onto the figure Ez which brings points nearer 
together by a factor of at least c. By this we mean that, if x., y 

(<1) A strip. (h) A sphere. 

FIGURE 10 1Wo two-dimensional configurations. 
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are any two points of E1 and if dist stands for distance, then 

distCfx, fy) ::: c dist(x, y). 

The conclusion we may draw is that, if E 1 , E2 are s
dimensional, then 

(9) 

Here /-is is the (appropriate) s-dimensional measure, so that 

/-i1 = length, /-i2 = area, /-i3 = volume. 

Notice, however, two important features of (9). First, it re
mains true, of course, if we take an inappropriate measure; 
this looks unimportant but will turn out to be very impor
tant for our purposes. Second, (9) remains true even if points 
aren't brought closer together by f, that is, even if c > 1. We 
will immediately exploit this to prove a consequence of (9) 
which may, in fact, be more familiar to you than (9) itself. 

We say that the mappingf from E1 onto E2 is a similarity (there's 
that word again) with scaling factor c if we have the stronger 
property 

distCfx, fy) = c dist(x, y) (10) 

for all points x, y of E 1 . Clearly a similarity must be one-to-one. 

Theorem 4 Iff, from El to E2 , is a similarity with scaling factor c, 
then 

proof It follows from (9) that /-is(E2) ::: CS/-is(El). Now consider 
the inverse mapping f- 1 , from E2 to E 1 . Then 

distCf-1 a,f-l b) = c- 1 dist(a, b), a, b E Ez. 

Thus, again by (9), /-is(El) ::: c-s/-is(Ez) or /-is(Ez) ::: cS/-is(E1). 

When this inequality is combined with the first inequality of 
the proof, the theorem is established. 0 

Notice that a scaling factor is the reciprocal of a reduction factor 
as defined in Section 2. 
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• •• BREAK 
Show that the transformation 

x = - 3y, 

Y = 3x, 

is a similarity with scaling factor 3; and that if E j is the square 
with vertices (±1, ±1), then 

J-t2(E2) = 32JL2(E j ), 

verifying Theorem 4. 

We come now to the third property, which we are sure you have 
used yourselves very often. 

Property 3 Suppose that F is made up of s-dimensional pieces, 

F = F j U F2 U ... U Fm , 

such that any two pieces intersect in a piece of smaller dimen
sion16 than s (if they intersect at all). Then F is s-dimensional 
and 

m 

J.Ls(F) = L J.Ls(Fi) (11) 
i=1 

Again we remark that (11) remains valid even if we take an 
inappropriate measure. 

In all that we have said so far we have used dimensionality to 
determine the appropriate measure. Logically, however, we could 
just as well use the appropriate measure to determine dimension
ality; for, as we have seen, if the volume of a figure is zero and 
its length is infinite, then the figure is two-dimensional. It is this 
rather strange point of view which we now exploit to introduce a 
notion of dimension which will prove to be just what we need to 
understand properly the self-similarity dimension of Section 2. 

16Such an intersection is said to be thin. In any particular case, it is crucial to verify that 
the sets P, have the thin intersection property in order to apply (11). 
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In fact, the notion of dimension we are about to describe is due 
to the German mathematician Felix Hausdorff (1868-1942). He 
introduced, for any real nonnegative number s, the notion of an s
measure, which we will designate Hs in honor ofits inventor. Then 
Hs is equivalent to the measure /-Ls which we have been discussing. 
This measure Hs, like its prototype /-Ls, has the property that, for 
any figure F, if Hs(F) is positive and finite, then Ht(F) is zero for 
t > s, and infinite for t < s. Moreover, for reasonable figures (cer
tainly including the fractals of Section 2) there will be a value of 
s such that Hs(F) is positive and finite. Thus, as suggested by our 
previous discussion, we may define the Hausdorff dimension17 

of F, written dimH (F), to be that unique s making Hs(F) positive 
and finite. For the figures of everyday life (most fractals don't qual
ify for this description!) the Hausdorff dimension is the ordinary 
dimension, as you should now see. 

Moreover, the Hausdorff s-measure has Properties1B 2 and 3-
and we don't have to apply only the s-measure when we're looking 
at s-dimensional figures; indeed, we use Properties 2 and 3 to de
termine the Hausdorff dimensions of the figures we're looking at. 
Here is the important theorem we will now prove. 

Theorem 5 Let Si, i = 1,2, ... ,m, be a similarity from a figure E to 
itself with scaling factor Ci, let F be contained in E, and let 

where any two of SiF, SjF has a thin intersection. Then the 
Hausdorff dimension of F is the solution s of the equation 

(12) 

l7This is also sometimes called the Hausdorff-Besicovich dimension. A.S. Besicovich was 
another great mathematician - he flourished in Cambridge in the first half of the twentieth 
century. 

l8The definition of Hs leads naturally to Property 2, rather than to the statement of 
Theorem 4. 
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Remark In the light of Property 3 it will be plain what we mean 
by a "thin intersection." Remember, two figures of dimension 
d have a thin intersection if the dimension of the intersection 
is less than d. 

Proof of Theorem 5 By Property 3, 1ts(F) = :L:l 1ts (SiF). But, 
by Theorem 4, 1ts(SiF) = cf1ts(F). Thus 

11,( FJ = (t;>:.) 11,( FJ 

Now if s = dimH(F), then 1ts(F) is positive and finite. Thus 
we may divide it out, getting, as an equation to determine 
dimH(F), 

m 

Lcf = l. o 
i=l 

Notice that, if each similarity Si involves the same scaling factor 
c, then (12) becomes 

so that 

logm 
---

loge 
(13) 

This shows that our self-similarity dimension (see Section 2) is 
nothing other than the Hausdorff dimension. For our procedure in 
constructing fractals in Section 2 involved us in a reduction factor 
Y, which, by its definition, was the reciprocal of the scaling factor 
c, and a number m which represented the numbers of cells (or 
copies) formed at stage (k + 1) from a cell at stage k. Thus 

whence, in the limit, 

m 

Fk+l = U Si(Fk), 
i=l 

m 

F = USi(F). 
i=l 
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Then (13) tells us that dimH F = - llogm = llogm, as before. Indeed, 
og C og r 

we may now considerably generalize the construction in Section 2, 
by allowing the reduction factor to vary with the cell at each stage, 
by a rule which is independent of the stage. Let us give an example 
of this generalization. 

The Modified Koch Snowflake 

Start with Fa the unit interval, [0, 1], and repeatedly replace the 
middle of any interval of proportion ~ by the other two sides of 
an equilateral triangle. Here we take a scaling factor of ~ twice 
and a scaling factor of ~ twice. Thus, by (12), the Hausdorff di
mension of the resulting fractal is the solution s of the equation 
(~r + (~r = ~. (See Figure 11.) This gives a value of s around 1.2. 

• •• BREAK 
Tty to get a more accurate estimate of the value of s above. 
As a check on your efforts U r + u r = 0.500000108 with 
s = l.195882. 

a 
Stage 0 

3 A 3 
8 8 

0 
Stage 1 

o 
Stage 2 

FIGURE 11 A variation of the Koch Snowflake. 
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Unfortunately, as you can tell from this rather simple example, 
all this is rather better in theory than in practice-the Hausdorff 
dimension is terribly difficult to calculate. Of course, a computer 
program could be developed (it probably has been) to solve (12), 
but even this is a very special case of the Hausdorff dimension. 

If you want to know more about Hausdorff dimension-in par
ticular, the actual definition of Hausdorff measure-you should 
consult [3] or [5]. 

(ii) The Fractal Associated with a (Finite) Set of 
Contractions 

We saw in Section 3 that the tent map f had a branched inverse on 
[0, 1], consisting of the two branches S1, S2: [0, 1] -+ [0,1], given by 

1 
S2X = 1 - -x. 

3 

Then the Cantor set F was the unique compact nonempty subset 
of the real line ]R1 such that 

fF = F, F = S1 F U S2F. 

We will now show that this is a very standard situation. We first 
consider a nonempty closed subset D of19 ]Rn and a finite set S1, 
S2, ... , Sm of contractions of D. Here the function S*, from D to D, 
is a contraction if there is some positive number c < 1 such that 

IIS*A' - S*yl S CiA' - yl, A',y E D I (14) 

Of course, the functions S1 and S2 discussed above are contractions 
of [0, 1]; we may take c = ~ with either of them. Now let us write 

SX for S1 X U S2X U ... U SmX 

for any subset X of D. Our first result is 

Theorem 6 If S1,S2, ... ,Sm are contractions of D, then there exists 
a compact nonempty subset E of D such that SE ~ E. 

19By all means take n = 1,2, or 3 if that would make you more comfortable! By the way, 
a set is closed if it contains its limit points, and open if its complement is closed. 
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Remark The force of this theorem is that E is compact (i.e., 
closed and bounded). D itself may notbe compact-for exam
ple, D could be the whole ofll~n. In fact, in our example of the 
tent map, we may think of S1 and S2 as defined on the whole 
oflR1 and we may take E to be the unit interval [0, 1]. 

Proof of Theorem 6 Suppose that ISiX - Siyl :::: cdx - yl, Ci < I, 
and let c = max( Cl, C2, ... , cm). Then C < l. Choose a point 
a E D and let Pi = ISia - al. Choose a number r::: t-c for all 
i, and set 

E = D n Br(a), 

where Br(a) is the closed ball, center a, radius r, in lRn , that 
is, the set of points x in lRn with Ix - al :::: r. We claim that, for 
each i, SiE <; E. For if x E E, then 

ISiX - Sial :::: cdx - al :::: cr, 

so that ISiX - al :::: ISiX - Sial + ISia - al :::: cr + Pi :::: r. Thus 
SiX E E, as required. 0 

Having introduced the notation SX, it is natural to extend it to 

S2X = S(S(X)) , S2X , . ... 

Then E, SE, S2 E, ... is a descending sequence of nonempty, 
compact sets, 

E :;2 SE :;2 S2E :;2 .... 

It is now a standard result, and certainly highly believable, that the 
intersection F of such a descending sequence is itself a nonempty 
compact set. Of course, in our example of the tent map, F is pre
cisely the Cantor set. Suppose now that, as in that example, each 
Si is one-to-one, and the images of the Si are disjoint. Then F has 
the special property 

F = SF. (15) 

For obviously, SF <; F, so it remains to show that F <; SF. It is 
here (and only here) that we need the supplementary hypothe
ses on the Si above. Let x E F. Then for every k ::: 0, x E S(SkE). 
Moreover, since the Si have disjoint images, there exists a unique 
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i, independent ofk, such that x = SiYk, Yk E SkE. However, since Si 
is one-to-one, Yk is, in fact, independent of k. Thus we may write 
Y for Yk. and we have x = SiY, where YESkE, for all k ~ O. Thus 
Y E F, so that x E SF and hence (15) is proved. Thus we have the 
very important theorem: 

Theorem 7 Given contractions Sl, S2, ... , Sm of a closed region D in 
lRn, subject to the supplementary hypotheses that: (a) each Si is 
one-to-one; and (b) the images of the Si are disjoint, then there is 
a unique compact nonempty subset F of D such that F = SF. 

Sketch of Proof of Uniqueness We don't want to burden you 
with details, but we think you'll find the idea of the proof 
intriguing. 2o It is based on the notion of the distance between 
two nonempty compact subsets X and y on~n. First, we write 
X8 for the 8-shadow of X, that is, the set of points oflRn within a 
distance 8 of some point of X. Then, by definition, the distance 
d(X, Y) between X and Y is given by 

d(X, Y) = min{8 I X ~ Y8 and Y ~ X8}, (16) 

that is, the smallest 8 such that each of the sets X, Y is in the 
8-shadow of the other (see Figure 12). 

Sets X, Y, and their o-shadows, Xs =~, Ys = f222j, 
where 0 = d(X, Y). 

FIGURE 12 

20 Assuming, of course, that you've stayed with us this far' 
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It is important to remark that (16) defines a genuine distance 
function, satisfying all the usual requirements of a distance (e.g., 
the triangle inequality d(X, Y) + deY, Z) ::: d(X, Z)). Of special 
importance to us is the property 

d(X, Y) = 0 => X = Y; (17) 

for this property it is essential that our sets be compact. Further, it 
is not difficult to see that if A = Ui Ai, B = Ui Bi , then 

dCA, B) :s max d(Ai, Bi). 
I 

Suppose now that F, G are both compact nonempty subsets of 
D, such that F = SF, G = SG. Then 

d(F, G) ~ d (V S,F, V S'G) '" ffiFd(s,F, S,G). 

However, since Si is a contraction such that 

\SiX - SiY\ :s cilx - Y\, 

it is easy to deduce that 

(18) 

We again set c = max(c1, C2, ... ,cm ) so that c < 1. Then we have 

d(F, G) :s cd(F, G). 

But, with c < I, this is only possible if d(F, G) = O. Hence, by (17), 
F= G. 0 

Remarks (i) Some of you may have heard of the Contrac
tion Mapping Theorem (see [9]). We are here using a rather 
sophisticated version of the ideas behind a proof of that 
theorem. 

(ii) Notice that the uniqueness of F does not require the 
supplementary hypotheses of Theorem 7, only the existence 
ofF. 

(iii) The supplementary hypotheses are satisfied when
ever the contractions S1, S2, ... ,Sm are the branches of the 
inverse of a function f: E -+ E. 1b reinforce this connection, 
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we give the generalization below (Theorem 8) of facts which 
are already clear for the tent map. 

(iv) We know now how to associate, in a unique way, an 
invariant setF with a (finite) set of contractions S1, S2, ... , Sm 
of the region D. Those authors who regard the notion of a 
fractal as describing an intrinsic property of the set F might 
now say that "F is often a fractal!' We prefer2I to take the point 
of view that the set F, which we have associated with the 
contractions SI, S2, ... , Sm, is the fractal associated with this set 
of contractions, so that the property of being a fractal is not 
intrinsic but refers to the role F plays in the analysis of this 
set of contractions. If SI, S2, ... , Sm are the branches of the 
inverse of some map f from D to D, restricted to E, then we 
may say that F is the fractal associated withf. Thus, in a very 
precise sense, the Cantor set is the fractal associated with the 
tent map. 

We noted in Section 3 that if f is the tent map, then fF = F; it 
is also, of course, true that f- I F = F. We show now that this is a 
quite general phenomenon. 

Theorem 8 Let f, from D to D, be a function such that, for some 
nonempty compact set E in D, E ~ fE, and feD - E) ~ D - E. 
Let 

be the branches of the inverse off on E. Then, for any F ~ E, 

SF = F {} fF = F and f- I F = F. 

Remark You should verify that the hypotheses of the theorem 
are satisfied for the tent map f from JRI to JRI with E = [0, 1]. 

Proof of Theorem 8 We know that, for a, bEE, 

fa = b {} a = SIb or S2b or ... orSmb, a,b E E. (19) 

Now suppose SF = F and let x E F. Then x = SiY for some i 
and some Y E F. Thus, by (19), fx = y, so fF ~ F. Again, since 

21 We are by no means insisting on this definition of a fractal. 
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E S; fE, we have x = fy, Y E E; but then Y = SiX for some i, so 
Y E F and x E fF. So F S; fF, and hence F = fF· 

Now let fy E F. Since ftD - E) S; D - E and F S; E, it fol
lows that Y E E. Then our argument above shows that, in fact, 
Y E F. Thus f- I F S; F. Since, certainly, F S; f- l F, it follows 
thatf- I F = F. 

Now suppose fF = F, f- l F = F; and let a E F. Then 
b = fa E F. Thus, by (19), a = ~b, for some i, so a E SF and 
hence SF ;2 F. Finally, let a E SF, say, a = Sib, b E F. Then 
a E F and, by (lO), fa = b. Hence a E f- l F = F, so SF S; F, 
SF = F. 0 

Thus we see that many of the results on the tent map in Sec
tion 3 apply much more broadly. They apply to the logistic map 
Y = A(l - x), provided A > 2 +.j5. Indeed, Theorem 8 applies 
provided A > 4, if we take E to be [0, 1]. We may then take F to be 
n~o Sk E, even though the mappings SI, S2 which are the branches 
of r- l on E may fail to be contractions (for 4 < A ::: 2 + .j5). (Of 
course, the fractal F is now no longer the Cantor set.) 

(iii) The Logistic Map y = Ax(l - x) for 0 < A. < 4 

What was essential in our qualitative analysis of the tent map and of 
the logistic map f(x) = Ax(l - x), A > 4, was that (with E = [0,1 D 
we should have a function which rises to a single peak, of height > 
I, as x goes from 0 to I, and then descends again; we also require 
that f(JRl - E) S; }Rl - E. We could, as we have said, modify the 
tent map and still achieve this; thus we could define a generalized 
tent map, for any A > 2, by the formula 

{
AX, 

fA(X) = 
A(l - x), 

x ::: 1. 
2 ' 

X ~ 
1 
2 . 

However, extraordinary things happen to the iterates of the logistic 
map when A < 4, and to the modified tent map with A < 2. Let us 
describe these bizarre phenomena, in fairly informal terms, in the 
case of the logistic map. 
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We plan, then, in this final part of the final section ofthis chapter, 
to study iterations of the logistic map 

f;.(x) = Ax(1 - x) 

when 0 < A < 4; we will write f for fA if no ambiguity would re
sult. We will again write r for the kth iterate of f, so that fl = f, 
fk(x) = fer-lex)), k ::: 2. The orbit ofthe point x is the collection of 
all points {fk(X)}, k ::: 0, where (as you would expect) r is the iden
tity map, so thatr(x) = x. Let mk(x) be the slope of the tangent to 
the curve y = rex) at the point x. 

Now we say that x is a period k point off (with k ::: 1) if 

fk(X) = x, with k minimal for this property (20) 

(a period 1 point is a fixed point of n. 
Of course, all these definitions make sense for any function f 

from ]RI to ]RI; and the following theorem is a cornerstone of the 
theory of iterations of differentiable functions. 

Theorem 9 Ifx is a period k point off, then x is stable and attracts 
nearby orbits if I mk (x) I < I, x is unstable and repels nearby orbits 
if Imk(x) I > 1. 

Rather than proving this, let us be content to explain what it 
means in informal terms. It says that if Imk(X)1 < I, then orbits 
which get close to the orbit of x stay close to the orbit of x-they 
are captured by the orbit of x; but if Imk(x)1 > I, then orbits which 
get close to the orbit of x move away again-they escape from the 
orbit of x. 

So let us look at the logistic map with 0 < A < 1 first. It may 
be seen easily that the only fixed point of f on [0, 1] is 0 itself, and 
that ml(O) = A. Thus, by Theorem 9,0 is an attractive fixed point. 
Indeed, it attracts the orbits of all points in [0, 1] (see Figure 13). 

Now assume 1 < A < Al = 3. Now 0 is an unstable fixed point 
(and remains so as A increases further). But there is now a new 
fixed point on [0,1], namely, 1 - f' and ml (1 - n = 2 - A, so 
this fixed point is a stable attractor in this range of values of A. 
In fact, it attracts all orbits except for the orbit consisting of the 
pair I, 0 (see Figure 14). 
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FIGURE 13 Graph showing ilie iterntes of f>.(x) = .\x(l - x) for A = O.B. 

It turns out (using Theorem 9, in fact) that the next value of A at 
which the behavior of the function i>. undergoes a sudden change 
is given by A2 = 1 + ..j6. If Al < A < A2 = 1 + ..j6, then 1 - f is 
unstable (and remains so as A increases further); but a stable orbit 
of period 2 arises to which all but countably many points of (0, 1) 
are attracted. We say that the fixed point 1 - f splits into a stable 
orbit of period 2 (see Figure 15). 

0.625 

FIGURE 14 Grnph showing ilic itcrntes off;..(x) = .\x(l - x) fur A = 2.5. 
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0]15 

o Xu 

FFIGURE 15 Graph showing th.c iterates of h(x} = Ax(l - x) for A = 3.1. 

The story now continues. If A2 < A < A3, for a certain critical 
value A3, the stable orbit of period 2 splits into a stable orbit of 
period 4; and the period-doubling continues, with increasing fre
quency, as A increases. We obtain a sequence of critical values of 
A, namely, AI, A2, ... , and Aq -+ Aoo which is approximately 3.570. 
When A = Aoo the attractor F is a set of Cantor type, invariant un
der fAoo ' with all but a countable number of points of (0, 1) attracted 
to F. A strange attractor has arisen! 

For Aoo < A < 4, the behavior becomes even more extraordi
nary (see Figure 16). There is a set K of values of A such that fA 
has a truly chaotic attractor of positive length. However, in the 
"windows" between the stretches of K, period-doubling again takes 
place, but now starting with orbits of period 3,5,7, .... 

However, in a qualitative sense, the logistic map, the (general
ized) tent map, and, indeed, any family of transformations Af(x) , 
where f(x) has a unique maximum, located between x = 0 and 
x = I, all behave similarly. Of course, the actual critical values AI, 
A2, ... , depend on f, but the rate at which these values approach 
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FIGURE 16 Graph showing the iterates of f:>..(x) = Ax(l - x) for>. = 3.8. 
Chaos has arrived! 

Aoo does not; we have, aZways,22 

Aoo - Aq '" co-q , 

where 

o = 4.6692, . " , 

approximately. We call 0 the Feigenbaum constant, after its discov
erer. It deserves to take its place alongside Jr, e, and Euler's y as a 
new universal constant. From a mathematician's point of view, its 

* discovery is one of the most exciting features of fractal geometry. 

• •• FINAL BREAK 

l. Suppose the Koch Snowflake has area A at stage 0 (see 
Figure 17), show that as k ---+ 00 the area approaches ~ A. 

22That is, Aq approaches Aoo at a rate similar to that at which IJ-q approaches o. 
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o o 
Stage 0 Stage 1 Stage 2 

FIGURE 17 The beginning stages of the Koch Snowflake. 

Stage 0 Stage 1 Stage 2 

FIGURE 18 The beginning stages of the Sierpinski 1tiangle. 

2. Suppose the Sierpinski Triangle has perimeter P at stage 0 
(see Figure 18). What is the ratio of the sum of the perime
ters of the black triangle at stage k to the sum at stage 
k - I? 

3. Suppose the triangular fractal shown in Figure 19 has area 
A and side length f. at stage 0. 23 

(a) What is the relationship between A and n 
(b) Let the process of going from stage k to k + 1 involve 

attaching an equilateral triangle, with a side length half 
that of a triangle constructed at the previous stage, at 

Stage 0 

FIGURE 19 The beginning stages of the triangular fractal. 

23This problem can easily be generalized in two ways. One way is to begin with another 
regular polygon (as in Problem 4)-and the other way is to vary the size of the congruent 
polygons which get attached to the vertices. But make sure there is no overlap. 
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each available vertex (see Figure 19). Calculate what 
the total area and the perimeter become as k -+ 00. 

4. Suppose the square fractal of Figure 20 has area A at stage 0; 
and hence area 2A at stage 1. Calculate what the area 
becomes as k -+ 00. 

Hint: 0 
o 

Stage 0 
Stage 1 

FIGURE 20 The beginning stages of the square fractal. 

5. Let So represent a square region with side oflength 1. Let 
the process of going from stage k to stage k + 1 be described 
thus: Subdivide each side into three equal parts and erect 
a square region on the center part (as shown in Figure 21). 

(a) Show that as k tends to 00 the area approaches '1.. 

(b) What shape is the limiting fractal region? 

o 
Stage 0 Stage 1 

FIGURE 21 

6. Let Fo be a regular tetrahedron T. Let the process of going 
from stage k to stage k + 1 be described thus: Subdivide 
each triangular face into four congruent equilateral trian
gles and erect a regular tetrahedron on the inner (shaded) 
triangle as shown in Figure 22. 
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Typical /\ 
faceLL AO 

Stage 0 Stage 1 

FIGURE 22 

(a) Show that as k tends to 00 the surface area tends to 00. 

Now assume that the edge length of T is f.. 

(b) As k tends to 00, what happens to the volume? (You'll 
be particularly interested in the case g = -viz.) 

(c) What is the limit of the tetrahedral solids? 

(d) What is the dimension of the resulting fractal "surface"? 

7. (a) Give your own proof, using base 3 decimals, that the 
tent map sends the Cantor set F onto itself in 2-1 
fashion. 

(b) When we have a function f from a set E to itself, recall 
that x is a periodic point, with period k, if k is the 
smallest positive integer such that 

fk(x) = x. 

Show that the tent map f, restricted to the Cantor set 
F, has 2 fixed points, 2 points of period 2, and 6 points 
of period 3. (In fact, there are 2k points x such that 
rex) = x.) 
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ANSWERS FOR FINAL BREAK 

Several problems in this set involve summing a geometric series. 
So before giving the solutions we remind you that 

2 k-I (1 -rk) a + ar + ar + ... + ar = a -- , 
1 - r 

r i- 1, 

which tells us that if Irl < 1, then as k --+ 00 the sum on the LHS 
gets closer and closer to I ~r . This may be expressed more formally 
as 

a 
lim (a + ar + ar2 + ... + ark-I) = whenllrl < 1. (**) 
k--+oo 1 - r' 

Now for the solutions. 

1. At stage k the total area enclosed by the Koch Snowflake, 
denoted AKoch(k), may be expressed as 

1 4 42 43 4k-1 
AKoch(k) = A + -A + -A + -A + -A + ... + --A. 

3 33 35 37 32k- 1 

Applying (**) to the terms bracketed on the RHS, with a = 1 
and r = fz, we obtain 

lA 8 
lim AKoch(k) = A + 3 - A. 
k--+oo 1 - ..±. 5 

32 

2. The perimeter of the Sierpinski Triangle at stage k, denoted 
PST(k) is (~)kp. Thus 

PST(k) 

PsT(k - 1) 

(1)k P 

o )k-I P 

3 
-
2 

3. (a) From trigonometry A = ~ e2 sin 60° = (2f. (Of course, 
there are elementary geometrical methods available, too.) 

(b) At stage k the perimeter, denoted P(k) , is seen to be 
P(k) = ¥ (3k + 2). Thus 

lim P(k) = 00. 
k->oo 
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At stage k the total area, denoted A(k), is given by 

A(k) = A + 3 ( ~ ) + 6 ( ~ ) + ... + 3 . 2k - 1 (~ ) , k > 1 - , 

= A + 3A (1 + ~ + ~ + ... + _1_) . 
4 2 22 2k-l 

\. .I 

Applying (**) to the terms bracketed on the RHS, with a = 1 
and r = ~,we obtain 

3A SA 
lim A(k) = A + -(2) = -. 
k--+oo 4 2 

4. At stage k the total area, denoted A(k), is given by 

A(k) = A + A + 3 ( ~ ) + ... + 3k- 1 ( 4~1 ) 

Applying (**) to the terms bracketed on the RHS, with a = 1 
and r = ~,we obtain 

lim A(k) = A + A [_1_3 ] = A + 4A = SA. 
k--+oo 1 - "4 

S. (a) The enclosed area at stage k, denoted As(k), is given by 

4 4 . S 4 . S2 4 . Sk-l 
As(k) = 1 + - + - + --- + ... + 9k ,9 92 93 

Applying (**) to the bracketed portion on the RHS, with 
4 5 b' a = 9' r = 9' we a taln 

4 

lim As(k) = 1 + ~ = 2. 
k--+oo 1 - 9 
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(b) The limiting fractal is a square with edge length ,J2. 

6. (a) Suppose the original surface area is A, then the surface area 
at stage k, denoted A(k), is given by 

A(k) = A (~y 
Clearly, as k tends to 00, so does A(k). 

(b) As k tends to 00, with f. = ,J2, the volume approaches 1 (as 
may be verified using (** )). 

(c) You may see this by constructing such a model and observ
ing how successive iterations fill up more and more of the 
cube circumscribing the original tetrahedron-without ever 
protruding beyond the faces of that cube. Figure 23 illus
trates the placement of the regular tetrahedron inside the 
cube that circumscribes it. 

7. (a) We adopt the notation that 
a = 2 if a = 0, 
a = 0 if a = 2. 
lfx E F, x < ~,then x = .OaZa3a4··· 
and [(x) = .aZa3a4 .... 
lfx E F, x > ~,then x = .2aZa3a4··· 
and [(x) = .aZa3a4 .... 

FIGURE 23 



322 8 An Introduction to the Mathematics of Fractal Geometry 
--------------------------------------~--------

Thus f maps F into F. 
Ifx E F, then x = .ala2a3··· 
and x = f(Yl) where Yl = .Oala2a3 ... , 
and x = f(Y2) where Y2 = .2ala2a3 ... . 

(b) Recall the notation that a bar over the top of a sequence of 
digits in a decimal indicates that the sequence is repeated 
indefinitely. 

f(O) = 0, f(.20) = .20, 
f2(.0220) = .0220, f2(.2200) = .2200, 
P(.00220) = .06225; 
similarly, .022200, .72"'-22=-C0"""0"""'0, .200, .020, .220 are periodic 

points of period 3. You may obtain these periodic points 
in various ways; one way (which was not ours) is to ob
tain them by traditional algebra and then convert to base 3 
decimals. 



CHAPTER 

Some of OUf Own 
Reflections 

How should mathematics be done? Of course, the answer to this 
question cannot take the form of a set of precise prescriptions 
which guarantee, iftheyare followed, that we will be successful ev
ery time we undertake a piece of mathematics-no such guarantee 
is ever available, even for the most expert and talented perform
ers on the mathematical stage. Nevertheless, we believe it may be 
helpful to our readers to formulate certain principles which can be 
discussed by them, and which may prove of practical use in im
proving their success rate when actually doing mathematics-and 
we emphasize that the readers of this book should be expecting to 
get a lot of satisfaction from doing mathematics (one of our prin
ciples is that mathematics is something we do, not just something 
we read and try to learn). 

So we will provide a set of principles here which may be useful 
to you. In fact, we provide two sets. The first set of principles is 
of a general nature, and refers to the overall approach we should 
take to doing mathematics. The second set of principles is more 
specific and, we hope, will be found useful when you are actually 
involved in some particular piece of mathematics. For those of you 
who have a special interest in teaching mathematics we include a 
short section on principles of mathematical pedagogy. 

323 
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9.1 GENERAL PRINCIPLES 

1 Mathematics is only done effectively if the experience is 
enjoyable 

Certainly, mathematics is a "serious" subject, in the sense that it 
is very useful and important. But that does not mean that a math
ematical problem is to be tackled in a spirit of grim earnestness. 
Let us be frank-mathematicians are very happy that mathematics 
is important-but, for very few mathematicians, is this its prime 
attraction. We might say it is the reason why they are paid to do 
mathematics, but not really the reason why they do it. They do it 
because it brings them joy, fulfillment, and excitement; they find 
it fun even when it is deep, difficult, and demanding-indeed, this 
is a large part of its appeal. Our readers may like to read [1] on this 
theme. 

2 Mathematics usually evolves out of communication be-
tween like-minded people 

Mathematics is not, by its nature, a solitary activity; it is only our 
obsession with traditional tests and the determination of (some of) 
us to ensure the honesty of our students which have led us to insist 
so much on mathematics always being done by students work
ing on their own. Like any other exciting and engrossing activity, 
mathematics is something to be talked about among friends, to be 
discussed informally, so that insights and ideas can be shared and 
developed, and so that many can enjoy the sense of achievement, 
even triumph, that the successful solution of a challenging prob
lem brings. Much ofthe most important work that mathematicians 
do is done at conferences and in the staffroom over coffee. 1 

This crucial kind of social mathematical activity requires that 
we feel free to chat about mathematical ideas without the restrain
ing necessity to be absolutely precise-we will have more to say 
about this later. It is one of the (many) advantages that human be
ings have over machines that they can communicate informally 
without having to be pedantic. Indeed, a stronger statement is 
broadly true-human beings can only communicate interesting 

I A great contemporary mathematician, Paul Erdos, has defined a mathematician as a 
device for turning coffee into mathematics. 
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ideas informally,2 while machines can only communicate (with 
each other or with human beings) pedantically. 

Finally, let us admit that there is a stage, in the solution of a 
mathematical problem or the successful completion of a piece of 
mathematical research, when solitude and silence are essential. 
The working out of detail can only be accomplished under really 
tranquil conditions. But mathematics is more than the working out 
of detail. 

3 Never be pedantic; sometimes, but by no means always, be 
precise 

When a new idea is introduced-and especially when a new idea 
is presented to students or colleagues-it is necessary to make that 
idea precise. If, for example, we want to discuss whether an equa
tion has a solution, we must specify what kind of numbers we 
allow. If we want to know the quotient in a division problem, we 
need to know if we are referring to the division algorithm (involving 
both a quotient and a remainder) or exact division (involving only 
a quotient)-or even some other version of division. 

However, once the precise idea has been conveyed, it is no 
longer necessary, or desirable, to insist on precision in subsequent 
discussion. We benefit, in all our conversations, from informality
without it there can be no ease of communication, no ready 
exchange of ideas. If you are talking to your friends about a dog 
called Jack, you need, at the outset, to specify to which "Jack" you 
are referring; once you've made that clear, subsequent references 
can-and should be-simply to "Jack!' We refer to this refinement 
of the original principle as the 

Principle of Licensed Sloppiness. 

Our readers may find many examples of this principle in the 
earlier chapters of this book. 

They may also be interested in the following logical conse
quence of the statement of the principle in its original form. 

Corollary Precision and pedantry are different things. 

"Unfortunately, when we communicate our results in research journals we are compelled 
to write very formally. 
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4 Elementary arithmetic goes from question to answer; but 
genuine mathematics also, and importantly, goes from 
answer to question3 

What we mean to imply by this slogan is that a false picture 
of the true nature of mathematics in action is conveyed by our 
earliest contact with elementary arithmetic, when we are given ad
dition, subtraction, multiplication, or division problems to do, and 
have to provide exactly correct answers to score maximum points. 
The questions are uninteresting (and completely standard); and 
they are not our questions. We provide the equally uninteresting 
answers by carrying out an uninteresting algorithm. 

In genuine mathematical activity answers suggest new ques
tions, so that, in an important sense, mathematical work is never 
complete. It is, moreover, to be thought of as investigation and 
inquiry rather than the mere execution of mechanical processes. 
Here again we see a vital difference between human beings and 
machines-and we see that elementary arithmetic is fit for ma
chines and not for human beings! Our readers should find many 
examples of this principle in action in the earlier chapters of this 
book. 

5 Algorithms are first resorts for machines, but last resorts 
for human beings 

Consider the problem 31 x 29. A calculating machine tackles this 
problem by recognizing it as a multiplication problem involving 
the product of two positive integers and applies its programmed 
algorithm for solving such problems. The intelligent human being 
may reason as follows: 

31 x 29 = (30 + 1 )(30 - 1) = 302 - 1 = 900 - 1 = 899. 

(But he, or she, probably does these steps mentally.) For the human 
being this is a great gain in simplicity, and hence a significant sav
ing of time and effort, compared with the standard hand-algorithm 
for multiplication; for the machine it would be absurd to look for 
a short cut, when it can do the routine calculation in a flash. 

3The perceptive reader may object that there had to be a question in the first place 
to generate the answer. We would respond that "In the beginning there was elementary 
arithmetic:' 
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Thus the natural procedures of machines and human beings 
when faced with an arithmetical or algebraic problem are diamet
rically opposed. The machine identifies the problem as belonging 
to a certain class, and then applies an algorithm suitable for solv
ing any problem in that class. Intelligent human beings look for 
special features of the problem which make it possible to avoid the 
use of a universal algorithm, that is, to employ a short cut. 

Students need to understand why the traditional algorithms 
work, but it is absurd to drill them so that they can use them ever 
more accurately and faster. For the machine will always be much 
more accurate and much faster. 

6 Use particular but not special cases 
This principle has many applications, both in teaching mathemat
ics and in doing mathematics. When we want to think about a 
mathematical situation, it is usually a good idea to think about 
examples of this situation which are particular but typical. For 
example, if we are asked for the sum of the coefficients in the 
binomial expansion of (1 + xt, we might look at the cases n = 3, 
n = 4. Then 

(1 + X)3 = 1 + 3x + 3x2 + x3 , 

(1 + X)4 = 1 + 4x + 6x2 + 4x3 + X4, 

1 + 3 + 3 + 1 = 8, 

1 + 4 + 6 + 4 + 1 = 16. 

We might well be led to the conjecture that, in general, the sum of 
the coefficients is zn; and our experiments with (1 + xi, (1 + X)4 

should suggest to us how to prove this conjecture. Notice that we 
do not experiment with (1 + x)o; the case n = 0 is too special. 

The technique is, as we have said, a very good way of detect
ing patterns, and hence of generating conjectures. It is also a 
useful tool in understanding mathematical statements and argu
ments, and thus in explaining them to others. Of course, in testing 
conjectures already formulated, special cases may be used-but 
particular, nonspecial cases are usually more reliable indicators. 

7 Geometry plays a special role in mathematics 
We really have in mind here geometry at the secondary and un
dergraduate levels. We claim that it is a serious mistake to regard 
geometry as just one more topic in mathematics, like algebra, 
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trigonometry, differential calculus, and so on. In fact, geometry 
and algebra, the two most important aspects of mathematics at 
these levels, play essentially complementary roles. Geometry is a 
source of questions, algebra is a source of answers. Geometry pro
vides ideas, inspiration, insight; algebra provides clarification and 
systematic solution. 

Thus it is particularly absurd to teach geometry and algebra in 
separate watertight compartments, as is so often done in the United 
States. Geometry without algebra leaves the student with questions 
without answers, and hence creates frustration; algebra without 
geometry provides the student with answers to questions nobody 
would ask, and hence creates boredom and disillusion. Thgether, 
however, they form the basis of a very rich curriculum, involving 
both discrete and continuous mathematics. 

Some may argue that there are methods in geometry (while not 
disputing that method is the characteristic of algebra). By "in geom
etry" they mean "in synthetic geometry" and refer to the method of 
proof by exploiting symmetry, similar triangles, properties of the 
circle, etc. Of course, it is true that one does exploit these key ideas 
in any form of geometrical reasoning, but, practically always, one 
needs a clever trick-for example, an ingenious construction-to 
complete the argument by "Euclidean" means. Roughly speaking, 
each geometrical problem, if solved by purely geometric meth
ods, requires its own special idea. And none of us is bright enough 
to function, in any aspect of our lives, with such an enormous 
idea-to-problem ratio; we have to make a good idea go a long way. 
Fortunately, in mathematics, it does! So remember 

All Good Ideas in Mathematics Show Up 
in a 

Variety of Mathematical and Real-World Contexts 

8 Symmetry is a pervasive idea in mathematics 
It is not only in geometry that we should look for opportunities to 
exploit symmetry-though the importance ofthe idea of symmetry 
in understanding geometrical situations and solving geometrical 
problems cannot be overemphasized. Symmetry also plays a very 
important role in algebra-consider, for example, the problem of 
determining the coefficient of a3 b7 in the binomial expansion of 
(a+byo; whatever the answer is, considerations of symmetry show 
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that the coefficient of a7b3 must be the same. You will find symme
try much exploited in Chapters 5 and 6. You will also find it playing 
a very significant role in Chapter 4, both in the geometrical and 
in the number-theoretical topics of that chapter. We doubt, indeed, 
if it is absent from any chapter. Our recommendation is-always 
look for symmetry. 

There are, of course, many other characteristic properties of 
mathematics, but we will not go into detail about them here. We 
might mention two such properties, however. First, we often know 
something can be done without knowing how to do it. There's a 
wonderful example of this in Chapter 4 where we quote Gauss's 
discovery of which regular convex polygons can be constructed 
with straightedge and compass; but his argument gives no rule for 
carrying out the constructions. There is another example in Chap
ter 2, where we show that every residue modulo m, which is prime 
to m, has an order-but our proof provides no means of calculating 
the order. A second property characteristic of mathematics is that 
new concepts are introduced to help us to obtain results about al
ready familiar concepts, but play no part in the statement of those 
results. There are lovely examples of this in Chapter 3, where we 
introduce certain irrational numbers ex and f3 in order to establish 
identities connecting Fibonacci and Lucas numbers, which are, of 
course, integers; and in Chapter 6 where we use pseudO-Eulerian 
coefficients, just introduced, to prove identities relating binomial 
coefficients. 

However, rather than listing these characteristic properties of 
mathematics systematically, we prefer to turn to certain more spe
cific principles. Of course, the distinction between these and the 
principles above, which we have called "general", is not absolute. 
The reader should think ofthe principles above as relating more to 
the general strategy of doing mathematics, while those that follow 
relate more to the tactics to be used in trying to solve a particular 
problem. 

9.2 SPECIFIC PRINCIPLES 

1 Use appropriate notation, and make it as simple as possible 
It is obviously important to use good and clear definitions in think
ing about a mathematical problem. But it is remarkable the extent 
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to which we can simplify our thinking by using the appropriate 
notation. Consider, for example, the summation notation where 

1+2+3+···+n 

is replaced by the more concise expression 

which is read "the sum from i = 1 to n of i." This notation obviously 
simplifies algebraic expressions; and, where we may even regard 
the range of the summation as understood and omit it, we achieve 
further valuable simplification. 

Good notation also often results in reducing the strain on our 
overburdened memories. For example, in considering polynomials 
it is usually much better to use the notation 

ao + ajX + azx2 + ... + amxm 

rather than a notation which begins 

a + bx + cx2 + .... 

(What is then the coefficient of xn?) 1b take this point further, in 
discussing the product of two polynomials (compare the discussion 
of the third principle, below), it is very nice to write the general 
rule in the form 

where Cn = Lr+s=n arbs. 
Let us see what we have achieved. First, by adopting the sum

mation notation L, we have been free to write only one typical 
term to denote a general polynomial. Second, by adopting the con
vention that an = 0 if the term xn doesn't occur, we have not had 
to worry about the degree of the polynomial; and, since we have 
a coefficient for each n, we also don't have to stipulate the limits 
of the summation. Third, the rule for calculating Cn becomes com
pletely general and does not have to take account of the degrees 
of the polynomials being multiplied. Just compare the resulting 
simplicity with how we would have to state the rule for multiply-
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ing a cubic polynomial by a quadratic polynomial4 in the '1Jad old 
notation." Our polynomials would be 

ao + alx + azxz, bo + blx + bzx7 + b3X3. 

(This notation is not at all as bad as that found in many algebra 
texts!) and the rule would be 

(ao + alX + azxz)(bo + blx + bzxz + b3x3) 

where 

Co = aobo 

Cl = aObl + albo 

Cz = aobz + alb1 + azbo 

C3 = aOb3 + albz + aZbl (remember a3 = 0) 

And even then we would only have a rule for multiplying a cubic by 
a quadratic, whereas our statement Cn = Lr+s=n arbs is completely 
general and even applies to the multiplication of power series. 

As another example of good notation, consider the study of 
quadratic equations. Such an equation is usually presented as 
axZ + bx + C = 0 with solutions 

-b ± Jbz - 4ac 
x= 

2a 

How much better to take the general equation as 

axZ + 2bx + C = 0 

with solutions 

-b ± Jbz - ac 
x= 

a 

4you may view this argument as an application of our General Principle 6. 
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Compare the two formulae, tor example, when you want to solve 
the equation 

x2 - lOx + 16 = O. 

Those of you who have already become familiar with the 
quadratic formula in its first form may decide the effort to change 
is not worthwhile. We would not argue with that-but you should 
look out for trouble when you come to study quadratic forms later. 

Similarly, the general equation of a circle should be given as 

x2 + y2 + 2gx + 2fy + c = 0 

sothatthecenteris(-g,-j)andtheradiusJg2 + [2 - c;yetmany 
texts in the United States give the equation of a circle as x2 + y2 + 
ax + by + c = 0, so that the center is (- ~ , - ~), and the radius 
~ Ja2 + b2 - 4c. UGH! 

There is one small price to pay for adopting good notation. Over 
the course of an entire book, we must often use the same symbol 
to refer to quite different mathematical objects. We cannot reserve 
the symbol Fk for the kth Fibonacci number if we want also to 
talk about the kth Fermat number and about a sequence {Fkl of 
geometric figures converging to the fractal F. We depend-as we 
do in everyday life-on the context to make clear which meaning 
the symbol has. Thus, in ordinary conversation, if somebody says 
"Can Jack join us on our picnic?," it is presumably clear to which 
Jack she refers. There are not enough names for us to be able to 
reserve a unique name for each human being-and there are not 
enough letters, even if we vary the alphabet and the font, to reserve 
a unique symbol for each mathematical concept. Thus the fear of 
repetition should never deter us from adopting the best notation. 

2 Be optimistic! 
This may strike the reader as banal-surely one should always be 
optimistic in facing any of life's problems. But we have a special 
application of this principle to mathematics in mind. When you are 
trying to prove something in algebra, assume that you are making 
progress, and keep in mind what you are trying to prove. Suppose, 
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for example, that we wish to prove that 

t r3 = (n( n : 1) r 
We argue by induction (the formula is clearly correct for n 
and find ourselves needing to show that 

( n(n+1))2 3 ((n+1)(n+2))2 
2 +(n+1) = 2 

1) 

(1) 

At this stage we should not just "slog out" the LHS of (1). We should 
note that we are hoping it will equal the RHS, so we take out the 
factor (nil )2, present in all three terms of(1), getting, for the LHS, 

( + 1)2 
;- (n2 + 4n + 4); (2) 

and this plainly equals the RHS. 
You will find that when you have reached the stage of applying 

this principle automatically you will be much more confident about 
your ability to do mathematics successfully-such confidence is 
crucial. 

There is, however, one other sense (at least) in which optimism 
is a valuable principle when one is actually making mathematics, 
that is, making conjectures and trying to prove them; and we feel 
we should mention it explicitly. One should be as ambitious as pos
sible! This means that one should test the validity of strong rather 
than weak statements, and one should formulate conjectures in 
their most general (but reasonable) form. There are many exam
ples of this aspect of optimism in Chapter 4. Thus we hope to find 
a means of constructing arbitrarily good approximation to any reg
ular convex polygon, or even to any regular star polygon. Then, 
when we try to determine which convex polygons can be folded 
by the 2-period folding procedures, we quickly decide to look at ra
tional numbers t'~:~~l , for any integer t ~ 2, instead of merely the 

numbers 2';:~~1 emerging from our paper-folding activities. The 
resulting gains, in both cases, are immense-not only do we get 
better results, but we find ourselves inventing new and fruitful 
concepts. 
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3 Employ reorganization as an algebraic technique 
A simple example of such reorganization may be seen in the strat
egy of factorizing the polynomial X4 + 4. Polynomials are usually 
organized, as in this case, by powers of the indeterminate x. How
ever, factorization is often achieved by exhibiting the expression as 
a difference of two squares. We recognize X4 + 4 as consisting of 
two "parts" of the expression for (x2 + 2)2. Thus we reorganize the 
expression by writing 

and hence achieve the factorization 

X4 + 4 = (x2 + 2x + 2)(x2 - 2x + 2). 

(Let us insert here a small anecdote. At the meeting of the New 
Zealand Association of Mathematics Thachers in Christchurch, 
New Zealand, in September, 1993, which all three authors attended, 
the question was going around-Can you show that n4 + 4 (where n 
is a positive integer) is only prime if n = I? It is clear that this fact 
follows from the factorization of X4 + 4 above. For this factorization 
shows that n4 + 4 is not prime unless the smaller factor of n4 + 4, 
namely, n 2 - 2n + 2, is equal to 1. But the equation n2 - 2n + 2 = I, 
with n a positive integer, has the single solution n = 1.) 

4 Look for conceptual proofs 
Conceptual proofs are not only almost always simpler than alge
braic proofs; by their very nature, they also almost always give us 
better insight into the reason why a statement is true. An alge
braic proof may compel belief in the truth of the statement being 
proved; but, so often, it does not convey the genuine understand
ing which makes the student confident in using the result. Let us 
give a couple of examples. 

We claim that if you mUltiply together r consecutive positive 
integers, the result is divisible by r!. Here's a proof. Let the integers 
ben, n-l, n-2, ... , n-r+l, withn ::: r (this is perfectly general). 
Now 

n( n - 1) ... (n - r + 1) 

r! 
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the binomial coefficient. Since e) may be viewed as the number of 
ways of selecting r objects from n objects, it is, by its nature, an in
teger. This completes the proof. A purely arithmetical proof could 
have been given; but such a proof could not have been described, 
as this proof may fairly be described, as an explanation. 

As a second example, also involving binomial coefficients, 
consider the Pascal Identity 

(3) 

This could be proved by using the formula in the previous para
graph for C) and "slogging it out"; but you would not then be any 
the wiser as to why (3) is true. Instead, you could consider (n + 1) 
objects of which one is marked. A selection of r of these objects 
might, or might not, contain the marked object. We claim that C:l) 
of the selections contain the marked object and (~) do not. (Do 
you see why?) This observation achieves a conceptual proof. Cer
tainly there are also available arithmetical and algebraic proofs; 
all three types of proof are given in Chapter 6. In this case, the 
arithmetical and algebraic proofs have the advantage that they are 
easily extended to the case where n is any real number (while r 
remains a positive integer). However, while the arithmetical proof 
continues to provide no insight, the algebraic proof shows how 
the Pascal Identity may be viewed conceptually in an entirely 
different light, namely, as a special case of the rule for multi
plying power series. Thus the conceptual viewpoint once again 
triumphs! 

You should not think that conceptual proofs are always combi
natorial. There are other kinds of conceptual proof, which some 
might label abstract, but which we prefer to characterize as non
computational. Chapter 2, though it is all about numbers, is full of 
such conceptual proofs; among the advantages we get from using 
them one should especially mention the aesthetic satisfaction they 
bring. 

Conceptual proofs also serve in the solution of geometrical prob
lems, though, frequently, such nonanalytic proofs are hard to find. 
But the geometrical viewpoint may often provide the crucial in
sight into the strategy for proving a mathematical assertion which 
has no obvious geometrical content. 
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9.3 APPENDIX: PRINCIPLES OF MATHEMATICAL 
PEDAGOGY 

We have included this Appendix because we invisage that our text 
may be read by actual and prospective teachers of mathematics. 
However, we very much hope that all our readers will find it useful. 

It is clear that any principle for doing mathematics effectively 
will imply a principle of sound mathematical pedagogy; and it can
not be necessary for us, writing for readers of this book, to be 
explicit about how each principle we have enunciated translates 
into a pedagogical principle. It is surely sufficient to enunciate a 
very general but rather controversial 

Basic Principle of Mathematical Instruction 
Mathematics should be taught so that students have a chance 

of comprehending how and why mathematics is done 
by those who do it successfully. 

However, we believe that there are certain pedagogical prin
ciples which do not follow directly from principles about doing 
mathematics-or, at least, from those principles which we have 
explicitly identified. With the understanding that we offer the fol
lowing list tentatively. as a basis for discussion, that we do not claim 
that it is complete, and that, emphatically, we do not claim any 
special insight as teachers, we append here a brief list of such 
principles. 

PI Inculcate a dynamic approach. Mathematics is something 
to be done, not merely something to be learnt, and certainly 
not something simply to be committed to memory. 

P z Often adopt a historical approach. Make it plain that, over 
the centuries, mathematics has been something which intel
ligent adults have chosen to do. Moreover, the mathematical 
syllabus was not engraved on the tablets Moses brought down 
from Mount Sinai. No piece of mathematics has always ex
isted. Each piece has been invented in response to some 
stimulus, some need; and the best pieces have continued to 
be used. 
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P3 Recognize the utt1ity of mathematics, but do not underes
timate the power of mathematics itself to attract students. 
Thus, applications should be used, both as justification and as 
inspiration for mathematical ideas; but one should not always 
insist on dealing extensively with applications in presenting a 
mathematical topic. 5 We should remember that mathematics 
has its own natural internal dynamic which should guide its 
development and sequencing, so that it is often philosophi
cally correct, as well as pedagogically sound, to "stay with the 
mathematics." 

P4 Insist on the proper, and only the proper, use and de
sign of tests and other evaluation instruments. Thsts are 
unacceptable unless they contribute to the learning process. 
Students must never be asked to do mathematics under con
ditions which no mathematician would tolerate; it follows, 
of course, that their ability to do mathematics must not be 
assessed by subjecting them to artificial conditions and re
straints. As a minimal requirement, tests must be designed so 
as not to endanger the crucial relationship between teacher 
and student. 

For further thoughts on tests, the reader may like to 
consult [2]. 

Ps Where there are at least two different ways of looking at 
a problem, discuss at least two. Different students look at 
problems and ideas in different ways. What is clear to one 
may be far less clear to another, without this being a reflec
tion of their overall mathematical ability. In particular, some 
students (and mathematicians) visualize discretely, others 
continuously. By giving attention to more than one approach, 
the teacher gives more students the chance to benefit, and 
enhances the prospect of new connections being made in the 
students' understanding. 

SWe cannot support the concept, prevalent in the United States, of a 'problem-driven' 
curriculum, that is, a curriculum in which mathematical items are introduced as and when 
they are needed to solve problems coming from outside mathematics. 
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In the context of this principle it is particularly important to 
insist that one must never cut short an explanation or exposition 
in order to complete an unrealistically inflated syllabus. Alas, how 
often have we heard a colleague say words to the effect, "I did not 
really expect the students to understand, but they will need the 
technique in their physics course next term!" There is no merit in 
the teacher completing the syllabus unless the students complete 
it too! 
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Leibniz harmonic coefficient, 214 
Lemma, x,119 
Lemma, 

Dehn's, x 
Snake, x 
Zorn's, x 

Length,299 
Leonardo of Pisa, 63 
LHS, x 
Licensed Sloppiness, Principle of, 39, 230, 

325 
Like-minded people, 324 
Linear, 65 

combination, 222 
recurrence relations of the second 

order, 65 
recurrence relations of the first order, 

99 
relations, 16 
spirals, 17 

Linearity, 75 
Lobachevsky, 273 
Local nature, xi 
Local property, 284 
Lockwood, E. H., 23 
Logarithm, 289 
Logarithm, base of, 289 
Logarithms, natural, xi 
Logical argument, x 
Logistic map, 278, 290, 296, 310 
Lower case n, 203 
Lucas, Edouard, 64 
Lucas numbers, 61, 64, 329 
Lucas sequence, 64 

Machine(s), 324, 325, 326 
Magic,187 
Magnification factor, 288, 290 
Magnum opus,S 
Main Street, 9 
Making mathematics, 185 
Mandelbrot, Benoit, 279, 318 
Mathematical 

concept, 332 
ideas, 324 
method,217 
pedagogy, 323, 336 
stage, 323 
syllabus, 336 
tastes, viii 

Tidbits, 117 
topics, 337 

Mathematical, 
basic principle of - instruction, 336 
correct - term, x 

Mathematics 
of fractal geometry, 278 
in action, ix 

Mathematics. vii, 277, 328 
applications of, 337 
applied, viii 
aspects of, 328 
characteristic properties of, 329 
doing, 185, 327 
genuine, 326 
ideas in, xi 
internal dynamics of, 337 
making, 185 
power of, 337 
pure, vii 
spirals in, viii 
teaching, 327 
teachers of, 336 
utility of, 337 
unity of, viii 

Mathophobia, viii 
Mathophobic, viii 
Matrix component of the symbol, 127 
McLeay, Heather, 170, 182 
MECC, 155 
Media, 277 
Memories, overburdened, 329 
Mersenne, Abbe, 88, 134 
Mersenne number, 134, 137 
Mobius muff, 181 
Model,321 
Models, 138 
Modern computer 115 
Modern topics, 277 
Modified Koch Snowflake, 304 
Modified symbol, 131 
Modular arithmetic, viii, 25ff 
Moduli,31 
Modulo, 26 
Modulus, 26 
Months, 251 
More, 260 

infinities, 270 
than one size of infinity, 267 

Moses, tablets of, 336 
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Mount Sinai, 336 
Muff, Mobius, 181 
Muff, nonorientable, 182 
Multiplication, 27, 326 
Multiplication, hand algorithm for, 326 
Musca domestica, 10 
Myopia, 90 

N-gons,87 
Natural logarithms, xi 
Nature, spirals in, viii 
Nautilus shell, 22 
Necessary condition, x 
Negative distances, 16 
New connections, 337 
New geometries 273 
New Zealand Association of Mathematics 

Teachers, 334 
Non-computational proof, 335 
Nonconvex 

polvgons, 178 
yuadrilaterals, 179 

Nonorientable muff, 182 
Non-trisectability of an arbitrary angle, 

100 
North American basketball player, 253 
Notatioll" ix, 222 

appropriate, 221, 329 
good, 192 
simple, 329 
summation, 190, 330 

Number 
-theorist, 110 
-theoretic questions, 103 
theory, viii, 87, 89 
trick, 61, 76, 118 

Numbr.r, 
biggest, 253 
complex, xi 
Fermat, 100, 137, 138 
Mersenne, 137 
Palindromic, 37 

Numbers, 
Eulerian, 217, 229, 238, 246 
even, 2551'1' 
Fibonacci, viii, 61 ff, 105, 329 
infinite decimal. 265ff 
Lucas, 61 ff 
odd, 26lff 
rational, 261 fe 283 

real, 261 fj 
sequence of, xi 

Octagons, regular, 150 
Odd numbers, 261 ff 
Odd period, 125 
Oddly, 74 
One-to-one, 257 
One-to-one correspondence, 257 
Onto, 257 
Open, 305 

interval, 231 
subset, 280 

Optimistic, 195, 332 
Optimistic strategy, 94, 96, 123, 124 
Orbit" 311 

stable, 312 
unstable, 312 

Order, 329 
Ore, Oystein, 41 
Overall approach, 323 
Overall mathematical ability, 337 
Overburdened memories, 330 

Pairs of shapes, 162 
Palindromic llumber, 37 
Paper-folder(s), 94, 110 
Paper-folding, viii, 87f[ 
Parallcl lines, 272 
Parallelogram, 210, 211 
Parity, 137 
Particular but not special case, 327 
Particularly intelligent spider, 12 
Pascal, 185, 187 

Flower, 211 (Fig), 
Flower, properties of, 213 
Hexagon, 186, 188, 197(Figl, 205 
Identity, 193, 203, 207, 228 
Triangle, viii, 185, 191, 192(Fig), 196, 

218 
Triangle, patterns in, 186 
Windmill, 186, 188, 197(Fig), 213, 219 
Windmill, blades of, 213 

Pascalian harmonic triangle, 215(Fig) 
Pascalian Identity, 216 
P~ttern" 170 

fabric, 153 
periodic, 172 
repeating, 172 
wallpaper, 172 



Patterns, 211 
Patterns in the Pascal Triangle, 186 
Pedagogical strategy, viii 
Pedagogy, Principles of Mathematical, 336 
Pedantic, 324, 325 
Pedantic approach, 232 
Pedantry, 325 
Pedersen, Chris, ISS, 165, 180 
Pedersen, Jean, 58, 85,141,142,170,180, 

182,217,248,318 
Pedersen, Katrina, 180 
Pedersen, Kent, xi 
Pedersen, Kirsten, 180 
Peitgen, H. -0., 318 
Pentagon, regular, 148 
Pentagram, 89(Fig) 
People, like-minded, 324 
People, unfortunate, viii 
Period,97 

k,317 
k point of j', 311 
-doubling, 313 

Periodic, 172 
patterns 172 
point, 317 
repeat, 283 

Permutation, 38, 45, 130 
Pervasive idea, 328 
Pi (rr), xi 
Piece-work, 143 
Pigeon-hole principle, 79, 251 
Pigeon-hole principle, generalized, 252 
Pigeons, 249 
Plane Euclidean geometry, 272 
Polar coordinates, 10 
Polar graph paper, 2 
P61ya, George, 177, 182, 248 
Polygon(s), (see also Regular) 

nonconvex, 178 
regular convex, 329, 333 
regular star, 333 

Polyhedral models, 89 
Polynomials, 114,334 

cubic, 331 
product of, 330 
quadratic, 331 

Popular accounts, 278 
Popular science literature, 277 
Popularization of science, 277 
Population studies, 278 

Positive encouragement, viii 
Power 

of mathematics, 337 
series, 198 
series expansion, 199 

Precision, 325 
Predator-prey interactions, 277 
Primality, 51 
Primary crease lines, 89, 95 

Index 

Primary folding procedure of period 3, 
125 

Prime, 44 
attraction, 324 
base, 39 
Fermat numbers, 88 
number records, 53 
section, 108 
to In, 44 

Primes, 49 
Principle of mathematical instruction, 

basic, vii 
Principles, 195, 323 
Principles of mathematical pedagogy, 336 
Principles, specific, 323, 329 
Problem-driven curriculum, 337 
Procedures, set of, vii 
Product of two polynomials, 329 
Proof, x 

by induction, 77 
without words, 220, 234 

Proof, 
abstract, 335 
arithmetic, 194 
computational, 193 
conceptual, 193,334 
non-computational, 335 

Proper tests, 337 
Properties of the Pascal Flower, 213 
Propertics of the circle, 328 
Protein, 1 
Proving theorems, 272 
Pseudo-Eulerian coefficients, 234, 238 
Pseudo primes, 50 
Public key crypto-system, 53 
Pure number thoery, 112 
Pure mathematics, viii 
Purpose, vii 
Putative angle, 94, 97, 102, 123 

q-analogues, 207 
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(I-analogues (conI.) 
of the binomial coefficients, 207 
of the harmonic coefficients. 203 

Quadratic 
equation(s). 66, 331 
formula, 71 
forms, 332 
polynomials, 331 
residue, 42. 43 

Quadrilaterals. nonconvcx, 179 
Qualitative explanation, 278 
Quasi-Ord(~r Theorem. 89, 130 

Question, from answer to, 222, 326 

(Luilt makers, 1')3 
CLuilt pieces, 1')4 
(Luilting bee. 147 
Quilts, viii. 143ft 
Quotient, :l2.S 

Radians, 10 
Rational number, 28.1 
Rational numbers, 26i 
Rationals, 2(i4 
Rays, 2 

Reill 
numbers, 261 
world construction, 96 
understanding, 277 

Rectangular lattice. 173 
Recurrence relation. 63, 97 
Recursively. 280 
Reduced 

and contracted (2- )symbol, 135 
copies, 234 
symbol, 127 

Reduction factor, 284, 288. 290, 300 
Reflection, ](i3, 212 
Reflections, 168,32:1 
Reflexivitv, 29 
References, ix 

Regular 

2-period polygons, 91 
convex, h-gon, 132 
convex 7-gon, 94 
convex 8-gon. 94 
convex ll-gon, 108 
convex 341-gon, 108 
convex FAT lO-gons, 101 
convex n-gon. approximation of. 88 
convex polygons, 87, 329, 333 

convex pentagon, 100 
heptagons, 150 
hexagon, 147 
hexagonal tiling, 166 
n-gon, interior angle of, l~O 
9-gon, 100 
octagons, 150 
pentago!1, 148 
polygonal shapes, 14fl 
star { ~ }-gon, 92 
star { ~ }:gon, 12:l 
star polygon(s). g'l, 333 
t~trahedron, 31 (i 

Relation. 2>1 
Remainder, 20 

Reorganiziltio!1 .. B4 
Reorganize, 240 
Repeating, patterns, 172 
Repels nearby orbits, 311 
Research mathematicians, 277 
Residue, 28(det), :129 
Residue class, 26, 27( Def) 
Residues, 44 
Resorts, first, :126 
Resorts, last. 126 
Respectahle spiral, 21 
Rhomhoid lattice, 173 
Rhombus, 147 
RHS, x 
Ribenboim, Paulo. 53 
Richter, p. 318 
Right-justified, 185 
Rigorous mathematical treatment. Z7g 
Rotating ring of tetrahedra, 140 
Rotation, 161, IGEl 
RSA system, .53 

s-mcasure, 302 
Sales, 278 
Satistilction, aesthetic, 33:; 
Saupe, D., 318 
Scaling factor, 287. :lOO 
Schattschneider, Doris, 170. 175, I n.J 

Schroder-Bernstein Theorem, 26n 
Science, popularization of, 277 
Scrolls, 143 
Second order, 65 
Second Symmetry identity, 203 
Secondary crease line(s), a9, 101 
Security, 49 



Selections, 188 
Self-similar, 280 
Self-similar transformations, 278 
Self-similarity 280, 232 
Self-similarity dimension, 279, 289, 298, 

301, 303 
Separable function, 208, 214, 216 
Sequence of numbers, xi 
Serious, 324 
Set 

of Cantor type, 313 
of contractions, 305 
of integers Z, 29 
of procedures, vii 
theory, 273 

Sets, infinite, viii 
SHEAR,171 
Shepherd, Geoffrey, 182 
Siebert Karl-Heinz, 254 
Sierpinski Gasket, 286 
Sierpinski Thiangle, 286, 290, 315(Fig) 
Similar triangles, 328 
Similarity, 300 
Simple paper-folding, 91 
Simple translation, 164 
Simplified notation, 31 
Sine curve, 171 
Singular case, 70 
Skill, vii 
Slide symmetry, 166 
Slog it ollt, 232 
Slogging it out, 224, 335 
Slope, 311 
Sloppiness, Principle of Licensed, 39, 230, 

325 
Smallest folding nl! mber, 111 
Snake Lemma, x 
Social mathematical activity, 324 
Solid Geometry, 138 
Solitary activity, 324 
Solow, Daniel, 248 
Solution of recurrence relation, 65 
Solution, systematic, 328 
Sophisticated material, 298 
Space-filling curves, 271 
Specific principles, 323, 329 
Spiderweb, 1, 15 
Spiral 

away,S 
in,5,9 

out, 9 
structure, 22 

Index 

Spirals in nature and mathematics, viii 
Spiral(s)" 3, 7, 143 

Archimedean, 18 
equiangular, 20 
linear, 17 
respectable, 21 

Splits, 312 
Square, 147 
Square fractal, 316(Fig) 
Square motif, 143 
Square, root of, -1, xi 
Squares, difference of two, 334 
Squiggles, 104 
Stable, 311 
Stable orbit, 312 
Starred material, ix 
Star of David, 89(Fig) 
Star of David Theorem, 213 
Star polygons, 89 
Stars, (*), ix 
State Street, 9 
Stay with mathematics, 337 
Stillwell, John, 274 
Straight edge, 87, 329 
Strange attractor, 313 
Strangeness, 279 
Strategy, 329 
Strategy, pedagogical, viii 
Strong pseudoprimes, 51 
Student's understanding, 337 
Sublime mysteries, 187 
Subtraction, 27 
Success, expectations of, ix 
Successful solution, 324 
Sufficient condition, x 
Summation notation, 190, 330 
Summation symbol, (L), xi 
Sunflower, 22(Fig) 
Superficial, 277 
Syllabus, completing the, 338 
Syllabus, unrealistically inflated, 338 
Symbol" 126 

2-, 127 
3-,133 
complete, 128 
contracted, 127 
modified, 131 
reduced, 127 
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Symbol (conI.) 
unique, 332 
unreduced, 128 

Symmetric, 72 
Symmetric polynomial, 72 
Symmetry 

condition, 216 
Identity, 191 
property, 197, 230 

Symmetry" 29,126,139,163,328 
always look for, 329 
slide, 166 
translational, 169 

Synthetic geometry, 328 
Systematic solution, 328 

t-symbol, 127 
Tablets, of Moses, 336 
Tactics, 329 
Talented performers, 323 
Tangent, 311 
Tape, 

(2,1 )-, 95 
adding-machine, 91 
gummed,91 

Tape measures, 18 
Thstes, mathematical, viii 
Taylor expansion, 206 
Teachers (of mathematics), viii, 336 
Teaching mathematics, 323, 327 
Technique, algebraic, 334 
Templates, 156 
Tent function, 290 
Tent map, 278, 290, 317 
Terminology, ix 
Tessellation, 158 
Tessellation by polygons, 162 
TesseIMania®, 155 
Tests, 

design of, 337 
proper (use of), 337 
traditional, 324 

Test your understanding, ix 
Tetrahedral solid, 317 
Tetrahedron, 321 
Theorem, 

Christmas Stocking, 196 
Hockey Stick, 196 
Quasi-Order, 89, 128, 130 
Schroder-Bernstein, 268ff 

Star of David, 213 
Theorems, x 
Theory of polynomials, 245 
Therapeutic function, viii 
Thin, 301 
Thin intersection, 303 
Thin intersection property, 301 
Thomas, 201 
Thompson, D'Arcy W, 23 
Thread,181 
Three constituencies, viii 
Tidbits, 11 7ff 
Tiling the plane, 158 
Toilet, 167 
Toilet frieze, 167 
Tombstone (D), x 
Topological dimension 278, 288 
Topological invariant, 298 
Topology, 140 
Total angular deficiency, 139 
Tournament, 273 
1raditional tests, 324 
1ransition Identity, 226, 228( Fig), 235, 

237(Fig), 238, 246 
1ransitivity, 29 
1ranslate, 126 
1ranslates, 336 
Translational symmetry, 164, 169 
Trapezia, 159 
1rapezoids, 159 
1rees, 277 
Triangle (L'l.), xi 
1riangle, Eulerian, 229(Fig) 
1riangle inequality, 308 
1riangle, Pascal, 185, 191, 196, 218 
Triangles" 185 
1riangles, similar, 328 
1riangular fractal, 315(Fig) 
1rigonometry, 328 
1rinomial coefficients, 191 
1ristan and Isolde, 147 
1hrpin, Caroline, 154, 164 
"TYpical, 327 

UGH',332 
Understanding, 326 
Unfortunate people, viii 
Uninteresting, 326 
Uninteresting algorithm, 326 
Uninteresting answers, 326 
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Unique symbol, 332 
Uniqueness, 308 
Unity, 30 
Unity of mathematics, viii 
Universe, 254 
Unrealistically inflated syllabus, 338 
Unreduced symbols, 128 
Unstable, 311 
Unstable fixed points, 311 
Unstable orbit, 312 
Upper case N, 203 
Useful,324 
Utility of mathematics, 337 

Value, 2-, 74 
Variety, 328 

Wallpaper patterns, 172 

Waring, Edward, 41 
Washburn, Dorothy K., 175,177,183 
Watertight compartments, 328 
Wavy line, ix 
Weight, 212 
Weighted sums(s), 222, 217 
Whitehead, Mary, 143, 144 
Whitehead, Thmsen, 144 
Wilde, Carroll 0., 142,318 
Wiles, Andrew, 40 
Wilson, John, 41 
Wilson's Theorem, 41 
Windmil1(s), 185, 196 
Windows, 313 
World, civilized, vii 
World's Biggest Banger, 254 

Zermelo, 273 
Zero, 30 
Zorn's Lemma, x 



Undergraduate Texts in Mathematics 

(continued from page ii) 

Lang: Undergraduate Algebra. Second 
edition. 

Lang: Undergraduate Analysis. 
Lax/Burstein/Lax: Calculus with 

Applications and Computing. Volume 1. 
LeCuyer: College Mathematics with APL. 
Lidl/pilz: Applied Abstract Algebra. 
Macki-Strauss: Introduction to Optimal 

Control Theory. 
Malitz: Introduction to Mathematical Logic. 
Marsden/Weinstein: Calculus I, II, III. 

Second edition. 
Martin: The Foundations of Geometry and 

the Non-Euclidean plane. 
Martin: Transformation Geometry: An 

Introduction to Symmetry. 
Millman/Parker: Geometry: A Metric 

Approach with Models. Second edition. 
Moschovakis: Notes on Set Theory. 
Owen: A First Course in the Mathematical 

Foundations of Thermodynamics. 
Palka: An Introduction to Complex 

Function Theory. 
Pedrick: A First Course in Analysis. 
Peressini/Sullivan/Uhl: The Mathematics 

of Nonlinear Programming. 
Prenowitz/ Jantosciak: Join Geometries. 
Priestley: Calculus: An Historical 

Approach. 
Protter/Morrey: A First Course in Real 

Analysis. Second edition. 
Protter/Morrey: Intermediate Calculus. 

Second edition. 
Roman: An Introduction to Coding and 

Information Theory. 

Ross: Elementary Analysis: The Theory of 
Calculus. 

Samuel: Projective Geometry. 
Readings in Mathematics. 

Scharlau/Opolka: From Fermat to 
Minkowski. 

Sethuraman: Rings, Fields, and Vector 
Spaces: An Approach to Geometric 
Constructability. 

Sigler: Algebra. 
Silverman/Thte: Rational Points on Elliptic 

Curves. 
Simmonds: A Brief on Tensor Analysis. 

Second edition. 
Singer/Thorpe: Lecture Notes on 

Elementary Tbpology and Geometry. 
Smith: Linear Algebra. Second edition. 
Smith: Primer of Modern Analysis. Second 

edition. 
Stanton/White: Constructive 

Combinatorics. 
Stillwell: Elements of Algebra: Geometry, 

Numbers, Equations. 
Stillwell: Mathematics and Its History. 
Strayer: Linear Programming and Its 

Applications. 
Thorpe: Elementary Topics in Differential 

Geometry. 
Troutman: Variational Calculus and 

Optimal Control. Second edition. 
Valenza: Linear Algebra: An Introduction 

to Abstract Mathematics. 
Whyburn/Duda: Dynamic Tbpology. 
Wilson: Much Ado About Calculus. 


