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This book is dedicated to Prabha, 
who gave me so much, 

and taught me so much more. 



Preface 

This book is an attempt to communicate to undergraduate math­
ematics majors my enjoyment of abstract algebra. It grew out of 
a course offered at California State University, Northridge, in our 
teacher preparation program, titled Foundations of Algebra, that was 
intended to provide an advanced perspective on high-school mathe­
matics. When I first prepared to teach this course, I needed to select 
a set of topics to cover. The material that I selected would clearly 
have to have some bearing on school-level mathematics, but at the 
same time would have to be substantial enough for a university-level 
course. It would have to be something that would give the students 
a perspective into abstract mathematics, a feel for the conceptual 
elegance and grand simplifications brought about by the study of 
structure. It would have to be of a kind that would enable the stu­
dents to develop their creative powers and their reasoning abilities. 
And of course, it would all have to fit into a sixteen-week semester. 

The choice to me was clear: we should study constructibility. 
The mathematics that leads to the proof of the nontrisectibility of 
an arbitrary angle is beautiful, it is accessible, and it is worthwhile. 
Every teacher of mathematics would profit from knowing it. 

Now that I had decided on the topic, I had to decide on how to 
develop it. All the students in my course had taken an earlier course 

.. 
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viii Preface 

on sets and functions, but many had not progressed any further into 
abstract mathematics. What I needed to do, therefore, was to develop 
enough algebra to lead to the proofs of the nonconstructibility results 
without getting bogged down in technicalities. But since this course 
was going to be the only algebra course that several of my students 
would take, the material I developed needed be rich enough so that 
everybody would get a good sense of what the subject was all about. 

Given this goal for the course, I set out to find a textbook. There 
certainly is a wealth of rather excellent textbooks on introductory 
abstract algebra, but they seem to be designed with a different pur­
pose in mind: to develop technical mastery of the subject. As such, 
they delve into the details of the subject, rather than focusing on an 
overview. For me to have culled from existing textbooks the mathe­
matics that I wanted to cover in my course at the level that I wanted 
to cover it would have been a horrendous task. I decided instead to 
write my own book. 

This book has been written in a conversational style, a style 
that mirrors my own approach to teaching. The focus is on expo­
sition, on conveying mathematical intuition to an audience that will 
have careers in mathematics, but for the most part will not go on 
to get a ph.D. in mathematics. Familiarity with the material is de­
veloped by exposing the students to lots of examples; sacrificing, if 
necessary, the desire to prove lots of theorems. The text is peppered 
liberally with questions, designed to encourage the students to learn 
the subject by thinking through the material themselves. This is par­
ticularly true of the sections that deal with examples: many of the 
questions asked within these examples could serve just as well as 
formal exercises. 

The book begins with an essay on how to learn mathematics, a 
topic that I feel is well worth spending some time on in introduc­
tory courses in abstract mathematics. This is followed in Chapter 1 
by a study of divisibility in the integers, and in Chapter 2 by a gen­
eral introduction to rings and fields. Vector spaces are introduced in 
Chapter 3 so as to make it possible to measure degrees of field exten­
sions. Chapter 4 discusses how degrees offield extensions behave in 
towers, and studies the concept of an element in a field extension 
being algebraic over the base field. The notion of irreducibility of 
polynomials and the phenomenon of unique factorization in poly-
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nomial rings are studied in Chapter 5, and immediately after, the 
relation between the degree of the field generated by an element 
and the degree of its minimal polynomial is derived in Chapter 6. 
Finally, these results are put together in Chapter 7 to arrive at the 
algebraic criterion for the constructibility of a real number. 

Although the treatment of divisibility in the integers in Chapter 
1 is somewhat standard, the remaining chapters are a little less tra­
ditional. As described above, the goal is to get to constructibility with 
minimum fuss, but without sacrificing richness. For instance, in the 
chapter on rings and fields (Chapter 2), I discuss numerous exam­
ples of such objects and I discuss subrings generated by elements, 
but I avoid talking of ideals since I do not have a formal need for this 
concept. (On the other hand, in Chapter 6, the set denoted IF,a is 
after all just an ideal of F[x], so I take advantage of this opportunity 
to give them a sequence of exercises concerning ideals in general.) 
Similarly, by working within a fixed field extension KIF, I never 
deal with the abstract construction of field extensions generated by 
roots of polynomials, and instead focus on field extensions gener­
ated by specific elements of the overfield K. (In fact, the issue of an 
element a of K being algebraic or transcendental over the subfield 
F is motivated by the question of when the field generated over F 
by a equals the ring generated over F by a.) 

Along the way, I have tried to develop topics that a high-school 
mathematics teacher might find interesting. For instance, in the 
chapter on divisibility in the integers (Chapter 1), I include problems 
that show the validity of various divisibility tests (such as tests of di­
visibility by 3 and divisibility by 11). In the same chapter, I include a 
discussion on the Euclidean algorithm for finding the greatest com­
mon divisor of two integers, following an exercise where one has to 
show that if a = bq + r, then gcd(a, b) = gcd(b, r). In Chapter 2, 
I include a problem that shows in a series of steps that unique fac­
torization fails in a very natural "number system," an exercise that I 
hope will help the reader appreciate the significance of unique prime 
factorization in the integers. In Chapter 4, I introduce the concept 
of algebraic and transcendental numbers, and then discuss the tran­
scendentality of certain specific numbers. I include a problem on 
showing that e is irrational, and in the notes to this same chapter, I 
explain why there are "so many more" transcendental numbers than 
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there are algebraic numbers. In the chapter on polynomials (Chapter 
5), I include discussions on the Fundamental Theorem of Algebra 
and on roots of polynomials. In the exercises to this chapter, I in­
clude problems that show why complex nonreal roots of polynomial 
equations with real coefficients come in pairs, why polynomials of 
odd degree with coefficients in the reals have a root in the reals, 
how the coefficients of a polynomial are related to its roots, how to 
obtain all n nth roots of a complex number given anyone root, why 
the Lagrange interpolation polynomial is unique, and why synthetic 
division works the way it does. As well, in the notes to this chapter, 
I include discussions on the general problem of solving polynomial 
equations by radicals, and I outline Cardano's solution of the cubic. 

A few words about the notes and the exercises. First the notes­
they are meant to be informal. They started off as a vehicle by which 
I could try to provide glimpses into more advanced areas of math­
ematics as well as a vehicle by which I could communicate some 
of my own excitement about these areas. Very soon, however, they 
developed into a convenient receptacle for all sorts of remarks that 
I wanted to make, remarks that I felt should not be made in the text 
either for fear of derailing the course or for fear of giving away too 
much too soon. As such, one will find in the notes, besides pointers 
to theories beyond the scope of this book, comments on certain def­
initions, notes on certain proofs, remarks on specific examples, as 
well as occassional hints to some of the questions I ask in the text. 

Now for the exercises. I have already noted above that many 
of the questions I ask within some of the examples I develop can 
serve as formal assignments. (Tb take an instance at random, in Ex­
amples 3.11 in Chapter 3, the questions asked in Examples 3.11.1, 
3.11.2,3.11.7, and 3.11.8 can all be assigned formally as problems.) 
For the most part, such problems assigned from the various examples 
I develop will be of a routine nature, designed to build familiarity 
with the material. As for the exercises at the end of each chapter, I 
have attempted to make many of them of some substance, exercises 
from which students will hopefully learn some significant mathe­
matics. Of course, there is always a danger with such a philosophy 
in a beginning class, the danger that this approach may be too diffi­
cult for the students. Tb mitigate this somewhat, I have broken up 
many exercises into several digestible chunks, and I have provided 
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copious hints. (I suspect that "guided discovery" is the surest way 
to learn mathematics, even when the students are seeing abstract 
mathematics for the first time.) 

I believe that this book would serve very well as a gentle one­
semester introduction to abstract algebra, after the students have had 
a basic introduction to sets and functions such as the introduction 
one gets in a typical undergraduate "discrete mathematics" course. 
By dwelling just a bit on the chapter on polynomials, working out 
all the exercises therein, a course taught out of this book would ad­
ditionally provide some insight into what used to go by the name 
of "Theory of Equations!' Such insight would be particularly useful 
to anybody teaching high-school mathematics. This book could also 
be used by anybody learning algebra on their own; the focus on 
exposition is designed to facilitate self-study. 

Several colleagues have been of enormous help to me during the 
writing of this book. Pat Morandi was very encouraging about the 
worth of the project, and being a fellow-author, listened sympathet­
ically to my travails. Besides, he put up with endless discussions 
on things like the definition of the greatest common divisor, when 
he would much rather be having endless discussions on things like 
the definition of etale cohomology. Also, he bravely volunteered to 
teach out of this book while on sabbatical at Indiana University. Jerry 
Gold, another brave soul, agreed to teach out of this book at Califor­
nia State University, Northridge, and provided several very valuable 
suggestions for improvement based on his experience. Ann Watkins 
read through portions of the book and made numerous comments 
that were extremely perceptive. She and Reinhard Laubenbacher 
both introduced me to the mechanics and the culture behind book 
publishing. 

Many friends and family members helped as well. My brother 
Ananth and sister-in-law Vidya read through the preliminary ver­
sion of the first few chapters and provided several suggestions. So did 
my college buddies KP and Shanks, as well as their spouses Malathi 
and Brinda. My good friends Henri and Stan read through the In­
troduction, and insisted that I retain the reference to the equitable 
distribution of pastry. 

And of course, some of the most helpful individuals were the 
students in the Foundations of Algebra course at California State 
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University, Northridge. They are unfortunately too numerous to 
mention by name, but all these students should know that they were 
a joy to teach, and that it was they who were the fundamental reason 
why I wrote this book. It gives me particular pleasure to note that 
most of them are now established teachers themselves. 

The National Science Foundation, as well as the Office of Re­
search and Sponsored Projects and the College of Science and 
Mathematics at California State University, Northridge, provided 
generous support while this book was being written. 

Th all these people and organizations, I am very grateful. 

B.A. Sethuraman 
August 1996 
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Introduction 

Most of us are introduced to number systems very early in our lives, 
when we first learn how to count. We begin by learning to add, us­
ing the numbers I, 2, 3, .... Then, we learn 'about the process of 
"taking away:' that is, the process of subtracting one number from 
another, and as a consequence, we learn about the number 0 as well 
as the numbers -I, -2, -3, .... Thus acquainted with the integers, 
we learn multiplication as a shortcut to addition-adding four 3s 
together is the same as multiplying 3 by 4. After several years of 
multiplication tables, we are taught fractions (usually in the context 
of dividing two pies among five people), and as a result, we learn 
about the rational numbers. 

Our introduction to the real numbers comes to us from two 
sources. On the one hand, we learn about square roots and cube 
roots, and are thus introduced to numbers like ,J2 and 4'3. On the 
other hand, we learn from geometry the concept of the length of 
a line. We are told that real numbers are the numbers that corre­
spond to lengths of line segments, that is, to points on the number 
line. 

Finally, it is pointed out to us that although it seems as if only 
positive numbers can have square roots, this is in fact not true. The 
number i is introduced to us as the square root of -I, and we are told 
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that from this, we get a new system of numbers (the complex num­
bers) by considering all expressions of the form a + ib, where a and 
b are real numbers. We learn to add, subtract, multiply, and divide 
with these numbers. We learn about the geometric interpretation of 
complex numbers and about de Moivre's theorem, and we are told 
that at least in theory, we can solve any polynomial equation over 
the complex numbers. 

Needless to say, in spite of our developing great mechanical fa­
cility with the complex numbers, they remain a mystery to most 
of us. Somehow, it still does not seem correct that a negative num­
ber could have a square root! Merely defining i to be the square root 
of -1 seems rather contrived, yet these abstract expressions of the 
form a + ib indeed seem to give us a set of numbers with wonderful 
properties. 

The complex numbers are not the only numbers that we wonder 
about. At some point, we all wonder about even the most basic of 
numbers, the positive integers. They have endless fascination for 
us, and there is a wealth of questions that we ask ourselves about 
these numbers. (Some of these, such as Goldbach's conjecture, that 
every positive even integer greater than 4 can be written as a sum of 
two odd primes, or the question of the existence of infinitely many 
"twin" primes, that is, primes that differ by two, remain unsettled to 
this day.) At other times, we wonder about the rationals, this process 
of forming fractions, that seems to take care of dividing objects into 
equal parts. We wonder about the other numbers on the real line, 
how some of them have decimal expansions that go on forever with­
out any repetition, and how they can all be approximated arbitrarily 
closely by rational numbers. And of course, we continue to wonder 
about this mysterious square root of -1. 

It is precisely this wonder about numbers that has been respon­
sible for the development of much of the mathematics of the last 
two centuries, and in particular, of what is often referred to today as 
"abstract" algebra. The attempt to understand the structure of these 
numbers and to solve some of the outstanding problems concern­
ing them has led to the introduction of some very deep concepts. 
These concepts have in turn shed light on other areas ofmathemat­
ics, as well as on areas of science and engineering, and have thus 
considerably enriched human knowledge. 
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One of the problems that these concepts have solved is that of 
constructibility. This is a problem that had baffled the Greeks, and 
had remained unsolved for about two thousand years: Can arbitrary 
geometric figures be constructed using just a straightedge and a com­
pass? The most famous version of this question asks whether it is 
possible to trisect an arbitrary angle, that is, whether it is possible 
to construct an angle whose measure is one-third that of any given 
angle, using just a straightedge and a compass. As it turns out, a com­
plete answer can be given to this question using only introductory 
algebraic concepts. 

Our goal in this book will be to learn these introductory concepts and 
then apply them to the solution of the constructibility problem. 

Our path will take us through rings, fields, and vector spaces. We 
will learn about field extensions and learn to differentiate between 
algebraic and transcendental numbers. We will study the division 
algorithm for polynomials and the notion of an irreducible polyno­
mial, and we will realize that these concepts are exact analogs of 
the corresponding division algorithm for integers and the notion of 
a prime integer. (In fact, we will start our studies by examining di­
visibility and primes in the integers.) We will learn about the degree 
of a field extension, and we will relate this degree to dimensions of 
certain vector spaces. Finally, we will see how this degree affects 
constructibility . 

A thorough understanding of these introductory concepts will en­
able you to proceed further into mathematics and understand some 
of the questions we have described above. For instance, a more ad­
vanced course will detail the algebra behind the process by which 
the complex numbers are formed from the reals and will discuss the 
concept of an ordered field. This will hopefully settle your confusion 
about negative numbers having square roots, and you will hopefully 
see that the formation of the complex numbers from the reals is 
really not the contrived process it first seems, but is instead some­
thing very natural. Similarly, a more advanced course that includes 
real analysis (or "advanced calculus") will illumine the relationship 
of the rationals to the reals. As a result of such a course, you will 
hopefully realize that the real numbers are precisely the numbers 
that arise when one tries to come to grips with the concept of deci­
mal expansions that go on forever without repetition, and you will 
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hopefully understand that it is perfectly natural that the rationals be 
dense in the reals, that is, that every real number be approximated 
arbitrarily closely by rational numbers. 

How should you read this book? The answer, which applies to 
every book on mathematics, can be given in one word-actively. You 
may have heard this before, but it can never be overstressed-you 
can only learn mathematics by doing mathematics. This means much 
more than attempting all the problems assigned to you (although 
attempting every problem assigned to you is a must). What it means 
is that you should take time out to think through every sentence and 
confirm every assertion made. You should accept nothing on trust; 
instead, not only should you check every statement, you should also 
attempt to go beyond what is stated, searching for patterns, looking 
for connections with other material that you may have studied, and 
probing for possible generalizations. 

Let us consider an example. On page 34 in Chapter 2, you will 
find the following sentence: 

Yet, even in this extremely familiar number system, 
multiplication is not commutative; for instance, 

(~ ~). (~ ~) f (~ ~). (~ ~). 
(The "number system" referred to is the set of 2 x 2 matrices whose 
entries are real numbers.) When you read a sentence such as this, 
the first thing that you should do is verify the computation yourselves. 
Mathematical insight comes from mathematical experience, and you 
cannot expect to gain mathematical experience if you merely accept 
somebody else's word that the product on the left side of the equation 
does not equal the product on the right side. 

The very process of multiplying out these matrices will make the 
set of 2 x 2 matrices a more familiar system of objects, but as you 
do the calculations, more things can happen if you keep your eyes 
and ears open. Some or all of the following may occur: 

1. You may notice that not only are the two products not the same, 
but that the product on the right side gives you the zero matrix. 
This should make you realize that although it may seem impos­
sible that two nonzero "numbers" can multiply out to zero, this 
is only because you are confining your thinking to the real or 
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complex numbers. Already, the set of 2 x 2 matrices (with which 
you have at least some familiarity) contains nonzero elements 
whose product is zero. 

2. Intrigued by this, you may want to discover other pairs of nonzero 
matrices that multiply out to zero. You will do this by taking 
arbitrary pairs of matrices and determining their product. It is 
quite probable that you will not find an appropriate pair. At this 
point you may be tempted to give up. However, you should not. 
You should try to be creative, and study how the entries in the 
various pairs of matrices you have selected affect the product. It 
may be possible for you to change one or two entries in such a 
way that the product comes out to be zero. For instance, suppose 
you consider the product 

You should observe that no matter what the entries of the first 
matrix are, the product will always have zeros in the (I, 2) and 
the (2,2) slots. This gives you some freedom to try to adjust the 
entries of the first matrix so that the (I, 1) and the (2, 1) slots also 
come out to be zero. After some experimentation, you should be 
able to do this. 

3. You may notice a pattern in the two matrices that appear in our 
inequality on page 4. Both matrices have only one nonzero entry, 
and that entry is a 1. Of course, the 1 occurs in different slots 
in the two matrices. You may wonder what sorts of products 
occur if you take similar pairs of matrices, but with the nonzero 
1 occuring at other locations. Th settle your curiosity, you will 
multiply out pairs of such matrices, such as 

(~ ~).(~ ~), 
or 

You will try to discern a pattern behind how such matrices mul­
tiply. Th help you describe this pattern, you will let eij stand for 
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the matrix with 1 in the (i,i)-th slot and zeros everywhere else, 
and you will try to discover a formula for the product of ei,j and 
ek,l, where i,i, k, and 1 can each be any element of the set {l,2}. 

4. You may wonder whether the fact that we considered only 2 x 2 
matrices is significant when considering noncommutative mul­
tiplication or when considering the phenomenon of two nonzero 
elements that multiply out to zero. You will ask yourselves 
whether the same phenomena occur in the set of 3 x 3 matri­
ces or 4 x 4 matrices. You will next ask yourselves whether they 
occur in the set of n x n matrices, where n is arbitrary. But you 
will caution yourselves about letting n be too arbitrary. Clearly n 
needs to be a positive integer, since lin x n matrices" is meaning­
less otherwise, but you will wonder whether n can be allowed to 
equal 1 if you want such phenomena to occur. 

5. You may combine 3 and 4 above, and try to define the matrices 
ei,j analogously in the general context of n x n matrices. You will 
study the product of such matrices in this general context and 
try to discover a formula for their product. 

Notice that a single sentence can lead to an enormous amount of 
mathematical activity! Every step requires you to be alert and ac­
tively involved in what you are doing. You observe patterns for 
yourselves, you ask yourselves questions, and you try to answer 
these questions on your own. In the process, you discover most of 
the mathematics yourselves. This is really the only way to learn 
mathematics (and in particular, it is the way every professional 
mathematician has learned the subject). Mathematical concepts are 
developed precisely because mathematicians observe patterns in 
various mathematical objects (such as the 2 x 2 matrices), and to 
have a good understanding of these concepts you must try to notice 
these patterns for yourselves. 

1b help you along, brief notes for each chapter have been in­
cluded. These notes contain hints to some of the questions asked 
in the chapter, as well as general comments about some of the def­
initions, examples, and theories presented in the chapter. Do not 
rush to read these notes; you need to think independently about the 
material first! 
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Besides the willingness to read this book actively, the prereq­
uisites for this book are small. You are expected to have some 
familiarity with the integers, as well as with the rationals, real and 
complex numbers, polynomials, . and matrices. It would be helpful 
to be able to do proofs by induction. A rudimentary knowledge of 
set theory is assumed. 

Exercises 

1. Carry out the program in steps (1) through (5) above. 



CHAPTER 

Divisibility in 
the Integers 

We will begin our study with a very concrete set of objects, the in­
tegers, that is, the set {O, I, -I, 2, -2, ... }. This set is traditionally 
denoted Z and is very familiar to us-in fact, we were introduced 
to this set so early in our lives that we think of ourselves as having 
grown up with the integers! Moreover, we view ourselves as having 
completely absorbed the process of integer division; we unhesitat­
ingly describe 3 as dividing 99 and equally unhesitatingly describe 
5 as not dividing lOI. 

As it turns out, this very familiar set of objects has an immense 
amount of structure to it. It turns out, for instance, that there are 
certain distinguished integers (the primes) that serve as building 
blocks for all other integers. These primes are rather beguiling ob­
jects; their existence has been known for over two thousand years, 
yet there are still several unanswered questions about them. They 
serve as building blocks in the following sense: every positive inte­
ger greater than 1 can be expressed uniquely as a product of primes. 
(Negative integers less than -1 also factor into a product of primes, 
except that they have a minus sign in front of the product.) 

The fact that nearly every integer breaks up uniquely into build­
ing blocks is an amazing one; this is a property that holds in very 
few number systems. (In the exercises to Chapter 2 we will see an 

9 
B. A. Sethuraman, Rings, Fields, and Vector Spaces
© Springer Science+Business Media New York 1997



10 1. Divisibility in the Integers 

example of a number system whose elements do not factor uniquely 
into building blocks. Chapter 2 will also contain a discussion of what 
a "number system" is-see Remark 2.5.) On the other hand, there 
are some number systems where such a property does hold, notably 
polynomials, and we will find that the fact that polynomials also 
break up uniquely into building blocks is crucial to our treatment of 
constructibility. We will study polynomials in Chapter 5. 

Our goal in this chapter is to prove that integers can be fac­
tored uniquely into primes. We will begin by examining the notion 
of divisibility and defining divisors and multiples. We will study 
the division algorithm and how it follows from the Well Order­
ing Principle. We will explore greatest common divisors and the 
:p.otion of relative primeness. We will then introduce primes and 
prove our factorization theorem. Finally, we will look at what is 
widely considered as the ultimate illustration of the elegance of pure 
mathematics-Euclid's proof that there are infinitely many primes. 

Let us start with something that seems very innocuous, but is 
actually rather profound. Write N for the nonnegative integers that 
is, N = {O, 1,2,3, ... }. (N stands for "natural numbers," as the non­
negative integers are sometimes referred to.) Let Sbe any nonempty 
subset of N. For example, S could be the set {O, 5,10, IS, ... }, or the 
set {I, 4, 9, 16, ... }, or else the set {lOO, lOOO}. The following is rather 
obvious: there is an element in S that is smaller than every other 
element in S, that is, S has a smallest or least element. This fact, 
namely that every nonempty subset of N has a least element, turns 
out to be a crucial reason why the integers possess all the other beau­
tiful properties (such as a notion of divisibility, and the existence of 
prime factorizations) that make them so interesting. 

Contrast the integers with another very familiar number system, 
the rationals, that is, the set {alb I a and b are integers, with b f a}. 
(This set is traditionally denoted by Q.) Can you think of a nonempty 
subset of the positive rationals that fails to have a least element? 

We will take this property of the integers as a fundamental axiom, 
that is, we will merely accept it as given and not try to prove it from 
more fundamental principles. Also, we will give it a name: 

Well Ordering Principle: Every nonempty subset of the non­
negative integers has a least element. 
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Now let us look at divisibility. Why do we say that 2 divides 6? It 
is because there is another integer, namely 3, such that the product 
2 times 3 exactly gives us 6. On the other hand, why do we say that 
2 does not divide 7? This is because no matter how hard we search, 
we will not be able to find an integer b such that 2 times b equals 7. 
This idea will be the basis of our definition: 

Definition 1.1 
A (nonzero) integer d is said to divide an integer a (denoted dla) if 
there exists an integer b such that a = db. If d divides a, then d is 
referred to as a divisor of a or a factor of a, and a is referred to as a 
multiple of d. 

Observe that this is a slightly more general definition than most 
of us are used to-according to this definition, -2 divides 6 as well, 
since there exists an integer, namely -3, such that -2 times -3 
equals 6. Similarly, 2 divides -6, since 2 times -3 equals -6. More 
generally, if d divides a, then all of the following are also true: dl-a, 
-dla, -dl-a. (Th.ke a minute to prove this formally!) It is quite rea­
sonable to include negative integers in our concept of divisibility, but 
for convenience, we will often focus on the case where the divisor 
is positive. 

The following easy result will be very useful: 

Lemma 1.2 
If d is a nonzero integer such that dla and dlb for two integers a and b, 
then for any integers x and y, dl(xa + yb). (In particular; dl( a + b) and 
dl(a - b).) 

Proof Since dla, a = dm for some integer m. Similarly, b = dn for 
some integer n. Hence xa + yb = xdm + ydn = d(xm + yn). Since we 
have succeeded in writing xa + yb as d times the integer xm + yn, 
we find that dl(xa + yb). As for the statement in the parentheses, 
taking x = 1 and y = I, we find that dla + b, and taking x = 1 and 
y = -I, we find that dla - b. 0 

The following lemma holds the key to the division process. Its 
statement is often referred to as the division algorithm. The Well 
Ordering Principle plays a central role in its proof. 
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Lemma 1.3 (Division Algorithm) 
Given integers a and b with b > 0, there exist unique integers q and r, 
with 0:::: r < b such that a = bq + r. 

Remark 1.4 
First, observe the range that r lies in. It is constrained to lie between 
o and b - 1 (with both 0 and b - 1 included as possible values for r). 
Next, observe that the lemma does not just state that integers q and 
r exist with 0 :::: r < b and a = bq + r, it goes further-it states that 
these integers q and r are unique. This means that if somehow one 
were to have a = bql + rl and a = bqz + rz for integers ql, rl, qz, 
and rz with 0 :::: rl < band 0 :::: rz < b, then ql must equal qz and 
rl must equal rz. The integer q is referred to as the quotient and the 
integer r is referred to as the remainder. 

ProofofLemma 1.3 Let Sbe the set {a-bn I n E Z}. Thus, S contains 
the following integers: a (= a - b . 0), a - b, a + b, a - 2b, a + 2b, 
a - 3b, a + 3b, etc. Let S* be the set of all those elements in S that 
are nonnegative, that is, S* = {a - bn I nEZ, and a - bn ~ OJ. It 

is not immediate that S* is nonempty, but if we think a bit harder 
about this, it will be clear that S* indeed has elements in it. For if a is 
nonnegative, then a E S*. If a is negative, then a - b( a) is nonnegative 
(check!), so a - b(a) E S*. By the Well Ordering Principle, since S* is 
a nonempty subset ofN, S* has a least element; call it r. (The notation 
r is meant to be suggestive; this element will be the "r" guaranteed 
by the lemma.) 

Since r is in S (actually in S* as well), r must be expressible as 
a - bq for some integer q, since every element of S is expressible 
as a - bn for some integer n. (The notation q is also meant to be 
suggestive, this integer will be the "q" guaranteed by the lemma.) 
Since r = a - bq, we find a = bq + r. What we need to do now is to 
show that 0 :::: r < b, and that q and r are unique. 

Observe that since r is in S* and since all elements of S* are 
nonnegative, r must be nonnegative, that is 0 :::: r. Now suppose 
r ~ b. We will arrive at a contradiction. Write r = b + x, where 
x ~ 0 (why is x ~ O?). Writing b + x for r in a = bq + r, we find 
a = bq + b + x, or a = b(q + 1) + x, or x = a - b(q + 1). This form 
of x shows that x belongs to the set S (why?). Since we have already 
seen that x ~ 0, we find further that x E S*. But more is true: since 
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x = r - band b > 0, x must be less than r (why?). Thus, x is an 
element of S* that is smaller that r-a contradiction to the fact that 
r is the least element of S*! Hence, our assumption that r :::: b must 
have been false, so r < b. Putting this together with the fact that 
o ~ r, we find that 0 ~ r < b, as desired. 

Now for the uniqueness of q and r. Suppose a = bqI + rl and as 
well, a = bq2 + r2, for integers qI, r1, q2, and r2 with 0 ~ rl < band 
o ~ r2 < b. Then b(qI - q2) = r2 - rl. Thus, r2 - rl is a multiple 
of b. Now the fact that 0 ~ rl < band 0 ~ r2 < b shows that 
-b < r2 - rl < b. (Convince yourselves of thiS!) The only multiple 
of b in the range (-b, b) (both endpoints of the range excluded) 
is O. Hence, r2 - rl must equal 0, that is, r2 = rl. It follows that 
b(qI - q2) = 0, and since b f 0, we find that qI = q2. 0 

Observe that to test whether a given (positive) integer d divides 
a given integer a, it is enough to write a as dq + r (0 ~ r < d) and 
examine whether r is zero or not. For dla if and only if the remainder 
obtained on dividing a by d (the integer r above) is zero. 

Now, given two nonzero integers a and b, it is natural to wonder 
whether they have any divisors in common. Notice that 1 is auto­
maticallya common divisor of a and b, no matter what a and bare. 
Recall that lal denotes the absolute value of a, and notice that every 
divisor d of a is less than or equal to lal. (Why?) Also, for every divi­
sor d of a, we must have d :::: -Ial. (Why?) Similarly, every divisor 
d of b must be less than or equal to Ibl and greater than or equal 
to -Ibl. It follows that every common divisor of a and b must be 
less than or equal to the lesser of lal and Ibl, and must be greater 
than or equal to the greater of -Ial and -Ibl. Thus, there are only 
finitely many common divisors of a and b, and they all lie in the 
range max( -Ial. -Ibl) to min(lal, Ibl). 

We will now focus on a very special common divisor of a and b. 

Definition 1.5 
Given two (nonzero) integers a and b, the greatest common divisor of 
a and b (written as gcd( a, b)) is the largest of the common divisors 
of a and b. 

Note that since there are only finitely many common divisors 
of a and b, it makes sense to talk about the largest of the common 
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divisors. (By contrast, must an infinite set of integers necessarily 
have a largest element? Must an infinite set of integers necessarily 
fail to have a largest element? What would your answers to these 
two questions be if we restricted our attention to an infinite set of 
positive integers?) 

Notice that since 1 is already a common divisor, the greatest com­
mon divisor of a and b must be at least as large as 1. We can conclude 
from this that the greatest common divisor of two nonzero integers 
a and b must be positive. 

Ifp and q are two positive integers and if q divides p, what must 
gcd(p, q) be? Will your answer change if p is merely assumed to be 
a nonnegative integer, but q is still assumed to be a positive integer 
and still assumed to divide p? 

Let us derive an alternative formulation for the greatest common 
divisor that will be very useful. Given two nonzero integers a and 
b, any integer that can be expressed in the form xa + yb for some 
integers x and y is called a linear combination of a and b. (For example, 
a = 1 . a + 0 . b is a linear combination of a and b; so are 3a - Sb, 
-6a + lOb, -b = o· a + (-1) . b, etc.) Write P for the set of linear 
combinations of a and b that are positive. (For instance, if a = 2 and 
b = 3, then -2 = (-1)·2 + (0)·3 would not be in P as -2 is negative, 
but 7 = 2·2 + 3 would be in Pas 7 is positive.) Now here is something 
remarkable: the smallest element in P turns out to be the greatest 
common divisor of a and b! We will prove this below. 

Theorem 1.6 
Given two nonzero integers a and b, let P be the set {xa + yblx, y E 

Z, xa + yb > O}. Let d be the least element in P. Then d = gcd(a, b). 
Moreover, every element of P is divisible by d. 

Proof First observe that P is not empty. For if a > 0, then a E P, 
and if a < 0, then -a E P. Thus, since P is a nonempty subset 
of N (actually, of the positive integers as well), the Well Ordering 
Principle guarantees that there is a least element d in P, as claimed 
in the statement of the theorem. 

Th show that d = gcd( a, b), we need to show that d is a common 
divisor of a and b, and that d is the largest of all the common divisors 
ofa and b. 
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First, since d E P, and since every element in P is a linear combi­
nation of a and b, d itself can be written as a linear combination of a 
and b. Thus, there exist integers x and y such that d = xa + yb. (Note: 
These integers x and y need not be unique. For instance, if a = 4 
and b = 6, we can express 2 as both (-1).4 + 1 ·6 and (-4) . 4 + 3·6. 
However, this will not be a problem; we will simply pick one pair 
x,y for which d = xa + yb and stick to it.) 

Let us show that d is a common divisor of a and b. Write a = dq + r 
for integers d and r with 0 ::: r < d (division algorithm). We need to 
show that r = O. Suppose to the contrary that r > O. Write r = a-dq. 
Substituting xa + yb for d, we find that r = (1- xq)a + (-yq)b. Thus, 
r is a positive linear combination of a and b that is less than d-a 
contradiction, since d is the smallest positive linear combination of 
a and b. Hence r must be zero, that is, d must divide a. Similarly, 
one can prove that d divides b as well, so that d is indeed a common 
divisor of a and b. 

Now let us show that d is the largest of the common divisors of 
a and b. This is the same as showing that if c is any common divisor 
of a and b, then c must be no larger than d. So let c be any common 
divisor of a and b. Then, by Lemma 1.2 and the fact that d = xa + yb, 
we find that cld. Thus, c ::: Idl (why?). But since d is positive, Idl is 
the same as d. Thus, c ::: d, as desired. 

1b prove the last statement of the theorem, note that we have 
already proved that dla and dlb. By Lemma 1.2, d must divide all 
linear combinations of a and b, and must hence divide every element 
ofP. 

We have thus proved our theorem. D 

In the course of proving Theorem 1.6 above, we have actually 
proved something else as well, which we will state as a separate 
corollary: 

Corollary 1.7 
Every common divisor of two nonzero integers a and b divides their 
greatest common divisor. 

Proof As remarked above, the ideas behind the proof of this corol­
lary are already contained in the proof of Theorem 1.6 above. We 
saw there that if c is any common divisor of a and b, then c must 
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divide d, where d is the minimum of the set P defined in the state­
ment of the theorem. But this, along with the other arguments in the 
proof of the theorem, showed that d must be the greatest common 
divisor of a and b. Thus, to say that e divides d is really to say that 
e divides the greatest common divisor of a and b, thus proving the 
corollary. 0 

Exercise 12 will yield yet another description of the greatest 
common divisor. 

Given two nonzero integers a and b for which one can find inte­
gers x and y such that xa + yb = 2, can you conclude from Theorem 
1.6 that gcd(a, b) = 2? If not, why not? What, then, are the possible 
values of gcd(a, b)? Now suppose there exist integers x' and y' such 
that x' a + y'b = 1. Can you conclude that gcd( a, b) = I? (See the 
notes on Page 27 after you have thought about these questions for at 
least a little bit yourselves!) 

Given two nonzero integers a and b, we noted that 1 is a common 
divisor of a and b. In general, a and b could have other common 
divisors greater than I, but in certain cases, it may turn out that the 
greatest common divisor of a and b is precisely 1. We give a special 
name to this: 

Definition 1.8 
Two nonzero integers a and b are said to be relatively prime if 
gcd(a, b) = 1. 

We immediately have the following: 

Corollary 1.9 
Given two nonzero integers a and b, ged(a, b) 
exist integers x and y sueh that xa + yb = 1. 

1 if and only if there 

Proof You should be able to prove this yourselves! (See the 
questions two paragraphs above Definition 1.8.) 0 

The following lemma will be useful: 

Lemma 1.10 
If albe and ged(a, b) = 1 (where a, b, and e are nonzero integers), then 
ale. 
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Proof Since gcd(a, b) = I, Theorem 1.6 shows that there exist inte­
gers x and y such that 1 = xa + yb. Multiplying by c, we find that 
c = xac + ybc. Since ala and albc, a must divide c by Lemma 1.2. 0 

We are now ready to introduce the notion of a prime! 

Definition 1.11 
An integer p greater than 1 is said to be prime if its only divisors are 
±1 and ±p. (An integer greater than 1 that is not prime is said to be 
composite. ) 

The first ten primes are 2, 3, 5, 7,11,13,17,19,23, and 29. The 
hundredth prime is 541. 

Primes are intriguing things to study. On the one hand, they 
should be thought of as being simple, in the sense that their only 
positive divisors are 1 and themselves. (This is sometimes described 
by the statement "primes have no nontrivial divisors!') On the other 
hand, there is an immense number of questions about them that 
are still unanswered, or at best, only partially answered. For in­
stance: is every even integer greater than 4 expressible as a sum 
of two primes? (We saw this question in the introduction as "Gold­
bach's conjecture!' The answer is unknown.) Are there infinitely 
many twin primes? (We saw this question earlier too-the answer to 
this is also unknown.) Is there any pattern to the occurence of the 
primes among the integers? Here, some partial answers are known. 
There are arbitrarily large gaps between consecutive primes, that is, 
given any n, it is possible to find two consecutive primes that differ 
by at least n. (See Exercise 8.) It is known that for any n > I, there is 
always a prime between nand 2n. (It is unknown whether there is 
a prime between n2 and (n + 1)2, however!) It is known that as n be­
comes very large, the number of primes less than n is approximately 
nlln(n). (This is the celebrated Prime Number Theorem.) Also, it is 
known that given any arithmetic sequence a, a + d, a + 2d, a + 3d, 
... , where a and d are nonzero integers with gcd( a, d) = I, infinitely 
many of the integers that appear in this sequence are primes! 

Those of you who find this fascinating should delve deeper into 
number theory, which is the branch of mathematics that deals with 
such questions. It is a wonderful subject with hordes of problems 
that will seriously challenge your creative abilities! For now, we will 
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content ourselves with proving the unique prime factorization prop­
erty and the infinitude of primes already referred to at the beginning 
of this chapter. 

The following lemmas will be needed: 

Lemma 1.12 
Let p be a prime and a an arbitary integer. Then either pia or else 
gcd(p, a) = l. 

Proof If P already divides a, we have nothing to prove, so let us 
assume thatp does not divide a. We need to prove that gcd(p, a) = 1. 
Since any common divisor ofp and a must in particular divide p, and 
since the only positive divisors of pare 1 and p, the only possible 
positive common divisors of p and a are 1 and p. Now, if p were 
a common divisor of p and a, then p would in particular divide a, 
contrary to our assumption. Hence, the only common divisor of p 
and a is I, that is, gcd(p, a) = l. 0 

Lemma 1.13 
Let p be a prime. Ifplab for two integers a and b, then either pia or else 
plb. 

Proof If P already divides a, we have nothing to prove, so let 
us assume that p does not divide a. Then by Lemma 1.13 above, 
gcd(p, a) = 1. It now follows from Lemma 1.10 that plb. 0 

We are ready to prove our factorization theorem! 

Theorem 1.14 (Fundamental Theorem of Arithmetic) 
Every positive integer greater than 1 can be factored into a product of 
primes. The primes that occur in any two factorizations are the same, 
except perhaps for the order in which they occur in the factorization. 

Remark 1.15 
The statement of this theorem has two parts to it. The first sentence 
is an existence statement-it asserts that for every positive integer 
greater than 1, a prime factorization exists. The second sentence 
is a uniqueness statement. It asserts that except for rearrangement, 
there can only be one prime factorization. 1b understand this second 
assertion a little better, consider the two factorizations of 12 as 12 = 

3 x 2 X 2, and 12 = 2 x 3 x 2. The orders in which the 2's and the 3 
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appear are different, but in both factorizations, 2 appears twice, and 
3 appears once. The uniqueness part of the theorem tells us that 
no matter how 12 is factored, we will at most be able to rearrange 
the order in which the two 2's and the 3 appear such as in the two 
factorizations above, but every factorization must consist of exactly 
two 2's and one 3. 

Proof of Theorem 1.14 We will prove the existence part first. The 
proof is very simple. Given any integer a greater than I, either it is 
prime or it is not. Ifit is prime, then "a = a" is its prime factorization. 
If it is not, a must factor as be for suitable integers band e, with 
b < a and e < a. If band e are themselves prime, then "a = be" is 
the desired prime factorization. If not, either b or e is not prime (or 
perhaps both are not prime). If, say, b is not prime, then b = de, for 
suitable integers d and e with d < band e < b. At this stage, we have 
a = be = dee. If all three of d, e, and e are prime, then "a = dee" is 
the desired prime factorization. If not, then one or more of the three 
integers d, e, and e must admit further factors ... This process must 
eventually stop, since at each stage the factors are becoming smaller 
and smaller, and the smallest factor we are allowed to have at any 
stage is 2. When the process stops, we will have a factorization of a 
into primes! 

Let us move on to the uniqueness part of the theorem. The basic 
ideas behind the proof of this portion of the theorem are quite simple 
as well. The key is to recognize that if an integer a has two prime 
factorizations, then some prime in the first factorization must equal 
some prime in the second factorization. This will then allow us to 
cancel primes pair by pair in the two factorizations and conclude 
that the two factorizations must be the same. 

So suppose that a is some positive integer greater than I, and 
suppose that we have two prime factorizations 

where the Pi (i = 1, ... , s) are distinct primes, and the qj (j = 1, ... , t) 
are distinct primes, and the ni and the mj are positive integers. (By 
"distinct primes" we mean that PI, P2, ... , Ps are all different from 
one another, and similarly, ql, q2, ... , qt are all different from one an­
other.) Without loss of generality, we may assume that s :::: t. (What 
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does this statement mean? It means that if instead t were greater 
than 8, then we could simply reverse the roles of the p's and the q's 
in the arguments below, and the proof would still work!) Since PI 
divides a, and since a = q~' ... q~t, PI must divide q~' ... q~t. Now, 
we proved in Lemma 1.13 that if a prime divides a product of two 
integers, then it must divide one of these two integers. This gener­
alizes easily to the statement that if a prime divides a product of k 
integers (k ~ 2), then it must divide one of these k integers. (Exer­
cise 3 asks you to prove this!) In our situation, since PI divides the 
product q~' ... q~t, it must divide one of the factors of this product, 
that is, it must divide one of the qj. Relabeling the primes % if nec­
essary (remember, we do not consider a rearrangement of primes 
to be a different factorization), we may assume that PI divides qi. 
Since the only positive divisors of qi are 1 and qI, we find PI = qi. 

Now that we have proved that PI = qI, let us prove that the 
exponent nl of PI in the first factorization must equal the exponent 
mi of qi in the second factorization. For suppose that ni > mI. Since 
we know PI = qI, let us for convenience write the two factorizations 
as 

Canceling off p~' on both sides, we will find 

Since ni - mi > 0 (by assumption), PI divides the left-hand side, and 
hence the right-hand side as well. Another application of Exercise 3 
shows that PI must divide one of qz, ... , qm· Since PI = qI, this means 
that qi must divide one of qz, ... , qm. As before, since qz, ... , qm, are 
all primes, if qi divides one of qz, ... , qm, then qi must actually equal 
one of qz, ... , qm. But this is a contradiction, since we assumed that 
qI, qz, ... , qm are all distinct. Hence our assumption that ni > mi 
is flawed. We can prove similarly (do so!) that m1 cannot be greater 
than n1 either, which shows that ni = mi 

At this stage, we have PI = qi and ni = mI. This means as well 
h n, m, t atpi = qi . 

Note that if 8 = I, then t = 1 as well by our assumption that 
8 ~ t, and the two factorizations of a must have been a = p~' = q~l. 
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Since we have already proved that PI = ql and nl = ml, we would 
have proved our theorem! 

So suppose s > 1. Canceling off p~l and q';l from the two 
factorizations of a, we find 

n2 ns m2 m, P2 ... Ps = q2 ... qt . 

Once again, P2 must divide some prime on the right, and must there­
fore be equal to some prime on the right. (How do we know that there 
are any primes at all on the right at this stage, that is, how do we 
know that t f I?) By relabeling the primes if necessary, we may 
assume that P2 = q2. As before, we can show that both n2 > m2 and 
m2 > n2 will give us contradictions, so we conclude that n2 must 
equal m2. So far, we have PI = ql, P2 = q2, nl = ml, n2 = m2. Can­
celing off p;2 from the left and q';2 from the right and proceeding 
similarly till there are no more primes left to cancel, we find that 
s = t (why is s > t not possible?), PI = ql, ... , Ps = qs, and nl = ml, 
... , ns = ms. Thus, except for rearrangement, the two factorizations 
of a are indeed the same! 0 

Remark 1.16 
While Theorem l.14 only talks about integers greater than I, a sim­
ilar result holds for integers less than -1 as well: every integer less 
than -1 can be factored as -1 times a product of primes. The primes 
that occur in any two factorizations are the same, except perhaps for 
the order in which they occur in the factorizations. 

Remark 1.17 
Suppose we have a relation a = be between three positive integers 
a, b, and c. Stringing together the prime factorizations of band e, 
we get a factorization of be into a product of primes. On the other 
hand, be is just a, and a has its own prime factorization as well. By 
the uniqueness of prime factorizations, the prime factorization of bc 
that we get from stringing together the prime factorizations of band 
c must be the prime factorization of a. (For example, ifb = 36 = 22.32 

and e = 15 = 3·5, then 22 . 32 ·3·5 is a prime factorization of the 
product 36 ·15 = 540, and by the uniqueness of prime factorization, 
22 . 32 . 3 . 5 must be the prime factorization of 540. Of course, this 
factorization is more commonl:' written as 22 .33 .5.) In particular, the 
prime factors of b (and e) must be a subset of the prime factors of a. 
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Now suppose that a prime P occurs to the power x in the factorization 
of a, to the power y in the factorization ofb, and to the power z in the 
factorization of e. Stringing together the factorizations of band c, we 
find that p occurs to the power y + z in the factorization of be. Since 
the factorization of be is just the factorization of a and since p occurs 
to the power x in the factorization of a, we find that x = y + z. In 
particular, y :::: x. Thgether with our earlier observation, this shows 
that if a and b are positive integers with bla, the prime factors of b 
must be a subset of the prime ~actors of a, and the exponent of any 
prime p in the prime factorization of b can be no larger than the 
exponent of p in the prime factorization of a. Conversely, if a and 
b are positive integers such that the prime factors of b are a subset 
of the prime factors of a, and the exponent of any prime factor p 
in the prime factorization of b is no larger than the exponent of 
p in the prime factorization of a, then it is easy to check (do so!) 
that bla. These observations will be very useful, particularly in the 
exercises. 

Having proved the Fundamental Theorem of Arithmetic, there 
remains the question of showing that there are infinitely many 
primes. (What is wrong with the following argument?-There are 
infinitely many positive integers. Each of them factors into primes 
by the theorem that we have just proved. Hence there must be in­
finitely many primes.) The proof that we provide is due to Euclid, 
and is justly celebrated for its beauty. 

Theorem 1.18 (Euclid) 
There exist infinitely many prime numbers. 

Proof Assume to the contrary that there are only finitely many 
primes. Label them PI, P2, ... , Pn. (Thus, we assume that there 
are n primes.) Consider the integer a = PIP2'" Pn + 1. Since 
a > 1, a admits a prime factorization by Theorem l.14. Let q be 
any prime factor of a. Since the set {PI, P2, ... ,Pn} contains all 
the primes, q must be in this set, so q must equal, say, Pi. But 
then, a = q(PIP2'" Pi-IPi + I ... Pn) + 1, so we get a remainder of 
1 when we divide a by q. In other words, q cannot divide a. This is 
a contradiction. Hence there must be infinitely many primes! 0 
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Exercises 

1. In this exercise, we will formally prove the validity of various 
quick tests for divisibility that we learn in high school! 

(a) Prove that an integer is divisible by 2 if and only if the digit 
in the units place is divisible by 2. (Hint: Look at a couple of 
examples: 58 = 5· 10 + 8, while 57 = 5· 10 + 7. What does 
Lemma 1.2 suggest in the context of these examples?) 

(b) Prove that an integer is divisible by 4 if and only if the integer 
represented by the tens digit and the units digit is divisible by 
4. (1b give you an example, the "integer represented by the 
tens digit and the units digit" of 1024 is 24, and the assertion 
is that 1024 is divisible by 4 if and only if 24 is divisible by 
4-which it is!) 

(c) Prove that an integer is divisible by 8 if and only if the integer 
represented by the thousands digit and the tens digit and the 
units digit is divisible by 8. 

(d) Prove that an integer is divisible by 3 if and only if the sum 
of its digits is divisible by 3. (For instance, the sum of the 
digits of 1024 is 1 + 0 + 2 + 4 = 7, and the assertion is that 
1024 is divisible by 3 if and only if 7 is divisible by 3-and 
therefore, since 7 is not divisible by 3, we can conclude that 
1024 is not divisible by 3 either! Here is a hint in the context 
of this example: 1024 = 1· 1000 + 0 . 100 + 2 . 10 + 4 = 
1· (999 + 1) + O· (99 + 1) + 2· (9 + 1) + 4. What can you say 
about the terms containing 9,99, and 999 as far as divisibility 
by 3 is concerned? Then, what does Lemma 1.2 suggest?) 

(e) Prove that an integer is divisible by 9 if and only if the sum 
of its digits is divisible by 9. 

(t) Prove that an integer is divisible by 11 if and only if the dif­
ference between the sum of the digits in the units place, the 
hundreds place, the ten thousands place, ... (the places cor­
responding to the even powers of 10) and the sum of the digits 
in the tens place, the thousands place, the hundred thou­
sands place, ... (the places corresponding to the odd powers 
of 10) is divisible by 11. (Hint: 10 = 11 - 1, 100 = 99 + 1, 
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1000 = 1001 - I, 10000 = 9999 + I, etc. What can you say 
about the integers 11, 99, 1001, 9999, etc. as far as divisibility 
by 11 is concerned?) 

2. Given nonzero integers a and b, with b > 0, write a = bq + r 
(division algorithm). Show that gcd(a, b) = gcd(b, r). 

(This exercise forms the basis for the Euclidean algorithm for 
finding the greatest common divisor of two nonzero integers. For 
instance, how do we find the greatest common divisor of, say, 4S 
and 30 using this algorithm? We divide 48 by 30 and find a re­
mainder of IS, then we divide 30 by IS and find a remainder 
of 12, then we divide IS by 12 and find a remainder of 6, and fi­
nally, we divide 12 by 6 and find a remainder ofO. Since 6 divides 
12 evenly, we claim that gcd( 4S, 30) = 6. What is the justifica­
tion for this claim? Well, applying the statement of this exercise 
to the first division, we find that gcd(4S,30) = gcd(30,18). 
Applying the statement to the second division, we find that 
gcd(30, IS) = gcd(18, 12). Applying the statement to the third 
division, we find that gcd(18, 12) = gcd(12, 6). Since the fourth 
division shows that 6 divides 12 evenly, gcd(12,6) = 6. Work­
ing our way backwards, we obtain gcd(48, 30) = gcd(30,18) = 

gcd(IS, 12) = gcd(12, 6) = 6.) 

3. Show using induction and Lemma 1.13 that if a prime p divides 
a product of integers aI . a2 ... ak (k ::: 2), then p must divide one 
of the ai's. 

4. Given nonzero integers a and b, let h = a/gcd(a, b) and k 
b/gcd(a, b). Show that gcd(h, k) = l. 

5. Show that if a and b are nonzero integers with gcd(a, b) = 1, 
and if c is an arbitrary integer, then alc and blc together imply 
ablc. Give a counterexample to show that this result is false if 
gcd(a, b) f l. (Hint: Just as in the proof of Lemma l.10, use the 
fact that gcd(a, b) = 1 to write 1 = xa + yb for suitable integers x 
and y, and then multiply both sides by c. Now stare hard at your 
equation!) 

6. The Fibonacci Sequence, I, I, 2, 3, 5, S, 13, ... is defined as follows: 
If ai stands for the ith term of this sequence, then a] = 1, a2 = 1, 
and for n ::: 3, an is given by the formula an = an -1 + an-2. Prove 
that for all n ::: 2, gcd(an, an-I) = l. 
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7. Given an integer n ~ 1, recall that n! is the product 1 ·2·3 ... (n-
1) . n. Show that the integers (n + I)! + 2, (n + I)! + 3, ... , (n + 
I)! + (n + 1) are all composite. 

8. Use Exercise 7 to prove that given any positive integer n, one can 
always find consecutive primes P and q such that q - P ~ n. 

9. If m and n are odd integers, show that 8 divides m2 - n2• 

10. Let n = p~lp~2 ... p~k be the prime factorization of a positive 
integer, where for each i from 1 to k, Pi is a prime, and nl ~ 1. 
Show that the positive divisors of n are all those integers whose 
prime factorizations are of the form p~lp~2 ... p~k, where for i = 

1,···, k, ei is in the range 0 ~ ei ~ ni. (As an example, the positive 
divisorsof36 = 2232 are the integers 2°3° ( = 1) 213° 223° 2°31 , , , , , 
213\ 223\ 2°32, 2132, and 2232.) 

11. Use Exercise 10 to show that the number of positive divisors of n 
is(nl + I)(n2 + I)···(nk + 1). 

12. Let m and n be positive integers. By allowing the exponents in the 
prime factorizations of m and n to equal 0 if necessary, we may 

th t ml m2 mk d nl n2 nk h J:'. assume a m = PI P2 .. ·Pk an n = PI P2 .. ·Pk ,were lor 
i = 1,···, k, Pi is prime, mi ~ 0, and ni ~ O. (For instance, we 
can rewrite the factorizations 84 = 22. 3 . 7 and 375 = 3· 53 
as 84 = 22 .3.5°.7 and 375 = 2°.3.53 .7°.) For each i, let 
di = min(mi, ni). Prove that gcd(m, n) = pflp~2 ... p~k. 

l3. Given two (nonzero) integers a and b, the least common multiple 
of a and b (written as lcm(a, b)) is defined to be the smallest of 
all the positive common multiples of a and b. 

(a) Show that this definition makes sense, that is, show that the 
set of positive common multiples of a and b has a smallest 
element. 

(b) Retaining the notation of Exercise 12 above, let li 
max(mi,ni)(i = 1, ... ,k).Showthatlcm(m,n) =pilp~ ... p~. 

(c) Use Exercise 12 and Part l3b above to show that lcm(a, b) 
ab/gcd(a, b). 

(d) Conclude that ififgcd(a, b) = 1, then lcm(a, b) = abo 
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14. Let a = pn, where p is a prime and n is a positive integer. Prove 
that the number of integers x such that 1 ~ x ~ a and gcd(x, a) = 
1 ispn _ pn-l. 

(More generally, if a is any integer greater than I, one can 
ask for the number of integers x such that 1 ~ x ~ a and 
gcd(x, a) = 1. This number is denoted by cjJ(a), and is referred 
to as Euler's cjJ-function. It turns out that if a has the prime fac­
torization p';!pr;!2 ... p~k, then cjJ( a) = cjJ(p';!). cjJ(pr;!2) ..... cjJ(p~k)! 

Delightful as this statement is, we will not delve deeper into 
it in this book, but you are encouraged to read about it in any 
introductory textbook on number theory.) 

15. The series 1 + 1/2 + 1/3 + ... is known as the harmonic series. 
This exercise concerns the partial sums (see below) of this series. 

(a) Fix an integer n ::: I, and let Sn denote the set {I, 2, ... , n} Let 
21 be the highest power of 2 that appears in Sn. Show that 2t 
does not divide any element of Sn other than itself. 

(b) For any integer n ::: I, the nth partial sum of the harmonic 
series is the sum of the first n terms of the series, that is, it is 
the number 1 + 112 + 1/3 + .. , lin. Show that if n ::: 2, the 
nth partial sum is not an integer as follows: 

i. Clearing denominators, show that the nth partial sum may 
be written as alb, where b = n! and a = (2·3··· n) + 
(2 . 4· .. n) + (2 . 3 . 5· .. n) + ... + (2 ·3· .. n - 1). 

ii. Let Sn and 2t be as in part 15a above. Also, let 2m be the 
highest power of 2 that divides n!. Show that m ::: t ::: 1 
and that m ::: m - t + 1 ::: l. 

iii. Conclude from part 15(b )ii above that 2m - t + 1 divides b. 

iv. Use part 15a to show that 2m - t + 1 divides all the summands 
in the expression in part 15(b)i above for a except the term 
(2 . 3· .. 2t - 1 . 2t + 1 ... n). 

v. Conclude that 2m- t + 1 does not divide a. 

vi. Conclude that the nth partial sum is not an integer. 

16. Fix an integer n ::: I, and let Sn denote the set {I, 3, 5, ... , 2n - I}. 
Let 3t be the highest power of 3 that appears in Sn. Show that 3t 

does not divide any element of Sn other than itself. Can you use 
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this result to show that the nth partial sums (n ~ 2) of a series 
analogous to the harmonic series (see Exercise 15 above) are not 
integers? 

17. Prove using the unique prime factorization theorem that v'2 is 
not a rational number. Using essentially the same ideas, show 
that .;p is not a rational number for any prime p. (Hint: Suppose 
that v'2 = alb for some two integers a and b with b f= o. Rewrite 
this as a2 = 2b2 • What can you say about the exponent of 2 in 
the prime factorizations of a2 and 2b2?) 

Notes 

Remarks on Theorem 1.6 It is very crucial that d be the least pos­
itive linear combination of a and b for you to be able to conclude that 
gcd( a, b) = d. For instance, if you only know that there exist integers x 
and y such that xa + yb = 2, you cannot conclude that gcd(a, b) = 2-
for all you know, there may exist two other integers x' and y' such that 
x'a + y'b = I! 

Notice though that if you know that there exist integers x' and y' such 
that xa + y'b = I, you can conclude that gcd(a, b) = l. For 1 has to be 
the least positive linear combination of a and b, since there is no positive 
integer smaller than 1. 

Remarks on the definition of the greatest common divisor 
We have defined the greatest common divisor of two nonzero integers a 

and b to be the largest of their common divisors (Definition 1.5), and we 
have noted that gcd(a, b) must be positive. On the other hand, Corollary 
l.7 showed that every common divisor of a and b must divide gcd(a, b). 
Putting these together, we find that gcd(a, b) has the following specific 
properties: 

l. gcd(a, b) is a positive integer. 

2. gcd(a, b) is a common divisor of a and b. 

3. Every common divisor of a and b must divide gcd(a, b). 

You will find that many textbooks have turned these properties around 
and have used these properites to define the greatest common divisor' Thus, 
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these textbooks define the greatest common divisor of a and b to be that 
integer d which has the following properties: 

1. d is a positive integer. 

2. d is a common divisor of a and b. 

3. Every common divisor of a and b must divide d. 

Of course, it is not immediately clear that such an integer d must exist, nor 
is it clear that it must be unique, and these books then give a proof of the 
existence and uniqueness of such a d. Furthermore, it is not immediately 
clear that the integer d yielded by this definition is the same as the greatest 
common divisor as we have defined it (although it will be clear if one 
takes a moment to think about it). The reason why many books prefer to 
define the greatest common divisor as above is that this definition applies 
(with a tiny modification) to other number systems where the concept 
of a "largest" common divisor may not exist. (In fact, we ourselves will 
give a similar definition of the greatest common divisor of two nonzero 
polynomials in Chapter 5-see Definition 5.9.) In the case of the integers, 
however, we prefer our Definition 1.5, since the largest of the common 
divisors of a and b is exactly what we would intuitively expect gcd(a, b) 
to be! 



CHAPTER 

Rings and 
Fields 

In the previous chapter we studied the integers in detail, focusing 
on divisibility properties. Divisibility, of course, is defined via mul­
tiplication: we say d divides a if a = db for some integer b. What we 
did not do in the last chapter is go deeper still-we did not analyze 
multiplication itself. 

Abstract algebra begins with the observation that several sets that 
occur naturally in mathematics, such as the integers, the rationals, 
the set of 2 x 2 matrices with entries in the reals, the set of contin­
uous functions from the reals to the reals, all come equipped with 
certain operations that allow one to combine any two elements of 
the set and come up with a third element. These operations go by 
different names, such as addition, multiplication, or composition 
(you would have seen the notion of composing two functions in cal­
culus). Abstract algebra studies mathematics from the point of view 
of these operations, asking, for instance, what properties of a given 
mathematical set can be deduced just from the existence of a given 
operation on the set with a given list of properties. We will be deal­
ing with some of the more rudimentary aspects of this approach to 
mathematics in this book. 

However, do not let the abstract nature of the subject fool you 
into thinking that mathematics no longer deals with concrete ob-
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jects! Abstraction grows only from extensive studies of the concrete, 
it is merely a device (albeit an extremely effective one) for codifying 
phenomena that simultaneously occur in several concrete mathe­
matical sets. In particular, to understand an abstract concept well, 
you must work with the specific examples from which the abstract 
concept grew (remember the advice on active learning). 

Let us look at Z again, focusing this time on the operations of 
addition and multiplication. 

Given a set S, recall that a binary operation on S is a process 
that takes an ordered pair of elements from S and gives us a third 
member of the set. It is helpful to think of this in more abstract 
terms-a binary operation on S isjust a functionf: S x S -+ S, that is, 
a rule that assigns to each ordered pair (a, b), a third elementf(a, b). 
Given an aribitrary set S, it is quite easy to define binary operations 
on it, but it is much harder to define binary operations that satisfy 
additional properties. (See Exercise 1.) What will be crucial to us is 
that addition and multiplication are special binary operations on Z 
that satisfy certain extra properties. 

Why are addition and multiplication binary operations? The pro­
cess of adding two integers is of course familiar to us, but suppose we 
view addition abstractly as a rule that assigns to each ordered pair of 
integers (m, n) the integer m + n. (For instance, addition assigns to 
the ordered pair (2,3) the integer 5, to the ordered pair (3, -4) the 
integer -I, to the ordered pair (1,0) the integer I, etc.) It is clear 
then that addition is indeed a binary operation-it takes an ordered 
pair of integers, namely (m, n), and gives us a third integer, namely 
m + n. Similarly, multiplication too is a binary operation-it is a rule 
that assigns to every ordered pair of integers (m, n) the integer m· n. 

What are the properties of these binary operations? Let us con­
sider addition first. It is customary to write (Z, +) to emphasize the 
fact that we are considering Z not just as a set of objects, but as a set 
with the binary operation of addition. (We will temporarily ignore 
the fact that Z has a second binary operation, namely multiplication, 
defined on it.) The first property that (Z, + ) has is that + is associa­
tive. That is, for all integers a, b, and c, (a + b) + c = a + (b + c). 
The second property that (Z, +) has is the existence of an identity 
element with respect to +. This is the integer O-it satisfies the condi­
tion a + 0 = 0 + a = a all integers a. The third property of (:2:, + ) is 
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the existence of inverses with respect to +. For every integer a, there 
is an integer b (depending on a) such that a + b = b + a = o. (It is 
clear what this integer b is, it is just the integer -a.) 

For those who have studied groups, this must sound familiar. 
What we notice is that the integers form a group with respect to ad­
dition. For those who have not studied groups, let us take a moment 
to introduce the concept. It turns out that the situation we have en­
countered above (namely, a set equipped with a binary operation 
with certain properties) arises in several different areas of mathe­
matics. Precisely because the same situation appears in so many 
different contexts, it has been given a name and has been studied 
extensively as a subject in its own right. 

Definition 2.1 
A group is a set S with a binary operation f: S x S ~ S such that 
1. f is associative, 
2. S has an identity element with respect to f, and 
3. every element of S has an inverse with respect to f. 

1b emphasize that there are two ingredients in this definition-the 
set S and the operationf with these special properties-the group is 
sometimes written as (S, D, and S is often referred to as a group with 
respect to the operation f. 

The reason that the integers form a group with respect to addition 
is that if we take the set "S" of this definition to be Z, and if we take 
the binary operation "f" to be +, then the three conditions of the 
definition are met. There is a vast and beautiful theory about groups, 
which we will not cover in this book, but which you are encouraged 
to pursue on your own. 

Observe that there is one more property of addition that we have 
not listed yet, namely commutativity. This is the property that for all 
integers a and b, a + b = b + a. In the language of group theory, 
this makes (Z, +) an abelian group: 

Definition 2.2 
An abelian group is one in which the function "f" in Definition 2.1 
above satisfies the additional conditionf(a, b) = feb, a) for all a and 
bin S. 
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Commutativity of addition is a crucial property of the integers; 
the only reason we delayed introducing it was to allow us first to 
introduce the notion of a group. 

Now let us consider multiplication. As with addition, we write 
(Z,.) to emphasize the fact that we are considering Z as a set with 
the binary operation of multiplication, temporarily ignoring the op­
eration addition. As with addition, we find that multiplication is 
associative, that is, for all integers a, b, and c, (a·b)·c = a· (b· c). Also, 
Z has an identity with respect to multiplication. This is the integer 1; 
it satisfies a . 1 = 1 . a = a for all integers a. 

Is (Z,.) a group? That is, do the integers form a group with 
respect to multiplication? Check to see whether the three group 
axioms above hold for (Z, .). What is the inverse with respect to 
multiplication of I? Of 2? Of O? 

There are two more properties of multiplication we wish to con­
sider. The first is that multiplication is commutative, that is, a·b = b·a 
for all integers a and b. The second, which is not a property of just 
multiplication alone, but rather a property that connects multiplica­
tion and addition together, is the distributivity of multiplication over 
addition, that is, for all integers a, b, and c, a . (b + c) = a . b + a . c. 

There are other properties of these operations of course (for in­
stance a . b = 0 implies that either a = 0 or b = 0), but we will 
study these later. Let us meanwhile reflect on the properties that we 
have considered so far. Studying them closely, one gets the sense 
that these properties are somehow rather "natural:' For instance, if 
one were to think of the integers as (intellectual) counting tools, 
then it is clear that addition must necessarily be commutative, since 
commutativity of addition corresponds to the fact that if you have 
a certain number of objects in one pile and a certain number in 
another, then the total number of objects can be obtained either by 
counting all the objects in the first pile and then all the objects in 
the second pile, or by counting all the objects in the second pile and 
then all the objects in the first pile. 

This sense of these properties being "natural" is further rein­
forced when we consider other "number systems" that we encounter 
in mathematics. For instance, consider the set of all polynomials in 
one variable whose coefficients are real numbers, a set with which 
you undoubtedly are very familiar. (The real numbers are tradition-
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ally denoted by JR, and the set of all polynomials in one variable 
whose coefficients are real numbers is traditionally denoted by JR[x].) 
This set, too, is more than just a collection of objects. Just as with the 
integers, JR[x] has two binary operations, also called addition and mul-

n m 
tiplication. Given two polynomials g(x) = L gixi and hex) = L hiXi, 

i=O j=O 

we add g and h by adding together the coefficients of the same pow-
ers of x, and we multiply g and h by multiplying each monomial 
gixi of g by each monomial hp1 of h and adding the results together. 
(For instance, (I + x + x2) + (x + v'3x3) is 1 + 2x + x2 + v'3x3 , and 
(1 + x + x2). (x + v'3x3) is x + x2 + (1 + v'3)x3 + v'3x4 + v'3xs.) Fur­
thermore, these binary operations on lR[x] have the same properties 
as the corresponding operations on Z. 

It turns out that these properties of addition and multiplication 
are shared not just by Z and JR[x], but by a whole host of "number 
systems" in mathematics. Because of the importance of such sets 
with two binary operations with these special properties, there is a 
special term for them-they are called rings. 

Definition 2.3 
A ring is a set R with two binary operations + and· such that 
1. a + b = b + a for all elements a, b in R. 
2. a + (b + c) = (a + b) + C for all a, b, c in R. 
3. There exists an element, denoted by 0, in R such that a + 0 = a 

for all a in R. 
4. For each a in R there exists an element, denoted by -a, in R such 

that a + (-a) = O. 
5. a· (b . c) = (a· b) . c for all elements a, b, c in R. 
6. There exists an element, denoted by I, in R such that a . 1 

1 . a ;: a for all a in R. 
7. a·(b + c) = a·b + a·c and (a + b)·c = a·c + b·c for all elements 

a, b, c in R. 

Remark 2.4 
The binary operation + is usually referred to as addition and the 
binary operation· is usually referred to as multiplication, in keeping 
with the terminology for the integers and other familiar rings. As is 
the usual practice in high school algebra, one often suppresses the 
multiplication symbol, that is, one often writes ab for a . b. 
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Remark 2.5 
We have used the term "number system" at several places in the 
book without really being explicit about what a number system is. 
We did not have the language before this point to make our meaning 
precise, but what we had intended to convey loosely by this term 
is the concept of a set with two binary operations with properties 
much like those of the integers. But now that we have the language, 
let us be precise: a number system is just a ring as defined above! 

It must be borne in mind however that "number system" is a 
nonstandard term: it is not used very widely, and when used at all, 
different authors mean different things by the term! So it is better 
to stick to "rings:' which is standard. 

Observe that we left out one important property of the integers in 
our definition of a ring, namely the commutativity of multiplication. 
And correspondingly, we have included both left distributivity (a· (b + 
c) = a· b + a . c) and right distributivity ((a + b) . c = a . c + b . c) of 
multiplication over addition. While this may seem strange at first, 
think about the set of 2 x 2 matrices with entries in R Convince 
yourselves that this is a ring with respect to the usual definitions of 
matrix addition and multiplication-see Example 2.7.6 ahead. Yet, 
even in this extremely familiar number system, multiplication is not 
commutative; for instance, 

G ~). (~ ~) f (~ ~). (~ ~). 
Rings in which multiplication is not commutative are fairly common 
in mathematics, and hence requiring commutativity of multiplica­
tion in the definition of a ring would be too restrictive. On the other 
hand, there is no denying that a significant proportion of the rings 
that we come across indeed have multiplication that is commutative. 
Thus, it is reasonable to single them out as special cases of rings, and 
we have the following: 

Definition 2.6 
A commutative ring is a ring R in which a . b = b· a for all a and b in 
R. 

(Rings in which the multiplication is not commutative are refered 
to as noncommutative rings.) 
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Examples 2.7 
The following are various examples of rings. (Once again, recall the 
advice in the Introduction on reading actively.) 
1. The set of rational numbers, Q, with the usual operations of ad­

dition and multiplication forms a ring. We know how to add and 
multiply two rationals very well (we hope!), and we know that 
all the ring axioms hold for the rationals. (One can take a more 
advanced perspective and prove that the ring axioms hold for 
the rationals, starting from the fact that they hold for the in­
tegers. Although sound, such an approach is unduly technical 
for a first course.) Q is, in fact, a commutative ring. Q has one 
crucial property (with respect to multiplication) that Z does not 
have. Can you discover it? (See the remarks on page 58 in the 
notes, but only after you have thought about this question on 
your own!) 

2. In a like manner, both the reals, R, and the complexes, usually 
denoted by C, are rings. Again, we will not try to prove that the 
ring axioms hold; we will just invoke our intimate knowledge of 
Rand C to recognize that they are rings. 

3. The set of all real numbers of the form a + b,J2, where a and 
b are arbitrary rational numbers, forms a ring. For instance, this 
includes numbers like 112 + 3,J2, -1/7 + (1/ 5),J2, etc. You know 
how to add and multiply two elements a + b,J2 and c + d,J2 of 
this set. But there is a subtle point here-are you sure that under 
this method of addition and multiplication, the sum and product 
of any two elements of this set also lie in this set? (Remember, 
a binary operation should take an ordered pair of elements to 
another element in the same set. If, say, the usual product of 
some two elements a + b,J2 and c + d,J2 of this set does not 
belong to this set, then our usual product will not be a valid 
binary operation on this set, and hence we cannot claim that 
this set is a ring!) Why do you think associativity of addition and 
multiplication and distributivity of multiplication over addition 
all follow from the fact that this set is contained in R? Are all 
other ring axioms satisfied? You know that ,J2 is not a rational 
number (see Chapter I, Exercise 17). Use this result to show that 
a + b,J2 = 0 if and only if both a and b are zero. (For reasons 
that will be explained in the next section, this ring is denoted by 
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Q[ .J2]. See the notes on Page 58, but as always, after you have 
played with this example yourselves!) 

4. The set of all complex numbers of the form a + bi, where a and 
b are arbitrary rational numbers and i stands for H, forms a 
ring. As with the previous example, you know how to multiply 
two elements a + bi and c + di of this set. Under this method 
of addition and multiplication, are the sum and product of any 
two elements of this set also in the set? How do associativity and 
distributivity follow from the fact that this set is contained in the 
complex numbers? Are all other ring axioms satisfied? Show that 
a + bi = 0 if and only ifboth a and b are zero. (See the notes on 
page 59 for a clue. For reasons that will be explained in the next 
section, this ring is denoted by Q[i].) 

5. The set of rational numbers q that have the property that when 
q is written in the reduced form alb with a, b integers and 
gcd( a, b) = I the denominator b is odd, forms a ring. This set 
is usually denoted by Z(2), and contains elements like 1/3, -5/7, 
6/19, etc., but does not contain 1/4 or -5/62. (Does Z(2) contain 
2I6?) Strange as this ring may seem at first, it plays an important 
role in number theory. Notice that every element of Z(2) is just 
a fraction (albeit of a particular kind). You know how to add and 
multiply two fractions together; couldn't you use this method to 
add and multiply any two elements of Z(2)? As with the previous 
two examples, what subtle point needs to be checked? What role 
does the fact that the denominators are odd play in ensuring that 
this subtle point is met? (The role of the odd denominators is 
rather crucial; make sure that you understand it!) Why do asso­
ciativity and distributivity follow from the fact that Z(2) s; Q? Do 
the other ring axioms hold? Can you generalize this construction 
to other subsets of Q where the denominators have analogous 
properties? (See the notes on page 59 for some comments.) 

6. The set of n x n matrices with entries in lR (Mn(lR)), where n is 
a positive integer, forms a ring with respect to the usual opera­
tions of matrix addition and multiplication. For almost all values 
of n, matrix multiplication is not commutative. (What is the ex­
ception?) Checking associativity of addition and multiplication 
and the distributivity of multiplication over addition is tedious, 
but you should check at least one of them so as to be familiar 
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with the process. (For example, try to prove that for any three 
matrices A, B, and C, (A + B) + C = A + (B + C).) What is impor­
tant is that you get a feel for how associativity and distributivity 
in Mn(JR) derives from the fact that associativity and distributivity 
hold for lR. What about the ring axioms other than associativity 
and distributivity? Do they hold? What are the additive and mul­
tiplicative identities? Would the ring axioms still be satisfied if 
we only considered the set of n x n matrices whose entries came 
from Q? From Z? Now suppose R is any ring. If we consider the 
set Mn(R) ofn x n matrices with entries in R with the usual defi­
nitions of matrix addition and multiplication, is Mn(R) with these 
operations a ring? What if R is not commutative? Does this affect 
whether Mn(R) is a ring or not? (See the notes on page 59 for 
some hints.) 

7. JR[x], the set of polynomials in one variable with coefficients from 
JR, forms a ring with respect to the usual operations of polynomial 
addition and multiplication. (We have considered this before.) 
Here, x denotes the variable. Of course, one could use any let­
ter to represent the variable. For instance, one could refer to the 
variable as t, in which case the set of polynomials with coeffi­
cients in JR would be denoted by JR[t]. Sometimes, to emphasize 
our choice of notation for the variable, we refer to JR[x] as the 
set of polynomials in the variable x with coefficients in JR, and 
we refer to JR[t] as the set of polynomials in the variable t with 
coefficients in JR. Both JR[x] and JR[t], of course, refer to the same 
set of objects. Likewise, we often write f(x) (or f(t)) for a poly­
nomial, rather than just "f," to emphasize that the variable is x 
(or t). 

If f(x) = ao + alX + a2x2 + ... is a nonzero polynomial in 
JR[x], the degree of f(x) is the largest value of n for which an f 0, 
anxn is known as the highest term, and an is known as the highest 
coefficient. Thus, the polynomials of degree 0 are precisely the 
constants. Polynomials of degree 1 are called linear, polynomials 
of degree 2 are called quadratic, polynomials of degree 3 are called 
cubic, and so on. Note that we have not defined the degree of the 
zero polynomial. This is on purpose-it will be convenient for the 
formulation of certain theorems if the zero polynomial does not 
have a degree! 
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It is worth recalling an elementary property of polynomials 
that we will use frequently: two polynomials are equal if and 
only if their coefficients are equal. That is, 'Lfixi = 'L gixi if and 
only if Ii = gi (i = 0, 1, ... ). In particular, a polynomial 'LfiXi 
equals 0 if and only if each Ii = O. 

Now just as with Example 2.7.6, try to prove that iff, g, and h 
are any three polynomials in lR[x], then (f + g) + h = f + (g + h). 
Your proof should invoke the fact that associativity holds in R 
Study what happens if we were to consider polynomials with 
coefficients from an arbitrary ring R, with the usual definition 
of addition and multiplication of polynomials. Do we still get a 
ring? Is this ring commutative? (See the notes on page 60 for 
some hints and more remarks.) 

8. Here is a ring with only two elements! Divide the integers into 
two sets, the even integers and the odd integers. Let [O]z denote 
the set of even integers, and let [1]z denote the set of odd integers. 
Denote by Z/2Z the set nOh, [1 h}. Of course, each element of this 
set is itself a set containing an infinite number of integers, but 
we will ignore this fact. Instead, we will think of [O]z and [1]z as 
just "numbers" in the new number system Z/2Z. In other words, 
we will view all the even integers together as one "number" of 
ZI2Z, and we will view all the odd integers together as another 
"number" of Z/2Z. How should we add and multiply these new 
numbers? Recall that if we add two even integers we get an even 
integer, if we add an even and an odd integer we get an odd 
integer, and if we add two odd integers we get an even integer. 
This suggests the addition rules in Z/2Z: 

"+" [Olz [l]z 
[O]z [O]z [l]z 
[1 ]z [1 ]z [0]2 

(There is an obvious way to interpret this table: if you want to 
know what "a" + "b" is, you go to the cell corresponding to row 
a and column b.) Similarly, we know that the product of two 
even integers is even, the product of an even integer and an odd 
integer is even, and the product of two odd integers is odd. This 
gives us the multiplication rules: 
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I •• " [O]z [1]2 
[0]2 [O]z [0]2 
[1 ]z [0]2 [l]z 

There is a formal process for proving that these definitions give us 
a new ring (that is, for proving that all the ring axioms hold), but 
we will not cover this in this book. You could certainly prove from 
first principles that the axioms are satisfied, but this is tedious. 
Instead, just accept the fact that we get a ring, and play with the 
ring to develop a feel for it. Now here is a nice exercise: How 
would you get a ring with three elements in it? Four? 

9. Here is the answer to the previous two questions! Notice that 
the even integers are the ones that yield a remainder of 0 on 
dividing by 2, and the odd integers are the ones that yield a re­
mander of 1. (These are the only two remainders possible when 
you divide by 2.) Now suppose you want a ring with three el­
ements. The possible remainders when you divide by 3 are 0, 
I, and 2. Write [0]3 for the set of all those integers that yield a 
remainder of 0 when you divide them by 3. In other words, [0]3 
consists of all multiples of 3, that is, all integers of the form 3k, 
k E Z. Write [1]3 for the set of all those integers that yield a re­
mainder of 1 (so [1]3 consists of all integers of the form 3k + I, 
k E Z), and write [2]3 for the set of all those integers that yield a 
remainder of 2 (so [2]3 consists of all integers of the form 3k + 2, 
k E Z). Write Z/3Z for the set {[O]3, [1]3, [2]3}. Just as in the case 
of Z/2Z, every element of this set is itself a set consisting of an 
infinite number of integers, but we will ignore this fact. How 
would you add two elements of this set? In Z/2Z, we defined 
addition using observations like "an odd integer plus an odd inte­
ger gives you an even integer!' The corresponding observations 
here are "an integer of the form 3k + 1 plus another integer 
of the form 3k + 1 gives you an integer of the form 3k + 2," 
"an integer of the form 3k + 1 plus another integer of the form 
3k + 2 gives you an integer of the form 3k," "an integer of the 
form 3k + 2 plus another integer of the form 3k + 2 gives you an 
integer of the form 3k + I," etc. We thus get the following addition 
table: 
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"+" [0]3 [1]3 [2]3 
[0]3 [0]3 [1]3 [2]3 
[1]3 [l]3 [2]3 [0]3 
[2]3 [2]3 [0]3 [l]3 

Similarly, study how the remainders work out when we mul­
tiply two integers. (For instance, we find that "an integer of the 
form 3k + 2 times an integer of the form 3k + 2 gives you an inte­
ger of the form 3k + I:' etc.) Derive the following multiplication 
table: 

"." [0]3 [l]3 [2]3 
[0]3 [0]3 [0]3 [0]3 
[l]3 [0]3 [1]3 [2]3 
[2]3 [0]3 [2]3 [1]3 

This process can easily be generalized to yield a ring with n 
elements (ZlnZ) for any n ::: 2. Play with the case when n = 4. 

10. Suppose Rand S are two rings. (For example, take R = Z/2Z, 
and take S = Z/3Z.) Consider the Cartesian product T = R X S, 
which is the set of ordered pairs (r, s) with r E Rand s E S. Define 
addition in Tby (r, s) + (r', s') = (r + r', s + s'). Here, "r + r'" refers 
to the addition of two elements of R according to the defintion 
of addition in R, and similarly, "s + s'" refers to the addition of 
two elements of S according to the definition of addition in S. For 
instance, in ZI2Z x Z/3Z, ([Oh, [l]3) + ([1]2, [2]3) = ([1 h, [0]3)' 
Similarly, define multiplication in Tby (r, s)- (r', s') = (r·r', s·s'). 
Once again, "r . r'" refers to the multiplication of two elements 
of R according to the definition of multiplication in R, and "s . s'" 
refers to the multiplication of two elements of S according to the 
definition of multiplication in S. Thus, in Z/2Z x Z/3Z again, 
([0]2, [l]3) . ([1 h, [2]3) = ([0]2, [2]3). Verify that these definitions 
of addition and mulitplication indeed make T a ring. T is known 
as the direct product of Rand S. What are the identity elements 
with respect to addition and multiplication? Now take R = S = Z. 
Show that T = Z x Z contains several pairs of nonzero elements 
a and b such that a . b = 0, even though Z itself does not contain 
such elements. Will this phenomenon continue to hold if Rand 
S are arbitrary rings? (See the notes on page 61 for hints.) 
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Remark 2.8 
The examples above should have convinced you that our definition 
of a ring (Definition 2.3 above) is rather natural, and that it very 
effectively models several number systems that arise in mathemat­
ics. Here is further evidence that our axioms are the "correct" ones. 
Notice that in all the rings that we have come across, the following 
properties hold: 
1. The additive identity is unique, that is, there is precisely one 

element 0 in the ring that has the property that a + 0 = a for all 
elements a in the ring. 

2. The multiplicative identity is unique, that is, there is precisely 
one element 1 in the ring that has the property that a·l = l·a = a 
for all elements a in the ring. 

3. a + b = a + c implies b = c for any elements a, b, and c in the 
ring. 

4. For ev~ry element a in the ring, there is precisely one element 
-a that satisfies the condition that a + (-a) = O. 

5. For every element a in the ring, -(-a) is just a. 
6. a· 0 = O· a = 0 for all elements a. 
7. (-1)· a = a· (-1) = -a for all elements a. 
8. More generally, a . (-b) = (-a)· b = -Cab) for all elements a 

andb. 
9. (-1)· (-1) = 1. 

10. More generally, (-a)· (-b) = ab for all elements a and b. 
Now these properties all seem extremely natural, and we would cer­
tainly like them to hold in all rings. (More strongly, a ring in which 
any of these properties fail would appear very pathological to us!) 
Now, if our ring axioms were the "correct" ones, then the properties 
above would be deducible from the ring axioms themselves, thereby 
showing that they hold in all rings. As it turns out, this is indeed true: 
they are deducible from the axioms, and therefore, they do hold in 
every ring R. We will leave the verification of this as an exercise 
(see Exercise 2). Of course, it is not necessary for you to prove every 
property above, that would be very tedious. Just try to prove one or 
two to get a feel for how the properties follow from the axioms. 

Property 3 above is known as additive cancellation. Notice that 
there is one property that is very similar to it, namely multiplicative 
cancellation: a . b = a· c implies b = c, which cannot be deduced 
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from the ring axioms. The reason that this cannot be deduced from 
the axioms is very simple: multiplicative cancellation does not hold in 
all rings! Can you think of an example of a ring R and elements a, b, 
and c in R such that ab = ac yet b f c? 

Subrings 

In Examples 2.7.3,2.7.4, and 2.7.5 above, we came across the follow­
ing phenomenon: A ring R and a subset S of R that had the following 
two properties: For any s} and S2 in S, s} + S2 was in Sand S}S2 was 
in S. In Example 2.7.3, the ring R was JR, and the subset S was the 
set of all real numbers of the form a + b,,;2 with a and b rational 
numbers. In Example 2.7.4, R was C and S was the set of all complex 
numbers of the form a + bi with a and b rational numbers. In Ex­
ample 2.7.5, R was Q, and S was the set of all reduced fractions with 
odd denominator. Moreover, in all three examples, we endowed S 

with binary operations in the following way: Given s} and S2 in S, we 
viewed them as elements of R, and formed the sum s} + S2 (the sum 
being defined according to the definition of addition in R). Next, we 
observed that s} + S2 was actually in S (this is one of the two proper­
ties alluded to above). Similarly, we observed that S}S2 (the product 
being formed according to the definition of multiplication in R) was 
also in S. These two facts hence gave us two binary operation on S. 

We then found that with respect to these binary operations, S was 
not just an arbitrary subset of R, it was actually a ring in its own 
right. 

The crucial reason (although not the only reason) why the set S 
in all our examples was itself a ring was that S had the properties 
described at the beginning of the previous paragraph. We give these 
properties a name. 

Definition 2.9 
Given an arbitrary nonempty subset S of a ring R, we say that S is 
closed under addition if for any s} and S2 in S, S} + S2 is also in S. 
Similarly, we that S is closed under multiplication if for any s} and S2 

in S, S}S2 is also in S. 
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As we have observed, if a subset S of a ring R is closed under addi­
tion, then the addition operation on R, when restricted to ordered 
pairs of elements of S, yields a binary operation on S (which we also 
call addition), and we say that the addition on S is induced by the 
addition on R. Similarly, when S is closed under multiplication, we 
get a binary operation on S (also called multiplication) that we say 
is induced by the multiplication on R. 

Now suppose that S is a subset of a ring R that is closed with 
respect to addition and multiplication, and just as in our examples 
above, suppose that with respect to the induced operations, S is itself 
a ring. We will give a special name to this situation: 

Definition 2.10 
Let S be a subset of a ring R that is closed with respect to addition 
and multiplication. Suppose that 1 E S. Suppose further that with 
respect to these addition and multiplication operations on S that are 
induced from those on R, S is itself a ring. We say that S is a subring 
of R. 

Examples 2.7.3,2.7.4, and 2.7.5 above are therefore all instances 
of sub rings: '01[.J2] is a subring ofR, '01[i] is a subring ofC, and Z(2) 

is a subring of'01. 
(See the notes on page 61 for a remark on Definition 2.10 above.) 
Before we proceed to look at further examples of subrings, let us 

first consider a criterion that will help us decide whether a given 
subset of a ring is actually a subring. 

Lemma 2.11 
Let S be a subset of a ring R which has the following properties: 
1. S is closed under addition, 
2. S is closed under multiplication, 
3. 1 is in S, and 
4. For all a E S, -a is also in S. 
Then S is a subring of R. 

Proof As discussed above, since S is closed with respect to addition 
and multiplication, the addition and multiplication operations on R 
induce addition and multiplication operations on S. Now consider 
addition. For any a, b, and c in S, we may view a, b, and c as elements 
of R, and since addition is associative in R, we find (a + b) + c = a + 
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(b + e). Viewing a, b, and e back as elements of S in this equation, we 
find that the induced addition operation on S is associative. Similarly, 
since addition is commutative in R, the induced addition on S is 
commutative. Now we are given that 1 E S, so property (4) shows 
that -1 is also in S. From the fact that S is closed under addition, we 
find that 1 + (-1) is also in S, so 0 is in S. The relation s + 0 = s 
holds for all s E S, since it holds more generally for any s E R. Thus, 
S has an additive identity, namely o. For every S E S, we are given 
that -s is also in S, so every element of S has an additive inverse. 
As for multiplication, given a, b, and e in S, we may view these as 
elements of R, and since multiplication in R is associative, we find 
that (ab)e = a(be). As before, viewing a, b, and e back as elements of 
S in this equation, we find that the induced multiplication operation 
on S is associative. Since s . 1 = 1 . s = s for all s E S (as this is 
true more generally for all S E R), and since 1 E S, we find that 
S has a multiplicative identity, namely 1. Finally, exactly as in the 
arguments for associativity above, the relations a(b + e) = ab + ae 
and (a + b)e = ae + be hold for all a, b, and e in Sbecause they hold in 
R, so distributivity is satisfied. S is hence a ring in its own right with 
respect to the induced operations of addition and multiplication and 
it contains 1. Thus, S is a subring of R. D 

The following are further examples of subrings. Play with these 
examples to gain familiarity with them. Check that they are indeed 
examples of subrings of the given rings by applying Lemma 2.11. 

Examples 2.12 

1. The set of all real numbers of the form a + b../2 where a and b 
are integers is a subring of Q[ ../2]. Why? It is denoted by Z[ ../2]. 

2. The set of all complex numbers of the form a + bi where a and b 
are integers is a subring of Q[i]. It is denoted by Z[i]. (It is often 
called the ring of Gaussian integers.) 

3. Let Z[1I2] denote the set of all rational numbers that are such 
that when written in the reduced form alb with gcd(a, b) = I, 
the denominator b is a power of 2. (Contrast this set with Z(2).) 
This is a subring of Q. What are the rational numbers that this 
ring has in common with Z(2)? (See the notes on page 61 for 
clues.) 
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4. The set of all real numbers of the form a + bv'2 + c,J3 + dv'6, 
where a, b, c, and d are all rational numbers is a subring of the 
reals. Is the set of all real numbers of the form a + bv'2 + c,J3 
where a, b, and c are rationals a subring of the reals? 

5. If S is a subring of a ring R, then S[x] is a subring of R[x]. In 
particular, Q[x] is a subring oflR[x], which in turn is a subring of 
C[X]. 

6. Similarly, If S is a subring of a ring R, then Mn(S) is a subring of 
Mn(R). 

7. Let Un(lR) denote the upper triangular matrices, that is, the subset 
of Mn(lR) consisting of all matrices whose entries below the main 
diagonal are all zero. Thus, Un(lR) is the set of all (( ai,j)) in Mn(lR) 
with aij = 0 for i < j. (You may have seen the notation "((aij))" 
before: it denotes the matrix whose entry in the ith row and jth 
column is the element aij.) Then Un(lR) is a subring of Mn(lR). 
Why? For what values of n will Un(lR) be the same as Mn(lR)? 
Suppose we considered the set of strictly upper triangular matrices, 
namely the set of all ((aij)) in Mn(lR) with aij = 0 for i :::: j. Would 
we still get a subring of Mn(1R)? 

8. Here is another subring of Mn(lR). For each real number r, let 
diag(r) denote the matrix in which each diagonal entry is just 
r and in which the off-diagonal entries are all zero. The set of 
matrices in Mn(lR) of the form diag(r) (as r ranges through lR) 
is then a subring. What observations can you make about the 
function from lR to Mn(lR) that sends r to diag(r)? (See the notes 
on page 61.) 

Subring Generated by an Element 

We now consider a topic that will be quite essential to our study 
of field extensions in later chapters. This is the notion of the ring 
generated by a sub ring and an element. We will consider only com­
mutative rings, even though the notion exists for noncommutative 
rings as well. Accordingly, let R be a commutative ring, and let S be 
a subring. (Must S be commutative as well?) Let a be any element 
in R. For instance, let R be the reals, and let S be the rationals. Let 
a be the real number 1 + v'2. In general, S U {a} (the set consist-
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ing of a and all the elements of S) will not be a subring of R, since 
this new set may not be closed under addition and multiplication. 
For instance, Q U {I + J2} is not closed under either addition or 
multiplication. (The square of 1 + J2, which is 3 + 2J2, is not in 
QU{l + J2}. Similarly, the sum of, say 2 and 1 + J2, which is 3 + J2 
is not in QU {I + J2}. Again, the product of, say 3 and 1 + J2, which 
is 3 + 3J2, is not in Q U {I + J2}.) One could then ask: If in gen­
eral S U {a} is not a subring of R, what are the elements of R that 
you should adjoin to the set S U {a} to get a set that is actually a 
subring of R? 

In our example above, our set failed to have the element (1 + 
J2)2. It similarly does not have (1 + J2i, (1 + J2)4, .... In the 
general setting, to get a subring of R that contains both S and a, it is 
clear that we need to be able to multiply a with itself any number 
of times, since our desired set must be closed under multiplication. 
Hence, we need to adjoin all the elements a2, a3 , . .. Next, once all 
powers a i are adjoined, we need to be able to multiply any power 
of a with any element of S, so we need to adjoin all products of the 
form sai , where s is an arbitrary element of Sand a i is an arbitrary 
power of a. (The assumption that R is commutative is being used 
here somewhere. Where exactly do you think it is used?) Once we 
have such products, we need to be able to add such products together 
if we are to have a ring (our target set must be closed under addition), 
so we need to have all elements of the form So + SI a + S2a2 + ... + snan, 
where the Si are arbitrary elements of S, and n :::: O. Is this enough? 
It turns out it is! 

Definition 2.13 
Let R be a commutative ring, S a subring, and a an element of R. An 
expression such as So + Sla + S2a2 + ... + snan is called a polynomial 
expression in a with coefficients in S. Let S[a] denote the set of all 
polynomial expressions in a with coefficients in S, that is, the set of 
all elements of R that can be written in the form So + SI a + S2a2 + 
... + snan, for some n:::: 0, and some elements so, SI, ... , Sn in S. S[a] 
is k.nown as the subring of R generated by Sand a. (If it is clear that 
we are working inside a fixed ring R, we often refer to S[a] merely 
as the ring generated by S and a.) 
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Of course, we have yet to prove that S[a] is actually a ring, but 
we will do so in a moment. 

Notice that S[a] includes both Sand a. (Does it?) Our arguments 
above show that any subring of R that contains both S and a must 
contain all polynomial expressions in a with coefficients in S, that 
is, it must contain S[a]. S[a] should thus be thought of as the smallest 
subring of R that contains both Sand a. 

Lemma 2.14 
Let R be a commutative ring, and let S be a subring of R. Let a be an 
element of R. The set S[a] defined above is a subring of R. 

Proof Since S C S[a], and since 1 E S, 1 is in S[a]. Every element 
in S[a] is of the form So + Sla + S2a2 + ... + snan for some n ::: 
o and some elements so, SI, ... , Sn in S. The negative of such an 
element is (-so) + (-sl)a + (-s2)a2 + ... + (-sn)an, which is also 
a polynomial expression in a with coefficients in S, and is hence in 
S[a]. By Lemma 2.2.1, we only need to show that S[a] is closed under 
addition and multiplication. You should be able to do this yourselves: 
show that the sum and product of two polynomial expressions in 
a with coefficients in S are also polynomial expressions in a with 
coefficients in S. (See the notes on page 62 for some clues.) 0 

Now let us consider some examples: 

Examples 2.15 

1. what, according to our definition above, is the subring of the reals 
generated by Q and -J2? It is the set of all polynomial expressions 
in -J2 with coefficients in Q, that is, the set of all expressions of 
the form qo + ql -J2 + q2( -J2i + ... + qn( -J2y. Now let us look 
at these expressions more closely. Since (-J2i = 2, qz( -J2i is 
just 2q2, q4( -J2)4 is just 4q4, etc. Similarly, q3( -J2i is just 2q3-J2, 
qs( -J2)s is just 4qs-J2, etc. By collecting terms together, it follows 
that every polynomial expression in -J2 with coefficients in Q 
can be written as a + b-J2 for suitable rational numbers a and b. 
(For example, 1 + 2-J2 + (112)( -J2i + (1/4)( -J2i can be rewritten 
as 2 + (5/2)-J2.) Hence, the subring of the reals generated by the 
rationals and -J2 is the set of all real numbers of the form a + b-J2. 
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It is for this reason that we denoted this ring Q[.J2] as far back 
as Example 2.7.3. 

2. Similarly, the subring ofQ[.J2] generated by Z and .J2 is the set of 
all real numbers ofthe form a + b.J2, where a and b are integers. 
This is why we denoted this ring Z[.J2] in Example 2.12.1. 

3. Using the fact that i2 = -I, show that the subring of C generated 
by Q and i is the set of all complex numbers of the form a + bi, 
where a and b are rational numbers. This explains the notation 
Q[i] for the ring in Example 2.7.4. 

4. Similarly, the subring of Q[i] generated by Z and i is is the set 
of all complex numbers of the form a + hi, where a and bare 
integers. Hence the notation Z[i] in Example 2.12.2. 

S. Show that the subring of Q generated by Z and 112 is the set of 
all rational numbers that have the property that when written in 
the reduced form alb with gcd(a, b) = I, the denominator b is a 
power of 2. This explains the notation Z[I12] in Example 2.12.3. 

6. Prove that the subring of ~ generated by Q[.J2] and .J3 is pre­
cisely the ring of Example 2.12.4. Thus, this ring should be 
denoted Q[ .J2][ .J3]. We will often avoid using the second pair 
of brackets and simply refer to this ring as Q[.J2, .J3]. 

7. In Lemma 2.14, suppose a is actually in S. Can you prove that 
the ring generated by S and a is just S? 

Remark 2.16 
It is worth emphasizing the difference between a polynomial ex­
pression in a with coefficients in S and a polynomial in the variable 
x with coefficients in S. The difference is as follows: it is quite possi­
ble for two different polynomials expressions in a with coefficients 
in S such as So + s]a + ... + snan and s~ + s~a + ... + s~am to be 
equal without having n = m and So = s~, s] = s~, ... , Sn = s~. 
That is, refering to the integers nand m as "degrees" and the el­
ements Si and s; as "coefficients:' it is possible for two polynomial 
expressions in a to be equal even though their degrees are not the same 
or their coefficients are not the same. However, two polynomials in 
the variable x with coefficients in S, say So + SIX + ... + snxn and 

I I I m I l'f d I I sO+s1x+",+smx areequa onyl n=man S1 =s], ... ,sn =sn' 
in other words, only if their degrees are equal and their coefficients 
are equal. 
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In particular, given two polynomial expressions either of differ­
ent degrees or with different coefficients, one cannot automatically 
conclude that they must be unequal, they may just turn out to be 
equal! 

Here is an example. Thking S = Q and a = ../2, consider the 
following two polynomial expressions in ../2 with coefficients in Q: 
1 + (../2) + (../2)2 + (../2i, and 3 + 3(../2). They are equal! Yet, the 
first has degree 3 and the second has degreee 1. 

The reason why the two expressions are equal, of course, is that 
( ../2)2 is the same as 2, so we can substitute 2 wherever we see ( ../2i 
in our expressions. In other words, the reason why it is possible for 
two polynomial expressions in ../2 with coefficients in Q to be equal 
is that ../2 satisfies the equation t2 - 2 = 0, that is, the polynomial 
expression (../2)2 - 2 equals zero. By contrast, if x is a variable, a 
polynomial in x such as So + SIX + ... + SnXn can never be zero 
unless all the coefficients are zero. 

Integral Domains and Fields 

In passing from the concrete example of the integers to the abstract 
definition of a ring, observe that we have introduced some phenom­
ena that at first seem pathological. The first, which we have already 
pointed out explicitly and is already present in M2(lR), is noncom­
mutativity of multiplication. The second, which is also present in 
M2(lR), and examples of which you have seen as far back as in the 
Introduction, is the existence of zero-divisors. 

Definition 2.17 
A zero-divisor in a ring R is a nonzero element a for which there exists 
a nonzero element b such that either a . b = 0 or b . a = o. 

Just as noncommutativity of multiplication, on closer observation, 
turns out to be quite a natural phemomenon after all, the existence of 
zero-divisors is really not very pathological either. It merely seems so 
because most of our experience has been restricted to various rings 
that appear as sub rings of the complex numbers. 
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Besides matrix rings (try to discover lots of zero-divisors in 
Mz(JR) for yourselves), zero-divisors occur in several rings that arise 
naturally in mathematics, including many commutative ones. For in­
stance, the direct product of two rings always contains zero-divisors 
(see Example 2.7.10 above). Also, (see Examples 2.7.8 and 2.7.9), 
Z/4Z contains zero-divisors: [2]4 . [2]4 = [0]4! In fact, as long as n 
is not prime, you should be able to discover zero-divisors in any of 
the rings ZlnZ. (It can be proved, however, that ZlnZ cannot have 
zero-divisors if n is prime.) 

On the other hand, there is no doubt that the absence of zero­
divisors in a ring indeed makes the ring relatively easy to work with. 
If, in addition, such a ring is also commutative, it becomes exception­
ally nice to work with. With this in mind, we make the following 
definition: 

Definition 2.18 
An integral domain is a commutative ring with no zero-divisors. 

(Convince yourselves that a ring has no zero-divisors if and only 
if whenever a . b = 0 for two elements a and b in the ring, then 
either a must be 0 or else b must be 0.) 

Z, Q, JR, and C are all obvious examples of integral domains. 
(Again, we are simply invoking our knowledge of these rings when 
we make this claim.) Is JR[x] an integral domain? More generally, if R 
is an arbitrary ring, can you determine necessary and sufficient con­
ditions on R that will guarantee that R[x] has no zero-divisors? (See 
the notes on page 60 for a definition of R[x], and for some discussions 
that may help you answer this question.) 

Notice that any subring S of an integeral domain R must itselfbe 
an integral domain. (If ab = 0 holds in S for some nonzero elements 
a and b, then viewing a and b as elements of R, we would find 
ab = 0 in R, which is a contradiction, since R is an integral domain.) 
In particular, any subring of C is an integral domain. 

Now suppose S is a subring of R and suppose that S (note!) is an 
integral domain. Must R also be an integral domain? 

Integral domains have one nice property: one can always cancel 
elements from both sides of an equation! More precisely, we have 
the following: 
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Lemma 2.19 
Let R be an integral domain, and let a be a nonzero element of R. If 
ab = ac for two elements band c in R, then b = c. 

Proof Write ab = ac as a(b - c) = O. Since a f 0 and since R is an 
integral domain, b - c = 0, or b = c! 0 

Now, integral domains are definitely very nice rings, but one 
can go out on a limb and require that rings be even nicer! While 
considering exactly what we mean by "even nicer," we come to a 
mathematical object that will occupy a significant portion of our 
time in this book. 

While performing the usual arithmetic operations on the inte­
gers, you may have already discovered a crucial property that the 
integers do not have, and for which it is necessary to go to the ratio­
nals (see Example 2.7.1): one cannot divide an arbitrary integer by 
another arbitrary (nonzero) integer and expect to get an integer as 
the result. (For instance, there is no integer that represents the result 
of dividing 3 by 5.) If one were to order rings according to how easy 
they are to understand and work with, one finds that commutative 
rings are easier to understand and work with than noncommutative 
ones, and among commutative rings, one finds that integral domains 
are easier to understand and work with than those with zero-divisors. 
Now, among integral domains, the easiest rings to understand and 
work with are those in which one can also divide. Because of the ab­
solute importance of such rings, they are given a special name and 
singled out for study. 

Let us look at the process of dividing two integers a little closer. 
1b divide 3 by 5 is really to multiply together 3 and 1/5 (just as 
to subtract, say, 6 from 9 is really to add together 9 and -6). The 
reason this cannot be done within the context of the integers is that 
1/5 is not an integer. (After all, if 1/5 were an integer, then the 
product of 3 and 1/5 would also be an integer.) Now let us look at 
1/5 a different way. 1/5 has the property that 1/5 . 5 = 5·1/5 = 1. 
In other words, 1/5 is the inverse of 5 with respect to multiplication 
(just as -6 is the inverse of 6 with respect to addition). Putting all 
this together, the reason that we cannot divide within the context 
of the integers is that given an arbitrary (nonzero integer) m, one 
cannot find the multiplicative inverse of m, that is, one cannot find 
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an integer n such that m . n( = n· m) = 1. With this in mind, we have 
the following definition: 

Definition 2.20 
Afield is an integral domain in which for every nonzero element a, 
there exists an element b (depending on a) such that a· b = 1. The 
element b is usually denoted either by "II a" or by "a-I!, 

(For a comment on this definition, see the notes on page 62.) 
We will often use the letter F to denote a field. The set of nonzero 

elements of a field F is often denoted by F*. 

Remark 2.21 
If F is a field, can you prove that F* is a group with respect to 
multiplication? 

Remark 2.22 
Notice that 0 can never have a multiplicative inverse, since a . 0 = 0 
for any a. (See Remark 2.8.) We describe this by saying that division 
by 0 is not defined. 

Perhaps the most familiar example ofa field is Q. We have already 
seen that it is a ring (Example 2.7.1) The multiplicative inverse of 
the nonzero rational number min is, of course, nlm. 

Examples 2.23 
Here are other examples of fields: 
1. The reals, R 
2. The complex numbers, C. Can you write the inverse of the 

nonzero number a + ib as c + id for suitable real numbers c 
andd? 

3. Q[.J2]. Show that this ring is actually a field by explicitly exhibit­
ing the multiplicative inverse of a + b.J2, where a and bare 
not both zero. (Think in terms of rationalizing denominators.) Is 
Z[.J2] a field? 

4. Q[i]. Why? Is Z[i] a field? 
5. Here is a new example: the set of rational functions with coeffi­

cients from the reals, lR.(x). (Note the parentheses around the x.) 
This is the set of all quotients of polynomials with coefficients 

from the reals, that is, the set {[(X)}, where [(x) and g(x) are 
g(x) 
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elements of R.[x], and g(x) f O. Addition and multiplication in 
R.(x) are similar to addition and multiplication in Q-

flex) f2(x) flex) . g2(X) + fz(x) . gl(X) 
--+--=----'--'----"-'-----''--'----'--''-
gl(X) g2(X) gl(X) . g2(X) , 

and 

fi(x) fz(x) fi(x) . fz(x) 
--.-- = 
gl(X) g2(X) gl(X)' g2(X) 

The multiplicative inverse of the nonzero element {f(X)} isjust 
g(x) 

{ g(X) }. 
f(x) 

Just as we considered subrings of a given ring, we can consider 
subfields of a given field. The idea is very simple: given a field K, first 
of all view it as a ring. (Remember, every field is first a ring.) Hence, 
we can talk of subrings of K. We now have the following definition: 

Definition 2.24 
A subset F of K is called a sub field of K if F is a subring of K and is 
itself a field. If F is a subfield of K, we often call K an extension field 
of F, and refer to the pair (F, K) as the field extension KIF. 

The difference between being a subring of K and a subfield of K 
is as follows: Suppose R is a subring of K. Given a nonzero element 
a in R, its multiplicative inverse lla certainly exists in K (why?). 
However, l/a may not live inside R. If l/a happens to live inside 
R, we say that a has a multiplicative inverse in R itself. Now, if 
every nonzero a in R has a multiplicative inverse in R itself, then by 
Definition 2.20 (why is R an integral domain?), R is a field. Therefore, 
by Definition 2.24 above, R is then a sub field of K. 

Thus, Q is a subfield of R., but Z is only a subring of R.; it is not 
a sub field of R Similarly, R. is a subfield of C. (Is lR a subring of 
C?) Q[.J2] is a subfield ofC. In fact, more is true-Q is a subfield of 
Q[ .J2], which in turn is a sub field of R., which in turn is a subfield 
ofC. (By contrast, is Q[i] a subfield ofR.? OfC? Is Z[i] a sub field of 
R.? OfC?) 

As it turns out, there is a whole host of subfields of the complex 
numbers, all of which, in turn, contain the rationals as a subfield. 
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The structure of some of these fields will be crucial to the study of 
constructibility (as well as to the study of other issues in mathemat­
ics). We will develop ideas in the following chapters that will help 
us understand some of this structure. 

Exercises 

1. How many different binary operations can be defined on the set 
{a, I}? Now select some of these binary operations and check 
whether they are associative or commutative. How many binary 
operations can be constructed on a set T that has n elements? 

2. Starting from the ring axioms, prove that the properties stated in 
Remark 2.8 hold for any ring R. 

3. Consider the subset S ofZ consisting of the positive even integers, 
that is, the set {2nln E Z and n > a}. Show that S is closed 
with respect to both addition and multiplication. Does this make 
S a subring of Z? Next, consider the set T of all nonnegative 
integers. Show that T is also closed with respect to addition and 
multiplication. Clearly, T contains 1. Does this make T a subring 
ofZ? 

4. Ifp is any prime, show that the sub ring oflR generated by Q and 
-JP, that is, Q[-JP] , is precisely the set {a + b-JPla, bE Q}. Show 
that a + b-JP = a if and only if a = a and b = a. Use this to show 
that if an element x of Q[ -JP] can be expressed as both a + b-JP 
and a' + b'-JP for rational numbers a, b, a', and b', then a must 
equal a' and b must equal b'. (In other words, the expression 
of x as a + b-JP is unique.) We know that Q[-JP] is an integral 
domain. (Remember, no subring of lR can have zero-divisors.) 
Show that Q[ -JP] is actually a field, by explicitly displaying the 
multiplicative inverse of the nonzero element a + b-JP. 

5. Reformulate Problem 4 for the ring Q[ H], and solve it. 

6. Consider the ring Mn(lR) (for n ~ 2). Let ei,j denote the matrix 
with 1 in the (i,J}th slot and a everywhere else. Study the case 
of 2 x 2 matrices and guess at a formula for the product ei,) . ek,l. 
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(You need not try to prove formally that your formula is correct, 
but after you have made your guess, substitute various values for 
i, j, k, and 1 and test your guess.) 

7. The following is designed to show that if a, b, c, and d are rational 
numbers, then a + b-/2 + c"f3 + d"f6 = 0 if and only if a, b, c, 
and d are all zero. 

(a) Show that J3/2 is not rational. (This is similar to showing 
that ..;p is not rational for any prime p. 

(b) Show that "f3 ¢ Q[-/2]. (Hint: Assume that "f3 E Q[-/2]. 
Then there must exist rational numbers x arid y such that 
"f3 = x + y-/2. Square both sides and arrive at a contradiction. 
You will need to invoke a fact about Q[ -/2] that you were asked 
to prove in Example 2.7.3, as well as the results of Chapter I, 
Exercise 17, and part 7a above.) 

(c) Now assume that a + b-/2 + c"f3 + d"f6 = 0 for some choice 
of rational numbers a, b, c, and d. Write this as (a + b-/2) + 
"f3(c + d-/2) = O. Prove that c + d-/2 must be zero. (Hint: 

a + b-/2 
Argue that otherwise we can write "f3 = -/2' Why is 

c + d 2 
this last equality a contradiction?) 

(d) Conclude that this forces a = b = c = d = O. 

(e) Observe that if a = b = c = d = 0 then a + b-/2 + c"f3 + 
d"f6 = 0 trivially. This proves the assertion stated at the 
beginning. 

8. We will prove in this exercise that Q[-/2,,,f3] (see Example 2.15.6 
for this notation) is actually a field. 

(a) You know that if a and b are rational numbers, then (a + 
b-/2) . (a - b-/2) is also rational. (Why?) Similarly, if c and d 
are rational numbers, then (c + d"f3) . (c - d"f3) is also ratio­
nal. Now show the following: if a, b, c, and d are all rational 
numbers, then the product of the four terms 

(a + b-/2 + c"f3 + d"f6) . (a + b-/2 - c"f3 - d"f6) . 
(a - b-/2 + c"f3 - d"f6) . (a - b-/2 - c"f3 + d"f6) 

is also rational. (This just involves multiplying out all the 
terms above-do it! However, you can save yourselves a lot 
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of work by multiplying the first two terms together, using the 
formula (x + y)(x - y) = x2 - y2, and then multiplying the 
remaining two terms together, and looking out for patterns.) 

(b) Now show using part 8a above that Q[ ,Ji, .J3] is a field. (Hint: 
Given a nonzero element a + b,Ji + c.J3 + d./6 in Q[,Ji, .J3], 
first note that by Exercise 7 above, none of (a + b,Ji - c.J3 -
d./6), (a - b,Ji + c.J3 - d./6) or (a - b,Ji - c.J3 + d./6) 
can be zero-why? Now, in the case of Q[,Ji], one finds the 
inverse of x + y,Ji by multiplying both the numerator and 
the denominator of the fraction 1 r.; by x - y,Ji and taking 

x+y",2 

advantage ofthe fact that (x + y,Ji)( x - y,Ji) is rational. What 
ideas do you get from part 8a above?) 

9. If R is an arbitrary ring, a nonzero element a is said to be invertible 
or to have a multiplicative inverse if there exists an element b E R 
such that ab = ba = 1. (Notice that for an arbitrary ring, it is not 
enough to insist that ab = I, we also need ba to equall.) Prove 
that if an element a in an arbitrary ring R is a zero-divisor, then a 
cannot be invertible. Give an example to show that the converse 
is false. 

10. Here is an example of a ring in which elements do not factor 
uniquely into a product of primes! Consider the subring of <C 
generated by Z and H, namely, Z[ J -5]. By arguments nearly 
identical to those that you must have used in Exercise 5 above, 
every element in this ring can be written uniquely as a + bH 
for suitable integers a and b. We define a funCtion N from Z[ H] 
to Z as follows: N(a + bH) = a2 + 5b2. (Notice that a2 + 5b2 

is just (a + bH)· (a - bH).) 

(a) Show that N is multiplicative, that is, N(xy) = N(x)N(y) for 
any two elements x and y of Z[ J -5]. 

(b) Show that if x in Z[H] is such that N(x) = I, then x must 
be ±l. 

(c) If R is any commutative ring, a unit of R is defined as any 
element x of R for which there exists a y in R such that xy = 

1. Thus, in the terminology of Exercise 9 above, a unit in a 
commutative ring is just an invertible element. (As examples 
of units, note that the units ofZ are precisely ±1, whereas in 
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Q or any other field, every nonzero element is a unit.) Use 
part lOa to show that if x is a unit in Z[ N], then N(x) must 
be l. 

(d) Use parts lOb and IOc above to show that if x is a unit in 
Z[N], then x can only be ±l. 

(e) If R is a commutative ring, an irreducible in R is a nonzero 
element x such that if x = bc for two elements band c, then 
either b or c must be a unit. (It turns out that this is the correct 
generalization of the concept of primes that is needed to study 
unique factorization in arbitrary rings.) Also, just as in Z, we 
sayan element b in an arbitrary commutative ring R divides 
an element a (or is a divisor of a) if there exists an element 
c in R such that a = bc. Using part lOd, show that if x is 
an irreducible element in Z[ N], then the only divisors of 
x are ±I and ±x. (Thus, at least in Z[ N], it is clear that 
irreducible elements are just like primes.) 

(f) Show that if x in Z[N] is such that N(x) is a prime integer, 
then x must be irreducible. 

(g) Show that there is no element x in Z[N] with N(x) = 2. 
Similarly, show that there is no element x with N(x) = 3. 

(h) Show that 2 is irreducible in Z[N]. (Hint: Suppose 2 = xy. 
Then 4 = N(2) = N(x)N(y), as N is multiplicative. Study the 
various factorizations of 4 and use the previous parts.) 

(i) Similarly, show that 3 is irreducible in Z[ N]. 
CD Study the various factors of N(I + N) and of N(1 - N) 

and show that both I + N and I - N are irreducible. 

(k) 'TWo irreducibles x and y in a commutative ring R are said 
to be associates if x = yu for some unit u. Part IOd shows 
that in the ring Z[ N], two elements x and yare associates 
if and only if x = ±y. Now use the fact that every element 
in Z[ N] is uniquely expressible as a + bN to show that 
neither 2 nor 3 is an associate of either I + N or I - N. 

(1) A commutative ring R is said to possess unique prime fac­
torization if every element a E R that is not a unit factors 
into a product of irreducibles, and if a = XIX2'" Xs and 
a = Y1Y2'" Yt are two factorizations of a into irreducibles, 
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then s must equal t, and after relabeling if necessary, each Xi 

must be an associate of the corresponding Yi . (Again, it turns 
out that this is the correct generalization of the concept of 
unique prime factorization in the integers to arbitrary com­
mutative rings.) Prove that Z[ H] does not possess unique 
prime factorization by considering two different factoriza­
tions of 6 into irreducibles. (Hint: Look at parts lOh, lOi, lOj, 
and 10k.) 

Notes 

Remarks on Example 2.7.1 Every nonzero element in Q has a mul­
tiplicative inverse, that is, given any q E Q with q f 0, we can find a 
rational number q' such that qq' = 1. The same cannot be said for the 
integers: not every nonzero integer has a multiplicative inverse within 
the integers. For example, there is no integer a such that 2a = I, so 2 
does not have a multiplicative inverse. 

Remarks on Example 2.7.3 The sum and product of any two ele­
ments a + bv'z and e + dv'z of Q[ vIz] are (respectively) (a + e) + (b + d)v'z 
and (ae + 2bd) + (ad + be)v'z. Since a + e, b + d, ae + 2bd and ad + be 
are all rational numbers, the sum and product also lie in Q[ vIz]. Thus, 
the standard method of adding and multiplying two real numbers of the 
form x + yv'z with x and y in Q indeed gives us binary operations on 
Q[ vIz]. (In the language of the next section, Q[ vIz] is closed under ad­
dition and multiplication.) Now suppose you were trying to prove that, 
say, addition in Q[v'z] is associative, that is, for any u, v, and w in Q[v'z], 
(u + v) + w = u + (v + w). Notice that in addition to being in Q[v'z], u, v, 
and ware also real numbers. Since associativity holds in the reals, we find 
upon viewing u, v, and w as real numbers that (u + v) + w = u + (v + w). 
Now viewing u, v, and w in this equation back again as elements ofQ[ v'z] 
, we find that associativity holds in Q[ v'z]! This same argument holds for 
associativity of multiplication and distributivity of multiplication over ad­
dition. Th prove that a + bv'z = 0 iff a = 0 and b = 0, proceed as follows: 
If b is not zero, a + bv'z = 0 yields v'z = -alb. Since -alb is a rational 
number, this contradicts Chapter I, Exercise 17, so b must be zero. But if 
b = 0, a + bv'z = 0 reads a = 0, so we find that both a and b are zero. 
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Remarks on Example 2.7.4 As in the previous example, ifb is not 
zero, we can write A = alb, and squaring both sides, we find -1 = 
a2 /b2 • The right hand side is positive, since both a2 and b2 are positive 
(they are squares). But the left hand side is negative. Because of this 
contradiction, b must be zero. As before, we find that a is also zero. 

Remarks on Examples 2.7.5 Given two elements a and b in Z(2), 
write a as x/y where gcd(x,y) = 1 and y is odd. (Why can you do this?) 
Write bas u/vwhere gcd(u, v) = 1 andvisodd. Thena+b = (x.v+yu)/yv. 

This fraction may not be reduced, but notice that yv, being a product 
of two odd integers, is odd. After you cancel all common factors from 
(xv + yu) and yv, the resultant fraction will still have an odd denominator 
(why?). Hence a + b will be in Z(2)' In a similar way, show that ab (gotten 
by the usual multiplication of two rational numbers) will also be in Z(2)' 
Now that you have two binary operations on Z(2), you can check that the 
ring axioms hold. As with previous examples, associativity and distribu­
tivity follow from the fact that they hold for the rationals. Notice that the 
fact that the product of two odd integers is odd was essential in showing 
that both a + band ab lie in Z(2)' How could we generalize this? Rewrite 
this property in the contrapositive form, yv is even implies either y or v 

is even, that is, 21yv implies 21y or 21v. Ifwe could find another integer n 

that has the property that nlyv implies nly or nlv, we could use the same 
arguments to show that Zcn) is also a ring. (Assuming you found such an 
integer n, how would you define Zcn)?) Can you think of other integers 
that have this property? (Hint: You have come across such integers in the 
previous chapter.) 

Remarks on Example 2.7.6 For n = I, Mn(lR) is just lR, so it is com­
mutative. For all other n, Mn(lR) is noncommutative. Given A in Mn(lR), 
write A as ((ai,j)). (Recall what this notation means: you are referring to 
the (i,l)-th entry as "ai,j./I) Similarly, write B as ((bi,j)) and C as ((CiJ)). 

Consider (A + B) + C. What is the (i,l)-th entry of this resultant matrix? 
It is (ai,j + bi,j) + Ci,j' On the other hand, what is the (i,l)-th entry of 
A + (B + C)? It is ai,j + (biJ + ci,j). Are the two (i,j)-th entries equal on 
both sides? Yes! Why? Because ai,j, biJ , and Ci,j are just real numbers, and 
since addition is associative in lR, (aiJ + bi,j) + Ci,j = ai,j + (bi,j + Ci,j)! Since 
this is true for every pair (i,l), we find that (A + B) + C = A + (B + C). 
(Notice how the associativity of addition in Mn (lR) depends on the associa­
tivity of addition in R) In a similar manner, try to prove the distributive 
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property of multiplication over addition for Mn(R); your proof should 
invoke the fact that distributivity holds in R. Actually, if R is any ring, 
Mn(R) is also a ring. It is noncommutative if n :::: 2. When n = I, 
Mn(R) is just R, so for n = I, Mn(R) is commutative if and only if R 
is commutative. 

Remarks on Example 2.7.7 For any ring R, we can consider the set 
of polynomials with coefficients in R with the usual definition of addition 
and multiplication of polynomials. This will be a ring, with additive iden­
tity the constant polynomial 0 and multiplicative identity the constant 
polynomiall. If R is commutative, R[x] will also be commutative. (Why? 
Play with two general polynomials f = E~=onxi and g = E}:ogjxl and 
study fg and gf.) If R is not commutative, R[x] will also not be commuta­
tive. 1b see this last assertion, suppose a and b in R are such that ab f ba. 

Then viewing a and b as constant polynomials in R[x], we find that we 
get two different products of the "polynomials" a and b depending on the 
order in which we multiply them! 

Here is something strange that can happen with polynomials with 
coefficients in an arbitrary ring R. First, the degree and highest coefficient 

of polynomials in R[x] (where R is arbitrary) are defined exactly as for 
polynomials with coefficients in the reals. Now over R[x], if f(x) and g(x) 

are two nonzero polynomials, then degCf(x)g(x)) = degCf(x)) + deg(g(x). 

But for an arbitrary ring R, the degree of f(x)g(x) can be less than 

degCf(x)) + deg(g(x))! 
1b see why this is, suppose f(x) = fnxn + lower-degree terms (with 

fn f 0), and suppose g(x) = gmxm + lower-degree terms (with gm f 0). 
On multiplying outf(x) andg(x), the highest power ofx that will show up 
in the productis xn +m, and its coefficient will be f~m. Ifwe are working in 
R, then fn f 0 and gm f 0 will force fngm to be nonzero, so the degree of 
f(x)g(x) will be exactly n + m. But over arbitrary rings, it is quite possible 
for fngm to be zero even though fn and gm are themselves nonzero. (You 
have already seen examples of this in matrix rings. Elements a and b in a 
ring R such that a f 0 and b f 0 but ab = 0 will be referred to later in the 
chapter as zero-divisors.) When this happens, the highest nonzero term in 
f(x)g(x) will be something lower than the xn+m term, so the degree of 
f(x)g(x) will be less than n + m! 

Clearly, this phenomenon will not occur if the coefficient ring R does 
not have any zero-divisors. As will be explained further along in the 
chapter, fields do not have any zero-divisors (they are special cases of 
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integral domains.) Hence ifF is a field and f(x) and g(x) are two nonzero 
polynomials in F[x], then deg(f(x)g(x)) = deg(f(x)) + deg(g(x)). 

Remarks on Example 2.7.10 The additive identity is (0, 0) and the 
multiplicative identity is (I, 1). What is the product of (1, 0) and (0, I)? Of 
(2,0) and (0, 2)? 

Remarks on Definition 2.10 The requirement that 1 be in 8 arises 
from a rather nasty technical point that can be ignored during a first 
reading. If you are curious, recall first that "I" is merely notation for the 
multiplicative identity of R; we could just as easily have referred to it as 
"e" or something else all along. It turns out that if we defined subrings 
without the condition that 1 be in 8, then it is possible for 8 to be a subring 
of R (under this hypothetical definition) with 8 and R having different 
multiplicative identities! This is a scenario we wish to avoid, and it turns 
out that insisting that the multiplicative identity of R (namely 1) be in 8 
will take care of this problem. At the same time, it turns out that no such 
precaution needs to be taken for the additive identity-it can be proved 
that the additive identities of Rand 8 will necessarily be equal. This is 
of course all too pedantic for a first go around-we would do best by just 
accepting the definition above and getting on with our lives! 

Remarks on Examples 2.12.3 Since every integer a can be written 
as a/I, and since 1 of course is 2°, Z ~ Z[1I2]. Since 2 does not divide 
I, every integer a (= a/I) is also in Z(2)' Hence, Z[II2] n Z(2) certainly 
contains Z. Now let x be any rational number in Z[II2] n Z(2)' Since x E 

Z[l/2], x can be written in the reduced form al2n, for some integer a and 
some n ~ O. Ifn > 0, then x cannot be in Z(2)' Hence n = 0, that is, x E Z. 
It follows that Z[lI2] n Z(2) is precisely Z. 

Remarks on Example 2.12.8 Denote the function that sends r 
to diag(r) by f. Then f is bijective. Also, fer + s) = fer) + f(s), and 
f(rs) = f(r)f(s). Moreover, f(O) is just the zero matrix, andf(l) is just the 
identity matrix. What all this means is that the subring of matrices of the 
form diag(r) is essentially identical to IR in the following sense: to each real 
number r we can associate the matrix diag(r) and vice versa, and under 
this correspondence, the rule for adding and multiplying two real num­
bers rand s is the same as the rule for adding and multiplying the two 
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matrices diag(r) and diag(s). In more technical language, the two rings IR 
and the set of matrices of the form diag(r) are said to be isomorphic. 

Remarks on the proof of Lemma 2.14 How would you multiply 
two polynomial expressions in a with coefficients in S? Suppose PI = 

So + Sla + S2a2 + ... + Sn is one such expression, andp2 = to + tla + t2a2 + 
... + tmam is another such expression. Their product is (soto) + (Sotl + 
sltO)a + (SOt2 + Sltl + s2tO)a2 + ... + (sntm)an+m. Since soto, SOtl + SltO, 
SOt2 + Sl tl + S2tO, etc. are all in S, the product is also a polynomial expression 
in a with coefficients in S. The proof that PI + P2 is a polynomial expression 
is even simpler! 

Remarks on Definition 2.20 Most textbooks define a field to be a 
commutative ring in which for every nonzero a, there is a nonzero el­
ement b for which ab = 1. In other words, the extra condition that we 
have imposed, namely that the ring in question first be an integral do­
main, is omitted by most textbooks. This is because this extra condition is 
not really required-one can show using Exercise 9 that any commutative 
ring in which every nonzero element a is invertible (see Exercise 9 for 
the meaning of this term) must necessarily be an integral domain. The 
reason we have chosen to define a field as an integral domain in which 
every nonzero element is invertible is to highlight the hierarchical na­
ture of the objects that we have been considering: rings are fairly general 
objects, commutative rings are special rings that are nicer to deal with, 
integral domains are special commutative rings that are even nicer, and 
finally, fields are special integral domains that are nicest of all! 



Vector Spaces 
CHAPTER 

The whole theory of constructibility depends on the analysis of vari­
ous field extensions K ofQ. Now, given such a field extension, one of 
the first things one would like to do is somehow measure how big K 
is relative to Q. Of course, "how big" is a loose term, and we need to 
make this question more precise. 1b do so, we need to invoke some 
ideas from the theory of vector spaces. 

Recall from elementary linear algebra the notation ]R2 for 2-di­
mensional xy space and ]R3 for 3-dimensional xyz space. A vector in 
]R2 (respectively ]R3) is an arrow with its base at the origin and its tip 
at some point in]R2 (respectively ]R3). Ifv and ware vectors, then we 
add v and w using the parallelogram law. We know that this process 
of addition is commutative, that is, v + w = w + v for all vectors v and 
w. Vector addition is also associative, that is, v + (w + u) = (v + w) + u 
for all vectors v, w, and u. The vector whose base and tip are at the 
origin is denoted 0 (suggestively), and satisfies v + 0 = 0 + v for all 
vectors v. Finally, for every vector v, the vector we get by inverting 
v about the origin is denoted -v (also suggestively), and satisfies 
v + (-v) = (-v) + v = O. 

Focusing just on ]R2 for convenience, let us stop thinking of ]R2 
as a geometric object. Instead, since every point of]R2 corresponds 
to a vector whose tip is at the given point, let us consider]R2 as a set 
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consisting of abstract objects called vectors. This set has a binary op­
eration defined on it-addition, where v + w is defined as the vector 
we get by temporarily reverting to the geometric interpretation of 
]R2 as a plane and considering the vector obtained as the diagonal of 
the parallelogram formed by v and w. What do you notice about this 
set of vectors with this binary operation? The binary operation sat­
isfies all the axioms for an abelian group! Thus, in addition to being 
a geometric object (the plane), JR2, when considered as a set with a 
binary operation, has an algebraic structure-it is an abelian group! 

But there is more. Let us go back to the interpretation of JR2 as 
2-dimensional xy space, and let us recall the notion of scalar mul­
tiplication. A scalar is any real number, and given a scalar r and a 
vector v, we multiply r and v according to the following definition­
ifr :::: 0, then r· v is the vector in the same direction as v but whose 
length is r times the length of v, and if r < 0, then r . v is the vec­
tor in the opposite direction as v but whose length is Irl times the 
length ofv. What are the properties of scalar multiplication? Ifr and 
s are any two scalars, and if v and ware any two vectors, we have 
the following: r . (v + w) = r· v + r . w, (r + s) . v = r· v + s . v, 
(rs) . v = r· (s· v), and 1 . v = v. 

Observe that the set of scalars, namely the real numbers, is a field. 
Now, let us attempt to generalize all this. In the case of]R2 above, we 
have seen that the geometric interpretation of JR2 as 2-dimensional 
xy space furnishes us with the notion of vector addition and scalar 
multiplication, but once these definitions have been furnished, ]R2 
seems to have an algebraic life of its own. For instance, (JR2, + ) is an 
abelian group, while scalar multiplication has the (algebraic) prop­
erties listed above. Could similar sets of objects called vectors and 
scalars not arise in different circumstances, with the same proper­
ties as the ones listed above, but with the vector addition and scalar 
multiplication perhaps defined by some process other than a ge­
ometric one? The answer is yes, and in fact, they arise in vastly 
different situations. As with the other concepts that we have seen 
(groups, rings, fields, etc.), it is worth isolating this phenomenon and 
studying it in its own right. 

Definition 3.1 
Let F be a field. A vector space over F (also called an F -vector space) 
is an abelian group V together with a function F x V --+ V called 
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scalar multiplication and denoted . such that for all rand s in F and 
v and win V, 
1. r· (v + w) = r· v + r . w, 
2. (r + s) . v = r· v + s . v, 
3. (rs)· v = r· (s· v), and 
4. 1· v = v. 

The elements of V are called vectors and the elements of F are called 
scalars. 

Thus, ]R2 and ]R3 are both vector spaces over JR. But what does 
this formulation of the abstract concept of a vector space really buy 
us? We will see the answer in the context of field extensions-plenty! 
But first, let us look at several examples of vector spaces that arise 
from nongeometric considerations: 

Examples 3.2 

1. We have looked at ]R2 and JR3, why not generalize these, and 
consider ]R4, ]Rs, etc.? These would of course correspond to 
higher-dimensional "worlds!' It is certainly hard to visualize such 
spaces, but there is no problem considering them in a purely al­
gebraic manner. Recall that every vector in ]R2 can be described 
uniquely by the pair (a, b), consisting of the x and y components 
ofthe vector. ("Uniquely" means that the vector (a, b) equals the 
vector (a', b') if and only if a = a' and b = b' .) Similarly, every 
vector in ]R3 can be described uniquely by the triple (a, b, c), con­
sisting of the x, y, and z components of the vector. Thus, ]R2 and 
]R3 can be described respectively as the set of all pairs (a, b) and 
the set of all triples (a, b, c), where a, b, and c are arbitrary real 
numbers. Proceeding analogously, for any positive integer n, we 
will let ]Rn denote the set ofn-tuples (aIr a2, ... , an), where the ai 
are arbitrary real numbers. (As with]R2 and ]R3, the understand­
ing here is that two n-tuples (al,a2, ... ,an) and (a~,a~, ... ,a~) 
are equal if and only if their respective components are equal, 
that is, al = a~, a2 = a~, ... , and an = a~.) These n-tuples will 
be our vectors; how should we add them? Recall that in ]R2 we 
add the vectors (a, b) and (a', b') by adding a and a' together and 
band b' together, that is, by adding componentwise. (If you are 
only familiar with the parallelogram law for adding vectors, see 
Exercise 1.) We will do the same with ]Rn - we will decree that 
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(aI, az,···, an) + (a~, a~, ... , a~) = (al + a~, az + a~, ... , an + a~). 
Check that with this definition of addition, (lRn, +) is an abelian 
group. What should our scalars be? Just as in lRz and lR3, let us 
take our scalars to be the field R How about scalar multipli­
cation? In lRz, the product of the scalar r and the vector (a, b) 
is (ra, rb), that is, we multiply each component of the vector 
(a, b) by the real number r. (Is that so? Check!) We will multiply 
scalars and vectors in lRn in the same way: we will decree that 
the product of the real number r and the n-tuple (aI, az, ... , an) is 
(ral, raz, ... , ran). Check that this definition satisfies the axioms 
of scalar multiplication in Definition 3.1. Thus, lRn is a vector 
space over R 

2. Now, why restrict the examples above to n-tuples of lR? For any 
field F, let F n stand for the set of n-tuples (aI, az, ... , an), where 
the ai are arbitrary elements of F. Add two such n-tuples com­
ponentwise, that is, define addition via the rule (aI, az, ... , an) + 
(a~, a~, ... , a~) = (al + a~, az + a~, ... , an + a~). Take the field 
F to be the field of scalars, and define scalar multiplication 
just as in lRn : given an arbitrary f E F, and an arbitrary n­

tuple (aI, az, ... , an), define their scalar product to be the n-tuple 
(fal,faz, ... ,fan). Check that these definitions of vector addition 
and scalar multiplication make F n a vector space over F. Taking 
F = C and n = 2 for instance, we get complex 2-space, which is a 
natural arena in which to study plane curves. 

3. Similarly, for any field F, let F oo denote the set of all infinite­
tuples (ao, aI, az, ... ), where the ai are in F. (It is convenient 
in certain applications to index the components from 0 rather 
than I, but if this bothers you, it is harmless to think of the 
tuples as (aI, az, a3, .. . ).) Addition and scalar multiplication are 
defined just as in Fn, except that we now have infinitely many 
components. With these definitions, F oo becomes an F -vector 
space. 

4. Consider the ring Mn(lR). Focusingjust on the addition operation 
on Mn(lR), recall that (Mn(lR), +) is an abelian group. (Remember, 
for any ringR, (R, +) is always an abelian group.) We will treat the 
reals as scalars. Given any real number r and any matrix ((ai,j)) 
in Mn(lR), we will define their product to be the matrix ((rai,j)). 
(See the notes on page 91 for a comment on this product.) Verify 
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that with this definition, Mn(lR) is a vector space over lR. In a 
similar manner, if F is any field, Mn(F) will be a vector space 
over F. 

5. Consider the field Q[.J2]. Then (Q[.J2], +) is an abelian group 
(why?). Think of the rationals as scalars. There is a very natural 
way of multiplying a rational number q with an element a + b.J2 
ofQ[ .J2], namely, q. (a + b.J2) = qa + qb.J2. With this definition 
of scalar multiplication, check that Q[ .J2] becomes a vector space 
over the rationals. 

If you probe this example a little harder, you may come up 
with an apparent anomaly. What exactly is the role of the ra­
tionals here? TI:ue, we want to think of the rationals as scalars. 
However, Q ~ Q[ .J2], so every rational number is also an ele­
ment ofQ[.J2], and is therefore also a vector! How do we resolve 
this conflict? As it turns out, there really is nothing to resolve, 
we merely accept the fact that the rationals have a dual role in 
this example! When we see a rational number "q" by itself, we 
want to think of it as q + o.J2, that is, we want to think of q as an 
element of Q[ .J2], or in other words, we want to think of q as a 
vector. However, when we see q in an expression like q( a + b.J2), 
we want to think of q as a scalar, that is, something we multiply 
vectors by! 

6. Let us generalize Example 5. What we needed above were that 
(a) Q[.J2] is a field, so (Q[ .J2], +) is automatically an abelian 

group, and 
(b) Q ~ Q[.J2], so that we could use the natural multiplication 

inside Q[.J2] to multiply any q E Q with any a + b.J2 E Q[ .J2]. 
These two facts together gave us a Q-vector space structure on 
Q[.J2]. Now let KIF be any field extension. Since K is a field, 
(K, +) is an abelian group. Next, let us consider multiplication. 
Given any two elements k and 1 of K, we know we can multiply 
the two elements together. However, let us ignore this fact tem­
porarily, and just consider the fact that given any element f of F 
and any element k of K, we can multiply f and k. (Notice that we 
have restricted the first element to be from F. However, we have 
placed no restriction on the second element, it can be any ele­
ment of K. This is just like considering the multiplication of any 
q E Q and any a + b.J2 E Q[.J2] in Example 5 above.) Now note 
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the following properties of this (restricted) multiplication, which 
are just consequences of the properties of the (unrestricted) mul­
tiplication in K: Iff and g are any two elements of F, and k and 
1 are any two elements of K, then 1) f . (k + l) = f· k + f . l, 2) 
Cf + g) . k = f· k + g . k, 3) Cfg) . k = f . (g . k), and 4) 1 . k = k. 
(In this last property, we consider 1 as an element of F.) What 
do we notice? Ifwe take the field F as our scalars, (K, +) as our 
vectors, and the multiplication operation between elements of F 

and elements of K (that arises from the multiplication operation 
on K) as scalar multiplication, then, just as in Example 5 above, 
K becomes an F -vector space! 

Also, exactly as in Example 5 above, the elements of F have a 
dual role, both as scalars and as vectors. When we see an element 
f E F by itself, f is playing the role of a vector. But when we see 
an element f E F in an expression like f . k, f is playing the role 
of a scalar that is multiplying the vector k! 

In particular, taking F = Q, we find that any extension field 
K of Q is automatically a vector space over Q. This fact will be 
central to our study of constructibility. 

7. Now let us generalize Example 5 even further, by once again 
considering the two conditions at the beginning of Example 6. 
Do we really need the full force of the fact that Q[.)2] is a field) 
No, all we need is the fact that Q[.)2] is a ring that contains the 
field Q; this is enough to provide an abelian group structure on 
(Q[ .)2], + ) and to furnish a scalar product between elements of 
Q and elements of Q[ .)2]. Now let R be any ring that contains 
a field F. Then just as in Example 6 above, (R, + ) is an abelian 
group, and we can use the multiplication in R to define the scalar 
product between any element f of F and any element r of R. 
This multiplication clearly satisfies the scalar product axioms 
in Definition 3.1, so R becomes an F-vector space. Just as in 
Example 6 above, the elements of F have a dual role, both as 
scalars and as vectors. 

Here is a familiar instance of this phenomenon. Consider 
the polynomial ring ffi.[x]. This ring contains ffi. (since every real 
number r lives inside ffi.[x] as the constant polynomial r + Ox + 
Ox2 + ... ). Thus, ffi.[x] is a vector space over R Explicitly, the 
scalar product of any real number r and any polynomial f = 
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n 
L aixi (where the ai are real numbers and n is some nonnegative 
i=O 

n 
integer) is the polynomial L YaiXi. The real numbers have a dual 

i=O 

role here: when we see a real number r by itself, we want to think 
of it as a vector, and when we see it in an expression r . f, we want 
to think of it as a scalar multiplying the vector f. 

In the same vein, F[x] is an F-vector space for any field F. 
8. Here is an example related to F[x]. For any field F and any non­

negative integer n, write Fn[x] for the set of all polynomials in x 
with coefficients in F whose degrees are at most n. Then Fn[x] is 
an F-vector space. Why? 

9. Here is another instance of the situation described in Example 
7 above. Thke R to be Q[rr], the sub ring oflR generated by Q and 
rr. 0Ne will see later in Exercise 6 of Chapter 4 that Q[rr] is not a 
field; it is only an integral domain.) Q[rr] contains Q (does it?), 
so Q[rr] is a Q-vector space. 

10. Now thi.nk about this: Suppose V is a vector space over a field K. 
Suppose F is a sub field of K. Then V is also a vector space over 
F! Why? What do you think the scalar multiplication ought to be? 
(See the notes on page 92 for some remarks on this.) 

As an example of this phenomenon, lR[x], besides being an lR­
vector space, is also a Q-vector space. Vector addition is the usual 
addition of polynomials. As for scalar multiplication, when we 
consider lR[x] as a Q-vector space, we only allow multiplication 
of polynomials by rational numbers-we ignore the fact that we 
can mUltiply polynomials by arbitrary real numbers. 

Similarly, M2(Q[ .J2], besides being a Q[ .J2]-vector space, is 
also a Q-vector space. 

Remark 3.3 
Now observe that all these examples of vector spaces have the 
following properties: 
1. For any scalar f, f times the zero vector is just the zero vector. 
2. For any vector v, the scalar 0 times v is the zero vector: 
3. For any scalar f and any vector v, (-f) . v = -(f. v). 
4. If v is a nonzero vector, then f . v = 0 for some scalar f implies 

f = O. 



70 3. Vector Spaces 

These properties somehow seem very natural, and one would 
expect them to hold for all vector spaces. Just as in Remark 2.8, 
where we considered a similar set of properties for rings, we would 
like these properties to be deducible from the vector space axioms 
themselves. This would, among other things, convince us that our 
vector space axioms are the "correct" ones, that is, they yield objects 
that behave more or less like the examples above instead of objects 
that are rather pathological. As it turns out, our expectations are 
not misguided: these properties are deducible from the vector space 
axioms, and therefore do hold in all vector spaces. We will leave the 
verification of this to the exercises (see Exercise 2). 

Linear Independence, Bases, Dimension 

Now, given a field F and an F -vector space V, it is natural to wonder 
about the size of V. 'Ib measure this size, we need to consider the 
concept of the dimension of a vector space. 

Let us contrast ]R2 with ]R3. We all share the intuition that ]R3 is 
somehow bigger than ]R2. But what precisely is it about ]R2 and ]R3 
that makes us feel that one is bigger than the other? If we examine 
our intuition a little more closely, we discover that the reason that 
]R3 seems bigger than ]R2 is that ]R3 has three coordinate axes, while 
]R2 has only two. Hidden in this fact is the concept of the dimension 
of a vector space. And in fact, without necessarily having paused to 
think through the notion of dimension or make it precise, most of 
us have already absorbed this concept and integrated it into our 
lives-we readily describe ]R2 as a 2-dimensional space and ]R3 as a 
3-dimensional space. 

With this in mind, what should we take to be the dimension of 
a vector space? The number of coordinate axes it contains? As it 
turns out, this is indeed correct, but we have some work to do first. 
Remember, a vector space is an algebraic object. It is defined as an 
abelian group (V, +) along with a scalar multiplication F x V -+ V 
with the properties that we have described above. Thus, while the 
term "coordinate axes" has an obvious meaning in the geometric 
examples of]R2 and ]R3, it is not clear what meaning it should have 
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in a general vector space. So our first task is to convert the geometric 
notion of coordinate axes into an algebraic notion. Next, we need to 
worry about the possibility that an arbitrary vector space defined 
purely algebraically may not have any coordinate axes at all, as well 
as the possibility that different sets of coordinate axes of the same 
vector space may have different numbers of axes in each set! If either 
of these possibilities were to occur, we would not have a unique 
number that we could assign as the dimension of the vector space. 
As it turns out, neither of these can happen, and our second task is 
to consider the impossibility of these two scenarios. 

Let us turn to the first task. Focusing on R2 for convenience, 
let us denote the vector with tip at the point (I, 0) by i, and the 
one with the tip at the point (0, 1) by j. From vector calculus, we 
know that if we take an arbitrary vector in ]R2, say u, with its tip 
at (a, b), then the projection of u onto the x-axis is just a times the 
vector i and the projection on the y-axis is just b times the vector 
j. The parallelogram law then shows that u is the sum of a . i and 
b . j, that is, u = a· i + b . j. Since u was taken to be an arbitrary 
vector, we find that every vector in ]R2 can be written as a scalar 
times i added to another scalar timesj. This example motivates two 
definitions. 

Definition 3.4 
A linear combination of vectors VI, •.. , Vn is any vector that can be 
written as al . VI + ... + an' Vn for suitable scalars al,' ", an. 

Thus, what we found above is that every vector in ]R2 can be 
written as a linear combination of the vectors i and j. ('Ib give you 
some specific examples, the vectors i + j, -J2i - 3j = -J2i + (-3)j, 
and rri + 3rr2j are all linear combinations ofi andj.) 

The other definition motivated by the example of the vectors i 
and j in ]R2 is the following: 

Definition 3.5 
Given a field F and an F-vector space V, a subset S of V is said to 
span V (or.) is said to be a spanning set for V) if every vector V E V 

n 
can be written as L ai . Vi for some choice of vectors Vi E S and some 

i=l 
choice of scalars ai (i = 1, ... , n). In other words, in the language of 
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Definition 3.4 above, S is a spanning set for V if every vector in V is 
expressible as a linear combination of elements of S. 

The discussion before Definition 3.4 showed that the set S = {i, j} 
is a spanning set for ]R2 (why?). Here is another example: 

Example 3.6 
We have seen in Example 3.2.5 that Q[J2] is a Q-vector space. Note 
that every element of Q[ J2] is of the form a + bJ2 for suitable a 
and bE Q. Thinking of"a" as "a · I;' this tells us that every element 
of Q[ J2] is expressible as a linear combination of 1 and J2. (We are 
thinking of 1 as a vector in this last statement. Recall the discussion 
of the dual role of Q in Example 3.2.5.) Hence, S = {I, J2} is a 
spanning set for the Q vector space Q[ J2]. 

So, returning to our study of dimension, should we take the alge­
braic analog of coordinate axes to be any set of vectors VI, ... , Vn that 
span V? No, not yet! We need to consider one more fact. Going back 
to ]R2, let us write w for the vector with tip at (1 I J2, 1 I J2). Then i, 
j, and w also span]R2. (This is very trivial to see-the vector with tip 
at (a, b) can be written as the sum a·i + b·j + O·w. Can you show that 
it can also be written as (a-II J2).i + (b-II J2).j + w?) Yet, we do 
not think of i, j, and w together as a set of coordinate axes-there is 
redundancy in this set. Any two ofi, j, and w already span]R2. (If you 
are not familiar with the fact that i and w also span ]R2, we will see 
this in a moment, but you should also do Exercise 3.) How should we 
choose a spanning set that avoids this sort of redundancy? Th gain 
some insight, let us examine why any two of i, j, and w, say i and 
w, would do as a spanning set for ]R2. Observe thatj = -i + J2w. 
Thus, any linear combination a . i + b· j + c . w of i, j, and w can be 
written as (a - b)· i + (c + J2b)· w by simply substituting -i + J2w 
for j. In other words, every linear combination ofi, j, and w can be 
rewritten as a linear combination of i and w. This gives us a clue to 
the redundancy, and in turn, yields a very important concept. 

In the context of a general vector space V, let us call a vector Vi in 
a spanning set {VI, ... , vn } redundant if the subset obtained by remov­
ing Vi, that is, the set {VI, ... , Vi-II Vi + I, ... , Vn }, is itself a spanning set 
for V. (In other words, every vector in V can already be expressed 
as a linear combination of the vectors VI, ... , Vi-I, Vi + I, ... I Vn I and 



Linear Independence, Bases, Dimension 73 

the vector Vi is not needed.) We will say that there is redundancy in 
the spanning set {VI, ... , Vn } if anyone of the vectors in this set is 
redundant. 

Now, what the example of the vectors i, j, and w in ]Rz shows is 
the following: Suppose a spanning set {VI, ... , v n } in a general vector 
space V is such that one of the vectors, say Vi, can be written as a 
linear combination of the remaining vectors VI, ... , Vi-I, Vi+ I, ... , Vn · 

The vector Vi is then redundant. All we have to do to see this is 
to generalize the calculations in the example above: Suppose that 
Vi = al . VI + ... + ai-I· Vi-I + ai+I . Vi+I + .. ·an . Vn for some 
scalars aI, ... , ai-I, ai+I, ... , an. Then, given a linear combination 
CI . VI + ... + Cn . Vn of the vectors VI, ... , v n , simply plug in 
al . VI + ... + ai-I· Vi-I + ai+I . Vi+I + ... an· Vn for Vi in this expres-
sion to obtain the linear combination (CI + CiaI)VI + (cz + CiaZ)VZ + 
... + (Ci-I + Ciai-I)Vi-I + (Ci+I + Ciai+I)Vi+I + ... + (cn + Cian)Vn . 

Therefore, given any vector in V, we can first write it as a linear com­
bination of VI, ... , vn (which can be done since the set {VI, ... , v n } 

is a spanning set for V), and then using the method above, we can 
rewrite it as a linear combination of VI, ... , Vi-I, Vi + I, ... , Vn . Thus, 
the set {VI, ... , Vi-I, Vi+ I, ... , v n } already spans V -we do not need 
the vector Vi at all! 

On the other hand, if Vi is redundant, this of course means that the 
set {VI, ... , Vi-I, Vi + I, ... , Vn } spans V. Every vector in V is therefore 
expressible (by definition) as a linear combination of the vectors VI, 

... , Vi-I, Vi + I, ... , Vn · In particular, Vi is also expressible as a linear 
combination ofvl, ... , Vi-I, Vi+I, ... , Vn . Putting this together with the 
discussion in the previous paragraph, we find that anyone vector 
in the spanning set {VI, Vz, ... , v n } is redundant if and only if it is 
expressible as a linear combination of the remaining vectors. 

Now let us try to express this condition in a slightly different 
way. Suppose one of the vectors, say Vi, is expressible as a linear 
combination of the remaining vectors. Thus, Vi = al . VI + ... + ai-I· 

Vi-I + ai+ 1· Vi+ 1 + ... an· Vn for some scalars aI, ... , ai-I, ai+ I, ... , an· 

Bringing Vi to the other side, we have al ·VI + ... + ai-I ·Vi-I + (-1 }Vi + 
ai+I . Vi+ 1 + ... an· Vn = o. (Observe that the scalar multiplying Vi in 
the expression above is not equal to zero.) Conversely, suppose there 
exist scalars aI, ... , an, not all zero, such that al . VI + ... + an· Vn = O. 
At least one of these scalars is nonzero; let us assume it is ai. We may 
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thus divide by ai, so we can write Vi = (-all ai}VI + ... + (-ai-II ai) 
Vi-l + (-ai+l/ai)'Vi+1 + ... (-anlai)·vn. What this paragraph shows 
is that some vector in the set {VI, ... , vn } can be expressed as a linear 
combination of the remaining vectors if and only if there exist scalars 
aIr ... , an, not all zero, such that al . VI + ... + an' Vn = O. Combining 
this with the discussions of the previous paragraph, we find that we 
have proved the following: 

Lemma 3.7 
Let V be a vector space over a field F, and let 8 = {VI, ... , Vn} be a 
spanning set for v. Then, the following are equivalent: 
1. There is redundancy in 8, 
2. 80me vector in 8 is expressible as a linear combination of the 

remaining vectors in 8, and 
3. There exist scalars aI, ... ,an, not all zero, such that al . VI + ... + 

an'Vn = O. 

With this lemma in mind, we make the following definition: 

Definition 3.8 
LetFbe a field and V anF-vectorspace. LetvI, ... , Vn be elements of 
v. Then VI, ... , Vn are said to be linearly dependent over F, or F -linearly 
dependent if there exist scalars al, ... , an, not all zero, such that al . 
VI + ... + an' Vn = O. If no such scalars exist, then VI, ... , Vn are said 
to be linearly independent over F, or F -linearly independent. (If there 
is no ambiguity about the field F, the vectors are merely referred 
to as linearly dependent or linearly independent. Also, if VI, ... , Vn are 
linearly independent, respectively linearly dependent, vectors, then 
the set {VI, ... , Vn} is said to be a linearly independent, respectively 
a linearly dependent, set.) An arbitrary subset 8 of V is said to be 
linearly independent if every finite subset of 8 is linearly independent. 
Similarly, an arbitrary subset 8 of V is said to be linearly dependent 
if some finite subset of S is linearly dependent. 

(Can you show that if V is a nonzero vector, then the set {v} must 
be linearly independent? See Remark 3.3.4.) 

Thus, the implications 1 {} 3 of Lemma 3.7 can be stated in this 
new language as follows: There is redundancy in 8 if and only if 8 
is linearly dependent. Also, let us illustrate the meaning of the last 
two sentences of the definition above. Let us consider the following: 
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Example 3.9 
We saw in Example 3.2.7 that lR[x] is a vector space over lR. Now 
consider the set S = {I, x, x2 , x3 , .•. }. This is, of course, an infinite 
set. Consider any nonempty finite subset of S, for instance, the sub­
set {x x5 X17} or the subset {I x3 X99 xlOO X IOOl XI004} or the subset 1 , 1 , , , , 

{I, x, x2 , x20 }. In general, a nonempty finite subset of S would con­
tain n elements (for some n ::: I), and these elements would be 
various powers of x-say XiI, xiz , ••• , xin. These elements are defi­
nitely linearly independent, since if alxil + ... + anxin is the zero 
polynomial, then by the definition of the zero polynomial, each ai 

must be zero. This is true regardless of which finite subset of S we take­
all that would be different in different finite subsets is the number of 
elements (the integer n) and the particular powers ofx (the integers 
il through in) chosen. Thus, according to our definition, the set S is 
linearly independent. 

On the other hand, consider the subset T = SU {I + x}. Any finite 
subset of T that does not contain all three vectors I, x and 1 + x will be 
linearly independent (check!). However, this alone is not enough for 
you to conclude that T is a linearly independent set. For the subset 
{I, x, 1 + x} ofT is linearly dependent: 1·1 + l·x + (-1)· (1 + x) = O. 
By the definition above, T is a linearly dependent set. 

We are now ready to construct the algebraic analog of coordinate 
axes. We will choose as our candidate any set of vectors that spans 
our vector space and in which there is no redundancy. Moreover, 
instead of using the term coordinate axes (which is inspired by the 
geometric examples of 1R2 and 1R3), we will coin a new term-the 
algebraic analog of coordinate axes will now be called a basis. Since 
redundancy is equivalent to linear dependence (Lemma 3.7), lack 
of redundancy is equivalent to linear independence. We hence have 
the following definition: 

Definition 3.10 
Let F be a field and V an F -vector space. A subset S of V is said to be a 
basis of V if S spans V and there is no redundancy in S. (As remarked 
above, lack of redundancy is equivalent to linear independence, so 
we can alternatively define S to be a basis of V if S spans V and is 
linearly independent.) The individual vectors that belong to S are 
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referred to as basis vectors. Sometimes, when we wish to emphasize 
the field of scalars, we refer to S as an F -basis of V. 

Here are some examples of bases of vector spaces: 

Examples 3.11 

1. The set consisting of the vectors i andj is a basis for ~2. We have 
already seen in the text that i and j span ~2. Now, if ai + bj = 0 
for some scalars a and b, then this means that the vector with the 
tip at (a, b) is the zero vector. Hence, (a, b) must equal (0,0), so 
equating x and y components, a and b must both be zero. Thus, 
there cannot exist real numbers a and b, not both zero, such that 
ai + bj = 0, so by definition, i and j are linearly independent. 

Can you show that the set consisting of the vectors i and 
w = (lI.J2, 1/.J2) also forms a basis? (We have already seen in 
the text that i and w span ~2. Thus, you only need to show that 
i and ware linearly independent. For this, consider an arbitrary 
linear combination ai + bw, where a and b are scalars, and note 
that if ai + bw equals the zero vector, then the x and y components 
of ai + bw must each equal zero. The x component of ai + bw 
is a + bl.J2, and the y component is bl.J2. So?) 

2. The set consisting of the vectors with tips at (I, 0, 0), (0, 1,0), and 
(0,0,1) forms a basis for ~3. (Why?) Can you show that the set 
consisting of the vectors with tips at (1,0,0), (1/.J2, 1/.J2, 0), and 
(0, 0, 1) also forms a basis? (You want to show two things: first, 
that given any vector (a, b, c) in ~3, there exist scalars s, t, and 
u such that (a,b,c) = s(1,O,O) + t(I/.J2,I/.J2,O) + u(O, 0, 1), 
and second, that a linear combination such as s(I, 0, 0) + 
t(1 1.J2, lI.J2, 0) + u(O, 0, 1) gives the zero vector (that is, the vec­
tor (0, 0, 0)) only if s, t, and u are all zero. For the first, compare 
the x, y, and z coordinates of the vectors on both sides to derive 
three linear equations in the three variables s, t, and u, and show 
that this system of equations has a solution. As for the second, 
again compare x, y, and z coordinates, this time on both sides of 
the equation (0,0,0) = s(1, 0, 0) + tel 1.J2, 11.J2, 0) + u(O, 0,1), 
and derive three linear equations in the variables s, t, and u. Show 
that thi& second system of equations has precisely one solution: 
s = t = u = 0.) 
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3. The set consisting of the elements 1 and ,Ji forms a basis for 
Q[,Ji] as a vector space over Q. (JVe have seen in Example 3.6 
above that 1 and ,Ji span Q[,Ji]. As for the Q-linear indepen­
dence of 1 and ,Ji, you were asked to prove this in Exercise 4 in 
Chapter 2!) 

4. The set {I, x, xZ, ... } forms a basis for R[x] as a vector space over 
lR. It is clear that this set spans R[x], since every polynomial is a 
sum of terms of the form aixi for suitable ai E R and suitable i; 
in other words, every polynomial is an "IR-linear combination" 
of the "vectors" Xi for various i. As for the linear independence, 
see the argument in Example 3.9 above. What can you say about 
the set {I, 1 + x, (1 + xi, .. . }? (See Exercise 4.) 

5. Consider Fn[x] as an F-vector space (see Example 3.2.8 above). 
You should easily be able to describe a basis for this space. 

6. The set {I,,Ji,,./3,.J6} forms a basis for Q[,Ji,,./3] as a vector 
space over Q. (Why does this set span Q[,Ji, ,./3]? Note that you 
were asked to prove the Q-linear independence of this set in 
Exercise 7 in Chapter 2!) 

7. Can you prove that the nZ matrices eiJ (see Exercise 6 of Chapter 
2 for this notation) are a basis for Mn(IR)? 1b start you off, here is 
a hint: In Mz(IR), for example, a matrix such as 

can be written as the linear combination 

el,l + 2el,Z + 3eZ,1 + 4ez,z. 

8. Going back to Q[ ,Ji], show that the vectors 1 and 1 + ,Ji also 
form a basis. (Hint: Any vector a + b,Ji can be rewritten as 
(a - b) + b(l + ,Ji). So?) Now show that if V is any vector space 
over any field with basis {VI, V2}, then the vectors VI, VI + Vz also 
form a basis. How would you generalize this to a vector space 
that has a basis consisting of three elements {VI, Vz, V3}? 

9. Consider the vector space F oo of Example 3.2.3 above. You may 
find it hard to describe explicitly a basis for this space. How­
ever, let ei (for i = 0, I, ... ) be the infinite-tuple with 1 in 
the ith position and zeros elsewhere. (Thus, eo = (1,0,0, ... ), 
el = (0, I, 0, ... ), etc.) Why is the set S = {eo, el, e2,"'} not a ba-
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sis for F oo? Is S at least linearly independent? (See the notes on 
page 92 for some comments on this example.) 

Now that we have arrived at the algebraic analog of coordinate 
axes, we turn our attention to the next step in our program-we 
need to show that every vector space has a basis, and that different 
bases of the same vector space have the same number of elements 
in them. 

The first of these two tasks, namely, showing that every vector 
space has a basis, is a little tricky to do with just the background in 
set theory and logic that we have at this point. Th do full justice to 
this task, we need to invoke Zorn's Lemma, which is an extremely 
useful tool oflogic. (Zorn's Lemma, in spite of its name, is really not 
a lemma, but an axiom of logic. See the remarks on this on page 93 
in the notes.) Without Zorn's Lemma at our disposal, how should we 
convince ourselves that every vector space has a basis? 

We will do two things. First, we will actually present a full proof 
that every vector space has a basis. The problem with this proof is 
that at a criticialjuncture, our presentation will simply invoke Zorn's 
Lemma, and if you do not know Zorn's Lemma, this of course is not 
very illuminating. The advantage of presenting this proof, however, 
is that you will at least see the rest of the arguments for the existence 
of a basis, and as well, this proof may motivate you to learn about 
Zorn's Lemma yourselves. The other thing that we will do is to give 
a proof of the existence of a basis in a special case, namely, when we 
know that the vector space in question has a finite spanning set. Since 
many of the vector spaces that we consider in this book (although 
definitely not all) fall into this category, we can be assured that at 
least in these vector spaces, we will be able to find bases. 

Let us consider the special case first. 

Theorem 3.12 
Let V be a vector space over a field F. Let S be a spanning set for V, and 
assume that S is a finite set. Then some subset of S is a basis of V. In 
particular, every vector spae-e with a finite spanning set has a basis. 

Proof Ifthe zero vector appears in S, then the set S' = S - {OJ that 
we get by throwing out the zero vector will still span V and will still 
be finite (why?). Any subset of S' will also be a subset of S, so if we 
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can show that some subset of Sf must be a basis of V, then we would 
have proved that some subset of our original set S must be a basis of 
V. Hence, we may assume that we are given a spanning set S for V 
that is not only finite, but one in which none of the vectors is zero. 

Let S = {VI, V2, ... , vn} for some n ::: 1. If there is no redundancy 
in S, then there is nothing to prove: S would be a basis by the very 
definition of basis. So assume that there is redundancy in S. By re­
labeling if necessary, we may assume that Vn is redundant. Thus, 
S1 = {VI. V2, ... , vn-d is itself a spanning set for V. Once again, if 
there is no redundancy in S1, then we would be done; SI would 
be a basis. So assume that there is redundancy in S1. After rela­
beling if necessary, we may assume that Vn-l is redundant. Thus, 
S2 = {VI. V2, ... , Vn-2} is itself a spanning set for V. Again, if there 
is no redundancy in S2, we would be done; S2 would be a basis. If 
not ... This process must stop somewhere, since at worst, we would 
shrink our spanning set down to one vector, say Sn-l = {VI}, and a 
set containing just one nonzero vector must be linearly independent 
(why?); so Sn-l would form a basis. (Note that this is only the worst 
case; in actuality, this process may stop well before we shrink our 
spanning set down td just one vector.) When this process stops, we 
would have a subset of S that would be a basis of V. D 

Remark 3.13 
Notice that to prove that bases exist (in the special case where V 
has a finite spanning set) what we really did was to show that every 
finite spanning set of V can be shrunk down to a basis of V. This 
result is true more generally: Given any spanning set S of a vector 
space V (in other words, not just a finite spanning set S), there exists 
a subset Sf of S that forms a basis of V. We will not prove this here. 

Now we will present the proof that bases exist in all vector spaces, 
not just in those with a finite spanning set. Recall from the discus­
sions before Theorem 3.12 our caveat about this proof: at a crucial 
step, it invokes Zorn's Lemma. 

Theorem 3.14 
Every vector space has a basis. 

Proof lSketch:) Given a vector space V and a linearly independent 
subset S of V, we call S a maximal linearly independent subset if the 
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set S U {v} is linearly dependent for every vector v such that v f/. S. In 
]R2, for instance, the set S = {i, j} is a maximal linearly independent 
subset, since ifu is any vector in]R2 with u f (1,0) and u f (0,1), 
then S U {u} is linearly dependent (why?). 

Notice that if you know that a given vector space V has a basis B, 
then B must necessarily be a maximal linearly independent subset 
ofV. (Why?) 

By Zorn's Lemma applied to the set of all subsets of V consisting 
oflinearly independent elements of V (see the remarks on page 93 
in the notes), V has a maximal linearly independent set. We will 
show that any maximal linearly independent subset of V will be a 
basis. Accordingly, let T be a maximal linearly independent subset. 
Since T is already linearly independent, we only need to show that 
T spans V. So let v be any nonzero vector in V: we need to show 
that v can be written as a linear combination of elements ofT. Ifv is 
already in T, there is nothing to prove (why?). Ifv is not in T, then 
since T is a maximal linearly independent subset, T U {v} is linearly 
dependent. Thus, there exists a relationfov + fitl + f2t2 + .. , fktk = 0 
for some scalars fo, fI' "', fk (not all zero), and some vectors tI, t2, 
. ", tk of T. Notice that fo f 0, since otherwise, our relation would 
read fi tl + fzt2 + ... fktk = 0 (with not all Ii equal to zero), which is 
impossible since the ti are in T and T is a linearly independent set. 
Therefore, we can divide by fo to find v = (-filfo)tI + (-f2/fo)t2 + 
... + (-fk1fo)tk. Hence v can be written as a linear combination of 
elements of T, so T spans V. 

Thus, any maximal linearly independent subset of V (which 
exists by Zorn's Lemma) is a basis of V. 0 

Having proved (after a fashion!) that every vector space has a 
basis, we now need to show that different bases of a vector space 
have the same number of elements in them. (Remember our orig­
inal program. We wish to measure the size of a vector space, and 
based on our examples of]R2 and ]R3, we think that a good mea­
sure of the size would be the number of coordinate axes, or basis 
elements, that a vector space has. However, for this to make sense, 
we need to be guaranteed that every vector space has a basis-we 
just convinced ourselves of this-and that different bases of a vector 
space have the same number of elements in them.) In preparation, 
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we will prove an important lemma. Our desired results will fall out 
as corollaries. 

Lemma 3.15 
Let V be a vector space over a field F, and let B = {VI, ... , Vn} (n 2: 1) 
be a basis for V. Let C = {WI, ... , Wm } be a linearly independent set. 
Then m::: n. 

Proof The basic idea behind the proof is to replace vectors in the 
basis B one after another with vectors in C, and observing at the 
end that if m were greater than n, then there would not be enough 
replacements of elements of B to guarantee linear independence of 
the set C. 

We begin as follows: Since B spans V, every vector in V is ex­
pressible as a linear combination of elements of B. In particular, we 
may write WI as a linear combination of elements of B, that is, WI = 

CI VI + + C2 V2 + ... + Cn Vn for suitable scalars Ci, not all zero. Since one 
of these scalars is nonzero, we may assume for convenience (by re­
labeling the vectors of B if necessary), that CI f O. As usual, we may 
write VI = (-11 CI)WI + (-C2/ CI)V2 + (-C31 CI)V3 + ... + (-cn/ CI)Vn. 
Now go back and study how we proved 1 {} 2 in Lemma 3.7. We 
are going to use the same sort of an argument here: we will prove 
that the set {WI, V2, V3, ... , vn} spans V. For given any vector in V, 

it can be written as a linear combination fl VI + fzV2 + ... + fnvn 
for suitable scalars fi (why?). Now, in this expression, substitute 
(-llcI)WI + (-C2/cI)V2 + (-C3/cI)V3 + ... + (-CnICI)Vn for VI, and 
what do you get?-a linear combination of WI, V2, V3, ... , Vn! Thus, 
the set {WI, V2, V3, ... , Vn} spans V as claimed. 

Now observe what we have done: we have replaced VI with WI. 
Let us take this to the next step. Since the set {WI, V2, V3, ... , Vn} spans 
V, we can write W2 as a linear combination of elements of this set. 
Thus, W2 = glWI + g2V2 + g3V3 + ... + gnvn for suitable scalars 
gi, not all zero. Now the scalars g2, g3, ... , gn cannot all be zero, 
since gl would then have to be nonzero (why?) and this relation 
would then read W2 = gl WI -a contradiction, as the set C is linearly 
independent. Hence, one of the scalarsg2, g3, .. "' gn must be nonzero. 
For convenience, we may assume (by relabeling the vectors V2, V3, 
... , Vn ifnecessary)thatg2 f o. Dividingbyg2 and moving all terms 
but V2 to one side, we can write V2 as a linear combination of the 
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vectors WI, W2, V3, ... , Vn. Exactly as in the last paragraph, we find that 
since the set {WI, V2, V3, ... , Vn} spans V, the set {WI. W2, V3, ... , vn} 

also spans V. 
So far, we have succeeded in replacing VI with WI and V2 with W2, 

and the resultant set {WI, W2, V3, ... , Vn} still spans V. Now continue 
this process, and consider what would happen if we were to assume 
that m is greater than n. Well, we would replace V3 by W3, V4 by W4, 

etc., and then Vn by W n . (We know that we would be able to replace all 
the V's with w's because by assumption, there are more w's than v's.) 
At each stage of the replacement, we would be left with a set that 
spans V. In particular, the set we would be left with after replacing Vn 

by W n , namely {WI, W2, ... , wn }, would span V. But since we assumed 
that m is greater than n, there would be at least one "W" left, namely 
Wn + 1. Since {WI, W2, ... , W n } would span V, we would be able to write 
Wn+I as a linear combination of the vectors WI, W2, ... , W n . This is 
a contradiction, since the set G is linearly independent! Hence m 
cannot be greater than n, that is, m .:s n! 0 

We are now ready to prove that different bases of a given vec­
tor space have the same number of elements. We will distinguish 
between two cases: vector spaces having bases with finitely many 
elements, and those having bases with infinitely many elements. 
We will take care of the infinite case first. 

Corollary 3.16 
If a vector space V has one basis with an infinite number of elements in 
it, then every other basis of the vector space also has an infinite number 
of elements in it. 

Proof Let 8 be the basis of V with an infinite number of elements 
(that exists by hypothesis), and let T be any other basis. Assume that 
T has only finitely many elements in it, say m. Since 8 has infinitely 
many elements in it, we can certainly pick m + 1 vectors from it. So 
pick any m + 1 vectors from 8 and denote this selected set of vectors 
by 8'. Since the vectors in 8' are part of the basis 8, they are certainly 
linearly independent. We may think of the set T as the set liB" of 
Lemma 3.15 (after all, T is a basis), and we may think of the set 8' as 
the set "G" of the same lemma (after all, 8' is linearly independent). 
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The lemma then shows that m + 1 :::: m, a clear contradiction. Hence 
T must also be infinite! 0 

We settle the finite case now. 

Corollary 3.17 
If a vector space V has one basis with a finite number of elements n, 
then every basis of V contains n elements. 

Proof Let S = {Xl, ... , xn} be the basis of V with n elements in it 
(that exists by hypothesis), and let T be any other basis. If T were 
infinite, Lemma 3.16 above says that S must also be infinite. Since 
this is not true, we find that T must have a finite number of elements 
in it. So, assume that T has m elements in it, say T = {YI, ... , Ym}. We 
wish to show that m = n. We may think of S as the set "B" of Lemma 
3.15. Also, we may think of the set T as the set "Gil of the lemma, 
since T, being a basis, is certainly linearly independent. Then the 
lemma says that m must be less than or equal to n. Now let us reverse 
this situation: let us think of T as the set "B," and let us think of S as 
the set "Gil. (Why can we do this?) Then the lemma says that n must 
be less than or equal to m. Thus, we have m :::: nand n :::: m, so we 
find that n = m. 0 

We are finally ready to make the notion of the size of a vector 
space precise! 

Definition 3.18 
A vector space V over a field F is said to be finite-dimensional (or 
finite-dimensional over F) if it has a basis with a finite number of 
elements in it; otherwise, it is said to be infinite-dimensional (or 
infinite-dimensional over F). If V is finite-dimensional, the dimension 
of V is defined to be the number of elements in any basis. If V is 
infinite-dimensional, the dimension of V is defined to be infinite. If 
V has dimension n, then V is also referred to as an n-dimensional 
space (or as being n-dimensional over F). 

Let us consider the dimensions of some of the vector spaces 
in Examples 3.2 (see also Examples 3.11, where we consider bases 
of these vector spaces). JR2 and JR3 have dimensions 2 and 3 (re­
spectively) as vector spaces over R What is the dimension of JRn? 

Q[.J2] is 2-dimensional over Q. JR[x] is infinite-dimensional over JR, 
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while Q[.J2, J3] is 4-dimensional over Q. Similarly, Mn(lR) is nZ_ 
dimensional over lR. What is the dimension of Fn[x] over F? (Warning! 
It is not n.) 

The following result is crucial: 

Theorem 3.19 
Let V be an n-dimensional vector space. Then every subset S of V 
consisting of more than n elements is linearly dependent. 

Proof Assume, to the contrary, that V contains a linearly indepen­
dent subset S that contains more than n elements. Therefore, we can 
find n + 1 distinct elements in S. Call them VI, Vz, ... , Vn + I and write 
C for the set {VI, Vz, ... , Vn + I}. Let B be any basis. By the very defini­
tion of dimension, B must have n elements. Now apply Theorem 3.6 
to the sets Band C-we find that n + 1 :::: n, which is a contradiction. 
Hence every subset of V consisting of more than n elements must 
be linearly dependent. 0 

We will state one more theorem that is of fundamental impor­
tance. Once again, this is a theorem that holds even when V is not 
assumed to be finite-dimensional, but a full proof requires the use 
of Zorn's Lemma. We will omit the proof of the general case (see the 
remarks on page 94 in the notes), and only prove the theorem under 
the assumption that V is finite-dimensional. 

Theorem 3.20 
Let V be a finite-dimensional vector space, and let C be a linearly inde­
penent set. Then C can be expanded to a basis of V, that is, there exists 
a basis B of V such that C ~ B. 

Proof Let n be the dimension of V. Note that the number of ele­
ments in C is at most n, for by Theorem 3.19 above, if C had more 
than n elements, C would be linearly dependent. So suppose that 
C has t elements, for some integer t :::: n, and suppose that the el­
ements of C are {VI, vz, ... , vd. If C already spans V, then C would 
be a basis and we would be done. (And if this happens, you know 
that t must equal n by Corollary 3.17!) So assume that C does not 
span V. By the very definition of what it means to span a vector 
space, there must be a vector in V, call it Vt + I, that is not expressible 
as a linear combination of the elements in C. We claim that the set 
CI = {VI, Vz,···, Vt, vt+d must be linearly independent. For suppose 
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fl VI + ... + ft Vt + ft + 1 Vt + 1 = 0 for some scalars k not all of which are 
zero. Then ft+l cannot be zero, since otherwise our relation would 
read fi VI + ... + ft Vt = 0 for nonzero scalars k and this would violate 
the linear independence of C. Therefore, we may divide our original 
relationbyft+l tofindvt+l = (-fl/ft+l)Vl +···+(-ftlft+l)Vt,Contra­

dicting the fact that Vt + 1 is not expressible as a linear combination of 
elements of C. Thus, Cl is indeed linearly independent as claimed. 

Note that the set Cl has t + 1 elements. If Cl spans V, then 
Cl would be a basis of V containing C, and we would be done. So 
suppose Cl does not span V; then there must be a vector in V, call it 
Vt+Z, that cannot be expressed as a linear combination of elements 
of Cl . Exactly as in the case with Cl in the paragraph above, we 
can show that the set Cz = {VI, Vz, ... , Vt, Vt+l, Vt+z} must be linearly 
independent. If Cz spans V, then Cz would be a basis of V containing 
C, and we would be done. If not, there must be a vector in V, call it 
Vt+3, that cannot be expressed as a linear combination of elements 
ofCz, so the set C3 = {VI, Vz, ... , Vt, Vt+l, Vt+Z, Vt+3} must be linearly 
independent. IfC3 spans V, then C3 would be a basis of V containing 
C; if not, we repeat the process ... 

Notice that in the process above, we start with our set C with 
t elements, and at each stage, we come up with a set that has one 
more element than the set at the previous stage. When we reach a 
set with exactly n elements, this set must span V, for if not, the set 
we would get at the next stage would contain n + 1 elements and 
would be linearly independent, contradicting Theorem 3.19 above. 
This set with exactly n elements would therefore be a basis of V 
containing C. D 

Subspaces 

The idea behind subspaces is very similar to the idea behind 
subrings. 

Definition 3.21 
Given a vector space V over a field F, a subspace of V is a subset W of 
V that is closed with respect to vector addition and scalar multiplica­
tion, such that with respect to this addition and scalar multiplication, 
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W is itself a vector space (that is, W satisfies all the axioms of a vector 
space). 

Now, we saw in the context of rings (Exercise 3 in Chapter 2) that one 
could have a subset S of a ring R such that S is closed with respect to 
addition and multiplication, and yet S is not a subring of R. It turns 
out that in the case of vector spaces, it is enough for a (nonempty) 
subset W of a vector space V to be closed with respect to vector 
addition and scalar multiplication - W will then automatically satisfy 
all the axioms of a vector space. This is the content of the following 
theorem. 

Theorem 3.22 
Let V be a vector space over a field F, and let W be a nonempty subset of 
V that is closed with respect to vector addition and scalar multiplication. 
Then W is a subspace ofV. 

Proof We need to check that all the axioms of a vector space hold. 
Let us first check that (W, +) is an abelian group. Vector addition in 
W is associative, since for any v}, V2, V3 E W, we may consider VI, V2 

and V3 to be elements of V, and in V, the relation (VI + V2) + V3 = 

VI + (V2 + V3) certainly holds. Next, given any V E W, let us show that 
-v is also in W. For this we invoke that fact that W is closed with 
respect to scalar multiplication -since v E W, -1 . v is also in W, and 
-1 . v is, of course, just -v (see Remark 3.3 above). Now let us show 
that 0 is in W. Observe that so far, we have not used the hypothesis 
that W is nonempty. (The proofs that we have given for the fact that 
addition in W is associative and that every element in W has its 
additive inverse in W hold vacuously even in the case where W is 
empty. For instance, the chain of arguments v E W => -1 . v E W 

(as W is closed with respect to scalar multiplication) => -v E W is 
correct even when there is no vector v in W to begin with!) Now let 
us use the fact that W is nonempty. Since W is nonempty, it contains 
at least one vector, call it v. Then, by what we proved above, -v is 
also in W. Since W is closed under vector addition, v + (-v) is in 
W, and so 0 is in W. We have thus shown that (W, +) is an abelian 
group. 

It remains to be shown that the four axioms of scalar multipli­
cation also hold for W. But for any rand s in F and v and w in 



Subspaces 87 

W, we may consider v and w to be elements of V, and as elements 
of V, we certainly have the relations r· (v + w) = r· v + r . w, 
(r + s) . v = r· v + s· v, (rs) . v = r· (s· v), and 1 . v = v. Hence, the 
axioms of scalar multiplication hold for W. 

This proves that W is a subspace of V. 0 

Here are some examples of subspaces. In each case, check that 
the conditions of Theorem 3.22 apply. 

Examples 3.23 

1. If you think of lR2 as the vectors lying along the xy plane of 3-
dimensional xyz space, then lR2 becomes a subspace of lR3 . 

2. For any nonnegative integers nand m with n < m, Fn[x] is a 
subspace of Fm[x]. Also, Fn[x] and Fm[x] are both subspaces of 
F[x]. 

3. Un(lR) (the set of upper triangular n x n matrices with entries in 
lR) is a subspace of the lR-vector space Mn(lR). 

4. Q[.J2] is a subspace of the Q-vector space Q[.J2, .J3]. Of course, 
we know very well by now that since Q ~ Q[ .J2], Q[.J2] is 
directly a Q-vector space. Both Q-vector space structures on 
Q[.J2] are the same, that is, in both ways of looking at Q[.J2] 
as a Q-vector space, the rules for vector addition and scalar 
multplication are the same. In the first way (viewing Q[.J2] as a 
subspace ofQ[.J2, .J3]), we first think of any element a + b.J2 
of Q[.J2] as the element a + b.J2 + o.J3 + o.J6 of Q[.J2, .J3]. 
Doing so, the vector sum of a + b.J2 + o.J3 + o.J6 (= a + b.J2) 
and a' + b'.J2 + o.J3 + o.J6 (= a' + b'.J2) is (a + a') + (b + 

b').J2 + o.J3 + o.J6 (= (a + a') + (b + b').J2). On the other hand, 
viewing Q[.J2] directly as a Q-vector space, the vector sum of 
a + b.J2 and a' + b'.J2 is also (a + a') + (b + b').J2. In a similar 
manner, you can see that the rules for scalar multiplication are 
also identical. 

5. The example above generalizes as follows: Suppose F ~ K ~ L 

are fields. The field extension L/ F makes L an F -vector space. 
Since K is closed with respect to vector addition and scalar multi­
plication, K becomes a subspace of L. But the field extension K/ F 
exhibits K directly as an F -vector space. The two F -vector space 
structures on K, one that we get from viewing K as a subspace 
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of the F -vector space L and the other that we get directly from 
the field extension KIF, are the same. 

6. For any field F, F[x2] (that is, the set of all polynomials of the 
n 

form 'Lfix2i, n ~ 0) is a subspace of F[x]. What is the dimension 
i=O 

of this subspace? Can you discover a basis for this subspace? How 
might you generalize this example to other subspaces of F[x]? 

7. Let V be a vector space over a field F, and let 8 be any nonempty 
subset of V. The linear span of 8 is defined as the set of all linear 
combinations of elements of 8, that is, the set of all vectors in V 

that can be written as C1 S1 + C2S2 + ... + CkSk for some integer 
k ~ I, some scalars Ci, and some vectors Si E 8. Can you show 
that the linear span of 8 is a subspace of V? 

For instance, in lR3 , if we take 8 = {i, j}, then the linear span 
of 8 is the set of all vectors in lR3 that are of the form ai + bj for 
suitable scalars a and b, in other words, the xy-plane. As we saw 
in Example 3.23.1 above, the xy-plane is a subspace oflR3 ! 

We will revert to the study offield extensions in the next chapter. 

Exercises 

1. Deduce from the parallelogram law of addition of vectors in lR2 

that the sum of (a, b) and (a', b' ) is (a + a', b + b'). 

2. Starting from the vector space axioms, prove that the properties 
listed in Remark 3.3 hold for all vector spaces. 

3. We saw in the text on page 72 that every vector in lR2 can be writ­
ten as a linear combination ofi and w, where w = (1/../2,1/../2). 
This can also be seen directly, without recourse to the vector j. 
Given a vector v with tip at (a, b), show that there exist scalars 
sand t such that v = si + tw by equating the x and y compo­
nents of v and of the vector si + tw, and obtaining a system of 
simultaneous equations for the unknowns sand t. Why does this 
equation have a solution? 

4. Prove that the polynomials 1,1 +x, (1 +xi, (1 +xi, ... also form a 
basis for lR[x] as a lR-vector space. (Hint: 1b show that these poly-



Exercises 89 

nomials span lR.[x], it is sufficient to show that the polynomials 
I, x, x2 , ••• are in the linear span (see Example 3.23.7 above) of 
1,1 + x, (l + xi, (1 + xi, ... (Why?) The vector 1 is of course in 
the linear span. Assuming inductively that you have shown that 
xn- I is in the linear span, show that xn is also in the linear span 
by considering the binomial expansion of (l + x)n. As for linear 

n 
independence, suppose that L di(l + X)i = O. You may assume 

i=O 

that dn f 0 (why?) Now expand each term (1 + xy above and 
consider the coefficient of xn. What do you find?) 

5. Show that the matrices eij and -/2eij (1 ::s i,j ::s 2) form a basis 
for M2(Q[ -/2]) considered as a Q-vector space. (-/2eij is the 2 x 2 
matrix with -/2 in the (i,j) slot, and zeros in the remaining slots.) 
Now discover a basis for M2(C) considered as a vector space over 
R 

6. Show that the set of all matrices in Mn(IR.) whose trace is zero is a 
subspace of Mn(lR). (Recall that the trace of a matrix is simply the 
sum of the diagonal entries.) Discover a basis for this subspace, 
if you are told that the dimension of this subspace is n2 - 1. 

7. Let S be the subset of lRoo consisting of all vectors (ao, aI, ... ) in 
which only finitely many of the ai are nonzero. Show that S is a 
subspace of lRoo . Is S finite dimensional? Discover a basis for S. 

8. This exercise is designed to allow you to deduce two corollaries to 
some of the results that we have developed in this chapter. Here 
is a hint that applies to both parts: try to combine the statement 
of various results we have arrived at in the chapter with the 
statement of Corollary 3.17! 

(a) Let Vbe an n-dimensional vector space over a fieldF. Suppose 
S = {VI, V2, ... , Vn} is a set ofn vectors in V that spans V. Prove 
that S is a basis for V. 

(b) Let V be an n-dimensional vector space over a field F. Suppose 
B = {VI, V2, ... , vn } is a set of n vectors in V that are linearly 
independent. Prove that B is a basis for V. 

9. If V is a finite-dimensional vector space and if W is a subspace of 
V, prove that the dimension of W is no bigger than the dimension 
of V. Now prove that if the dimension of Wand V are equal, then 
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W = V. (Hint: Notice that any linearly independent subset of W 
is also a linearly independent subset of V. Now look to Theorem 
3.19 and Exercise 8b above for inspiration!) 

10. Show that the nth Bernstein Poylnomials Bf(x) = (7)xi (I - x)n-i, 
(i = 0, 1, ... , n) form a basis for IRn[x] (n ~ 1) as follows: 

(a) Show that 1 = L~=oBf. 
(b) The equation in part lOa above continues to hold if we replace 

n by n - 1 everywhere. (Why?) Make this replacement, multi­
ply throughout by x, and derive the relation x = L~=o(i/n)Bf. 
(Hint: you will need to use the relation (~~;) = (i/n)(7). Why 
does this last relation hold?) 

(c) Similarly, for k = 2, ... , n - I, show that xk = L~=o(i(i-
l)· .. (i-k + I)/n(n-l) .. ·(n-k + I))Bf. 

(d) Now conclude that the Bf span IRn[x]. 

(e) Use Exercise 8a above to conclude that the Bi form a basis. 

These Bernstein polynomials find applications in diverse ar­
eas of mathematics, as well as in various applied fields, such 
as computer graphics! For instance, in advanced calculus, they 
are useful in showing that any continuous function on an inter­
val [a, b] can be approximated arbitrarily closely by a polynomial 
function. (This is known as the Weierstrass Approximation Theo­
rem.) In computer graphics, they are used to fit, through a given 
set of points, a curve that is smooth and has minimal"wiggle,"and 
as well, to provide convenient handles by which the user can then 
control the shape of this curve. 

11. Let V be a 2-dimensional vector space over a field F. Let {VI, V2} 
be a basis for V. A linear transform on V is a function T: V -+ V 
that satisfies the properties (1) T(u + v) = T(u) + T(v) and (2) 
T(au) = aT(u) for all vectors u and v and for all scalars a. Let T 
be a linear transform on V. 

(a) Show that there exist unique scalars a, b, C, and d such that 
T(VI) = aVI + bV2, and T(V2) = CVI + dV2. 

(b) Show that if an arbitrary vector u in V is expressed as XVI + yV2 
for suitable scalars X andy (why is this possible?), then T(u) = 

(ax + CY)VI + (bx + dY)V2' (Hint: Recall what it means for T 
to be a linear transform.) 
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(c) In an expression such as U = XVI + YV2, think of the scalar X as 
the "coordinate" ofu along the "axis" represented by the basis 
vector VI, and think of the scalar y as the "coordinate" of u 
along the "axis" represented by the basis vector V2. Let T(U)I 
and T(U)2 denote the coordinates of the vector T(u) along the 
VI axis and along the V2 axis. Show that we have the matrix 
equation 

( T(U)I) = (a c) (X) . 
T(U)2 b d Y 

(Note that the 2 x 2 matrix above is not e;) as one might 
naively expect!) 

(d) Conversely, given a matrix (: ~) of scalars, check that the func­
tion T: V -+ V that for any pair of coordinates X and y sends 
the vector U = XVI + yV2 to the vector (ax + CY)VI + (bx + dY)V2 
is a linear transform on V. (Hint: Let u' = X'VI + y'V2 be an­
other vector. Check that T(u + u') = T(u) + T(u'). Similarly, 
ifr is any scalar, check that T(ru) = rT(u).) 

We thus obtain a correspondence between linear transforms on V 

and elements of M2(F), and this correspondence can be checked 
to be one-to-one and onto. (Note that this correspondence was 
derived by using a fixed basis, {VI, V2}.) 

The results of this exercise generalize to correspondences 
between linear transforms on n-dimensional vector spaces and 
elements of Mn(F) as well. You might want to play with the case 
n = 3. 

Notes 

Remarks on Example 3.2.4 It is worth remarking that our defini­
tion of scalar multiplication is a very natural one. First, observe that we 
can consider lR to be a subring of Mn(lR) in the following way: the set of di­
agonal matrices of the form diag(r), as r ranges through lR, is essentially 
the same as lR (see the notes to Example 2.12.8 on page 61). (Observe 
that this makes the set of diagonal matrices of the form diag(r) a field 
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in its own right!) Under this identification of r E IR with diag(r), what is 
the most natural way to multiply a scalar r and a vector ((ai,}))? Well, we 
think of r as diag(r), and then define r . ((ai,})) as just the usual product 
of the two matrices diag(r) and ((aiJ)). But, as you can check easily, the 
product of diag(r) and ((aiJ)) is just ((raiJ))! It is in this sense that our 
definition of scalar multiplication is natural-it arises from the rules of 
matrix multiplication itself. Notice that once IR has been identified with 
the subring of Mn (IR) consisting of the set of diagonal matrices of the form 
diag(r), this example is just another special case of Example 3.2.7. 

Remarks on Example 3.2.10 (V, +) remains an abelian group. 
This does not change when we restrict our attention to the subfield F. 
So we only need to worry about what the new scalar multiplication ought 
to be. But there is a natural way to multiply any element f of F with any 
element v of V: simply consider f as an element of K, and use the multi­
plication already defined between elements of K and elements of V! The 
scalar multiplication axioms clearly hold: for any f and g in F and any 
v and w in V, we may first think of f and g as elements of K, and since 
the scalar multiplication axioms hold for V viewed as a vector space over 
K, we certainly have f . (v + w) = f . v + f . w, Cf + g) . v = f· v + g . v, 
Cfg) . v = f . (g . v), and 1 . v = v. 

Remarks on Example 3.11.9 This example is a bit tricky. Why 
are the ei not a basis? They are certainly linearly independent, since 

n 

if L Ciei = 0 for some scalars Ci E F, then the tuple (co, Cl, ... , Cn , 0, 0, ... ) 
i~O 

must be zero, but a tuple is zero if and only if each of its components 
is zero. Thus, each of co, Cl, ... , Cn must be zero, proving linear inde­
pendence. However, the ei do not span F oo, contrary to what one might 
expect. Th understand this, let us look at something that has been im­
plicit all along in the definition of linear combination. The ei would span 
F oo if every vector in F OO could be written as a linear combination of el­
ements of the set {eo, el, ez, .. . }. Now notice that whenever we consider 
linear combinations, we only consider sums of a finite number of terms. 
Hence, a linear combination of elements of the set {eo, el, ez, ... } looks 
like Cil ei l + Ci,ei, + ... + Cine,,, for some finite n. It is clear that any vector 
that is expressible in such a manner will have only finitely many compo­
nents that are nonzero. (These will be at most the ones at the slots i l , iz, 
... , in; all other components will be zero.) Consequently, the vectors in 
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F OO in which infinitely many components are nonzero (for example, the 
vector (I, I, 1, ... )), cannot be expressed as linear combinations of the ei. 

See Exercise 7. 
It is worth pointing out that infinite sums have no algebraic meaning. 

Addition is, to begin with, a binary operation, that is, it is a rule that assigns 
to al and a2 the element al + a2. This can be extended inductively to a 
finite number of ai: for instance, the sum al + a2 + a3 + a4 + as is defined as 
((( al + a2) + a3) + a4) + as. (In other words, we first determine al + a2, then 
we add a3 to this, then a4 to what we get from adding a3, and then finally 
as to what we got at the previous step.) While this inductive definition 
makes sense for a finite number of terms, it makes no sense for an infinite 
number of terms. 1b interpret infinite sums of elements, we really need 
to have a notion of convergence (such as the ones you may have seen in 
a course on real analysis). Such notions may not exist for arbitrary fields. 

Remarks on Zorn's Lemma As mentioned in the text, Zorn's 
"Lemma" is really not a lemma; it is a fundamental axiom of logic. It 
is equivalent to one other axiom that you may have seen, the Axiom of 
Choice. (As well, these two axioms are both equivalent to several other 
axioms-see any introductory textbook on logic!) 

So what is Zorn's Lemma all about? What follows is a loose description. 
We necessarily have to suppress many details, since to provide a full 
treatment of Zorn's Lemma, we need to develop several concepts, and 
this would carry us too far afield. As always, however, you are encouraged 
to read more about this topic on your own. 

As you may guess from the context in which we invoked it in Theorem 
3.14, Zorn's Lemma guarantees the existence of "maximal" elements in 
certain kinds of sets. What does this mean? First, we need a set S, and on 
this set, we need a reasonable notion of one element being larger than 
another. What is a "reasonable" notion is a well-understood matter: there 
are definite properties that a reasonable notion ought to satisfy (which we 
will not develop here). A notion of one element being larger than another 
that satisfies these properties is known as an order on the set. Given such a 
reasonable notion (or order) on S, if it has the further property that given 
any two elements of S, one can always determine whether one is larger 
than the other, we call this order a total or linear order. (For instance, the 
usual notion of one integer being larger than another is a total order on 
the set of integers.) The interesting situation that is relevant to proving 
that every vector space has a basis is that in which we have only a partial 
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order on S. This situation occurs when it is possible to tell whether one 
element is bigger than another only for certain pairs of elements in S. (For 
instance, in the set of all positive integers, we may decree m to be less than 
or equal to n if and only ifm divides n. This is a partial order, but this does 
not allow us to compare two positive integers m and n if neither divides 
the other, and is therefore not a total order.) Finally, given an order on S, 
an element x of S is said to be maximal with respect to this order if for 
any other element y of S, either x is bigger than y or else x and y cannot 
be compared. (It must be kept in mind that maximal elements need not 
be unique. For instance, in the set of all integers between 1 and 12, if we 
were to define m ::: n ifmln, then 12 is clearly maximal, but so are 11, 10, 
9,8, and 7-why?) 

Given a partial order on S, the following question arises: Does S have a 
maximal element? In general, it need not, but Zorn's Lemma guarantees 
that if the partial order has one more property (which we will not state 
here), then S will have a maximal element. 

In the proof of Theorem 3.14, the set to which we apply Zorn's Lemma 
is the set S of all linearly independent subsets of V. (Thus, each element 
of S is itself a set, consisting oflinearly independent vectors of V.) Given 
two elements S} and S2 of S, we define S} ::: S2 if and only if S} £;; S2. 

(Remember, both S} and S2 are themselves sets!) With this notion, one 
can check that we have an order on S. This order is only a partial order, 
since it is possible to find two subsets of linearly independent vectors of 
V, neither of which contains the other. (For instance, if v and ware two 
distinct nonzero vectors and if S} = {v} and S2 = {w}, then S} and S2 

are both in S, but S} and S2 cannot be compared, since neither S} £;; S2 

nor S2 £;; S}.) But what is relevant is the following: the set S with this 
partial order satisfies the extra hypothesis in Zorn's Lemma, so we are 
guaranteed that there is at least one maximal element in S. Let us pick 
anyone maximal element and call it T. If Y is any vector in V, then 
T' = T U {y} must be a linearly dependent set; otherwise T' would be a 
linear independent set that strictly contains T (or, in the language of our 
order, T' would be bigger than T), violating the maximality of T in the set 
S. As we saw in the proof of Theorem 3.14, T must therefore be a basis of 
V. 

Remarks on Theorem 3.20, the general case The proof of this 
theorem when V is not assumed to be finite-dimensional involves just a 
minor modification of the proof of Theorem 3.14. What we need to show 
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is that there is a maximal linearly independent subset B of V that contains 
C. Then, exactly as in the proof of Theorem 3.14, this maximal linearly 
independent set would be a basis of V, and of course, it would have been 
chosen so as to contain C. 1b show the existence of B, we need to consider 
the set 8 of all linearly independent subsets of V that contain C. One would 
impose a partial order on this set exactly as before (see the remarks above 
on the proof of Theorem 3.14). Once again, 8, with this partial order, will 
turn out to satisfy the extra hypothesis of ZOrn's Lemma, and will hence 
have a maximal element. That maximal element would be our desired 
maximal linearly independent subset of V that contains C. 



CHAPTER 

Field 
Extensions 

Recall that at the beginning of the previous chapter, we were in­
terested in the following problem: Given a field extension KIF, how 
does one measure how big K is relative to F? In fact, the whole chap­
ter on vector spaces was introduced primarily to solve this problem. 
With the material on vector spaces under our belt, we can now give 
our answer. 

Recall from Example 3.2.6 thatK has the structure ofanF-vector 
space. It turns out that the size of KIF as a field extension is best 
measured by the dimension of K as an F -vector space! 

We are now ready to consider field extensions in greater depth. 
But first, since the dimension of K as an F -vector space plays such 
an important role in the study of field extensions, we give it a special 
name: 

Definition 4.1 
Given a field extension KI F, the dimension of K as an F - vector space 
is called the degree of Kover F, and is denoted [K : F]. 

One of the first questions that we will tackle arises in the fol­
lowing situation: Suppose that F, K, and L are three fields with F ~ 
K ~ L. (For instance, take F = Q, K = Q[ Y'2], and L = Q[ Y'2, ,)3]. 
We know by now that both Q[ Y'2] and Q[ Y'2, ,)3] are actually fields. 
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We have used this fact several times already in the previous chap­
ter.) These three fields give us three field extensions-KIF, LIK, and 
LI F. A natural question is the following: How are the three degrees 
[K : F], [L : K], and [L : F] related to one another? It turns out that 
there is a very simple relationship, which we will describe in the 
theorem below. 

Theorem 4.2 
Suppose that F ~ K ~ L are fields. 
1. If[L: F] is finite, then [L : K] and [K : F] are also finite. 
2. Suppose that [L : K] and [K : F] are finite, with [L : K] = m and 

[K : F] = n. If B = {VI, ... , Vrn} is a basis for L as a K-vector 
space, and if C = {WI, ... , wn } is a basis for K as an F -vector 
space, then A = {ViWj I i = 1, ... , m, j = 1, ... , n} is a basis 
for L as an F -vector space. In particular, [L : F] is also finite, and 
[L : F] = [L : K] . [K : F]. 

Proof The role of K in this proof is rather delicate, and it is worth 
paying some attention to it. On the one hand, the field extension 
LIK makes L a K-vector space, and K thus acts as scalars for this 
vector space. On the other hand, the field extension KIF makes K 
an F -vector space, so in this context, K acts as a set of vectors. Thus, 
K simultaneously plays the role of scalars (when L is considered as a 
K-vector space), and vectors (when K is considered as an F-vector 
space). No confusion should arise if the context in which K appears 
is always kept in mind. 

In general, you will find it easier to keep track of all the argu­
ments in the proof if you pay careful attention to what the scalars 
are and what the vectors are whenever a particular vector space is 
being considered. 

Now, just to keep yourselves on your toes, note that the F -vector 
space structure on K is the same as that obtained by considering 
K as a subspace of the F -vector space L! (See Examples 3.23.4 and 
3.23.5.) 

(If all this already seems rather bewildering, read the notes on 
page 115 before going any further.) 

Let us first prove part 1. 1b prove that [K : F] is finite, recall the 
statement of Exercise 9 of Chapter 3: If V is a finite-dimensional 
vector space and if W is a subspace of V, then the dimension of W 
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is no bigger than the dimension of V. In particular, W must also be 
finite dimensional. Now apply this to our situation: K is a subspace 
of the F -vector space L, and we are given that [L : F] is finite. It 
follows that [K : F] must be finite! 

As for the finiteness of [L : K], suppose {Zl' ... , ztl (where t = 
[L : F]) is some basis for L as an F-vector space. This means that 
every element in L can be written as a linear combination I:: ~ 1 fiZi 
for suitable elements fi E F. Since F ~ K, the fi can also be considered 
as elements of K! This means that every element in L can be written 
as a K-linear combination of the elements {Zl' ... , zd, that is, the 
elements {Zl, ... ,zd span L as a K-vector space. By Theorem 3.12, 
some subset of {Zl, ... , zd must be a basis for L considered as a K­
vector space. It follows that [L : K] :::: t, that is, [L : K] must be 
finite. 

Now for part 2. Assume for the moment that we have already 
proved that A is a basis for L as an F -vector space. We will see how 
the claim [L : F] = [L : K][K : F] follows from this. Since we are 
assuming that A is a basis for L as an F -vector space, [L : F] must 
equal the number of elements in A. Given that B has m elements 
and C has n elements, how many elements should A have then? One 
is tempted to say m times n. This is indeed correct, but something 
needs to be verified first. Given two different pairs of indices (i,i) 
and (if,}') ("different" means that either i f if or if/), what if ViWj 

were to equal Vi'Wj'? If this were to happen, the number of elements 
in A would be less than mn because of the duplication. Let us show 
that this cannot happen. We have two cases to consider, either i = if 
or i f if. If i = if, then our relation would read Vi(Wj - wj') = O. 
View this as the product of the vector Vi and the scalar (Wj - wi') in 
the K-vector space L. Since Vi is a basis element for L as a K-vector 
space, it is not zero, so Wj - wj' must be zero. Thus, Wj = wj'. But the 
elements of C (being basis elements for K as an F - vector space) are 
all distinct, so the only way Wj could equal wj' is if i = j'. But this 
says that the pair (i,i) and (if,}') are the same, which contradicts our 
assumption. As for the second case (i f if), once again think of w] 

and wj', which are elements of K, as scalars for the K-vector space 
L. Since Vi and Vi' are two distinct basis elements for L considered as 
a K-vector space, the equation WjVi + (-wj')Vi' = 0 implies that the 
scalars Wj and wj' must both be zero. But Wj and wj', being members 
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of C, are basis elements of K considered as an F -vector space, and 
are hence not zero. This is a contradicition! Thus, given two different 
pairs ofindices (i,i) and (i',j'), ViWj could never equal Vi'Wj'. It follows 
that A must have precisely mn elements, so [L : F) indeed equals 
[L : K][K : F) (and of course, [L : F) is indeed finite). 

We still have the task of proving that A is a basis for L as an 
F -vector space! 

Let us first show that the elements of A span L as an F -vector 
space. That is, we need to show that every element of L can be 
written as an F-linear combination of elements of A. Consider an 
arbitrary element x of L. Viewing x as a vector in the K -vector space 
L, x maybe written as a linear combination of vectors from B (since 
B is a basis for the K-vector space L). Hence, there exist elements 
kl' ... , km in K (with the ki to be viewed as scalars) such that 

x = kl . VI + ... + km . Vm · (4.1) 

Now view each of the ki above as vectors of the F-vector space K. 
Since C is a basis for this vector space, for each i there exist elements 
fij E F (j = 1, ... , n), with the fij to be viewed as scalars, such that 

k = I': 1 • WI + ... + I': • W . t }1, }l,n n (4.2) 

Now temporarily view Equations 4.1 and 4.2 not as equations con­
cerning vectors and scalars, but as equations concerning elements 
of the field L. We may then plug the expression on the right-hand 
side of Equation 4.2 for the ki into the right-hand side of Equation 
4.2, and we find that 

x = (AI' WI + ... + hn . wn) . VI (4.3) 

+ ... + 

([m,l . WI + ... + fm,n . wn) . Vm · 

We may rewrite Equation 4.3 as 

x = fl,l' (VJ WI) + ... + hn . (VI W n ) (4.4) 

+ ... + 

fm,l . (VmWI) + ... + fm,n . (VmWn ). 
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But this just says that every element in L can be written as an F­
linear combination of the elements ViWj. Viewing the ViWj as vectors 

in the F-vector space L, we find that the ViWj span L. 
Now we need to show that the elements of A are linearly 

independent. That is, if 

!I.I(VIWI) + ... + !I.n(VIWn) (4.5) 

+ ... + 

fm,I(VmWI) + .. , + fm,n(vmwn) = 0 

for some scalars fij (i = 1, ... , m, j = 1, ... , n), then we must show 
that each of the scalars fij must be zero. For this, view Equation 4.5 
as an equation concerning elements of the field L, and group all the 
Vi terms to obtain 

ChI WI + ... + !I.nWn)VI (4.6) 

+ ... + 

(fm,IWI + ... + fm,nwn)vm = o. 
Let 

(4.7) 

km = fm,l WI + ... + fm,nwn. 

Where do the k i live? The fi,j are all elements of F, while the w) are 
all elements of K, so each product /i,jWj is an element of K. Since 
each ki is just a sum of products of the form fi.jWj, we find that each 
ki is an element of K. Now rewrite Equation 4.6 as 

(4.8) 

and view this as an equation concerning the vectors Vi and the scalars 

ki of the K-vector space L. Because the Vi are all K-linearly indepen­
dent (as B is a basis for the K-vector space L), we find that each ki 

must be zero. Now plug 0 for each k i in 4.7 to obtain the m equations 

(4.9) 

o = fm,l Wl + ... + fm,nwn. 
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View each of these m equations as equations concerning the vec­
tors Wj and the scalars fij of the F -vector space K. By the F -linear 
independence of the Wj, the first of the m equations of 4.9 shows 
that hI = ... = hn = 0, the second of the m equations shows that 
[2,1 = ... = [2,n = 0, ... , and the last of the m equations of 4.9 shows 
that [m,l = ... = [m,n = O. Hence all the fij are zero, establishing the 
F-linear independence of A. This proves that A is a basis for Las 
an F -vector space, and establishes the theorem. 0 

Remark 4.3 
Putting together parts 1 and 2 of this theorem, we find that if F S; 

K S; L are fields with [L : F] finite, then [L : F] = [L : K][K : F]. 

Example 4.4 
Let us expand on the example described before the theorem: Con­
sider F = Q, K = Q[.J2], and L = Q[.J2, v3]. The set {I, v3} forms 
a K-basis for L-recall from Definition 3.10 that this just means a 
basis for L viewed as a K-vector space; we use the term "K-basis" 
to emphasize the field of scalars. (By Example 2.15.6 and Example 
2.12.4, every element of L can be written as a + b.J2 + cv3 + d,J6 
for suitable a, b, c, and d in Q. We rewrite this expression as 
(a + b.J2) + (c + d.J2)v3. Since the expressions in the parentheses 
are elements of K, 1 and v3 span L as a K-vector space. Can you 
now use the results of Exercise 7b of Chapter 2 to show that 1 and v3 
are also K-linearly independent?) Thus, we may take B = {I, v3}. 
Similarly, the set {I,.J2} forms a Q-basis for K. (We've seen this be­
fore!) Thus, we may take C = {I, .J2}. According to the theorem, 
a Q-basis for L should be given by the products of elements from 
Band C, that is, by the set {I . 1,1 . .J2, v3 . I, v3 . .J2}. which is 
just {I,.J2, v3, ,J6}. Can we verify this independently? Of course! 
We have already done so! Exercise 7d of Chapter 2 established the 
Q-linear independence, and the fact that {I,.J2, v3, ,J6} spans Las 
a Q-vector space is clear. 

Let us turn to another question of fundamental interest in the 
study of field extensions. Let K/ F be a field extension, and let a be 
an arbitrary element of K. We have already seen the notion of the 
subring of K generated by F and a in Chapter 2. (Remember, every 
field is first of all a ring, so it makes sense to talk of sub rings of K 
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generated by F and other elements.) We saw (Lemma 2.14) that the 
set F[a] of all polynomial expressions in a with coefficients in F is 
a subring of K. In fact, we saw in the discussion preceeding Lemma 
2.14 that F[a] is the smallest subring of K containing F and a, in the 
sense that any other subring of K that contains F and a must also 
contain F[a]. 

Now here is the question: Since in this particular situation, K 

and F are not merely commutative rings but actually fields, is there 
a corresponding notion of the sub field afK generated by F and a? What 
could such a notion possibly mean? The sub ring of K generated by 
F and a was just the smallest subring of K containing F and a (in 
the sense described above). The subfield of K generated by F and a 
should correspondingly be the smallest subfield of K containing F 
and a-where by "smallest" we mean that any other sub field of K 

containing F and a must also contain this subfield. 
But can we find such a smallest sub field containing F and a? 

In other words, is there a subset of K that has the following three 
properties: First, it contains both F and a; second, it is a field in its 
own right; and third, it is contained in every other sub field of K that 
contains both F and a? The answer is yes! In fact, it is not hard to 
describe this subset. 

Assuming that such a subset S exists, let us try to discover what 
it must look like. (Once we have proved that S exists, we will switch 
to a more suggestive notation for this subset.) First of all, since S 
contains a and must be closed under multiplication, it must contain 
a2 , a3 , ... Next, since S contains F, it must also contain all products 
of the form fa i , where f E F and i ~ O. Once it contains products 
of the form fa i , it must contain all sums of such products, that is, it 
must contain all expressions of the formfo + fIa + fza 2 + ... + fnan, 
where n ~ 0, and the fi E F. 

What we have shown is that S must contain F[a]! We could of 
course have seen this directly from our requirement that S be a 
subfield of K containing F and a-every field is also a ring, so S is 
also a subring of K containing F and a, and since F[a] is the smallest 
subring of K containing F and a, S must contain F[a]! 

We are not done yet with the task of describing S. Now let us 
now invoke our requirement that S be a field. We have already seen 
that every expression of the form fo + fI a + fza 2 + ... + fnan that 
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is nonzero is in S, but because S must be a field, the multiplicative 
inverse of this element (which exists in K because K is a field and 
contains multiplicative inverses of all its nonzero elements) must 
also be in S. In other words, S must contain II(fo + fla + fza2 + ... + 
fnan). From this it follows (why?) that S must contain all products of 
expressions of the formfo + fla + fza 2 + ... + fmam, (m ~ 0, Ii E F), 
and expressions of the form 1 I (go + gla + g2a2 + ... + gnan) (n ~ 0, 
gj E F, go + gla + g2a2 + ... + gnan f 0), that is, S must contain all 

fo + fla + fza2 + ... + fmam 
quotients of the form 2 • Is that enough? 

go + gla + g2a + ... + gnan 
Will that give us our "smallest" subfield of K containing F and a? Yes! 
This is the content of the following theorem: 

Theorem 4.5 
Let KIF be a field extension, and let a be any element of K. Let F(a) 
denote the set 

{ fo + fl a + fza 2 + ... + fmam } 

go + gI a + g2a2 + ... + gnan 

(m ~ 0, n ~ 0, fi, gj E F, go + gIxa + g2a2 + ... + gnan f 0). Then F(a) 
is a subfield of K that contains both F and a. Moreover, it is the smallest 
subfield of K that contains both F and a, that is, if E is any other subfield 
of K that contains both F and a, then F( a) ~ E. 

Remark 4.6 
F(a) is known as the subfield of K generated by F and a. Note the 
parentheses around a that are used to distinguish the subfield of K 
generated by F and a from F[a]. Since every polynomial expression 
fo + fla + fza2 + ... + fmam can be written as fo + fla + fza2 + ... + 
fmam II + Oa + Oa2 + .. " it is clear that F[a] ~ F(a). 

Proof (Sketch:) Use Lemma 2.11 to show thatF(a) is a subring of K. 
(Thus, you need to show that F(a) is closed with respect to addition 
and multiplication, that 1 E F(a), and that for all s E F(a), -s E F(a) 
also.) Since F(a) is contained in K, F(a) is commutative and has no 
zero-divisors. (Explain!) 'Ib see that F( a) is a field, let x be a nonzero 
element of F(a). We need to show that x has a multiplicative inverse 
in F(a). (Note that x has a multiplicative inverse in K, since K is a 
field. The issue is whether this multiplicative inverse lives inside 
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F(a) or not.) Write 

and notice that since x f 0, fo + fla + ha2 + ... + fmam f O. It 
is now easy to exhibit the multiplicative inverse of x-it is just the 
reciprocal 

2 n go + gI a + g2a +... + gna 

fo + fja + ha2 + ... + fmam . 

From the very form of this· inverse (it is the quotient of two poly­
nomial expressions in a with coefficients in F), it is clear that this 
inverse is an element of F(a). 

For the last statement of the theorem, the discussion in the para­
graph preceeding the theorem shows that if E is a subfield of K that 
contains both F and a, then, since E is closed with respect to multipli­
cation and addition, and must contain the multiplicative inverses of 
all its nonzero elements, E must necessarily contain all expressions 
of the form 

fo + fia + f2a2 + ... + fmam 

go + gla + g2a2 + ... + gnan 

(m ::: 0, n ::: 0, ti, gj E F, go + gla + g2a2 + ... + gnan f 0), that is, E 

must contain F(a). 0 

What does F(a) reduce to when a O? More generally, what 
does F(a) reduce to when a E F? 

The proof of the theorem leads naturally to another question. 
We have seen that F[a] 5; F(a). Can F[a] possibly equal F(a)? On 
the surface of things, the answer seems to be no. F( a) seems to 
be larger than F[a], since F[a] only contains expressions of the form 
fo + fla + ... + fmam, while F(a) contains quotients of such expressions. 
But this can be misleading. Consider the following: 

Example 4.7 
Let F = Q, K = ~, and let a = ,Ji. Let us compare Q[,Ji] 
and Q( ,Ji). We are very familiar with the fact that Q[,Ji] = {a + 
b,Ji I a, bE Q} (Example 2.15.1). What about Q( ,Ji)? Bya similar ar-
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la + b-/2 ~ l gument as in Example 2.15.1, Q( -/2) = -/2 I C + dv 2 of 0 . 
C + d 2 

Of course, Q[ -/2] ~ Q( -/2), but we actually have the reverse inclu-
1 

sion as well. For (and we have seen this too!), we can write ;;:; 
C + d v 2 

C -d 
upon rationalizing as 2 2 + h 2 2' Hence, every expres-

c - 2d C - 2d 
a+b-/2 

sion of the form -/2 can be written as the product of a + b-/2 
c + d 2 

c -d 
and 2 2 + h 2 i' and this product is an expression of the 

C - 2d C - 2d 
form x + y-/2 with x and y rational numbers. (What are x and y in 
terms of a, b, c, and d?) This shows that Q( -/2) ~ Q[ -/2]. It follows 
that Q[ -/2] = Q( -/2)! 

Now that we have an example where F[a] = F(a), we of course 
wonder: Must F[a] always equal F(a)? The answer is no! Consider 
the following example: 

Example 4.8 
Take F = lR, and take K to be the field lR(x) (see Example 2.23.5). 
Take a = x2 . What is lR[X2]? This is just the set of all polynomials of 
the form {fa + fix2 + fzx4 + f3X6 + ... + fnx2n} (n ::: 0, Ii E lR). Thus, 
lR[x2] just consists of all polynomials in x2 . What about lR(x2)? Well, 
lR( x2) consists of all quotients of polynomials in x2 , that is 

2 { fa + fix2 + fzx4 + ... + fmx2m } 
lR(x ) = ga + g]x2 + g2x4 + ... + gnx2n 

(where, of course, the polynomials in the denominator are not zero). 
As usual, lR[X2] ~ lR(x2), but we claim that that the reverse inclusion 
does not hold, that is, we claim that lR( x2 ) contains elements that are 
not in lR[X2]. 1b see this, we do not have to look very far: consider 
1/x2 E lR(x2). We claim 1/x2 t/-lR[X2]. This should be intuitively clear, 
but here is a formal proof: Suppose that 1/x2 E lR[X2]. Then I1x2 = 
Ca + c]x2 + ... + cnx2n for some some n ::: 0 and Ci E lR. We may assume 
that Cn of 0 (why?), so the polynomial Ca + c]x2 + ... + cnx2n has degree 
2n. Mutlplying through by x2, we find 1 = cax2 + c]x4 + ... + cnx2n + 2 

The left-hand side is a constant, that is, a polynomial of degree 0, 
while the right hand side is a polynomial of degree 2n + 2, which is 



4. Field Extensions 107 

a contradiction (see Remark 2.16). Hence, in this example, F[a] f 
F(a). 

Remark 4.9 
Th say that F[a] = F(a) is to say that every quotient of polyno­
mial expressions in a can be rewritten as a polynomial expression 
in a. In particular, since the multiplicative inverse of any (nonzero) 

n 
polynomial expression L fia i is just the quotient of the polynomial 

i=O 

expression 1 (= 1 + Oa + Oa2 + ... ) and the polynomial expression 
n 
Lfiai , we find that when F[a] = F(a), the multiplicative inverse 
i=O 

of any (nonzero) polynomial expression in a can be rewritten as a 
polynomial expression in a. 

Continuing to study the sub field of K generated by F and a, two 
questions now spring to mind about the field F(a). First, is there 
some intrinsic way of telling when F[a] = F(a)? That is, is there 
some property of the element a that determines whether F[a] equals 
F(a)? Second, does the degree of F(a) over F (that is, [F(a) : F]) 
depend in any way on the element a chosen? And if so, how? As it 
turns out, the same concept answers both questions, and this is the 
concept of the minimal poylnomial of a over F. 

We will delay a full discussion of the minimal polynomial of an 
element until we have had a chance to review some facts about 
polynomials. However, as always, let us consider some examples 
that will be helpful. In fact, the two examples that we considered 
above, Example 4.7 and Example 4.8, will do quite nicely to illustrate 
the concept of the polynomial (if any) satisfied by the element a over 
the field F. 

In Example 4.7, notice that the element ,J2 has the follow­
ing property: there exist rational numbers qo, ql, and q2 such that 
q2(,J2i + ql (,J2) + qo = o. What are qo, ql, and q2? This is easy: 
qo = -2, ql = 0, and q2 = I, that is, ,J2 satisfies (,J2)2 - 2 = o. 
We describe this by saying 1I,J2 satisfies the polynomial (with ra­
tional coefficients) t2 - 2:' (The reason for this terminology is that 
when you substitute ,J2 for the variable t, you get zero. Note that 
we could have used any other variable to describe the polynomial. 
For instance, we could have said 1I,J2 satisfies the polynomial Z2 - 2:' 
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The only reason we did not use "x" as our variable above is to avoid 
confusion with the "x" of Example 4.4, where the basic objects of 
study are themselves all quotients of polynomials in the variable x.) 

Now let us consider Example 4.8. Do there exist an integer n (n 2: 
0) and real numbers ro, rI, ... , rn, not all zero, such that the element 
x2 satisfies the equation rn(x2)n + rn_I(X2t-I + ... + rI(x2) + ro = O? 
The answer is no! Remember, the "x" in IR(x) isjust a variable. Thus, 
rn(X2t + rn_I(x2t-I + ... + rI(x2) + ro is just a polynomial in x with 
real coefficients (except that all odd powers ofx have coefficient 0). 
When will such a polynomial equal the zero polynomial? When all its 
coefficients are zero! Thus, the only way that x2 can satisfy rn(X2t + 
rn_I(x2t-I + ... +rI(x2)+ro = Oisifalltheriarezero.Wedescribe 
this by saying "x2 does not satisfy any polynomial with coefficients 
in IR except the zero polynomial:' (Note that in the language of vector 
spaces, the set {l,x2,x4 ,x6, ... } is IR-linearly independent. Why?) 

Motivated by these examples, we have the following: 

Definition 4.10 
Given a field extension KIF, an element a of K is said to be algebraic 
over F if there exist an integer n (n 2: 0) and elements fo, fI, ... , fn in 
F, not all Ii being zero, such that fnan + fn_Ian- I + ... + fla + fo = O. 
(In such a situation, we say that the element a satisfies the polynomial 
fntn + fn_Itn- I + ... + fit + fo.) If no such integer n and no such 
elements Ii E F (again, not all Ii being zero) can be found, then a is 
said to be transcendental over F, and we say that a does not satisfy any 
polynomial with coefficients in F except the zero polynomial. 

Note that if a is algebraic over F, then the polynomial with 
coefficients in F that a satisifies is not unique. For if a satisfies 
the polynomial f(t) = fntn + fn_Itn- I + ... + fIt + fo (that is, if 
fnan + fn_Ian- I + ... + fia + fo = 0) and if get) is any nonzero 
polynomial with coefficients in F, then a satisfies the polynomial 
obtained by multiplying f(t) and get)· (Why?) For instance, .j2 sat­
sifies t 2 - 2, but it also satisfies the polynomial 3(t2 - 2) (= 3t2 - 6), 
as well as the polynomial (t2 - 2)(t + 1) (= t3 + t2 - 2t - 2), and so 
on. 

If KIF is a field extension, then every element of F is trivially 
algebraic over F. For, given a E F, a satisfies the polynomial x - a, 
a nonzero polynomial with coefficients in F! Notice that we cannot 
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extend this argument and claim that because every element a of K 
satisfies the polynomial x - a, every element of K must be algebraic 
over F. Why not? This is because when a is an element of K that is 
not in F, the polynomial x - a does not have its coefficients in F! 

Definition 4.11 
In the special case where F = Q and K = C, an element a in C 
that is algebraic over Q is simply referred to as an algebraic number. 
Similarly, an element a in C that is transcendental over Q is simply 
referred to as a transcendental number. 

What are some examples of algebraic and transcendental num­
bers? We have already seen one algebraic number-.J2. It is easy to 
write down several numbers that are obviously algebraic numbers: 
42,,:ti, !VIs, etc. Also, every rational number is an algebraic num­
ber. (Why?) Here are some less obvious algebraic numbers: 1 + .J2, 
.J2 + ../3, 2 + ../345, etc. (See the exercises.) 

How about examples of transcendental numbers? It is quite dif­
ficult to pick a complex number and show that it is transcendental. 
Compare the process of showing that a certain number is algebraic 
with the process of showing that a certain number is transcenden­
tal. 'Ib show that a complex number a is algebraic, it is sufficient to 
exhibit one polynomial with rational coefficients that a satisfies. But 
to show that a given complex number a is transcendental, one needs 
to show that a does not satisfy any nonzero polynomial with ratio­
nal coefficients. Since there are infinitely many polynomials with 
rational coefficients, showing that a given complex number is tran­
scendental is obviously going to be quite difficult! It is not surprising, 
therefore, that the problem of showing that certain specific complex 
numbers are transcendental has occupied a number of prominent 
mathematicians for a long time. It has been known for quite a while, 
for instance, that both e and ]f are transcendental. (The fact that ]f is 
transcendental, for instance, will be central to one of the questions 
on constructibility that we will answer in Chapter 7.) 

Strangely enough, while it is quite hard to start with a given 
complex number and prove that it is transcendental, it is somewhat 
easier to exhibit (from scratch) complex numbers that are transcen­
dental. This is because of the existence of certain theorems in the 
subject that allow one to construct such numbers. One is a theo-
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rem of Liouville that, for instance, yields the transcendental number 
00 

L 2-i! (= 2-1 + 2-2 + 2-6 + 2-24 + ... ). Another is the celebrated 
i=1 
Gelfond-Schneider theorem, which (in a simplified form) states that 
if ex is a real number, ex f 0, ex f I, such that ex is algebraic, and if 
f3 is a real number such that f3 is also algebraic but f3 ¢ Q, then exf3 

is transcendental. This allows us to exhibit several transcendental 

numbers, such as 2-./2, .J3-15, etc. 
If a is a transcendental number, must a2 also be a transcendental 

number? How about l/a? (See Exercise 5. Also, see the notes on 
pages 116-117 for more remarks on algebraic and transcendental 
numbers.) 

Now suppose K is an extension field of a field F of finite degree. 
The following theorem tells us that every element of K is algebraic 
over F. The proof is really quite cute! Notice that concepts from the 
theory of vector spaces are very intrinsic to the proof. 

Theorem 4.12 
Suppose KIF is a field extension with [K : F] finite. Then every element 
of K is algebraic over F. 

Proof Let n = [K : F] (so n is finite). Let a be an arbitrary element of 
K. 1b prove that a is algebraic over F, we need to display an integer 
m (m 2: 0) and elements fi E F, i = 1, ... , m, with not all fi = 0, such 
thatfmam + ... + fla + fo = O. Consider the set S = {I, a, a2 , ... , an}. 
We may assume that the elements ai (i = 0, ... , n) are all distinct, 
since if, sayai = a! for some i and j with 0 ~ i < j ~ n, then a satisfies 
the polynomial Xi - xl, and is therefore already algebraic over F. Now 
think of S as a set of vectors (in the F -vector space K). Suppose for 
the moment that these vectors in S are linearly independent over 
F. By Theorem 3.19, the number of elements in S must be at most 
n. On the other hand, we have seen above that we may assume 
that the elements ai (i = 0, ... , n) are all distinct, so S contains 
n + 1 elements-a contradiction. Hence, the elements of S must be 
linearly dependent over F. 

But what does it mean for the elements of S to be linearly depen­
dent over F? It means that there are scalars fo, Ii, ... , fn, not all zero, 
such thatfo . 1 + fl . a + ... + fn-l . an- 1 + fnan = O. View this as an 
equation, not concerning vectors and scalars, but as one concerning 
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elements of the field K: this says that there are elements fo, f1' ... , 
fn in F, not all zero, such that fnan + fn_1an-1 + ... + fia + fo = o. 
This is precisely what it means for a to be algebraic over F! Since a 
was an arbitrary element of K, we have proved the theorem. 0 

Here is an example that illustrates the proof of this theorem. 

Example 4.13 
Thke F = Q and K = Q( "f2). We know that [K : F] = 2. Suppose we 
wished to prove (without recourse to the statement of this theorem) 
that 1 + "f2 is algebraic over Q. Consider the set S = {1,1 + "f2, (1 + 
"f2i}. Following the ideas in the proof of the theorem, S must be Q­
linearly dependent, since S has three elements while [Q("f2) : Q] = 

2. Thus, there must exist rational numbers qo, q1, and q2, not all zero, 
such that q2(1 + "f2i + q1 (1 +"f2) + qo = O. Can we guess what these 
three rational numbers must be? Notice that (1 +"f2i = 3 + 2"f2 = 

2(1 + "f2) + 1. Hence, we find that (1 + "f2i - 2(1 + "f2) -1 = 0, that 
is, qo = -1, q1 = -2 and q2 = 1. Described alternatively, 1 + "f2 
satisfies the polynomial x2 - 2x - 1. 

Theorem 4.12 allows us to introduce one more concept. So far, 
given a field extension KIF, we have seen what it means for a single 
element a E K to be algebraic over F. Theorem 4.12 shows that if 
K is a finite-dimensional extension of F, then every element of K 
is algebraic over F. Motivated by this, let us make the following 
definition: 

Definition 4.14 
Let KIF be a field extension. Then K is said to be algebraic over F if 
every element of K is algebraic over F. 

(Thus, what is new in this definition is that the notion of be­
ing algebraic is being applied to a whole field, not just to a single 
element.) 

In particular, if K is a finite-dimensional extension of Q, then 
Theorem 4.12 shows that K is algebraic over Q. Finite-dimensional 
extensions of Q are called algebraic number fields and have been 
studied extensively. 
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Note that the converse of Theorem 4.12 is not true: it is possible 
for K to be algebraic over F and yet be infinite-dimensional over F! 
(See the remarks on algebraic numbers in the notes on page 116.) 

Our next chapter will be a review of polynomials. 

Exercises 

1. Prove that if KIF is a field extension with [K : F] = I, then K 
must equal F. (Hint: Assume that K f F. Then show that for any 
a in K that is not in F, a and 1 must be F-linearly dependent. 
Why is this a contradiction?) Now show that the converse is also 
true, that is, show that if K = F, then [K : F] = 1. 

2. Suppose KIF is a field extension such that [K : F] = P for some 
prime p. If L is a field such that F ~ L ~ K, prove that either 
L = F or L = K. (Hint: What can you say about [L : F] and 
[K : L]?) 

3. Discover a polynomial with rational coefficients that the fol­
lowing complex numbers satisfy: (a) 1 + ./2, (b) ./2 + ../3, (c) 
./2 + ../3 + 0i, (d) 2 + ../3~, and (e) i + ../3. 

4. Prove that if a is an algebraic number, then 1 I a is also algebraic. 
(Hint: Consider any nonzero polynomial with rational coeffi­
cients that a satisfies. How can you manipulate this polynomial 
to arrive at a polynomial satisfied by 1 I a?) 

5. Prove that if a is a transcendental number, then an is also 
transcendental for all nonzero integers n. 

6. If a is a transcendental number, prove that tQ[a] is not a field, so in 
particular, tQ[a] f tQ(a). (Hint: Assume to the contrary that tQ[a] 
is a field. Then the (nonzero) element a should have its inverse 
in tQ[a]. Hence, II a = Co + cIa + ... + cnan for some integer n 
(n :::: 0) and some rational numbers Co, CI , ... , Cn. Multiply through 
by a and bring all terms to one side. Why do you arrive at a 
contradiction? Where in your proof are you using the assumption 
that a is transcendental over F?) 
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7. This exercise is designed to show that if a complex number ex is 
algebraic over Q[.J2], then it is also algebraic over Q. 
(a) Given any element x = a + 'b.J2 in Q[.J2], let x denote the 

element a - b.J2. 
i. Prove that for any x E Q[.J2] both x + x and xx are rational 

numbers. 

ii. Show that for any two elements x and y in Q[ .J2], xy + xy 
is also a rational number. 

(b) Letf(x) = fnxn + fn_lXn-1 + ... + fo be a polynomial with co­
efficients in Q[ .J2]. Let K be as in part 7a above, and let f(x) 
denote the polynomialfnxn + fn_lXn-1 + ... + fo, which is also 
a polynomial with coefficients in Q[ .J2]. Prove that all the co­
efficients of the polynomial f(x)f(x) (that is, the polynomial 
obtained by multiplying out f(x) and f(x)) are rational num­
bers. (Hint: Look at the coefficients of the product f(x)f(x) 
and apply the results of part 7a. For instance, the highest 
coefficent is fnfn, which by part 7(a)i, is a rational number.) 

(c) Now use the first part to prove the assertion at the beginning 
of this problem, that is, show that if a complex number ex is 
algebraic over Q[.J2], then it is also algebraic over Q. (Hint: 
Apply the result of part 7b above to any polynomial with 
coefficients in Q[.J2] satisfied by ex.) 

A more general statement is true: If K is any sub field of C that 
is algebraic over Q, and if a complex number ex is algebraic over 
K, then ex is also algebraic over Q! You will be asked to prove this 
in the special case where KIQ is finite-dimensional in Exercise 
6 in Chapter 6. 

8. The following result finds use in algebraic geometry (where it 
is an ingredient in the proof of a theorem known as the "Going 
Up Theorem"). Let K be a field, and let R be a subring of K. 
Suppose that every element of K satisfies a polynomial whose 
coefficients are in R and whose highest degree coefficient is I, Show 
that R is actually a subfield of K. (Hint: R is an integral domain­
why?-so you only need to prove that for every nonzero a E R, 
1 I a is also in R. The hypothesis shows that 1 I a will satisfy a 
suitable polynomial with coefficients in R; try to manipulate this 
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polynomial. Where will your argument break down if the highest 
degree coefficient is not I? Can you think of an example of a 
field K and sub ring R such that every element of K satisfies a 
polynomial with coefficients in R, yet R is not a field?) 

9. We saw (without prooft) in the text that e is transcendental. It 
follows from this that e cannot be rational (why?). This exercise is 
designed to give a direct and elementary proof of the irrationality 
of e. Recall that e is defined by the infinite series 1 + t + t + 
1. + ... 
3! 

(a) Prove that for any integer n ~ I, the infinite series (n~l) + 
1 1 . 

(n + l)(n+ 2) + (n+ l)(n+ 2)(n+ 3) + ... IS 

i. convergent, and 

ii. converges to a real number strictly between 0 and 1. 

(Hint: Notice that the given series is bounded term by term 
b th . 1 1 1 ) Y e senes (n+l) + (n+l)2 + (n+l)3 + .... 

(b) Assume to the contrary that e is rational, and write e = min, 
where m and n are integers and n f o. Since the series for e 
shows that e is positive, we may assume that both m and n are 
positive, so in particular, we may assume n ~ 1. Prove that 
the series considered in part 9a above must converge to an 
integer. (Hint: Breaking up the infinite series for e into two 

n 00 

parts, we find that min = L Iii! + L Iii!. Now multiply 
i=O i=n+l 

through by n!. What do you notice about n! . min and n! . 
n 

L lli!?) 
i=O 

(c) Conclude from parts 9a and 9b above that e must be irrational. 

10. This exercise deals with a very distinguished set of algebraic 
numbers, namely the various roots of unity. For any integer n, 
n ~ 2, letwn denote the complex number cos(2rrln) + i sin(2rrln). 
(It would be helpful for you to locate Wn on the complex plane 
for a few small values of n.) 

(a) For what values ofn is Wn a real number? 

(b) Bothw2 and w4 are familiar complex numbers-what are they? 
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(c) Show that w~ = I, but w~ F 1 for any integer k with 1 ~ k < n. 
(Hint: Recall what De Moivre's theorem tells you about how 
complex numbers multiply-(cos(O) + isin(O))i = cos(jO) + 
i sin(jO).) The complex number Wn is known as a primitive 
nth root of unity. (The word "primitive" refers to the fact that 
no positive power of Wn smaller than n equals 1. "Unity:' of 
course, is just an old word for I!) 

(d) Show that Wn satisfies the polynomial x n- 1 + x n- 2 + ... + 
x + 1. (Hint: You know that Wn satisfies xn - 1. What do you 
remember about how xn -1 factors? If you do not remember 
any factorization of xn - I, use long division to divide xn - 1 
by x-I. Now use the fact that Wn F 1.) Wn is thus an algebraic 
number! 

The various nth roots of unity are essential for determining 
the nth roots of complex numbers-see Exercise 6 in Chapter 
5 ahead. 

Notes 

Remarks on Theorem 4.2 Most beginning students are very 
daunted by this theorem and its proof, they seem so ... well, confusing! This 
is a very natural reaction, since you have not yet gotten used to switch­
ing back and forth between viewing field elements as just field elements, 
then viewing them as vectors, and then again viewing them as scalars! 
However, as with all abstract material, if you work constantly at trying to 
understand this new way of looking at things, you will eventually grasp 
it, and in fact, it will even seem very natural to you! 

But this does not mean that you drop everything else and focus on 
understanding this theorem; you would be better off using a layered ap­
proach. At the first reading, concentrate solely on understanding what 
the statement of the theorem is saying; ignore the proof. Once you un­
derstand the statement, you should move fonvard in the chapter, simply 
using the theorem when it is necessary (for instance, in the exercises). 
Come back later to the proof, and this time around, concentrate perhaps 
on understanding why [L : K] and [K : F] are finite if [L : F] is finite. 
Come back yet again, and maybe try to understand why A must have 
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precisely mn elements. Your next attack should perhaps be on why the 
elements of A span L as an F-vector space, and finally, you should try 
to understand why the elements of A are F-linearly independent. At no 
point do you sacrifice the rest ofthe chapter-you are constantly moving 
forward in the chapter even as you are trying to understand this theorem. 
Eventually, however, the theorem and its proof (and, as well, the rest of 
the chapter!) will become clear to you. 

The trick, in brief, is to feed yourselves difficult material only in small 
doses! 

Remarks on Algebraic Numbers The theory of algebraic numbers 
is a vast area of mathematics that has been explored very deeply in the 
past two centuries. It is a topic that arises very naturally-solutions to 
polynomial equations (whose coefficients are rational numbers) are all 
algebraic numbers! 

It is not too hard to prove (see Exercise 7 in Chapter 6) that if a and fJ 
are two algebraic numbers (with fJ f 0), then so are a ± fJ, afJ, and al fJ. 
It follows from this that the set of algebraic numbers forms a field! Write 
Q for this field. Q is, of course, a sub field of C that contains Q, and it 
has the following remarkable property: every polynomial equation with 
coefficients in Q has a solution in Q! (You may know that C also has this 
property, but here is a smaller field than C that has such a property.) 

Of course, although Q is definitely smaller than C (it does not contain 
any transcendental numbers, for instance), it is still a huge field-it is 
infinite-dimensional over Q. (Thus, Q is a counterexample to the converse 
of Theorem 4.12, since every element ofQ is algebraic over Q.) But then 
again, when looked at in a different light, Q does not seem all that big - for 
those of you who are familiar with the notion of cardinality of sets, Q has 
the same cardinality as Q. 

Let K be any finite extension of Q (in other words, using the terminol­
ogy introduced in the text, let K be any algebraic number field). Associated 
to K in a canonical way is a certain subring of K, RK , which contains Z, and 
is known as the ring of algebraic integers in K. This ring has been studied 
quite extensively. A fundamental question about algebraic number fields 
is whether the notion of unique prime factorization (which is so central 
to Z) continues to hold in the ring of algebraic integers RK of a given 
algebraic number field K. There are some very familiar algebraic num­
ber fields K for which unique prime factorization does not hold in RK! You 
have already seen an example of this in Exercise 10 of Chapter 2-the ring 
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Z[.J=5] of that exercise is precisely the ring of algebraic integers of the 
field Q( .J=5). It was an old problem of Gauss to determine all the fields of 
the form Q( "fd) (for negative integers d) whose ring of algebraic integers 
admitted unique prime factorization. It is known now that the only such 
fields are those with d = -I, -2, -3, -7, -11, -19, -43, -67, -163. 

Isn't this fascinating? If you agree, then you should pursue number 
theory further! 

Remarks on 'ftanscendental Numbers This may seem surpris­
ing: there are tons of transcendental numbers! Th make this more precise, 
we need some notions from set theory, specifically those connected with 
the cardinality of sets. For those familiar with such notions, recall that the 
rationals form a countable set, while the complexes are uncountable. (A set 
S is said to be countable if there exists a bijection between the integers 
and S. Loosely speaking, this means that there are "as many" elements 
in S as there are integers. An uncountable set, on the other hand, is to be 
thought of intuitively as being "very much bigger" than the integers. Thus, 
there are "only as many" rational numbers as there are integers, but "lots 
and lots" of complex numbers!) Now recall what we said earlier. Q, the 
set of all algebraic numbers, has the same cardinality as Q. This means 
that Q is countable, that is, there are "only as many" algebraic numbers 
as there are integers. The entire set of complex numbers, on the other 
hand, is uncountable, that is, it is "very much bigger" than the integers. 
Since every complex number that is not algebraic is transcendental, car­
dinality arguments then show that the set of transcendental numbers is 
also uncountable, that is, the set of transcendental numbers is also "very 
much bigger" than the integers. In particular, the set of transcendental 
numbers is "very much bigger" than the set of algebraic numbers. 



Polynomials 
CHAPTER 

Let F be an arbitrary field. We will study the polynomial ring F[x] in 
this chapter. We will consider what it means for one polynomial to 
divide another, and we will formalize the process of long division. 
We will consider the notion of irreducibility of polynomials, and 
we will see that F[x] behaves remarkably like the integers when it 
comes to factorizations of polynomials, with irreducible polynomials 
playing the role of prime numbers. In fact, we will prove that every 
polynomial factors into a product of irreducible polynomials, and 
that the irreducible polynomials that occur in this factorization are 
unique in a suitable sense! We will end with a discussion on the 
number of roots of a given polynomial. 

We remark that the degree of a nonzero polynomial in F[x], as 
well as its highest coefficient, are defined exactly as in lR[x] (Example 
2.7.7). Also, just as in lR[x], the degree of the zero polynomial is 
not defined. Finally, as described in the remarks on Example 2.7.7 
on page 60 in the notes to Chapter 2, the degree of the product of 
two polynomials is just the sum of the degrees of each polynomial. 
In particular, F[x] is an integral domain: if [(x) and g(x) are two 
nonzero polynomials, then [(x)g(x) is a polynomial of degree equal 
to degCf(x)) + deg(g(x)), so [(x)g(x) cannot be the zero polynomial. 
There is a nice consequence of this: by Lemma 2.19, we can always 
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cancel polynomials from both sides of an equation! 
Let us start with the process of division. Let us invoke our expe­

rience with the set of polynomials with coefficients in the rationals, 
that is, Q[x]. We are all familiar with the long division process. What 
do we do when we divide a polynomial [(x) E Q[x] by another poly­
nomial g(x) E Q[x] using long division? We find a quotient q(x) and a 
remainder rex), that is, we find polynomials q(x) and rex) such that 
[(x) = q(x)g(x) + rex). For instance, when we divide x3 + x2 + 1 by 
2x2-1, the quotient is (112)x + 112 and the remainder is (112)x + 3/2. 
(Check!) On the other hand, when we divide x2 - 1 by x3 + x2 + I, we 
observe that the degree of x2 - 1 is less than the degree of x3 + x2 + I, 
and we simply say that the quotient is 0 and the remainder is x2 - 1 
(that is, x2 - 1 = o· (x3 + x2 + 1) + x2 - 1). As yet another example, 
when we divide x3 - 1 by x - I, we find that x-I divides exactly into 
x3 - I, with quotient x2 + x + 1. We say that the remainder rex) in 
this situation is o. 

Why does this algorithm work? In other words, given polyno­
mials [(x) and g(x), why do the two polynomials yielded by the 
algorithm-the one at the top of the long division table, "q(x):' and 
the one at the bottom of the long division table, "r(x)"-satisfy the 
relation [(x) = q(x)g(x) + rex)? Also, what can we say about rex) in 
relation to g(x)? 

Th answer these questions, let us take a specific example: let us 
consider the division of X4 + x3 + x2 + X + 1 by 2X2 + 1. 

Example 5.1 

Ix2 + Ix + 1 
2 2 4 

2X2 + 1 ) X4 + x3 + x2 + X + 1 
X4 + Ix2 

2 

x3 + Ix2 
2 + X + 1 

x3 + Ix 
2 

Ix2 lx + 1 
2 2 
lx2 + I 
2 4 

-1 + 3 
T X 4" 
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When did we stop? We stopped when the result of the subtraction 
(that we do at every stage) had a degree less than that of 2X2 + I, and 
we called the result of this last subtraction (namely (-I12)x + (3/4)) 
the remainder. 

Also, do the two polynomials yielded by this long division­
(I12)x2 + (I/2)x + (1/4) and (-I/2)x + (3/4)-satisfytherelation 

X4 + x3 + x2 + X + 1 = ((I/2)x2 + (I/2)x + (1/4)) (2X2 + 1) + 

(( -I12)x + (3/4))? 

This.can be verified by direct multiplication, but here is another way 
of seeing it. Looking at the polynomials involved in the first stage of 
the long division process, we have 

1 1 
(-x2)(2x2 + 1) = X4 + _x2 

2 2 
1 

= (X4 + x3 + x2 + X + 1) - (x3 + _x2 + X + 1), 
2 

where the last equality follows from the fact that (X4 + x3 + x2 + X + 
1) - (X4 + (I/2)x2) (x3 + (1I2)x2 + X + 1). We rearrange this to 
read 

X4 + x3 + x2 + X + 1 = (~X2) (2X2 + 1) + (x3 + ~X2 + X + 1). (5.1) 

Now work inductively. By the same sort of an argument, we find 
from the second stage that 

x3 + ~X2 + X + 1 = (~x) (2X2 + 1) + (~X2 - ~x + 1) . (5.2) 

Similarly, we find from the third stage that 

1 2 1 1 2 (-1 3) -x - -x + 1 = -(2x + 1) + -x + - . 
2 2 4 2 4 

(5.3) 

Now add the three equations 5.1, 5.2, and 5.3 together. What do 
we find? The last term of equation 5.1 cancels with the left-hand side 
of equation 5.2, and the last term of equation 5.2 cancels with the 
left-hand side of equation 5.3! Collecting all the terms multiplying 
2X2 + 1 into one polynomial, we find that X4 + x3 + x2 + X + 1 
((I12)x2 + (l12)x + (1/4)) (2X2 + 1) + (( -l12)x + (3/4))! 
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In general, when we divide a polynomial [(x) by g(x) by using 
long division, the polynomial that we get at every stage as a result 
of the subtraction step will have degree less than the corresponding 
polynomial at the previous stage. Since the degree decreases at every 
stage, it is clear that after a certain number of stages, the polynomial 
that results from the subtraction step must either have degree less than 
that o[g(x) or must become zero. We stop the long division process at 
this stage and call the result of this last subtraction the remainder 
rex). We call the polynomial that we obtain at the top of the long 
division table the quotient q(x). In particular, if [(x) already has de­
gree less than that of g(x), we stop immediately, setting q(x) = 0 and 
rex) = fcx). The polynomials q(x) and rex) will satisfy the relation 
[(x) = q(x)g(x) + rex). (This is of course clear if degCf(x)) < deg(g(x)) 
since q(x) = 0 and rex) = [(x) in this case. For the general case, the 
relation [(x) = q(x)g(x) + rex) can be established by an argument 
exactly as in Equations 5.1, 5.2, and 5.3.) 

We have thus seen that if [(x) and g(x) are two polynomials in 
Q[x] with g(x) f 0, then using long division, one can always find 
polynomials q(x) and rex) in Q[x] such that [(x) = q(x)g(x) + rex) 
with either rex) = 0, or 0 :::; deg(r(x)) < deg(g(x)). 

Now a natural question arises. Given [(x) and g(x) as above, the 
division algorithm certainly yields polynomials q(x) and rex) such 
that [(x) = q(x)g(x) + rex) with either rex) = 0, or 0 :::; deg(r(x)) < 
deg(g(x)). But perhaps by an alternative process, could we not have 
found two different polynomials, say q'(x) and r'(x), such that [(x) = 

q'(x)g(x) + r'(x) with either r'(x) = 0, or 0 :::; deg(r'(x) < deg(g(x))? 
The answer is no! 1b see why this must be so, suppose that an alter­
native process did yield polynomials q'(x) and r'(x) with the stated 
properties. Then 

fcx) = q(x)g(x) + rex) = q'(x)g'(x) + r'(x), 

so 

(q'(x) - q(x))g(x) = rex) - r'(x). (5.4) 

Now suppose q'(x) f q(x). Then q(x) - q'(x) is a nonzero poly­
nomial, so (q'(x) - q(x))g(x) f 0, and moreover, the degree of 
lq'(X) -q(x))g(x) is at least equal to the degree ofg(x). (Why?) On the 
other hand, each ofr(x) and r'(x) has degree less than that of g(x) or 
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is the zero polynomial, so rex) - r'(x) also has degree less than that 
of g(x) or is the zero polynomial. (Check!). Since (q'(x) - q(x))g(x) 
has to equal rex) - r'(x), this is a contradiction. Hence q'(x) must 
equal q(x), and it then follows from Equation 5.4 that r'(x) must also 
equal rex). 

We describe the fact that q'(x) must equal q(x) and r'(x) must 
equal rex) by saying that q(x) and rex) are the unique polynomials 
that satisfy the relationf(x) = q(x)g(x) + rex) and have the property 
that either rex) = 0 or 0 ~ deg(r(x) < deg(g(x)). 

So far, we have been working with polynomials whose coeffi­
cients are rational numbers. What if we had an arbitrary field F, 
and we considered polynomials f(x) and g(x) with coefficients in 
F? Would we still be able to find a quotient polynomial q(x) and a 
remainder rex)? The answer is yes-one would just have to perform 
the same sort oflong division that we do with polynomials in Q[x], 
except that all the coefficients would now come from the field F. As 
with Q[x], we would stop the long division process when the result 
of the subtraction step either has degree less than that of g(x) or 
is zero, and we would call the result of this last subtraction the re­
mainder rex). We would call the polynomial that we would obtain at 
the top of the table the quotient q(x). The same arguments as in the 
case of Q[x] would show that the polynomials q(x) and rex) satisfy 
[(x) = q(x)g(x) + rex) and are unique. 

We summarize these discussions in the following: 

Theorem 5.2 (Division Algorithm) 
Let F be an arbitrary field and [(x) and g(x) be in F[x], with g(x) f o. 
Then there exist unique polynomials q(x) and rex) in F[x] with either 
rex) = OorO ~ deg(r(x)) < deg(g(x)), such that [(x) = q(x)g(x)+r(x). 

(See the notes on page 147 for a discussion on the division 
algorithm in R[x], where R is an arbitrary ring.) 

Now let us consider a special case of the division algorithm that 
will be quite useful. This is the case where the polynomial g(x) is 
of the form x - a for some a in F. But first, we will legitimize the 
process of substitution of values for x in the following lemma. 

Lemma 5.3 (Evaluation Homomorphism) 
Let [(x) and g(x) be arbitrary polynomials in F[x], and let p(x) 
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f(x)g(x) and let q(x) = f(x) + g(x). Then, for any a in F, we have 
pea) = f(a)g(a) and q(a) = f(a) + g(a). 

n 
(Here, if f(x) = 'Lfixi, then f(a) is the element obtained by 

i=O 
n 

substituting a for x in f(x), that is, f(a) = 'Lfiai. Note that since 
i=O 

n 
each termfiai is in F, f(a) = 'Lfiai is an element ofF.) 

i-O 
The proof is easy and will be assigned to you as Exercise 1 at 

the end of this chapter. What this lemma says is that substituting 
a for x in the product (or sum) of two polynomials is the same as 
substituting a for x in each of the two polynomials and multiplying 
(or adding) the results together. Furthermore, this lemma can be 
used repeatedly (and we will do so below). Let f(x), g(x), and hex) 
be three polynomials, and let p(x) = f(x)g(x) + hex). Write q(x) 
for f(x)g(x), so p(x) = q(x) + hex). The lemma shows that pea) = 

q(a) + h(a). Applying the lemma once again to q(x), q(a) = f(a)g(a). 
Putting this together, we find thatp(a) = f(a)g(a) + h(a). 

Now let us revert to the division algorithm and consider the result 
of dividing a polynomial f(x) by a polynomial of the form x - a, 
where a is an arbitrary element of F. The algorithm tells us that 
there exist unique polynomials q(x) and rex) with rex) = 0 or with 
0.:::: deg(r(x)) < deg(g(x)) such thatf(x) = q(x)(x - a) + rex). Notice 
that the remainder rex) must be a constant. (Why? Can the constant 
equal zero?) Substituting x = a, the discussion following Lemma 5.3 
above shows us that f(a) = q(a)(a - a) + rea), that is, f(a) = rea). 
Since rex) is just a constant, rea) isjust rex) (there is no "x" in rex) for 
us to substitute a for!). In other words, f( a) is precisely the remainder 
rex). We summarize this in the following corollary to the division 
algorithm: 

Corollary 5.4 
Let f(x) be a polynomial in F[x], and let a be an element of F. Then the 
remainder obtained by dividing f(x) by x - a is just f(a). 

Definition 5.5 
Given a nonzero polynomial f(x) E F[x], an element a E F is said to 
be a root off(x) iff(a) = o. 
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Observe that Corollary 5.4 above shows that if a is a root of [(x), 
then [(x) must equal (x - a)q(x) for a suitable polynomial q(x). Con­
versely, if [(x) = (x - a)q(x) for some polynomial q(x) E F[x), then 
[(a) = (a - a)q(a) = 0, so a is a root of [(x). 

Example 5.6 
If F is any field, then every linear polynomial in F[x) has exactly one 
root in F. For let the linear polynomial be given by [(x) = ax + b, 
where a f o. Then [( -b/a) = 0, so -b/a is a root of [(x), and of 
course, -b/a E F. Conversely, let t E Fbe a root of [(x). Then[(x) = 

ax + b = (x-t)g(x) for some g(x) E F[x). Comparing degrees, we find 
thatg(x) is a constant, say go. Comparing the highest coefficients on 
both sides, we find that go = a. Next, comparing the constant terms 
on both sides, we find that -tgo = b, and so t = -go/b = -a/b. 
Thus, -alb is the only root of ax + b. 

(Can a nonzero constant polynomial have a root?) 
More generally, let us consider the case where g( x) is an arbitrary 

polynomial and where the remainder obtained by dividing [(x) by 
g(x) is zero. 

Definition 5.7 
Given polynomials [(x) and g(x) in F[x] with g(x) f 0, we say that 
g(x) divides [(x), or g(x) is a [actor of [(x), if[(x) = q(x)g(x) for some 
polynomial q(x) in F[x). 

(For instance, if a is a root of [(x), then our discussions above 
show that x - a divides [(x).) 

Notice that the definition of divisibility we gave above for poly­
nomials is identical to the corresponding definition of divisibility in 
the integers (Definition 1.1 of Chapter 1). This should not be surpris­
ing. After all, this definition captures our intuitive notion of what it 
means for one element to divide another, and this intuitive notion is 
the same, whether we are working with the integers or are working 
with polynomials over a field. More generally, the same definition of 
divisibility would apply to any commutative ring-if R is any com­
mutative ring, we would say that a nonzero element d divides an 
element a if there exists another element b E R such that db = a. 
(Why is commutativity an issue? How would you modify the notion 
of divisibility if your ring were not commutative?) This illustrates the 
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general principle alluded to at the beginning of Chapter 2 (see page 
29), that abstraction codifies phenomena that occur simultaneously 
in several mathematical sets. 

For instance, the following lemma should remind you of Lemma 
1.2 in Chapter 1. 

Lemma 5.8 
If d(x) is a nonzero polynomial such that d(x) I a (x) and d(x)lb(x) for two 
polynomials a(x) and b(x), then for any two polynomials p(x) and q(x), 
d(x)I(p(x)a(x) + q(x)b(x)). 

The proof is identical to the proof of Lemma 1.2 in Chapter I, 
and we will omit it. The lemma applies to any commutative ring-if 
R is any commutative ring and if a nonzero element d of R divides 
two elements a and b of R, then d divides pa + qb for all p and q in 
R. 

Th develop a theory- of factorization of polynomials, we need to 
develop first the concept of the greatest common divisor of two poly­
nomials. Let us review how we developed the greatest common 
divisor in the case of the integers. Given two nonzero integers a 
and b, we observed (see the discussion just before Definition 1.5 in 
Chapter 1) that the number of common divisors of a and b is finite, 
and because of this finiteness, we were guaranteed that there would 
be one common divisor that would be larger than all the rest. We 
defined this particular (largest) common divisor to be the greatest 
common divisor of a and b. 

In the case of polynomials, there is no good notion of one poly­
nomial being larger than another polynomial (see the notes on page 
148 for some remarks this), so we cannot define the greatest com­
mon divisor of two polynomials to be the largest of all the common 
divisors. What is the alternative? 

As described in the remarks on the greatest common divisor on 
page 27 in the notes to Chapter I, it is possible to turn Corollary 
1.7 around and use it to define the greatest common divisor of two 
nonzero integers a and b as that positive integer d such that d is a 
common divisor of a and b, and such that every common divisor 
of a and b divides d. Of course, we ourselves did not go this route 
while defining the greatest common divisor of two integers, but we 
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observed on page 27 in the notes to Chapter 1 that many textbooks 
use this definition, and that they do so because it generalizes (with 
a minor modification) to other number systems where a notion of 
"largest" common divisor may not exist. The ring F[x] is certainly 
one place where a good notion of "largest" common divisor does 
not exist, and we will hence define the greatest common divisor as 
follows: 

Definition 5.9 
Given two nonzero polynomials [(x) and g(x) in F[x], a polynomial 
d(x) is said to be a greatest common divisor (g.c.d.) of [(x) and g(x) if 
1. d(x) divides both [(x) and g(x), and 
2. ifh(x) is any polynomial that divides both [(x) andg(x), then hex) 

divides d(x). 

(See the notes on page 148 for some remarks on an alternative 
definition of the greatest common divisor.) 

Notice that we left out the stipulation that the greatest common 
divisor be positive. Once again, this is because there is no good 
notion of one polynomial being greater than the zero polynomial 
(which is exactly it would mean for a polynomial to be positive). 

Notice, too, that this definition does not address the issues of the 
existence and the uniqueness of the greatest common divisor of two 
polynomials. (How do we know that there exists a common divisor 
of [(x) and g(x) that is divisible by every other common divisor? 
Or for that matter, what if it turns out that there are several com­
mon divisors offCx) andg(x), each divisible by every other common 
divisor?) 

Let us consider the uniqueness question: If d(x) and d'(x) are 
two greatest common divisors of [(x) andg(x), is there a connection 
between d(x) and d'(x)? Mustd(x) equal d' (x) ? Well, by the first part of 
Definition 5.9, d(x) and d'(x) each divide both [(x) and g(x). Hence, 
by the second part of the same definition, d(x) (being a common 
divisor of[(x) andg(x)) must divide d'(x), and d'(x) (being a common 
divisor of [(x) andg(x)) must divide d(x). Hence d'(x) = d(x)q(x) for 
some q(x) E F[x], and d(x) = d'(x)q'(x) for some q'(x) E F[x]. Thus, 
d(x) = d(x)q(x)q'(x), or 1 = q(x)q'(x). This forces both q(x) and 
q'(x) to have degree 0 (why?), so q(x) and q'(x) must be constants! 
Thus, d'(x) must just be a constant times d(x), or in other words, any 
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two greatest common divisors of f(x) and g(x) must only differ by a 
constant factor. 

Conversely, it easy to see that if d(x) is a greatest common di­
visor of f(x) and g(x), and if c is any nonzero element of F, then 
cd(x) is also a greatest common divisor off(x) andg(x). Let us check 
this. We need to verify that cd(x) also satsifes Definition 5.9. Since 
d(x) is a greatest common divisor of f(x) and g(x), d(x) If(x) , and 
consequently, f(x) = d(x)p(x) for some polynomialp(x). We rewrite 
this as f(x) = (cd(x)) (c-1p(x)), which shows that cd (x) If (x). We can 
similarly see that cd(x)lg(x), so cd(x) is indeed a common divisor of 
f(x) andg(x). Now suppose that hex) is a common divisor off(x) and 
g(x). Then hex) must divide d(x) since d(x) is a greatest common 
divisor off(x) andg(x), and hence d(x) = h(x)q(x) for some polyno­
mial q(x). We rewrite this as cd(x) = hex) (cq(x)), which shows that 
hex) divides cd(x). Thus, cd(x) satisfies Definition 5.9 and is also a 
greatest common divisor of f(x) and g(x). 

What this discussion shows is that the greatest common divisor of 
two nonzero polynomials is not truly unique, it is only determined up 
to a constant multiple. We describe this by saying that the greatest 
common divisor of two nonzero polynomials is unique up to constant 
multiples, and we often talk of the greatest common divisor of two 
polynomials, with the understanding that we are only specifying it 
up to a constant multiple. 

We still have the first question to settle-must a greatest common 
divisor always exist? The following theorem, which is quite similar 
to Theorem 1.6, shows that the answer is yes! 

Theorem 5.10 
Let f(x) and g(x) be two nonzero polynomials in F[x]. Let 5 = 

{a(x)f(x) + b(x)g(x) I a(x), b(x) E F[x], anda(x)f(x) + b(x)g(x) f O} 
Let d(x) be any element of 5 ofleast degree. Then d(x) is a g.c.d. off (x) 
and g(x). Moreover, every element of 5 is divisible by d(x). 

Proof Observe first that 5 is nonempty-it contains both f(x) and 
g(x) (why?). Now let d(x) be any element of 5 of least degree. We 
need to show that d(x) satisfies the two requirements for being a 
greatest common divisor of f(x) and g(x). 

First, since d(x) is an element of 5, there exist polynomials pCx) 
andq(x) inF[x] such thatd(x) = pCx)f(x) + q (x)g (x). Suppose thatd(x) 
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does not divide [(x). Then, by the division algorithm, we can write 
fCx) = h(x)d(x) + rex) for some polynomials hex) and rex) in F[x] with 
o ~ deg(r(x)) < deg(d(x)) and rex) f O. (Why is rex) f O?) Writing 
d(x) as p(x)[(x) + q(x)g(x) , we find that rex) = (1 - p(x)h(x))fCx) + 
(-q(x)h(x))g(x). Thking a(x) = 1 - p(x) and b(x) = -q(x), we find 
that rex) is of the form a(x)[(x) + b(x)g(x) , and since rex) f 0, rex) 
satisfies the requirements for being a member of S. But rex) has 
a lower degree than d(x), and d(x) was a polynomial in S ofleast 
degree. Since this is a contradiction, d(x) must divide [(x). A similar 
argument shows that d(x) must divide g(x) as well. 

Thus d(x) satisfies the first requirement for being a greatest com­
mon divisor of [(x) and g(x). Now suppose e(x) is any polynomial 
in F[x] that divides both [(x) and g(x). Then [(x) = e(x)s(x) and 
g(x) = e(x)t(x) for suitable polynomials sex) and t(x) in F[x]. Then 
d(x) = p(x)[(x) + q(x)g(x) = e(x) (p(x)s(x) + q(x)t(x)) , so e(x) divides 
d(x). Thus, d(x) is indeed a greatest common divisor of [(x) andg(x). 

For the last statement of the proof, observe that since d(x) di­
vides both [(x) and g(x) by the first part of the theorem, [(x) = 

h(x)d(x) and g(x) = k(x)d(x) for suitable polynomials hex) and k(x) 
in F[x]. Hence, every a(x)[(x) + b(x)g(x) in S can be written as 
d(x)(a(x)h(x) + b(x)k(x)) and is hence divisible by d(x). D 

For example, x-I is a g.c.d. of x2 - 1 and x3 - 1. Let us see how 
this follows from the theorem above. Note that x-I = (1)· (x3 -

1) + (-x)· (x2 -1). Does this make x-I a g.c.d. ofx2 -1 andx3 -I? 
Not yet. We need to show that x-I has the least degree in the set 
S of the theorem. Suppose x-I is not of least degree. Then since 
deg( x-I) = I, the least degree in S can only be zero, that is, "the" 
g.c.d. of x2 - 1 and x3 - 1 must be 1. But note that x-I divides both 
x2 - 1 and x3 - 1. This means that x-I must divide the g.c.d, so the 
g.c.d. cannot be a constant. Hence the least degree in S must indeed 
be I, so x-I is indeed "the" g.c.d. of x2 - 1 and x3 - 1. 

We remarked in the paragraph above that even though a poly­
nomial hex) may be expressible as a(x)[(x) + b(x)g(x) for suitable 
polynomials a(x) and b(x), we cannot conclude from this that hex) 
must be the greatest common divisor of [(x) and g(x), since for all 
we know, there may be a polynomial of lower degree in the set S 
of Theorem 5.10 above. Now here is a question: if you know that 
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the constant polynomial 1 is in the set S, can you conclude that the 
greatest common divisor of f(x) and g(x) is I? 

This immediately leads to the analog of yet another concept from 
the integers. 

Definition 5.11 
Two polynomials f(x) and g(x) in F[x] are said to be relatively prime 
if 1 is a g.c.d. of f(x) and g(x). 

Note that 1 is a g.c.d. of f(x) and g(x) if and only if c is a g.c.d of 
f(x) and g(x), where c is any nonzero constant. (Why?) 

We immediately have the following: 

Corollary 5.12 
TWo polynomials f(x) and g(x) in F[x] are relatively prime if and only 
if there exist polynomials p(x) and q(x) in F[x] such that p(x)f(x) + 
q(x)g(x) = 1. 

Proof By now, you should be able to prove this yourselves! (See the 
question two paragraphs before Definition 5.11 above.) 0 

For instance, x -1 and x are relatively prime, since 1 . (x) + (-1)· 
(x - 1) = 1. Similarly, x2 + 1 and x3 - 1 are relative prime since 
(X4 - x2 + 1 )(x2 + 1) + (-x3 - 1 )(x3 - 1) = 2. (Why is it sufficient 
to get 2 on the right-hand side to conclude that x2 + 1 and x3 - 1 are 
relatively prime?) 

We will find the following useful. Notice the similarity with 
Lemma l.10 of Chapter 1. 

Lemma 5.13 
If f(x), g(x), and hex) are three polynomials in F[x] such that 
f(x)lg(x)h(x) and gcdCf(x), g(x)) = I, then f(x)lh(x). 

Proof Study the proof of Lemma 1.10 and furnish a proof your­
selves! 0 

The next step in our quest for a theory of factorization of poly­
nomials is to develop the analog of prime numbers. We address this 
now. 

Let us start with an example. Consider the polynomial f(x) = 
2x + 1 in Q[x]. Suppose we could factor it as f(x) = g(x)h(x) for some 
polynomials g(x) and hex) in Q[x]. Since the degrees of g(x) and hex) 
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must add up to the degree off(x), and since the degree off(x) is I, we 
find either g(x) must have degree 0 or hex) must have degree O. What 
are the polynomials of degree O? They are the nonzero constants! 
Thus, the only way we can factor 2x + 1 is by having one of the 
factors be a constant. (As examples of such factorizations, we have 
2x + 1 = 2(x + 112), or, 2x + 1 = (112)( 4x + 2, etc.) Notice that if one 
of the factors is a constant, then the other factor must have the same 
degree as f(x), and this is indeed borne out by the two examples 
above. 

Now, the idea behind factorization is to take a polynomial and 
write it as a product of polynomials that are in some sense sim­
pler than the original polynomial. What could we possibly mean 
by "simpler?" Certainly one way in which the factors could be sim­
pler than the original polynomial is if they were of smaller degree 
than the original polynomial. In the case of the polynomial 2x + 1 
above, we found that no matter which factorization we choose, one 
of the factors must always have the same degree as 2x + I, since the 
other factor must always be a constant. Such a factorization is re­
ally not of much help, since effectively, all we have done is factored 
a constant out of 2x + 1. We think of this as a trivial factorization, 
and we say that 2x + 1 can only be factored trivially. (This is anal­
ogous to the following situation in the integers: 2 can be factored 
as either 1 . 2 or -1 . - 2, but neither of these factorizations breaks 
2 down into a product of "simpler" integers. In other words, these 
are just "trivial" factorizations of 2.) There is a concept behind this 
phenomenon: 

Definition 5.14 
We say that a nonconstant polynomial f(x) in F[x] is irreducible if 
whenever [(x) = g(x)h(x) for some g(x) and hex) in F[x], then either 
g(x) or hex) must be a constant. (A factorization into two polynomials, 
one of which is just a constant, is known as a trivial factorization.) 
Similarly, we say that f(x) is reducible if f(x) = g(x)h(x) for some 
g(x) and hex) in F[x], where neither g(x) nor hex) is a constant. (A 
factorization into two polynomials, neither of which is a constant, is 
known as a nontrivial factorization.) 

Our example above shows that the polynomial 2x + 1 in Q[x] 
is irreducible. More generally, any polynomial of degree 1 is irre-
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ducible. (Why?) On the other hand, the polynomial x2 - 1 in Q[x] is 
reducible, since x2 - 1 factors as (x - 1 )(x + 1), a nontrivial factoriza­
tion. Irreducible polynomials will turn out to be the analog of prime 
numbers. We will soon see that every polynomial can be factored 
into a product of irreducibles. 

Notice that the definition of irreducibility only applies to non­
constant polynomials. We do not think of the constant polynomials 
as either reducible or irreducible. (This is analogous to the following 
situation with the integers-we think of 1 neither as a prime nor as 
a composite.) 

An important feature of irreducibility comes to light when we 
have a field extension KIF and we consider polynomials in F[x]. 
Here is a specific example: Consider the field extension Q( vIz)!Q, 
and consider the polynomial x2 - 2. Since x2 - 2 has its coefficients 
in Q, it clearly is an element of Q[x]. On the other hand, since Q s; 
Q( viz), we can consider the coefficients of x2 - 2 as elements of 
Q( viz), so x2 - 2 E Q( viz) [x] as well. Now, as an element ofQ[x], x2 - 2 
is irreducible (see Example 5.15.3 below). However, when viewed as 
an element ofQ( vIz)[x], x2 - 2 becomes reducible-it factors as (x­
vIz)( x + viz)! Thus, reducibility and irreducibility are only defined within 
the context of a given field F, and as this example shows, if KIF is a 
field extension, then the same polynomial f(x) with coefficients in F 
may be irreducible as an element of F[x], but may become reducible 
as an element of K[x]. Th emphasize the field that we are considering, 
we often say in the situation above that "f(x) is irreducible in F[X]," 
or "f(x) is irreducible over F:' Similarly, we say "f(x) is reducible in 
F[X]," or "f(x) is reducible over F:' 

Let us consider some examples of reducible and irreducible 
polynomials: 

Examples 5.15 

1. If F is any field, then every polynomial of degree 1 with coeffi­
cients in F is irreducible over F. (The same argument we used 
above for the irreducibility of 2x + lover Q works for any field.) 

2. Let F be any field and f(x) E F[x] be any polynomial of degree 
greater than 1. Iff(x) has a root in F, thenf(x) is reducible. For if 
a E F is a root of f(x) , then by Corollary 5.4, f(x) = (x - a)g(x) 
for some g(x) E F[x]. Since deg(f(x)) > 1 and deg((x - a)) + 
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deg(g(x)) = deg(f(x)), deg(g(x)) 2: I, so we have a nontrivial 
factorization of [(x). 

3. The polynomial x2 - 2 is irreducible in Q[x]. For suppose it is 
reducible. Then x2 - 2 = g(x)h(x) for some polynomials g(x) and 
hex) in Q[x], with neither g(x) nor hex) being constants. Both g(x) 
and hex) must hence be of degree 1. (Why?) Write g(x) = ax + b 
and hex) = cx + d for suitable a, b, c, and d in Q. (Why must a 
and c both be nonzero?) Since ~ satisfies x2 - 2 = 0, we find, 
on substituting ~ for x, that (a~ + b)(c~ + d) = O. Thus, 
either a~ + b = 0 or c~ + d = O. Why does this lead to a 
contradiction? 

4. In Example 3 above, the argument that x2 - 2 is irreducible over 
Q ultimately invoked the fact that ~ ¢ Q. In other words, the 
irreducibility of x2 - 2 over Q ultimately followed from the fact 
that the polynomial x2 - 2 has no root in Q. More generally, let 
F be any field, and let [(x) be any quadratic polynomial. Then 
[(x) is reducible if and only if [(x) has a root in F. For if [(x) has 
a root in F, then by Example 2 above, [(x) must be reducible. 
Conversely, if [(x) is reducible, then it must have a linear factor 
g(x). By Example 5.6 above, g(x) must have a root, say a. But if 
g(a) = 0, fCa) must also be zero. (Why?) 

5. Similarly, if F is any field and [(x) any cubic polynomial in F[x], 
then [(x) is reducible if and only if [(x) has a root in F. For 
as always, if [(x) has a root, then [(x) must be reducible as in 
Example 2 above. Conversely, if [(x) is reducible, once again, as 
in Example 4 above, [(x) must have a linear factor. (Why?) A root 
of this linear factor is then a root of [(x). 

6. Can you give an example of a fourth degree polynomial over 
a field F that is reducible over F but has no roots over F? Your 
example will thus show that Examples 4 and 5 cannot be extended 
to degrees higher than three. 

7. If[(x) E F[x] is irreducible over F, then for any nonzero constant 
c E F, the polynomial c[(x) is also irreducible. For assume that 
c[(x) is reducible, and let c[(x) = g(x)h(x), where neither g(x) 
nor hex) is a constant. Divide both sides by c. Why does this give 
you a nontrivial factorization of [(x)? Why is this a contradiction? 

In particular, suppose [(x) = cnxn + Cn_lX"-1 + ... + co. Write 
g(x) for the polynomial obtained by dividing [(x) by its highest 
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coefficient, Cn, that is, g(x) = xn + (cn_l/cn)xn-l + ... + (colcn). 
Then [(x) is irreducible if and only if g(x) is irreducible. A polyno­
mial such as g(x) whose highest coefficient is 1 is called a monic 
polynomial. 

8. Every cubic polynomial in R[x] is reducible over R (See Exercise 
3. Also, how is this example different from Example 5 above?) In 
particular, this shows that any cubic polynomial over Q that is 
irreducible over Q becomes reducible over R. 

9. (This is called the Fundamental Theorem of Algebra.) Every non­
constant polynomial [(x) E C[x] has a root in C. In other words, 
given any poly.nomial equation [(x) = 0 where the coefficients 
of [(x) are complex numbers, we can find a complex number 
a that will solve this equation. (In particular, this applies to 
any polynomial equation [(x) = 0 whose coefficients are real 
numbers-since R ~ C. We may treat [(x) as a polynomial in 
C[x], and the theorem then guarantees that we can find a com­
plex root. Note that even though the coefficients of [(x) are all 
real, the roots of [(x) may not be real. For example, x2 + 1 = 0 
has the roots ±i, neither of which is real.) This theorem was 
first proved by Gauss, who went on to give at least four differ­
ent proofs. We will not prove this theorem here since it requires 
techniques beyond the scope of this book. (See the notes on page 
149 for some remarks on the various proofs of this theorem.) It 
follows from this theorem and Example 2 above that if [(x) is 
any polynomial in C[x] of degree greater than I, then [(x) is re­
ducible. Described differently, the only irreducible polynomials 
in C[x] are the polynomials of degree 1. 

10. The Fundamental Theorem of Algebra allows us to prove some­
thing about R[x] that is considerably stronger than Example 8 
above. Every polynomial in R[x] o[ degree 3 or more is reducible in 
R[x]! See Exercise 10. 

Given a polynomial [(x) E F[x], how do we tell whether it is irre­
ducible? In general, this is very difficult. Over the rationals, there are 
certain tests (such as Eisenstein's Criterion-see the notes on page 
lS0)-that can be applied to certain polynomials to determine irre­
ducibility. The ad hoc nature of these tests prevents them, however, 
from being applicable to all polynomials. There is also a lengthy al-



5. Polynomials 135 

gorithm due to Kronecker for finding all the factors of a polynomial 
with integer coefficients; in particular, this algorithm will determine 
whether the polynomial is itself irreducible. This algorithm is too 
laborious to be carried out by hand, but is of course amenable to 
computer implementation. There is also the Rational Roots Test (see 
Exercise 4), which can be used to study the irreducibility of cubic 
polynomials with integer coefficients, as in the example below: 

Example 5.16 
Let us use Exercise 4 to show that the polynomialf(x) = 8x3 - 6x-
1 is irreducible over Q[x]. (This is a polynomial that arises in the 
proof of the impossibility of the trisection of an arbitrary angle by 
straightedge and compass alone.) First note that since f(x) is a cubic, 
Example 5 above shows that f(x) is irreducible if and only if it has 
no root in Q. SO assume to the contrary that fcx) is reducible. Then 
f(x) must have a root in Q, by Example 5. Let rls be a root, with r 
and s in Z and gcd(r, s) = 1. Note that the coefficients of f(x) are 
integers. Exercise 4 hence applies, and we find that r must divide 
-I, and s must divide 8. Thus, the only possibilities for rare ±1 and 
for s ±1, ±2, ±4, and ±8. Described differently, the only possible 
roots off(x) are ±1, ±1/2, ±1/4, and ±1/8. It is a simple matter to 
substitute each of these eight numbers for x and verify that none of 
these numbers is a root of f(x). Hence f(x) must be irreducible! 

We need to prove two facts about irreducibles before we tackle 
the factorization of polynomials into irreducibles. 

Recall that ifp is a prime number and b is any integer, then either 
p divides b or else p and b are relatively prime (see Lemma 1.12 of 
Chapter 1) . The following lemma is the analog in the context of 
polynomials. 

Lemma 5.17 
Let p(x) be an irreducible polynomial in F[x]. Let f(x) be any polynomial 
in F[x]. Then either p(x) divides f(x) or else p(x) and f(x) are relatively 
prime. 

Proof If p( x) divides f (x) then we have nothing to prove, so assume 
thatp(x) does notdividef(x). (This means thatf(x) cannot be zero­
why?) What can we say about the greatest common divisor of p(x) 
andf(x)? Suppose d(x) is a greatest common divisor ofp(x) andf(x). 
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Then d(x) must divide p(x), so p(x) = d(x)h(x) for some polynomial 
hex). Since p(x) is irreducible, either d(x) or hex) must be a constant. 
We claim that d(x) must be a constant. For suppose not. Then hex) 
must be a constant, call it k. Since k is in F, k-1 is also in F, and 
d(x) = k-1p(x). (Why is k nonzero?) Since d(x) must also divide f(x), 
we find that k-1p(x) divides f(x). This implies thatp(x) divides f(x)­
why? But we have assumed that p(x) does not divide f(x)! Hence 
d(x) must indeed be a constant. But this means that p(x) and f(x) 
are relatively prime! 0 

The following lemma further illustrates the analogy between 
irreducibles and prime numbers. 

Lemma 5.18 
Let p(x) be an irreducible in F[x). Ifp(x) divides the product f(x)g(x) of 
two polynomials f(x) and g(x) in F[x], then either p(x) divides f(x) or 
else p(x) divides g(x). 

Proof Ifp(x) divides f(x) we have nothing to prove. So assume that 
p(x) does not divide f(x). Then the previous lemma shows that p(x) 
and f(x) must be relatively prime. But by Lemma 5.13, this means 
that p(x)lg(x). 0 

We are now ready for our unique prime factorization theorem for 
polynomials! 

Theorem 5.19 (Unique Prime Factorizaton of Polynomials) 
Let F be a field. Every nonconstant polynomial f(x) in F[x] factors into a 
product of irre;ducibles that are unique except for order and multiplication 
by constants. 

Proof Our proof of this theorem will be very similar to our proof of 
the Fundamental Theorem of Arithmetic (Theorem 1.14 in Chapter 
1). It would be a good idea for you to review that proof first! 

We will prove the existence part first. Given the nonconstant 
polynomial f(x), either it is irreducible or it is not. If it is irre­
ducible, then "f(x) = f(x)" is its factorization into irreducibles. If 
it is not irreducible, then f(x) must factor as f(x) = g(x)h(x) for 
suitable polynomials g(x) and hex) with deg(g(x)) < deg(f(x)) and 
deg(h(x)) < deg(f(x)). If both g(x) and hex) are irreducible, then 
"f(x) = g(x)h(x)" is the factorization of f(x) into irreducibles. If 
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not, then either g(x) or hex) must be reducible (it is quite possi­
ble, of course, that both are reducible). If, say, g(x) is reducible, 
then g(x) = p(x)q(x) for suitable polynomials p(x) and q(x) with 
deg(P(x)) < deg(g(x)) and deg(q(x)) < deg(g(x)). At this stage, we 
have f(x) = g(x)h(x) = p(x)q(x)h(x). If all three of p(x) , q(x), and 
hex) are irreducible, then "f(x) = p(x)q(x)h(x)" is the factorization 
of f(x) into irreducibles. If not, then one or more of p(x) , q(x) , and 
hex) must be reducible .... This process must eventually stop, since 
at each stage, the degrees of our factors are becoming smaller and 
smaller, and the smallest degree we are allowed to have at any stage 
is I. When this process stops, we will have our factorization of f(x) 
into irreducibles. 

(Notice how we use the decrease in the degrees of our factors 
at each stage to argue that our factoring process above must stop. 
By contrast, in the proof of the Theorem 1.14, the factors themselves 
were decreaSing.) 

Now for the uniqueness. Just as in the proof of the uniqueness 
part of Theorem1.14, the key is to recognize that if a nonconstant 
polynomial fex) has two factorizations into irreducibles, then some 
irreducible in the first factorization must equal some irreducible in 
the second factorization except for multiplication by some constant. 
(This is the chief difference between the proof of uniqueness part of 
this theorem and the proof of the uniqueness part of Theorem 1.14.) 
We will then cancel irreducibles pair by pair in the two factorizations, 
and conclude that the two factorizations must be the same. 

Given the nonconstant polynomial f(x), assume that we have 
thetwofactorizationsfex) = PI(X)"'Ps(x) = ql(x)···qt(x)intoirre­
ducibles. We may assume without any loss of generality that s :::: t, 
and we may further assume that s f 1. (For if s = I, then since 
s :::: t, t = 1 as well. The two factorizations of f(x) will therefore be 
f(x) = PI (x) andf(x) = ql(X), from which we can conclude immedi­
ately that both PI (x) and ql (x) have to be the same irreducible, since 
they both equal f (x). In other words, the two factorizations would be 
the same, and there would be nothing to prove!) 

Since PI(X) divides a, and since a = ql(X)'" qt(x), PI(X) must 
divide ql(X)'" qt(x). By Exercise 2 (which generalizes Theorem 
5.18), Pl(X) divides one of the irreducibles qi (x) , and by rela­
beling the qi if necessary, we may assume that Pl(X) divides 
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ql(X). Thus ql(X) = Pl(X)Gl(X) for some polynomial GI(X) in F[x]. 
Since ql(X) is irreducible either PI(X) or GI(X) must be a con­
stant, and since PI (X) cannot be constant (why not?), GI(X) must 
be a copstant! Writing Gl instead of GI(X) to emphasize that it is 
a constant, we find that qI(X) = GIPl(X), that is, the two irre­
ducibles qI(X) and PI (X) are the same except for multiplication by 
a constant. 

Now write PI (X) as GI1GIPI(X), and cancel GIPI(X) from the first 
factorization and qI (x) from the second factorization. (Remember, 
F[x] is an integral domain. As we saw in Lemma 2.19, we can always 
cancel nonzero elements from both sides of an equation.) Because 
of our assumption that s f 1 we must have s ::: 2. Thus, there is at 
least one more factor P2(X) in the first factorization of [(x). Let us 
fold GIl into P2(X), and call their product p;(x). Then p;(x) is also 
irreducible. (Why?) We thus have p;(x)· .. Ps(x) = q2(X)'" qt(x). If 
there are no irreducibles on the right side of this equation (this would 
happen if t = 1), then we would find that the product of irreducibles 
p;(x)· .. Ps(x) equals 1, which is absurd. Hence, t ::: 2. Now we repeat 
our arguments above with p;(x), and relabeling the qi( x) if necessary, 
we show that except for multiplication by a constant, p;(x) must 
be the same as q2(X), Since p;(x) is the same as P2(X) except for 
multiplication by a constant, we find that P2(X) is the same as q2(X) 
except for multiplication by a constant. Proceeding similarly, we 
can see that s = t, and after relabeling if necessary, each Pi(X) (i = 
1, ... , s) must be the same as qi(X) except for multiplication by a 
constant. 0 

(At this point, you may want to read about the similarities 
between Z and F[x] in the notes on page 150.) 

We will finish this chapter with a discussion on the number of 
roots of a polynomial. 

We saw ealier in the chapter (see the paragraph after Definition 
5.5) that a E F is a root of the nonzero polynomial [(x) E F[x] if and 
only if(x-a)I[(x). Now, if a is a root, it is quite possible that not only 
does (x - a) divide j'( x), but that a higher power of (x -.:. a) also divides 
[(x). For example, 1 is a root of the polynomial x3 - 4x2 - 3x - 2, but 
(x - Ii divides this polynomial, since x3 - 4x2 - 3x - 2 factors in 
Q[x] as (x - 1 i(x - 2). This leads to the following: 
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Definition 5.20 
Let F be a field, and let [(x) E F[x] be a nonconstant polynomial. We 
say that an element a E F is a root o[multiplicity k of [(x) if (x - al 
divides [(x) but (x - al+ I does not divide [(x). 

(So, in the example above, 1 is a root of multiplicity 2 of the 
polynomial x3 - 4xz - 3x - 2, while 2 is a root of multiplicity 1.) 

Now, given some nonconstant polynomial [(x) E F[x], F a field, 
suppose that aI, az, ... , at in F are distinct roots of [(x), of respective 
multiplicities kl , kz, ... , kt . Consider the factorization of [(x) into ir-
reducibles of F[x], say [(x) = PI(X) . pz(x) ..... Pr(x), Since (x - al) 
divides this product of irreducibles, (x - al) must divide some irre­
ducible, say PI (x), from which it follows that PI (x) = CI(X - al) for 
some constant CI. (Why? You have seen the relevant arguments in 
the proof of Theorem 5.19 above.) Thus, (x - al) is (up to multipli­
cation by cI) one of the irreducible factors of [(x). But al is a root 
of multiplicity kl , so (x - aI)kl divides [(x). Thus, (x - al) must ap­
pear kl times in the factorization of [(x) into irreducibles. Applying 
the same reasoning to (x - az), we find that (x - az) must be, up to 
multiplication by some constant Cz, one of the irreducible factors of 
[(x). Since al f. az (the ai are distinct), (x - az) must be a different 
irreducible factor of [(x) from (x - al). Moreover, (x - az) must ap­
pear kz times in the factorization of [(x). Proceeding similarly, we 
find that up to multiplication by some constant Ci, each of the linear 
polynomials (x - ai) (i = 1, ... , t) must be part of the irreducible 
factorization of [(x), and that each (x - ai) must appear ki times. 
Collecting all these constants Ci as well as the remaining irreducible 
factors of [(x) together and calling their product g(x), we find that 
we have proved the following: 

Lemma 5.21 
Let F a field and [(x) E F[x] a nonconstant polynomial. I[ [(x) has 
distinct roots aI, az, ... , at in F o[respective multiplicities kl, kz, ... , ktl 
then [(x) = g(x)(x - aI)kl (x - az)k2 ... (x - ad' [or some polynomial 

g(x) E F[x]. 

Now, there is an immediate conclusion that we can draw from 
this lemma: the number of roots of a nonconstant polynomial 
[(x) E F[x] in F, counting each root as often as its multiplicity, 
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cannot exceed the degree of the polynomial! (Simply note that if 
f(x) = g(x)(x - aliI (x - a2i2 ••• (x - ad', then the degree of f(x) 
must equal the sum of the degree of g(x) and the degrees of the fac­
tors (x - adi , from which the conclusion immediately follows.) We 
will state this as a separate corollary: 

Corollary 5.22 
Let F be a field, and let f(x) E F[x] be a nonconstant polynomial. 
Then the number of roots of f(x) in F, counting each root as often as 
its multiplicity, cannot exceed the degree off(x). 

It must be emphasized that the considerations above applied to 
the roots of the polynomialf(x) E F[x] that were inF itself. Of course, 
over a given field F, a polynomial f(x) E F[x] need not have a root in 
Fat all-we have seen lots of examples of this already. However, if we 
allow our field to be C, then the Fundamental Theorem of Algebra 
(see Example 5.15.9) guarantees that every nonconstant polynomial 
has a root, and we can use this theorem to say something more 
about the roots of f(x)-the number of roots of f(x) in C, counting 
each root as often as its multiplicity, must equal the degree of f(x)! 
Th prove this, note that since the only irreducibles in qx] are of 
degree I, the factorization of our nonconstant polynomial f(x) E 

qx] into irreducibles must consist only of linear factors. Since any 
linear polynomial ax + b can be rewritten as a(x - (-bl a)), every 
linear factor of f(x) is of the form c(x - a) for some constants c 
and a. Collecting all these constants c that come from the various 
factors together into a single constant c, we find that f(x) factors 
as this constant c times various linear factors of the form (x - al), 
(x - a2), etc., for various complex numbers aI, a2, etc. If each factor 
(X-ai) appears ki times, and ifthere are t such different linear factors, 
we find that f(x) factors as c(x - adkl (x - a2i2 ••• (x - ad'. By the 
very definition of a root of multiplicity k, each of these ai must be 
a root of fCx) of multiplicity ki . By comparing degrees, we find that 

t 

L ki = n, where n = degCf). In other words, the total number of 
i=O 
these particular roots ai, counting multiplicities, already equals n. 
It follows that these ai are all the roots of f(x), since by Corollary 
5.22 above, the number of roots off, counting multiplicities, cannot 
exceed n. Moreover, we can immediately describe the constant c: 
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if we compare the highest terms on both sides of the factorization 
f(x) = c(x - alll (x - a2i2 ... (x - ati', we find that c must equal the 
highest coefficient of f! We have thus proved the following: 

Theorem 5.23 
Let f(x) E C[x) be a nonconstant polynomial. Then the number of roots 
of f(x) in C, counting each root as often as its multiplicity, equals the 
degree off(x). If the various roots off(x) are at, a2, ... , at, of respective 
multiplicities kl' k2, ... , kt, then fcx) factors in C[x) as f(x) = c(x­
alll(x-a2l2 ... (x- atl', where c equals the highest coefficient off(x). 

This theorem applies, in particular, to any polynomial f( x) whose 
coefficients lie in some subfield F ofC-simply view f(x) as a poly­
nomial in C[x)! Thus, while f(x) may not have even a single root in 
the original field F, this theorem guarantees that over the complex 
numbers, f(x) will have as many roots as its degree. 

Exercises 

1. Prove Lemma 5.3. 

2. Use induction on n and the basic ideas of the proofofLemma 5.18 
to prove the following generalization-ifp(x) inF[x) is irreducible 
and if p(x) divides the product fi(x)··· fn(x) (where the ji(x) are 
in F[x) and n is some positive integer) then p(x) divides some 
fiCx). 

3. This exercise is designed to prove that all polynomials in JR[x) of 
odd degree, other than the linear polynomials, are reducible. 

n 
(a) Let f(x) = L aixi be a polynomial in JR[x). Viewing f(x) as a 

i=O 

continuous function from JR to JR, prove that 

lim f(x) = lim f(x) = 1. 
x-+oo anxn x-+-oo anxn 

(b) Part ea) shows that the ratio of fex) and anxn can be made 
arbitrarily close to 1 by taking x to be a suitably large positive 
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number or a suitably large negative number. In more precise 
language, given any positive real number E, no matter how 
small, there exists a positive integer N such that for all x > N 
and for all x < -N, 1 - E < ~ < 1 + E. Now assume that 

an~ 

n is odd. Study the behavior of anxn as x ~ ±oo to conclude 
that either 1) [(x) is negative when x is a suitably large neg­
ative number and positive when x is a suitably large positive 
number, or 2) [(x) is positive when x is a suitably large nega­
tive number and negative when x is a suitably large positive 
number. 

(c) Conclude using the Intermediate Value Theorem that when 
n is odd, the graph of [(x) must cross the x-axis. 

(d) Conclude that if[(x) E lR[x] is of odd degree and if degCf(x)) f 
1, then [(x) is reducible. 

4. (Rational Roots Thst.) Suppose [(x) is a nonconstant polynomial 
with integer coefficients, that is, [(x) = anxn + an_lXn- 1 + ... + 
alx + ao, where n > 0 and the ai are integers. Now suppose that 
[(x) has a root in Q, thatis,f(c) = o for some c E Q. Writecasyls, 
where Y and s are integers with gcd(y, s) = 1. Prove that s must 
divide an and y must divide ao. Now show that if an = 1, then c 
must be an integer. (Hint: Multiply the equation [(yls) = 0 by 
sn, move first anyn and then aosn to one side, and stare hard at 
the results.) 

5. We will study in this exercise how the coefficients of a polynomial 
depend on its roots. 

(a) Suppose the quadratic polynomial [(x) = axZ + bx + c has 
the two roots Yl and Yz in C. (Since [ is assumed quadratic, 
a f 0.) Using Theorem 5.23, show that Yl + Y2 = -bl a and 
YIY2 = cia. 

(b) Suppose that the cubic polynomial [(x) = ax3 + bx2 + ex + d 
has the three roots Yl, Y2, and Y3 in C. Show that Yl + Y2 + Y3 = 

-bla, YIY2 + YIY3 + YZY3 = cia, and YIY2Y3 = -dla. 

(c) Now suppose that the nth degree polynomial [(x) = anxn + 
an_lXn- 1 + ... + alX + ao has the n roots Yl, Y2, ... , Yn in C. 
What would be the statements analogous to those in parts Sa 
and 5b that you ought to prove? Now prove them! 
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What this exercise shows is that given all the roots of a monic 
polynomial, we can recover the coefficients of the polynomial 
from our knowledge ofthe roots-simply apply the results ofthis 
exercise with an = 1. The expressions for -an-I. an-2, -an-3, ... , 

(-1 tao that you will get in part 5c are known as the elementary 
symmetric functions in n variables. For instance, the elementary 
symmetric functions in two variables Xl and X2 (see part Sa) are 
Xl + X2 and XIX2. The elementary symmetric functions in three 
variables XI. X2, and X3 (see part 5b) are Xl + X2 + X3, XIX2 + XIX3 + 
X2X3, and XIX2X3.) 

6. We saw the definitions of the roots of unity Wn in Exercise 10 of 
Chapter 4. We will see in this exercise how these roots of unity 
are used to determine nth roots of complex numbers. 

We know that every nonzero real number has two distinct 
square roots, and one square root is just the negative of the other, 
that is, one square root is just -1 times the other. Now -1 is just 
W2, so another way of phrasing the statement above is that every 
nonzero real number has two distinct square roots, and if a is 
one square root, then W2a is the other. Generalizing this, show 
that for any integer n 2: 2, every nonzero complex number c has 
n distinct nth roots, and if a is anyone nth root, then wna, w~a, 
... , w~-la are the remaining n -1 nth roots. (Hint: Consider the 
equation xn - c = O. This equation has at least one solution in 
C-why? Call this solution a. Show that wna, w~a, ... , w~-la are 
also solutions. Use Exercise IOc of Chapter 4 to show that these 
solutions are all distinct, and use Theorem 5.23 above to show 
that there can be no other solutions.) 

In particular, taking c to be a real number, this exercise shows 
that just as every nonzero real number has two distinct square 
roots, every nonzero real number also has three distinct cube 
roots, four distinct fourth roots, and so on. Of course, these var­
ious cube roots, fourth roots, etc., will not themselves be real 
numbers in general. (For instance, the three cube roots of 8 are 
2, 2(cos(2:rr/3) + i sin(2:rr/3)), and 2(cos(4:rr/3) + i sin(4:rr/3)), of 
which only 2 is a real number.) 

7. Let F be any field, and suppose f(x) and g(x) are two nonzero 
polynomials inF[x] of degree n such thatf(ai) = g(ai) for distinct 



144 5. Polynomials 

elements ai E F, i = 0, 1, ... , n. Prove that [(x) must equal g(x). 
(Hint: Proving[(x) = g(x) is the same as proving [(x) - g(x) = O. 
What ideas do you get from Corollary 5.22 above?) 

8. Suppose ao, aI, ... , an are distinct elements of F, and suppose bo, 
bl , ... , bn are arbitrary elements of F. Prove that the polynomial 

n 

n bi n (x - aj) 
[(x) = L _j_:o_J_'f_i ---

i=O n (ai - aj) 
j=Ojfi 

is the unique polynomial of degree n such that [( ai) = bi , i = 

0, I, ... , n. (Hint: Exercise 7 above!) 
This exercise finds use in the following: Suppose you have 

n + 1 data points on a graph: (ao, bo), (aI, bl ), ... , (an, bn), and 
suppose you wish to find an nth degree polynomial that passes 
through all these n + 1 data points. The formula above would 
give you precisely the polynomial that you would be seeking! 
This formula is known as Lagrange's Interpolation Formula. 

9. Let K/ F be a field extension. 

(a) We have seen several examples in the text of polynomials 
[(x) E F[x] that are irreducible over F but become reducible 
over K. This exercise goes the other way: Prove that if a poly­
nomial [(x) E F[x] is irreducible over K, then it must be 
irreducible over F as well. 

(b) This exercise shows that in contrast to irreducibility, relative 
primeness is preserved when you go from F to K: Suppose 
that [(x) and g(x) are two polynomials in F[x] that are rela­
tively prime in F[x]. Show that they remain relatively prime 
as polynomials in K[x] as well. (Hint: Corollary 5.12.) 

( c) This exercise shows that given two polynomials in F[ x], if one 
divides the other when considered as polynomials in K[x], 
then the one already divides the other as polynomials in F[x]: 
Prove that if [(x) and g(x) are in F[x], and if [(x) = g(x)h(x) 
for some hex) in K[x], then hex) has its coefficients in F, that is, 
hex) E F[x]. (Hint: Apply the division algorithm to [(x) and 
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g(x), first in F[x] and then in K[x], and invoke the fact that the 
quotient and remainder are unique.) 

10. In Exercise 3 above, we saw that all polynomials in R[x] of odd 
degree, other than the linear polynomials, are reducible. The 
proof invoked notions of continuity and limits from calculus, but 
did not invoke any knowledge of the complex numbers, and in 
particular, did not assume the Fundamental Theorem of Algebra 
(Example 5.15.9). However, if we assume the Fundamental The­
orem of Algebra, we can actually prove something stronger: all 
polynomials of degree 3 or higher in R[x] are reducible over R! (In 
other words, among the polynomials of degree three or more, it 
is not just the odd-degree ones that are reducible, but as well, 
polynomials of degree 4, 6, etc.) The proof is in several steps: 

(a) Recall that ifz = a + ib is a complex number, then the complex 
conjugate of z, denoted z, is defined by z = a - ib. Prove that 
Zl + Z2 = Zl + Z2 and ZlZ2 = ZlZ2. 

(b) Now prove using induction that if fez) = anzn + an_lzn- 1 + 
. .. + ao is a polynomial expression in z with complex 
coefficients, thenf(z) = an(Z)n + an_l(Z)n-l + .... + ao. 

(c) Letf(x) be a polynomial with real coefficients. Since f(x) will 
automatically be irreducible if deg(f(x)) = I, let us assume 
that deg(f(x)) 2: 2. If f(x) has a real root (x, then f(x) is auto­
matically reducible in R (why?). So assume thatf(x) does not 
have a root in R. By the Fundamental Theorem of Algebra, 
f(x) must have a complex root z = a + ib, where b f 0 (be­
cause of our assumption that f(x) has no real root). Use part 
lOb above and the fact that the coefficients of f(x) are real to 
prove that z is also a root of f(x). This is described as follows: 
complex nonreal roots of polynomials with real coefficients come 
in conjugate pairs. 

(d) Use Theorem 5.23 to show that (x - z)(x - Z) divides [(x) as 
polynomials in C[x]. 

(e) Show that if x is any complex number, then x + x and xx are 
both real numbers. (Note the similarity with Exercise 7(a)i 
of Chapter 4. If you are interested, formulate the analog of 
Exercise 7(a)ii of that same chapter and prove it too!) 
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(f) Use part lOe above to conclude that the coefficients of the 
polynomial (x - z)(x - Z) are real. 

(g) Now conclude using parts lad and lOf and Exercise 9c above 
that if deg(f(x)) ~ 3, then f(x) is reducible over lR. 

Note that the existence of a root Z E C was crucial to the proofl 

11. This exercise explains how synthetic division works! F, as usual, 
is a field. Working in F[x], suppose we wish to divide the non­
constant polynomial f(x) by x - e, where e is any constant. Thus, 
we wish to find a polynomial q(x) and a constant r such that 
f(x) = q(x)(x - e) + r. (Why is the remainder a constant?) Let 
f(x) = foxn + fIXn- I + ... fn-IX + fn. (Since f(x) is not a constant, 
n ~ 1. Note that we have reversed the indices, preferring to call 
the highest-degree coefficient fo rather than fn-this is just for 
convenience. ) 

(a) Prove that g(x) must be of degree n - 1. 

(b) So assume that g(x) = goxn- I + gIXn- 2 + ... + gn-2X + gn-l· 
Prove that go = fo, gl = fl + ego, g2 = fz + egl, ... , gn-l = 

fn-l + egn-2, r = fn + egn-I. Thus, we can recursively solve 
for the gi: the first equation gives us go, once we determine 
go, the second equation gives gI, etc. 

This result yields the following algorithm for determining the 
quotient q(x) and reminder r: 

fn-I fn 

+ 
r 

12. We will solve some concrete equations in this problem! 

(a) Solve X4 + x3 - x2 - 2x - 2 = a if you know that ±.J2 are two 
of its roots. 

(b) Solve x5 - 2X4 + 2x3 - 2X2 + 4x - 4 = a if you know that 1 + i 
is one root. (Hint: See Exercise lOc above. You will also find 
Exercise 6 above useful.) 

1 
(c) Solve x + - = y for x in terms ofy. 

x 
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(d) Solve X4 + x3 + x2 + X + 1 = 0 by first dividing through 
1 

by x2, making the substitution y = x + -, and then deriv-
x 

ing a quadratic equation for y. (Where have you seen the 
polynomial X4 + x3 + x2 + X + 1 before?) Notice that this 
technique could be used for any quartic equation of the form 
ax4 + bx3 + cx2 + bx + a. 

(e) Show that if x + y = a and xy = b, then x and yare both roots 
of the quadratic polynomial t2 - at + b = o. 

(f) Follow the notes on Cardano's solution of the cubic equation 
on page 153 and solve the equation x3 + 3x + 2. 

Now that you have solved some polynomial equations your­
selves, you may find the remarks on page 152 on the solution 
of polynomial equations interesting! 

Notes 

Remarks on the division algorithm for polynomials over ar­
bitrary rings Notice something about the long division process and 
the uniqueness arguments following Equation 5.4. There are only two 
places where we invoke the fact that F is a field. The first is in the long 
division, when we divide g(x) by its highest coefficient. (This happens 
both at the beginning of the division process, where we multiply g(x) by 
a suitable constant times a suitable power of x bf1fore subtracting the re­
sult from f(x), and at subsequent steps in the process, where we again 
multiply g(x) by a suitable constant times a suitable power ofx, this time 
before subtracting the result from the polynomial obtained from the previ­
ous step.) The second place is in the arguments after Equation 5.4, where 
we invoke the fact that the degree of the product of a nonzero polynomial 
and g(x) must be greater than or equal to the degree of g(x). 

As far as the long division process is concerned, observe that the only 
element in F that we need to be able to divide by is the highest coefficient 
of g(x)! This shows that the long division process will actually work for 
polynomials with coefficients in any ring R, as long as we assume th'lt the 
highest coefficient of g(x) is invertible in the ring! (Recall from Exercise 
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9 in Chapter 2 that an element a in a ring R is said to be invertible if there 
exists another element b in R such that ab = ba = 1.) 

As for the uniqueness arguments following Equation 5.4, try to prove 
for yourselves using the ideas described in the chapter notes to Example 
2.7.7 in Chapter 2 as well as the statement of Exercise 9 of the same 
chapter the following fact: if the highest coefficient of g(x) is invertible in 
R, then deg(h(x)g(x)) = deg(h(x)) + deg(g(x)) for any nonzero hex) E R[x]. 
This shows that as long as the highest coefficient of g(x) is invertible, the 
uniqueness arguments that followed Equation 5.4 will continue to work 
for polynomials from an arbitrary ring, and the quotient and remainder 
we obtain from the long division process will be unique. 

We state this below as a theorem. 

Theorem 5.24 (Division Algorithm) 
Let R be any ring and f(x) andg(x) be in R[xJ with g(x) f O. Assume that the 
highest coefficient of g( x) is invertible in R. Then there exist unique polynomials 
q(x) and rex) in F[x] with either rex) = 0 or 0 ::: deg(r(x)) < deg(g(x)), such 
that f(x) = q(x)g(x) + rex). 

As an example, dividing f(x) = x3 + X + 1 by g(x) = x-I (notice 
that both f(x) and g(x) are in Z[x] and the highest coefficient of g(x) is I, 
which is invertible in Z), we find that x3 + x + 1 = (X2 + X + 2)(x - 1) + 3, 
so that q(x) = x2 + X + 2 and rex) = 3. Notice that both q(x) and rex) also 
have coefficients in Z. 

Remarks on the notion of one polynomial being larger than 
another It is worth pointing out here that although the degree of a 
polynomial is a good enough notion of size to yield a factorization the­
orem for polynomials (see the remarks on page 150 on the similarities 
between Z and F[x]), it is not good enough to measure whether one poly­
nomial is larger than another or not. The problem is that two polynomials 
can have the same degree, yet not be equal to each other, not even up to 
multiplication by a constant. For those of you who know about order rela­
tions on sets, the problem, at a more conceptual level, is that the degree 
of a polynomial does not provide a total order on the set of polynomials 
over a field. 

Remarks on the definition of the greatest common divisor 
Although the degree of a polynomial does not provide a total order on 
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the set of polynomials over a field (see the remarks immediately above), 
it is possible to use the degree to provide an alternative definition of the 
greatest common divisor. One can define the greatest common divisor 
of two nonzero polynomialsf(x) andg(x) as a common divisor oflargest 
possible degree. Notice that any common divisor of f(x) and g(x) cannot 
have degree larger than min{deg(f(x)), deg(g(x))} (why?), so it certainly 
makes sense to talk of a common divisor of largest degree. The problem 
is that of uniqueness: there could be several common divisors of largest 
possible degree. Why should any two such common divisors be the same 
up to multiplication by constants? This can of course be proved (using 
the ideas behind Theorem 5.10). The reason we have chosen to define 
the greatest common divisor as in Definition 5.9 is to allow you to be­
come familiar with a definition of greatest common divisor that applies 
to all commutative rings, something you will hopefully find useful in your 
future studies! 

Remarks on the Fundamental Theorem of Algebra (Example 
5.15.9) All known proofs of the Fundamental Theorem of Algebra ul­
timately depend on theorems derived from the topology of the complex 
plane, that is, on theorems that use the notion of "nearness" inherent to 
the complex numbers. An example of such a theorem is Liouville's The­
orem, which says that a bounded analytic function (from the complexes 
to the complexes) must be a constant. The notion of an analytic function 
is based on the notion of one complex number approaching another, or 
in other words, coming arbitrarily near another. Liouville's Theorem is 
thus ultimately based on the topology of the complexes. This theorem 
perhaps affords one of the shortest proofs of the Fundamental Theorem 
of Algebra: If a nonconstant polynomial fex) E C[x] has no root, then 
the functiongex) = lIfex) is easily seen to be bounded and analytic, and 
hence by this theorem, a constant. But this says thatfex) is also a constant 
function, which is a clear contradiction! 

Exercise 3 leads to another proof of the Fundamental Theorem of 
Algebra. (Notice that the statements in Exercise 3 use notions like con­
tinuity and limits, which are notions based on the nearness of two real 
numbers, that is, on the topology of the reals. The topology of the reals is 
just that induced by the topolgy of the complexes, so we have once again 
invoked the topology of the complexes!) This proof, once the statements 
in Exercise 3 have been proved, is quite algebraic, and involves Galois 
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Theory, which is a theory of the solutions of polynomial equations, and 
in particular, of the solvability of polynomial equations by radicals (see 
the remarks on this topic on page 152). 

Most introductory books on complex analysis contain at least one (if 
not several!) proofs of the Fundamental Theorem of Algebra. 

Remarks on Eisenstein's Irreducibility Criterion The crite­
rion is as follows: Let [(x) = anxn + an_IXn- 1 + ... + alx + ao be a 
polynomial with integer coefficients. Suppose the ai have the property 
that for some prime p, p ,1 an, plan-I, plan-2, ... , plao, but p2 ,1 ao. Then 
[(x) is irreducible as a polynomial in Q[x]. 

This is not too hard to prove, but the proof first involves proving 
Gauss's Lemma, which states that if a polynomial in Z[x] factors into a 
product of two polynomials with coefficients in Q, then it also factors 
into a product of two polynomials with coefficients in Z. Since this is 
carrying us a little too far afield, we will omit the proof. 

As an example, Eisenstein's Irreducibility Criterion shows that 3x4 -

2X2 + 6 is irreducible over Q (take p = 2). Similarly, Eisenstein's Criterion 
shows that the polynomials xn - p (n = I, 2, ... ) are all irreducible over 
Q for any prime p. 

Eisenstein's Irreducibility Criterion is crucial in proving that for any 
prime p, the polynomial xp- I + xp - 2 + ... + x + 1 is irreducible over Q. (The 
proof is indirect: Write [(x) for the given polynomial. One first shows that 
[(x) is irreducible ifand only if[(x + 1) is irreducible, and one then applies 
Eisenstein's Criterion to [(x + 1).) The polynomial xp - I + xp - 2 + ... + x + 1 
is known as the pth cyclotomic polynomial. The fact that it is irreducible is 
crucial to the analysis of the constructibility of regular p-gons. (You have 
seen polynomials of this form before, in Exercise 10 of Chapter 4.) 

Remarks on the similarities between Z and F[x] Ifone were to 
study the development of unique prime factorization in Z in Chapter 1 and 
the development of unique prime factorization in F[x] in this chapter in 
parallel, one would notice some remarkable similarities. (And no doubt, 
you have already noticed these similarities yourselves!) If one were to 
examine these similarities more closely, one would notice that the central 
feature of both rings is the existence of just the right notion of "size" 
that leads to a reasonable division algorithm. In turn, it is the existence 
of a division algorithm that leads to the crucial result that the greatest 
common divisor is expressible as a linear combination (Theorems 1.6 
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and 5.10), which then allows us to say that if a prime integer (Lemma 
1.13) or an irreducible polynomial (Lemma 5.18) divides a product, then 
it must divide one of the factors of the product. This last result is crucial 
to proving the uniqueness of prime factorization-it was because of this 
result that we were able to cancel primes and irreducibles pair by pair 
and conclude that any two factorizations of an integer or polynomial must 
be the same. The "size" is useful in another context as well, namely, for 
proving the existence of prime factorization in Z and factorization into 
irreducibles in F[x]. 

So what is this "size" in the two rings? For Z, the size of an integer 
is just the absolute value of the integer, and for F[x], the size of a poly­
nomial is just its degree! Notice how the division algorithm specifies the 
remainder r on dividing an integer a by a positive integer b as either being 
zero or of smaller absolute value than b. (Since rand b are nonnegative, 
to say r = 0 or 0 ::::: r < b is really the same as saying that r = 0 or 
o ::::: Irl < Ibl.) Similarly, notice how the division algorithm specifies the 
remainder on dividing a polynomial [(x) by a nonzero polynomialg(x) as 
either being zero or of degree smaller than g( x). Also, notice how we de­
termined the gcd(a, b) for two integers a and b as the element of smallest 
absolute value in the set P of Theorem 1.6, and determined gcdCf(x), g(x)) 
as an element ofleast degree in the set S of Theorem 5.10. Finally, notice 
how we obtained the existence of the prime factorization of an integer a 
by successively factoring it into products of integers of smaller absolute 
value, and how we obtained the existence of the factorization into irre­
ducibles of the polynomial [(x) by successively factoring it into products 
of polynomials of smaller degree. 

Mathematicians have studied these two seemingly different notions 
of size and have wondered about the existence of a similar notion of size 
in other rings. They have wondered what property such a size should 
have if it were to lead to the existence and uniqueness of factorization 
into irreducibles in other rings beside Z and F[x]. (Recall that we have 
defined the concept of an irreducible element for arbitrary commutative 
rings in Exercise 10 of Chapter 2.) This question is well understood now; 
it is known that the size should satisfY the following properties (here, R 
is an arbitrary integral domain): 

1. The size is a function d from R - {OJ to N, that is, for any nonzero 
element a E R, d(a) is a nonnegative integer. 

2. For a and b in R - {O}, d(a) ::::: d(ab). 
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3. For a and b in R, b F 0, there exist q and r in R such that a = bq + r, 
where either r = 0 or else d(r) < deb). 

An integral domain that has such a size function is known as a Euclidean 
domain. It can be proved that every noninvertible element of a Euclidean 
domain factors into a product of irreducibles, which are unique in a suitable 
sense! 

What are some examples of Euclidean domains? As you would ex­
pect, both Z and F[x] are Euclidean domains. So is any field F (simply 
take d(a) = 1 for every nonzero a). But then there are other examples 
as well. Perhaps the most familiar one is the ring of Gaussian integers 
Z[i]. The size of a nonzero element here is given by d( a + ib) = a2 + b2 . 

The fact that Z[i] is a Euclidean domain (and hence has the property of 
unique factorization of non invertible elements into irreducibles) is useful 
in proving, for instance, that every prime integer of the form 4n + 1 is ex­
pressible as a2 + b2 for suitable integers a and b. This alone will hopefully 
convince you of the worth of a more abstract approach to mathematics! 

Other examples of Euclidean domains are Z[ .J=2], Z[ J2], and Z[ .J3]. 
(Do not assume from this list that Z[.Jd] is a Euclidean domain for all 
integers d. That is false!) 

Remarks on solutions of polynomial equations Suppose that 
we have a polynomial equation f(x) = 0 that we wish to solve, where 
the coefficients of f are in some subfield of the complex numbers (for 
instance, in the rationals). We have seen in Theorem 5.23 that f will have 
as many roots in C (counting multiplicities) as its degree. The following 
question arises: is there a formula involving sums, products, and vari­
ous mth roots that describes these roots in terms of the coefficients of 
the polynomial f(x)? What we are after is something analogous to the 
quadratic formula, which describes the roots of the quadratic equation 

-b± Jb2 - 4ac 
ax2 + bx + c = 0 as . When such a formula exists, we say 

2a 
our equation is solvable by radicals. 

There certainly are such formulas for cubic equations (see the re­
marks below) and quartic (degree 4) equations, and these formulas have 
been known since about the sixteenth century, but for the longest time, 
it was unknown whether solutions of fifth degree equations could be ex­
pressed by such a formula. It was proved by Abel in the early part of the 
nineteenth century, however, that no such formula exists for a general 
fifth degree equation! (A proof of this result had been furnished slightly 
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earlier by Ruffini, but that proof was incomplete.) But more: a whole the­
ory of solvability by radicals (now known as Galois theory) was created 
by Galois. This theory describes whether an equation can be solved by 
radicals or not in terms of a certain finite group, and is considered by 
many mathematicians to be one of the pinnacles of mathematics! It fol­
lows from this theory that for all values of n greater than 4, the general 
polynomial equation of degree n cannot be solved by radicals. 

Remarks on the solution of cubic equations by radicals We 
will sketch here Cardano's solution of cubic equations (Cardano was an 
Italian algebraist of the sixteenth century). Suppose our equation is x3 + 
ax2 + bx + c = o. (Why can we assume that the highest coefficient is I?) 
The substitution x = y - a/3 leads to a cubic equation y3 + dy + e = 0 
where there is no square term. (Work the substitution through. What 
are d and e in terms of a, b, and c?) Notice that if we have a root of 
this second equation, y3 + dy + e = 0, then by subtracting a/3 from 
it, we will have a root of our original equation. At this point, we will 
assume that y = u + v, and we will separately solve for u and v. On 
substituting u + v for y, the equation y3 + dy + e = 0 is converted to 
u3 + v3 + (d + 3uv)(u + v) + e = 0 (check!). We have one equation in the 
two variables u and v, so what we will assume is that d + 3uv = 0, that 
is, we will solve for u and v with this additional restriction. We thus have 
u3 + v3 = -e (why?) and uv = -d/3 (why?). Cubing this second equation, 
we obtain U3V3 = -d3/27. We thus have two equations for u3 and v3, one 
describing their sum and one their product. By Exercise 1Ze above, we find 
that both u3 and v3 satisfy the quadratic equationz2 + ez-d3/27 = O. Letf 
andg denote the roots of this equation, that is,f = -e/Z + Je2 /4 + d3/27 
andg = -e/2-Je2 /4 + d3/27. By symmetry, it does not matter whether 
we take u3 = f and v3 = g or vice versa, so we will make an arbitrary 
choice and take u3 = f and v3 = g. By Exercise 6, f will have three cube 
roots, which will differ from one another by multiplication by powers 

-1 + i.J3 
of W3. (Here, W3 = cos(21f/3) + i sin(Z1f/3) = ). Similarly, g 

Z 
will also have three cube roots, which will differ from one another by 
multiplication by powers of W3. We thus have three possible values of 
u and three possible values of v. But in addition, our u and v should 
satisfy uv = -d/3. This will not happen for every possible pairing of a 
cube root of f with a cube root of g. Pick a cube root of f and a cube 
root of g that multiply out to -d/3, and call them sand t. Then W3S 
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and w5t will also multiply out to -d/3 (why?) and w5s and W3t will also 
multiply out to -d/3. Thus, our three roots of y3 + dy + e = 0 are given 
by Yl = S + t, Yz = W3S + w5t, and Y3 = w5s + W3t, where s is a cube root 
of -e/2 + Jez/4 + d3 /27 and t is a cube root of -e/2 - Jez/4 + d 3/27, 
chosen so that their product equals -d/3. 



CHAPTER 

The Field 
Generated by 
an Element 

Recall the two major questions that we had posed to ourselves 
in Chapter 4. If KIF is a field extension and a is an element of 
K, we were wondering whether there is some property of a that 
would determine whether F[a] = F(a), and we were wondering 
what the relation is between the element a and the degree of F(a) 
over F. We had alluded to the minimal polynomial of a over F, but 
we had to delay discussing this concept until we had first studied 
polynomials. 

Recall what it means for a to be algebraic or transcendental over 
F -a is algebraic over F if it satisfies some nonzero polynomial with 
coefficients in F, and a is transcendental over F if there is no poly­
nomial with coefficients in F (except the zero polynomial) that is 
satisfied by a. 

The answer to the first question is easy to describe, and in fact, 
we had the language with which to describe the answer in Chapter 
4 itself. F[a] = F(a) if and only if a is algebraic over F! One part of 
this assertion (F[a] = F(a) implies that a is algebraic over F) is not 
difficult to prove, and we certainly could have done so in Chapter 4 
itself, but the other part will take a little bit of work and will involve 
concepts that we developed in the chapter on polynomials. Let us 
prove the easier part first. 
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Theorem 6.1 
Let KIF be afield extension, and let a be an elementofK. IfF[a] = F(a) 
then a is algebraic over F. 

Proof We have already seen the essential idea behind this proof in 
Example 4.8, where we proved that JR[X2] f JR(x2). 

Note that we may assume that a f 0, since if a = 0, then a 
certainly satisfies the polynomial x, which is a nonzero polynomial 
with coefficients in F, and is therefore definitely algebraic over F. 
(In fact, we have seen in Chapter 4 that more generally, every a E F 
is algebraic over F.) Now consider the element 1 I a. This is clearly an 
elementofF(a). (Is it?) SinceF(a) = F[a], every elementinF(a) can 
also be expressed as a polynomial expression in a with coefficients 
in F. Hence, 1 I a is expressible as a polynomial expression in a with 
coefficients in F-say l/a = Co + CIa + ... + Ckak for some k 2: 0 
and elements Ci E F. Multiplying through by a and rearranging, 
we obtain Ckak+I + ck_Iak + ... coa - 1 = O. But this says that a 
satisfies the polynomial g(x) = Ckxk+1 + Ck_lXk + ... CoX - 1, which 
is a polynomial with coefficients in F. Moreover, g(x) f 0, since its 
constant coefficient is 1. Hence a is algebraic over F. 0 

Why did we consider the case a = 0 separately in the proof 
above? 

Now how about the other direction? How do we show that if 
a is algebraic over F, then F[a] = F(a)? This is where the minimal 
polynomial of a over F comes in! The proper setting for the minimal 
polynomial is the set of all polynomials in F[x] that are satisfied by 
a, and so let us consider this. 

Definition 6.2 
If KIF is a field extension and a is an element of K, then the set 
{[(x) E F[x] I f(a) = O} is referred to as IF,a' 

(For instance, if K = JR, F = Q, and a = ,J2, then IQ,../i contains 
x2 - 2, x3 + x2 - 2x - 2, X4 - 4, etc. Of course, IQ,../i will also con-

tain the zero polynomial, since ,J2 rather trivially satisfies the zero 
polynomial!) 

Observe three things immediately about h,a' First, what are the 
constant polynomials that IF,a can contain? The only constant poly­
nomial in h,a is the zero polynomial! (Why? What does it mean to 
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substitute a for the variable x in a constant polynomial?) Second, 
what can you say about IF,a if a is transcendental over F? From the 
very definition of what it means for a to be transcendental over F, IF,a 

must contain no polynomial other than the zero polynomial! Third, 
if a is algebraic over F, how many elements should IF,a contain? The 
answer: infinitely many! (Why? Recall from Chapter 4 that if f(x) 
is any nonzero polynomial satisfied by a, then for any g(x) E F[x], 
g(x)f(x) is also satisfied by a.) 

So now suppose that a is algebraic over F. Thus h,a will contain 
infinitely many elements in it. Is there anyone element in IF,a that 
somehow stands out from the rest? Certainly the zero polynomial 
stands out from the rest, but it is hardly an interesting polynomial! So 
let us rephrase the question: Is there a nonzero polynomial in IF,a that 
somehow stands out from the rest? Well, if such an element did exist, 
what possible property of this element might make it stand out? 
Given a set of polynomials, an obvious thing to do is to look at their 
degrees. Accordingly, let us look at the degrees of all the nonzero 
polynomials in h,a. Is there a single nonzero polynomial in h,a of 
maximum degree? In other words, is there a positive integer n and a 
nonzero polynomial in IF,a of degree n such that every other nonzero 
polynomial in IF,a has degree less than n? If so, this polynomial will 
certainly stand out. But the answer is easy to see-no! (For notice 
that ifp(x) is a nonzero polynomial in IF,a then xp(x), x2p(x), x3p(x), 
etc. are all in h,a.) 

But we can look in the other direction. The degrees of the nonzero 
polynomials in h,a will be a nonempty (why?) subset of the nonnega­
tive integers. In fact, since the only constant polynomial in IF,a is the 
zero polynomial, the degrees of the nonzero polynomials in IF,a will 
actually be a nonempty subset of the positive integers. By the Well 
Ordering Principle, this set of degrees will have a minimal element. 
Let p( x) be a nonzero polynomial in h,a ofleast degree. Perhaps p(x) 
might stand out from the rest? 

But there is a problem here! p(x) would certainly stand out if 
p(x) were the only nonzero polynomial in IF,a that had the least pos­
tive degree. But what if there is another polynomial in IF,a that has 
the same degree as p(x)? Our polynomial p(x) would no longer be 
unique. Which of these polynomials will stand out from the rest 
then? 
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As it turns out, there is a way out of this! But first, we need to 
study a couple of properties that are satisfied by p(x), or for that 
matter, by any other nonzero polynomial in I F•a that has the least 
degree. Also, it would be instructive to look at an example: 

Example 6.3 
Let us look more carefully at the example where K = JR, F = Q, 
and a = ,Ji. What is the minimum of the degrees of the nonzero 
polynomials in I Q . ./2? Since IQ . ./2 already contains x2 - 2, which is a 
polynomial of degree 2, the minimum of the degrees of the noncon­
stant polynomials in I Q . ./2 can only be 2 or 1. (Remember, there are 
no constant polynomials in I Q • ./2 other than the zero polynomial!) 
Let us show that it is not 1. Suppose there is a polynomial in I Q • ./2 
of degree 1. It must be of the form ax + b where a and b are in Q 
and a f O. By the definition of I Q . ./2' we must get zero if we plug 
,Ji for x in ax + b. Thus, we obtain a,Ji + b = 0, or,Ji = -bl a-a 
contradiction, as ,Ji is not rational. (Notice that this argument is 
very similar to that used in Example 5.15.3.) 

Let us continue with this example. Now that we know that the 
minimum of the degrees of the nonzero polynomials in IQ • ./2 is 2, let 
us prove a couple of facts about one of the polynomials in IQ • ./2 that 
has this lowest degree, namely x2 - 2. (Notice that this is not the only 
polynomial in IQ . ./2 that has degree 2. For instance, 2X2 - 4 is also in 
IQ . ./2' and 2X2 - 4 also has degree 2.) First, x2 - 2 is irreducible over 
Q. (Why? Recall Example 5.15.3.) Second, every polynomial in IQ • ./2 
of degree 2 is of the form k( x2 - 2), where k is some rational number! 
(For instance, 2X2 - 4 is in IQ . ./2' and it is of the form 2(x2 - 2).) Let us 
see why. Suppose ax2 + bx + c is in IQ • ./2' where a, b, and c are rational 
numbers and a f o. Then ,Ji must satisfy this polynomial, so we 
find that 2a + b,Ji + c = 0, which we rewrite as (2a + c) + b,Ji = O. 
From the Q-linear independence of 1 and ,Ji, we find that b = 0 
and c = - 2a, that is, this polynomial is of the form ax2 - 2a, or 
a(x2 - 2)! 

Now let us generalize this example. Reverting to the notation 
from just before this example, we will see that just as with the poly­
nomial x2 - 2 in the example, the polynomial p(x) we considered 
before is irreducible, and that every other polynomial in I F•a that 
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has the same degree as p(x) is of the form kp(x), where k is some 
(nonzero) element if F. But in the course of proving this second 
assertion, we will actually prove something immensely stronger! 

Theorem 6.4 
Let KIF be a field extension, and let a be an element of K that is algebraic 
over F. Let p(x) be any nonzero polynomial in IF,a of least degree. Then 
1. p(x) is irreducible, and 
2. p(x) divides every polynomial in IF,a. 

(Notice how strong the second statment of the theorem is! In 
particular, it tells us that in our example, x2 - 2 divides every poly­
nomial in IQ,,J2! We could certainly have proved this while we were 
discussing this example above, but we have chosen to wait and prove 
it in the more general context of an arbitrary field extension KIF.) 

Proof Let us prove the first assertion. Suppose that p(x) is not ir­
reducible. Then p(x) factors as g(x)h(x), where g(x) and hex) are 
nonconstant polynomials in F[x). The degree of each of g(x) and 
hex) has to be less than that of p(x). (Why?) Since pea) = 0, we 
find (see Lemma 5.3) that g(a)h(a) = o. Thus, either g(a) = 0 or 
h(a) = O. Now g(a) = 0 tells us that g(x) is in h,a, but this cannot 
be, since deg(g(x)) < deg(P(x)), andp(x) has the least degree among 
all nonzero polynomials in h,a. Similarly, h( a) cannot be zero either. 
It follows that p(x) cannot factor nontrivially, that is, p(x) must be 
irreducible. 

Now for the second assertion. Let f(x) be any element of h,a. 
By the division algorithm, there exist polynomials g(x) and rex) in 
F[x], with either rex) = 0, or 0 ::: deg(r(x)) < deg(P(x)), such that 
fCx) = g(x)p(x) + rex). We wish to show that rex) is zero. By Lemma 
5.3, we find thatf(a) = g(a)p(a) + rea). Now, f(a) andp(a) are both 
zero, since fCx) and p(x) are both in h,a. Hence rea) must also be 
zero. But this puts rex) in IF,a! Ifr(x) were not zero, then rex) would 
be a nonzero polynomial in h,a of degree less than that of p(x)-a 
contradiction. Hence, rex) must be zero, that is, p(x) must divide 
fOO: 0 

We now get the following corollary almost for free! 
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Corollary 6.5 
Ifp(x) and q(x) are any two nonzero elements ofh,a ofleast degree, then 
q(x) = kp(x) for some nonzero kEF. 

Proof By the second assertion of Theorem 6.4, p(x) divides q(x), so 
q(x) = p(x)h(x) for some hex) E F[x]. Since the degrees of p(x) and 
hex) must add up to that of q(x), and since the degrees of p(x) and 
q(x) are equal, we find that deg(h(x)) = 0, that is, hex) is a constant! 
Hence, q(x) is just a constant multiple ofp(x), which is the assertion 
of the corollary. (Why must this constant be nonzero?) 0 

Here is another easy corollary: 

Corollary 6.6 
If p(x) is any nonzero element of h,a of least degree, then h,a 
{f(x)p(x) I f(x) E F[x]}. 

Proof Theorem 6.4 showed that every polynomial in h,a must be a 
multiple ofp(x), that is, h,a C {f(x)p(x) I f(x) E F[x]}. Since pea) = 0 
implies f(a)p(a) = 0, it is clear that f(x)p(x) must be in h,a for any 
f(x) E F[x]. Thus, {f(x)p(x) I f(x) E F[x]} C IF,a as well. 0 

Now we are ready to pick a nonzero element of h,a that will 
stand out from the rest. Let p(x) be any nonzero polynomial in h,a 
ofleast degree. Suppose p(x) = Pnxn + Pn_IXn-1 + ... + PIX + Po, 
with Pn f 0 (so the degree ofp(x) is n). Write mF,a for the polynomial 
obtained by dividing all the coefficients ofp(x) by pn, that is, mF,a = 

xn + (Pn_l1pn)xn-1 + ... + (PIlpn)x + (Polpn). Observe that mF,a has 
the same degree as p(x) and that mF,a is monic, that is, its highest­
degree coefficient is l. Moreover, mF,a is also in h,a' (Why is this so?) 
Thus, mF,a has the property that it is a monic polynomial in h,a of 
least degree. The following question immediately comes to mind: 
is there any other monic polynomial in h,a of least degree? This is 
where Corollary 6.5 comes in. The answer is no! For suppose q(x) is 
another such polynomial. Since q(x) must have degree n and must 
be monic, q(x) = xn + qn_Ixn--1 + ... + qlX + qo for some qi E F. By the 
corollary, q(x) = c· mF,a for some c E F. Comparing the coefficients 
ofxn in q(x) and in c· mF,a, we find that 1 = c· I, so c = l. That is, 
q(x) = mF,a! What we have proved is the following: 
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Theorem 6.7 
With K, F, and a as in Theorem 6.4, h,a contains exactly one monic 
polynomial of least degree. 

Definition 6.8 
If KIF is a field extension and a E K is algebraic over F, the 
unique monic polynomial in h,a of least degree is called the mini­
mal polynomial of a over F, and as in the discussion above, is denoted 

mF,a' 

Clearly, mF,a stands out among all the nonzero polynomials in 
h,a! Moreover, Theorem 6.4 guarantees that mF,a is irreducible and 
that it divides every polynomial in h,a' 

Notice that Example 6.3 and Theorem 6.7 above together show 
that mQl,v'z is x2 - 2! The same techniques used in Example 6.3 will 
also show that the minimal polynomial of,JP over Q, where p is any 
prime, is x2 - p. (See also Exercise 1.) 

Let us record one more useful property of mF,a-not only is it 
the only monic polynomial ofleast degree in h,a, it is also the only 
monic irreducible polynomial in h,a! In fact, we will show something 
slightly stronger-any irreducible polynomial in h,a must be ofleast 
postive degree. 

Theorem 6.9 
With K, F, and a as in Theorem 6.4, ifp(x) is an irreducible polynomial 
in h,a, then p(x) is ofleast degree. Ifin addition, p(x) is also monic, then 
p(x) = mF,a' 

Proof Suppose p(x) E h,a is irreducible. If q(x) is any nonzero poly­
nomial in h,a of least degree (such as mF,a), then by Theorem 6.4, 
q(x) must divide p(x), so p(x) = q(x)h(x). Since p(x) is irreducible, 
this must be a trivial factorization, so h( x) must be a constant. (Why 
is it impossible for q(x) to be a constant?) It thus follows that p(x) 
has the same degree as q(x), so by the choice of q(x), p(x) must also 
have the least degree in h,a' The second statement of the theorem 
follows from the definition of mF,a as the monic polynomial of least 
positive degree. 0 

The minimal polynomial of a over F contains the key to under­
standing the structure of the extension F(a)1 F. For instance, there is 
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an intimate connection between the degree ofmF,a and the degree of 
the field extension F(a)IF -they are the same! Also, the fact that the 
minimal polynomial is irreducible will allow us to prove that if a is 
algebraic over F then F[a] and F(a) are equal. Thus, we would have 
completely answered the two questions that were left unanswered 
at the end of Chapter 4. Furthermore, the minimal polynomial gives 
us an F-basis for F(a)-ifthe degree ofmF,a is n, then we will be able 
to prove that {I, a, a2 , ••• , an-I} is an F-basis for F(a)! 

What is amazing is that we can obtain so much deep information 
about the extension F(a)IF without ever leaving F. For the minimal 
polynomial of a is a polynomial with coefficients in F; it does not 
involve any elements outside F. Yet it gives us all these properties 
about an extension of F, that is, about a field that contains lots of 
elements besides the ones already in F. Clearly, this is remarkable! 

So let us prove these results. 

Theorem 6.10 
Let KIF be a field extension, and let a E K be algebraic over F. If 
deg(mF,a) = n, then 
l. F[a] = F(a), 
2. [F(a): F] = n, and 
3. The set {I, a, a2 , ••• , an-I} forms an F-basis for F(a). 

Proof 1b prove I, we need to show that F(a) C F[a], since we al­
ready know that F[a] C F( a). For this, it is sufficient to prove that for 
everypolynomialg(x) E F[x] such thatg(a) f 0, I/g(a) E F[a]. Why? 
This is because every element of F(a) is of the formf(a)lg(a), where 
f(x) and g(x) are polynomials with coefficients in F and g(a) f O. 
Hence, if I/g(a) is in F[a], then I/g(a) would equal h(a) for some 
polynomial hex) E F[x], so f(a)lg(a) would equal f(a)h(a), which, 
being a product of two elements in F[a], would also be in F[ a]. 

Now oberve that mF,a cannot divide g(x), since if g(x) = h(x)mF,a 
for some hex) E F[x], then, substituting a for x, we would find that 
g(a) = h(a)· 0 = 0, while we know thatg(a) f O. By Theorem 5.17, 
mF,a and g(x) must be relatively prime. Hence, there exist polynomi­
als hex) andf(x) inF[x] such that 1 = h(x)mF,a + f(x)g(x). Substituting 
a for x, we obtain 1 = h(O) . 0 + f(a) . g(a), that is, f(a)g(a) = 1. But 
this tells us that 1 I g(a) = f( a). Since f(a) is obtained by substituting 
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a for x in a polynomial with coefficients in F, f(a) is an element of 
F[a], or in other words, l/g(a) is in F[a]! 

Before we prove statements 2 and 3, note that the various powers 
ai (i = 0, 1, ... , n - 1) must all be distinct. For if, say, ai = ti for 
o ::s i < j ::s n - 1), then a would satisfy Xi - td, which is a nonzero 
polynomial of degree less than that of mF,a, a contradiction. 

Now note that statement 2 will automatically follow from state­
ment 3, since because of the distinctness of the various powers 
ai, there are n elements in the set {1,a,a2, ... ,an- I}. Thus, it is 
sufficient to prove statement 3. 

Th prove statement 3, let us work with F[a], since we know at 
this point that F(a) is the same as F[a]. Since F[a] is the set of all 
expressions of the form fo + fl a + ... + fkak with the fi E F and k 2: 0, 
F[a] is clearly spanned by the set consisting of all the powers of a. 
We need to show that we do not need all the powers of a to span 
F[a], we need to show that the powers 1 through an- I will do. 

For this, let z = fo + fla + ... + fkak be an arbitrary element 
of F[a], with the fi E F and k 2: O. Let f(x) be the polynomial 
fo + fIX + ... + fkXk in F[x]. (Recall the difference between a poly­
nomial and a polynomial expression!) Dividing by mF,a, we find that 
f(x) = g(x)mF,a + rex) for some polynomials g(x) and rex) in F[x] 
with deg(r(x)) < deg(mF,a). Suppose rex) = ro + rlx + ... rtxt for suit­
able ri E F and for suitable t with 0 ::s t ::s n - 1. Substituting a for x, 
we obtain z = mF,a(a)g(a) + rea) = rea), so z = ro + rIa + ... rtat. 
Thus, z is expressible as an F-linear combination of the powers 1, 
a, ... , at. As z varies through F[a], the integer t will vary, but it will 
always be less than n, since the remainder rex) that we will get for 
anyone z will always be of degree less than n. Thus, every element 
z is expressible as a linear combination of the powers 1, a, ... , an-I, 
so the set {I, a, a2 , ... , an-I} spans F[ a] as an F -vector space. 

Having proved that the set {I, a, a2 , ••• , an-I} spans F[a] (which 
is the same as F(a)) as an F-space, we now need to show that this set 
is F -linearly independent. Assume to the contrary that some linear 
combination fo . 1 + fla + ... + fn_Ian-1 = 0, where the fi are in F, 
and not all the fi are zero. But this says that a satisfies the polyno­
mial f(x) = fo + fIX + ... fn_IXn- l , which is a nonzero polynomial 
with coefficients in F of degree less than n. Thus, f(x) is a nonzero 
polynomial in IF,a of degree less than that of mF,a -a contradiction. 
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Thus, the set {I, a, a2, ... , an-I} is linearly independent, and since it 
already spansF(a) as anF-space, this set is indeed a basis for F(a)/F. 

This proves the theorem! 0 

Exercises 

1. Let F be a subfield of ((:, and let d be an element of F that is 
not already a square in F (that is, there does not already exist an 
elementy inF such thaty2 = d). Let.Jdbe anyone square root of 
d (remember, every complex number has two square roots, and 
that one is the negative of the other!). Show that the minimal 
polynomial of.Jd over F is x2 - d. (Hint: Use the ideas behind 
Example 6.3 to show that x2 - d is irreducible over F. Now use 
Theorem 6.9.) It follows from Theorem 6.10 that [F(.Jd) : F] = 2 
and that 1 and.Jd form a basis for F(.Jd) as an F-vector space. 

2. Prove that mQ,Vz = x3 - 2. (Hint: Use Exercise 4 of Chapter 5 
to show that x3 - 2 is irreducible over Q. Note that ~ satisfies 
x3 - 2. Now use Theorem 6.9.) It follows from Theorem 6.10 that 
[Q(~) : Q] = 3, and that I, ~, and ~ form a basis for Q( ~) 
as a Q-vector space. 

3. In this exercise, we will prove that ~,~ = X4 - 2 by showing 
that X4 - 2 is irreducible over Q. It will follow from Theorem 6.10 
that [Q(.vtz) : Q] = 4 and that I, .vtz, -Ji, and V's form a basis for 
Q( .vtz) as a Q-vector space. 

(a) Use Exercise 4 of Chapter 5 to show that X4 - 2 does not have 
a factor of degree 1. Conclude from this that X4 - 2 does not 
have a factor of degree 3 either. 

(b) Now suppose thatx4 -2 has a factorf(x) of degree 2. Conclude 
that .vtz satisfies a degree 2 polynomial with coefficients in 
Q. 

(c) If.vtz satisfies a degree 2 polynomial with coefficients in Q, 
show that the linear term of this polynomial cannot be zero. 

(d) Now show that if.vtz satisfies a degree 2 polynomial with 
coefficients in Q, then .vtz E Q( -Ji). 
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(e) Finally, show that -12 ¢ Q( ../2). (Hint: Assume that -12 = a + 
b../2 for some a and b in Q. Square both sides, and use the Q­
linear independence ofl and../2 to arrive at a contradiction.) 

4. We know by now (see Example 3.11.6 of Chapter 3) that 
Q[../2,.J3] is a field, with basis {1,../2,.J3, J6}. The element 
../2 + .J3 is in this field, so Q(../2 + .J3) is a subfield ofQ[../2, .J3]. 
We will prove in this exercise that Q(../2 + .J3) = Q[../2, .J3]. 
What this shows is that rather than first adjoining ../2 and then 
.J3 to Q, one may obtain Q[../2, .J3] by directly adjoining ../2 + .J3 
toQ. 

(a) Prove using Theorem 4.2 of Chapter 4 that [Q(../2 + .J3) : Q] 
can only be 1, 2 or 4. 

(b) Use Theorem 4.2 and Exercise 1 of Chapter 4 to show that if 
[Q(../2 + .J3) : Q] = 4 then Q(../2 + .J3) = Q[../2, .J3]. 

(c) Use the Q-linear independence ofl, ../2, and.J3 to show that 
../2 + .J3 ¢ Q. 

(d) Use Exercise 1 of Chapter 4 as well as part 4c above to show 
that[Q(../2 + .J3) : Q] f l. 

(e) Use Theorem 6.10 to show that if [Q(../2 + .J3) : Q] = 2, then 
../2 + .J3 must satisfy a degree 2 polynomial)(.2 + ax. + b, with 
a and b rational numbers. 

(f) Use the Q-linear independence of {1,../2,.J3, J6} to show 
that a relation such as (../2 + .J3i + a(../2 + .J3) + b = 0 
with a and b rational numbers is impossible. 

(g) Conclude using various parts above that Q(../2 + .J3) = 

Q[../2, .J3]. 
A more general result holds: If K is any finite-dimensional 

extension of the rationals, then there exists aE K such that K = 

Q(a). This is known as the Primitive Element Theorem. 

5. Suppose F, K, and L are fields with F ~ K ~ L. Suppose that 
a E L is algebraic over F. Show that a is algebraic over K and 
that [K(a) : K] .:'S [F(a) : F]. (Hint: Just think very carefully about 
what it means for a to be algebraic over F and for a to be algebraic 
over K. Notice that any polynomial with coefficients in F is also 
a polynomial with coefficients in K.) 
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6. This exercise will generalize Exercise 7 of Chapter 4. In that exer­
cise, we saw that any element a E C that is algebraic over Q[ J2] 
is also algebraic over Q. Show that more generally, if F ~ K ~ L 

are fields and if [K : F] is finite, then any element a E L that 
is algebraic over K is also algebraic over F. (Hint: Consider the 
chain of fields F ~ K ~ K(a). What does Theorem 6.10 tell you 
about [K(a) : K]?) Notice the difference between this exercise 
and Exercise 5 above! 

7. The purpose of this exercise is to show that if KIF is a field 
extension and if a and b in K are both algebraic over F (with 
b f 0), then a + b, a - b, ab, and alb are all algebraic over F. 

(a) Use Theorem 6.10 to show that [F(a) : F] is finite. 

(b) Use Exercise 5 above to show that b is algebraic over F(a). 

(c) Use Theorem 6.10 to show that [F(a)(b) : F(a)] is finite. 

(d) Now use Theorem 4.2 to show that [F(a)(b) : F] is finite. 

(e) Finally, use Theorem 4.12 to show that a + b, a - b, ab, and 
alb are all algebraic over F. 

B. Given a field extension KIF and an element a E K, prove that 
the set h,a of Definition 6.2 has the following sets of properties: 

(a) i. 0 E IF,a. 

ii. Iff E IF,a then -f E IF,a. 

iii. Iff E h,a and g E IF,a, then f + g E h,a. 

(b) Iff E h,a and ifh is any polynomial in F[x], then hf E h,a. 

9. The properties of IF,a developed in Exercise Ba above show that 
(h,a, +) is a subgroup of (F[x], +). (Of course, we have not for­
mally considered the notion of a subgroup, but by now you 
should be able to formulate for yourselves the definition of a 
subgroup, given that you already understand the more general 
concepts of subrings and subspaces!) Exercise Bb, on the other 
hand, shows that you can multiply any element of h,a by an ar­
bitrary element of F[x] and the product will still be in h,a. The 
existence of subsets in a ring that possess these two sets of prop­
erties turns out to have a deep bearing on the structure of the 
ring itself, and such subsets are hence studied extensively for 
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their own sake. They are given a name: ideals. The formal defi­
nition is as follows: Given a ring R, assumed to be commutative 
for simplicity, an ideal of R is a subset I of R such that 

(a) 0 E I, 

(b) i E I implies -i E I, 

(c) i E I andj E I implies i + j E I, and 

(d) for any r E R, and any i E I, ri E I. 

If R is any commutative ring, prove the following: 

(a) The set {a} is an ideal of R. 

(b) R is an ideal of R. 

(c) Given fixed elements aIr a2, " ., an of R, the set I = {rIal + 
r2a2 + ... + rnan I rl, r2, ... , rn E R} is an ideal of R. This ideal 
is known as the ideal generated by aI, a2, ... , an. 

10. An ideal I of a commutative ring R is said to be principal if it is 
generated by a single element, that is, ifIisoftheform{ra IrE R} 
for some fixed a E R. (By Exercise 9c above, such a set is indeed 
an ideal.) Notice that Corollary 6.6 above shows that ideals of F[x] 
of the form !P,a are principal. Now prove that every ideal of F[x], 
where F is any field, is principal. (Hint: If I = {O}, then we are 
done-why? Otherwise, there must be some nonzero element in 
I ofleast degree, call it q. Given an arbitrary elementf E I, write 
f = bq + r (division algorithm). Use the definition of an ideal to 
show that r must be in I. Conclude from the choice of q and r 
that r must be zero. This shows that Ie {rq IrE F[x)}. Why does 
the reverse inclusion also hold?) 

11. An ideal I of a commutative ring R is said to be prime if whenever 
ab E I for a, b E R, then either a E I or bEl. Given a prime 
integer p, show that the ideal I = {mplm E Z} is a prime ideal. 

Notes 

Remarks on Ideals (Exercise 9) Although we have focused so lit­
tle on ideals in this book, they really are a very central topic in algebra, 
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and some comments about them are in order. Historically, they gained 
prominence when Dedekind, while studying unique factorization in the 
ring of integers of an algebraic number field (see the notes on page 116), 
discovered that even though unique prime factorization does not always 
hold in such rings, the ideals of such rings always factored uniquely into 
prime ideals. (See Exercise 11 above for the definition of a prime ideal.) 
This turned out to be the "correct" generalization ofthe concept of unique 
prime factorization for such rings, and rings such as these where ide­
als factor into a product of prime ideals are now known as "Dedekind 
domains." 

In another direction, it is easy to see that any solution of a system of 
polynomialequationsfl(xl, ... ,xr) = O, ... ,[n(XI, ... ,Xr ) = O,wherethexi 
are variables, will also satisfY any polynomial in the ideal of C[XI' ... ,xr ] 

generated by the polynomials fi. (The ring C[XI' ... , xr] is just the set 
of polynomials in r variables with complex coefficients.) This leads to 
some interesting questions. One of them is the following: is every ideal 
of C[XI,"" xr] generated by a finite set of elements? (An ideal I in a 
commutative ring R is said to be finitely generated ifthere exist elements 
al, ... , an inI such that I = {rIal + rzaz + ... + rnan I rl, rz, ... , rn E R}-see 
Exercise 9c above.) The answer is yes, and this result is known as Hilbert's 
Basis Theorem. Another question about ideals OfC[XI,"" xr] arises in the 
following context: If one starts with all solutions to a system of polynomial 
equations fI (Xl, ... ,Xr ) = 0, ... , fn(XI' ... ,Xr ) = 0 and considers the set 
I of all polynomials in r variables that become zero at each of these 
solutions, then it is easy to see that I is actually an ideal of C[XI' ... ,xr ] 

that contains the ideal generated by the fi. The question is, what is the 
relation between these two ideals? The answer to this is also known: For 
each f E I, some power of f must land in the ideal generated by the fi. 
This result is known as Hilbert's Nullstellensatz. 

These two examples, the factorization of ideals in the ring of inte­
gers in number fields, which is an example in algebraic number theory, 
and solutions of polynomial equations in r variables with complex coeffi­
cients, which is an example in algebraic geometry, were two fundamental 
motivators for the study of ideals in commutative rings. Ideals are now 
a central pillar of both algebraic number theory and algebraic geometry, 
and in fact actually unifY the two fields into one via a mathematical object 
known as a scheme. (At this point, however, we are hopelessly beyond the 
scope of this book!) 



CHAPTER 

Straightedge 
and Compass 
Constructions 

Having covered an immense amount of abstract material in the pre­
vious six chapters, we are finally at the point where we can study 
constructibility! 

While the Greeks discovered how to perform several very intri­
cate constructions using just a straightedge and a compass, there 
were three very basic constructions that defied them. First, given 
an arbitrary angle fJ, to trisect it (that is, to construct the angle fJ/3); 
second, to construct a square whose area equals that of a circle of 
radius one (that is, a square whose area is rr); and third, to construct 
the side of a cube whose volume is twice that of a cube whose side is 
oflength one (in other words, to construct the side of a cube whose 
volume is two). These problems were referred to (respectively) as 
trisecting an arbitrary angle, squaring the circle, and doubling the cube. 

In the course of history, untold numbers of hours must have 
been spent on these problems. Clearly these problems are fascinat­
ing, and because they are easy to describe, anyone with a penchant 
for problem-solving can begin to attack them without any need for 
deep mathematical training. In fact, even though the solution to 
these problems is now completely known, people all around the 
world continue to work on these problems (perhaps unaware that 
the problems have been solved), and professors of mathematics con-
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stantly receive letters from the general public detailing techniques 
for performing one or more of the three constructions above! 

These suggested techniques, of course, are all flawed, since all 
three constructions are impossible! What we will see in this chapter 
is a proof of this fact. 

The proof of the impossibility of these constructions is actually 
very remarkable, and we should take some time out to admire sev­
eral attributes of the proof. First, it is a very powerful example of the 
inherent worth of abstract thought. Although the problems them­
selves are very concrete, attempts to solve them along concrete lines 
failed for about two thousand years. Yet, once the more abstract 
methods of field theory were developed, the solution to these prob­
lems immediately fell out. Second, the proof illustrates the power 
and the elegance of an interdisciplinary approach to mathematics. 
The problems are geometric, yet the solution is purely algebraic! 
Some of the best mathematics of our time has been produced by 
combining different fields of mathematics, such as geometry and 
algebra, or analysis and algebra, or analysis and geometry. Third, 
the solution to the construction problem is complete. Not only does 
the proof give us the impossibility of the constructions, it goes fur­
ther, and gives us a verifiable criterion for when something can be 
constructed. As a result, we can analyze not just the three con­
struction problems above, but various others as well, such as the 
constructibility of regular n-gons, or the constructibility of angles of 
various measures. 

The proof involves recasting the entire geometric process of 
straightedge and compass construction into the algebraic process 
of constructing field extensions of the rationals. Once this is ac­
complished, the criterion for when a number can be constructed 
can immediately be derived, and using this criterion, it is a simple 
matter to show that all three constructions above are impossible. 

So let us look at the proof. Note first that there are precisely three 
elemental operations that take place during straightedge and com­
pass constructions-either (1) we intersect two lines to determine a 
point, or (2) we intersect a line and a circle to determine a point, 
or else, (3) we intersect two circles to determine a point. Combin­
ing these three operations in various orders ultimately gives us the 
figure that we seek. 
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(For an easy example that illustrates two of these elemental op­
erations, consider how we bisect a given line AB. With A as center, 
we draw a circle oflarge enough radius-call this circle CI. With B as 
center, we similarly draw a circle ofthe same radius as CI-call this 
circle C2. The two circles CI and C2 intersect at two points on either 
side of AB-call these points PI and P2 . Notice that the determina­
tion of PI and P2 is really just operation (3) above. Next, we draw 
the line PIP2 that joins PI and P2 • This line intersects AB at a point 
M-this point is the midpoint of AB. Now notice again that this last 
step by which we determine M is just an instance of operation (1) 
above. As an exercise, you should be able to furnish for yourselves 
an example of a construction where all three elemental operations 
are used.) 

What we will do is interpret each of these three operations as 
a process of constructing appropriate field extensions. Let us begin 
at the beginning. We wish to construct a particular figure using a 
straightedge and a compass. All we have, besides the straightedge 
and the compass, is a blank sheet of paper. It is very important to 
realize that at this stage we have no notion of length and no notion 
of direction at all. It is up to us to manufacture these notions. 

We draw an arbitrary line on the paper. This immediately gives 
us a sense of direction. For instance, we could take this line to be 
one of two coordinate axes, for example, the x-axis. The direction 
perpendicular to this will then be the y-direction. We pick two dis­
tinct points PI and P2 on the x-axis and construct the perpendicular 
bisector of PIP2 as described above. The perpendicular bisector be­
comes our y-axis, and the point of intersection of the x and y axes 
becomes our origin O. 

We still do not have a sense of positive and negative directions on 
each axis, and importantly, we still do not have a notion of length. 
The lack of a sense of positive and negative directions is easy to 
fix; we simply pick anyone end of the line that represents the x­
axis and call it the positive x-direction. Once we have selected the 
positive x-direction, we pick that end of the y-axis that lies in the 
counterclockwise direction from the positive side of the x-axis, and 
call that the positive y-direction. Now how about a notion oflength? 
Well, this is entirely up to us! We merely pick an arbitrary point P 
on the positive side of the x-axis, and decree that P is at a distance of 
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1 from o. Thus, P will have coordinates (1,0), and the length of the 
line segment OP will serve as our fundamental unit of length. 

(Note that during an actual construction exercise, we may not ac­
tually draw the x and y axes or pick the point P as described above. 
We may directly proceed to construct the figure that we want. How­
ever, it is important to realize that the process of picking a direction 
and a unit of length is something that happens implicitly when we 
begin our construction process. For instance, if we need to construct 
an equilateral triangle of side one unit, we start by drawing a line 
of an arbitrary length and calling that line one side of the triangle. 
That line immediately represents a direction on what was at first 
just a blank sheet of paper, and the length of the line represents one 
unit.) 

So far, we have succeeded in constructing the coordinate axes, 
the origin 0 = (0,0), and the point P = (1,0). What other points 
on the x-axis can we construct? First of all, we can construct all 
points of the form (n, 0), with n an integer. (With 0 as center, draw 
a circle whose radius equals the length of the line segment OP, the 
second intersection of this circle with the x-axis will be the point 
( -I, 0). It should be clear how to get all other points on the x-axis 
with integer coordinates.) Repeating this procedure on the y-axis, 
we get all points of the form (0, n), with n an arbitrary integer. Then, 
drawing lines parallel to the x-axis through the various points (0, n) 
and lines parallel to the y-axis through the various points (m,O), 
and considering all the points of intersection of these lines, we find 
that we can locate all points with coordinates (m, n), with m and n 
arbitrary integers. (It would be a good idea for you to review how 
to draw parallel and perpendicular lines using a straightedge and 
compass.) 

But we can do more. Recall from geometry how to construct the 
length alb (b f 0), given that one can construct the lengths a and 
b (see Exercise 1). Since we can construct all integer lengths, we 
can use this technique to construct all lengths of the form In/ml, 
where nand m are arbitrary integers with m f o. (The reason for 
~he absolute value sign above is that lengths of line segments are 
always nonnegative.) 

We find it convenient to introduce a definition. 
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Definition 7.1 
We say that a real number r is constructible if a line segment oflength 
Irl can be constructed using a straightedge and a compass. 

What we have just seen is that all rational numbers are 
constructible. 

We can now lay these (rational) lengths along the x-axis by inter­
secting a circle of appropriate radius centered at 0 with the x-axis. 
Thus, we can locate all points of the form (q, 0), where q is an arbi­
trary rational number. Repeating this procedure along the y-axis, we 
find we can locate all points of the form (0, s), where s is any ratio­
nal number. As before, by drawing lines parallel to the two axes, we 
can locate all points of the form (q, s), where q and s are arbitrary 
rational numbers. Let us record this as a lemma: 

Lemma 7.2 
All points with coordinates (q, s), where q and s are arbitrary rational 
numbers, can be located using a straightedge and compass. 

Motivated by the statement of this lemma, let us introduce some 
definitions. 

Definition 7.3 
Let F be any subfield of JR. The plane of F will denote the set of 
all points of JR2 of the form (a, b), with a and b arbitrary elements 
of F (note!). We will say that the plane of F is constructible (or F is 
constrUctible) if all points from the plane ofF, that is, all points of the 
form (a, b), with a and b arbitrary elements of F, can be located using 
a straightedge and compass. A line of F is any line whose equation 
can be written in the form ax + by + c = 0, where a, b, and c are in 
F. A circle of F is any circle whose equation can be written in the 
form x2 + y2 + ax + by + c = 0, where, again, a, b, and c are in F. 

Understanding how one obtains the coordinates of the intersec­
tions between lines and planes of F will be crucial to showing that 
certain constructions are impossible. Also, notice that Lemma 7.2 
effectively says that the plane of Q is constructible. 

Can you see that if a sub field F of JR is constructible, then rEF 
is also constructible? 
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Now let us suppose that for some subfield F oflR, the plane of F is 
constructible. Thus, we have a grid of points of the form (a, b), where 
a and b are arbitrary elements of F, each of which can be located by 
straightedge and compass. What do we do with these points? Well, it 
is quite natural that we may want to continue with our straightedge 
and compass constructions. Thus, we may draw lines between pairs 
of points in the plane of F, or circles with centers at points in the 
plane of F, and radii equal to the distances between various pairs 
of points of F, and we may intersect such lines and circles. The 
following lemma studies the equations of such lines and circles: 

Lemma 7.4 
Let PI, P2, and P3 be three points in the plane ofF, with PI and P2 distinct, 
and P2 and P3 distinct. Let L be the line between PI and P2 . Also, let C 
be the circle with center at PI and radius equal to the distance between 
P2 and P3 . Then L is a line of F, and C is a circle of F. 

Proof Recall the definitions of "line of F" and "circle of F:' Let 
the coordinates of PI, P2, and P3 be (xI,yd, (X2' Y2), and(x3,Y3) re­
spectively. Let us assume that X2 f Xl. Then L has the equation 

Y - YI = (Y2 - YI ) (x - Xl). Since Xl, X2, YI, and Y2 are all elements 
X2 - Xl 

of F, it is clear that this equation is of the form Y - ax - b = 0, where 
a and b are elements of F. Thus, L is a line of F. (Ifx2 = Xl, then the 
line L is vertical, and has the equation X = Xl, so L is again a line of 
F.) 

Now consider the circle C. Since it has a radius equal to the dis­
tance between P2 and P3 , Pythagoras's theorem shows that the radius 
of C is J(X3 - X2)2 + (Y3 - Y2)2. Thus, C satisfies (x - XI)2 + (y -
Yli = (X3 - x2i + (Y3 - Y2i· Expanding this out, this becomes 
X2 + y2 + ax + by + c = 0, for suitable a, b, and c in F. Hence C is a 
circle of F. D 

So now we have the plane of F, and we draw lines and circles 
using the points of the plane of F. The lemma above shows that these 
lines and circles are lines and circles of F, that is, their equations all 
have coefficients in F. What do we do with these? Recall the three 
elemental operations: we either intersect two of these lines, or we 
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intersect a line and a circle, or we intersect two circles. What we are 
interested in is determining the precise subfield oflR in which these 
coordinates lie. Ifwe intersect a line or circle of F with another line 
or circle of F, will the coordinates of the pointe s) of intersection be 
elements of F? Not necessarily. However, as the next proposition 
shows, if the coordinates of the point(s) of intersection do not lie in 
F, then, at worst, they will live in a field extension of F of the form 
F(,Jd) for some nonnegative d in F. 

Proposition 7.5 
Let F be a subfield of lR that is constructible. The coordinates of the 
point(s) of intersection between lines and circles ofF lie in a field F( ,Jd) 
for some nonnegative number d in F. 

Remark 7.6 
The element d above depends on the particular pair of lines or circles 
that are being intersected. The coordinates of the points of intersec­
tion of different pairs of lines or circles could live in different field 
extensions (F( ,J(I;), F( ..;tI;), etc.) 

Proof Suppose we are intersecting two lines of F, say Ll and L2. 
Suppose Ll has the equation alX + bly + Cl = 0, and suppose L2 
has the equation a2X + b2y + C2 = 0, for some aI, bI, Cl, a2, b2, 
and C2 in F. If the lines intersect (that is, if they are not parallel), 
the coordinates of the point of intersection are obtained by solving 
these two equations simultaneously for x and y. The coordinates 

. b l C2 - b 2Cl a2Cl - alC2 
are thus gIVen by x = and y = , and these 

alb2 - a2bl a lb2 - a2bl 
coordinates clearly are elements of F. 

Now suppose we are intersecting a line and a circle of F. Suppose 
that the line has the equation alX + bly + Cl = 0, and suppose that 
the circle has the equation x2 + y2 + a2x + b2y + C2 = O. Then as be­
fore, the coordinates of the points of intersection (if the line and the 
circle intersect at all) are obtained by solving the two equations si­
multaneously. Observe that either al or b l must be nonzero. (Why?) 
Suppose that al is nonzero. Then from the equation of the line, we 

b · -bly - Cl S b· . h· fi . h d . o tam x = . u stltutmg t IS or x m t e secon equatIOn, 
al 
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( -bIY-CI)2 (-bIY-CI) 
we obtain al + y2 + a2 al + b2y + C2 = o. 

Expanding and collecting terms, we find that 1y2 + my + n = 0, for 
suitable 1, m, and n in F. (Determine what 1, m, and n are in terms of 
aI, bl , etc., and convince yourselves that 1, m, and n are indeed in F.) 

-m± Jm2 - 41n 
This is a quadratic equation for y, whose roots are . 

21 
Write d for m2 - 41n. Notice that d cannot be negative, since if it were, 
y would be nonreal, or in other words, our line and our circle would 
not intersect in ]R2. If d is a perfect square in F, then -J(i will be 
an element of F, and it follows that the two roots will also be in F 

-m ±-J(i 
(why?). Otherwise, the two roots, being , are elements of 

21 
the field F( -J(i). In both cases, we can think of the roots as elements 
of F( -J(i), since, after all, if d is a perfect square in F, then F( -J(i) is 
just F. Now notice that b l , CI, and al also lie in F( -J(i) (why?). Hence, 

if y lies in F( -J(i), it follows from the the equation x = -bly - CI 
al 

that the values of x that correspond to the two values of y also lie 
in F( -J(i). Thus, the coordinates of the points of intersection (in the 
case al f 0) lie in the field F( -J(i). (Where does this process break 
down if al = o?) 

The proof if al = 0 is similar. Since bl cannot be zero, we can 
write y in terms of x from the equation of the line. We substitute for 
y in the equation of the circle and proceed analogously. 

Now consider the case where we intersect two circles. Let the 
equation of the first circle be x2 + y2 + alX + bly + CI = 0, and let 
the equation of the second circle be x2 + y2 + a2X + b2y + C2 = o. 
Once again, we need to solve these two equations simultaneously. 
Subtracting the second from the first, this is equivalent to solving 
simultaneously the equations (al - a2)x + (bl - b2)y + (CI - C2) = 0 
and x2 + y2 + aIX + bly + CI = O. But the first equation is just 
the equation of a line, so we have reduced the problem to that of 
intersecting a line and a circle. We have already considered this 
case above and have proved that the coordinates of the intersec­
tions do lie in the field F( -J(i) for suitable d in F. This completes the 
proof 0 
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The proof of this proposition shows that if F is a constructible 
field, then when intersecting lines and circles, or when intersecting 
two circles, we will arrive at points with coordinates in a field of 
the form F(,Jd) for some nonnegative number d E F. Now let us 
go the other way: suppose that F is constructible, and we are given 
an extension field of the form F( ,Jd), where d is some nonnegative 
number in F. Is F(,Jd) constructible? The answer is yes! 

Lemma 7.7 
If F is a constructible subfield of JR., then any field of the form F( ,Jd), 
where d is any nonnegative number in F, is also constructible. 

Proof If d is a perfect square, then F(,Jd) is just F, and we have 
nothing to prove. Ifnot, note first that since d is constructible (why?), 
,Jd is also constructible (see Exercise 3). By Exercise 1 in Chapter 
6, every element of F(,Jd) can be written as a + b,Jd for some a 
and b in F. Since band ,Jd are both constructible, their product is 
constructible by Exercise 1 b, and Exercise 1 a then shows that a + b,Jd 
must be constructible. It follows that all points ofJR.z of the form (x, y), 
with x and y in F( ,Jd), can be located using a straight edge and a 
compass. Thus, F( ,Jd) is constructible. 0 

Now we need one more observation, one that we have already 
made implicitly in the proof of Lemma 7.4. 

Lemma 7.8 
If PI and Pz are points in the plane ofF, then the length of the line segment 
PIPz is an element of a field of the form F(,Jd) for some nonnegative 
dE F. 

Proof Pythagoras's theorem! o 

We are now ready to formulate a criterion for when a real number 
is constructible. 

Theorem 7.9 
A real number ex is constructible if and only if ex is an element of a subfield 
>T.;' ofJR. that has the following property.· K has subfields Ko S; KI S; ... S; 

Kt for some integer t 2: 0, where Ko = Q, Kt = K, and for i = I, 2, ... , t, 
Ki = Ki-I(Jdi- l ) for some nonnegative di- I E Ki- I. 
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Proof Let us prove the "if' part first, that is, let us assume that ct 

lies in a field K as described, and let us show that ct must be con­
structible. Given the sequence of subfields Ko ~ Kl ~ ... ~ Kt as 
in the statement of the theorem, we will show that each subfield 
in the sequence is constructible. In particular, this will show that K 
(= K t ) must be constructible. It will then follow that ct must also be 
constructible (why?). 

When i = 0, Ko is just Q, and we have already seen (Lemma 7.2) 
that Q is constructible. Now suppose that for some i < t, we have 
already shown that Ki is constructible. Consider Ki+l = Ki( ,J(l;). If 
,J(l; is already in Ki, then Ki+l is just Ki. If not, Lemma 7.7 shows 
that Ki+ 1 must be constructible. Thus, whenever Ki is constructible 
(i < t), Ki+l is also constructible. It follows by induction that each 
subfield Ki (i = 0, I, ... , t) is constructible, as desired. 

Now for the other direction: assuming that ct is constructible, we 
must show that ct must be an element of a sub field K of lR that has 
the property described in the statement of the theorem. For this, we 
need to go back to the discussions on page 172 and study how one 
may construct the number ct. 

Recall that when we begin any construction process, we implicitly 
construct points in the plane of Q. For example, the moment we 
layout a line segment on a blank sheet of paper, that line segment 
represents the x-axis. Ifwe pick a point on this line segment, perhaps 
by constructing the perpendicular bisector of the segment, then this 
point represents the origin (0, 0). If we pick a second point on this 
line segment, then this second point represents (I, 0) and the length 
of the segment between the two chosen points represents one unit 
of length. If we layoff on the perpendicular bisector a point at a 
distance ofl from the origin, counterclockwise from the point (I, 0), 
then this point represents (0,1 )-and so on. Now, while constructing 
ct, we will start from points in the plane ofQ, and we may construct 
various lines and circles. By Lemma 7.4, these lines and circles will 
be in the plane of Q. At some point in our construction, we may 
need to intersect some pair of lines, or a line and a circle, or a pair 
of circles. By Proposition 7.5, the coordinates of the intersection 
point will lie in a field Kl = Q(~) for some nonnegative do E Q. 
Note that at this point, any point, line, or circle in the plane of Q 
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is also a point, line, or circle in the plane of KI (why?). Since our 
new point also has coordinates in K I , we may think of all the points, 
lines, and circles that we have constructed so far as being points, 
lines, and circles in the plane of K I . Now having gotten our first 
point ofintersection, we may use this point to construct more points 
and more lines and circles-these points, lines, and circles will be 
in the plane of KI (why?). We may soon need to intersect another 
pair of lines, or a line and a circle, or two circles. By Proposition 
7.5 again, the coordinates of the point of intersection will lie in the 
plane of a field K2 = KI (-Jd;) for some nonnegative d l E K I . Once 
again, we may think of all the points, lines, and circles that we have 
constructed so far as belonging to the plane of K2. We may now use 
this new point to construct more points, and more lines and circles, 
and these will all be in the plane of K 2 . When we next intersect 
some pair oflines, or a line and a circle, or a pair of circles, the point 
of intersection will have coordinates in some field K3 = K2(,Jdz) 

for some nonnegative d 2 E K 2 • Continuing this way, it is clear that 
we will arrive finally at two points PI and P2 , the distance between 
which is our number a, whose coordinates lie in some subfield Kj 

oflR, where Kj contains the sub fields IQ ~ KI ~ K2 ~ ... ~ Kj, and 
where each field in this list starting from KI is an extension of the 
previous one gotten by adjoining the square root of a nonnegative 
element. By Lemma 7.8, the length of P I P2 is an element of a field 
of the form Kj(Jdj) for some nonnegative dj E Kj . Since Kj(Jdj) now 
contains the subfields IQ ~ KI ~ K2 ~ ... ~ Kj ~ Kj( Jdj), since 
each field in this new list starting from K I is also an extension of the 
previous one gotten by adjoining the square root of a nonnegative 
element, and since Kj( Jdj) contains the element a, we have found 
the desired field. 0 

There is an immediate corollary to this theorem that will be cen­
tral to showing that certain figures are not constructible. (Note that 
the converse to this corollary is not true; see the notes on page 182.) 

Corollary 7.10 
A real number a is constructible only if it is algebraic and its minimal 
polynomial over IQ is of degree a power of 2. 
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Proof By the previous theorem, a must be an element of a subfield 
K ofR, with the property described in the statement of the theorem. 
Each extension of the form Ki/Ki- 1 must either be of degree 1 or 
2. (Why? See Exercise 1 of Chapter 6.) By repeated applications of 
Theorem 4.2 we find that [K : Q] must be a power of 2, and in 
particular, KIQ must be a finite-dimensional extension. Theorem 
4.12 shows that a must be algebraic. Also, since Q(a) is a sub field of 
K, Theorem 4.2 shows that [Q(a) : Q] must divide [K : Q], and must 
therefore itself be a power of 2. But [Q(a) : Q] is just the degree of 
the minimal polynomial ofa over Q (Theorem 6.10.2). This gives us 
~re~. 0 

We now have enough ammunition to attack our three classical 
constructibility problems! 

Theorem 7.11 
The angle 600 cannot be trisected by straightedge and compass. 

Proof Assume that 600 can be trisected using a straightedge and 
compass. This is the same as assuming that the angle 200 can be 
constructed using a straightedge and compass, and by Exercise 4, this 
is the same as assuming that the real number cos 200 is constructible. 
We will use Corollary 7.10 to arrive at a contradiction. 

Recall the trigonometric identity cos 3() = 4 cos3 () - 3 cos (). 
Putting () = 200 , and recalling that cos 600 = 112, we find that cos 200 

satisfies 4( cos 200 i - 3( cos 200 ) = 112. After clearing denominators, 
we find that cos 200 satisfies the polynomial 8x3 - 6x - I, a polyno­
mial that has its coefficients in Q (actually, in Z as well). By Example 
5.16, this polynomial is irreducible over Q. Since 8x3 - 6x - 1 is irre­
ducible over Q the polynomial x3 - (6/8)x - (l/8) is also irreducible 
over Q (see Example 5.15.7). By Theorem 6.9, the minimal poly­
nomial of cos 200 over Q must therefore be x3 - (6/8)x - (1/8), a 
cubic polynomial. But for cos 200 to be constructible, its minimal 
polynomial over Q must be of degree a power of 2 (Corollary 7.10), 
a contradiction! 0 

Theorem 7.12 
Using just a straightedge and a compass, it is impossible to construct the 
side of a square whose area is that of a circle of radius one. 
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Proof We wish to construct a real number a such that a 2 = Jr. If 
a were constructible, Corollary 7.10 and Theorem 6.10.2 show that 
[Q(a) : Q] would be finite. Since Jr E Q(a) (why?), Theorem 4.12 
shows that Jr must be an algebraic number. However, although we did 
not prove this (a proof would be beyond the scope ofthis book!), we 
mentioned in Chapter 4 that Jr is known to be a transcendental num­
ber. Thus, a is not constructible, or in other words, it is impossible 
to square the circle using just a straightedge and a compass. 0 

Theorem 7.13 
Using just a straightedge and a compass, it is impossible to construct the 
side of a cube whose volume is twice that of a cube whose side is of length . 
one. 

Proof We wish to show that it is impossible to construct the real 
number ~. By Exercise 2 of Chapter 6, the minimal polynomial of 
~ over Q is x3 - 2, a cubic polynomial. However, if ~ were to be 
constructible, its minimal polynomial over Q must be of degree a 
power of two by Corollary 7.10, a contradiction. Hence, we cannot 
double the cube using a straightedge and a compass alone. 0 

Exercises 

1. Let a and b be two real numbers that can be constructed using 
straight-edge and compass (assume b f 0). 

(a) Show that both a + b and a - b are constructible. 

(b) Show that ab and alb are also constructible. 

2. Let E denote the set of all real numbers that are constructible. 
Using Problem 1 above, show that E is a subfield ofR This field 
is known as the field of constructible numbers. 

3. If d is a positive real number that is constructible, show that ,Jd 
is also constructible. 

4. Show that an angle e can be constructed by straightedge and 
compass if and only if the real number cos e is constructible. 
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5. Show that if an angle B can be constructed by straightedge and 
compass, then so can the angles 2B, 3B, ... 

6. Show that a regular n-gon (n ~ 3) can be constructed if and only 
if the angle 2n / n can be constructed. 

7. Show that for k ~ 2, the regular 2k-gon is constructible. (Hint: 
Think in terms of bisecting angles!) 

8. Assume that for some particular integer n (n ~ 3), the regular 
n-gon is constructible. 

(a) Show that cos(2n/n) must be constructible. (Hint: Combine 
Exercises 4 and 6 above!) 

(b) Show that for any integer i ~ 0, the regular in-gon must also 
be constructible. (Hint: Think bisection again!) 

(c) Show that for any k ~ 3 that divides n, the regular k-gon 
must also be constructible. (Hint: Combine Exercises 5 and 6 
above!) 

Notes 

Remarks on Corollary 7.10 It must be borne in mind that the con­
verse to Corollary 7.10 is false: if a real number ct is algebraic and its 
minimum polynomial over Q is of degree a power of 2 then ct is not auto­
matically constructible. Study closely the statement of Theorem 7.9: for 
ct to be constructible, it is not important that [Q(ct) : Q] be a power of 
2 (which it certainly will be if the degree of the minimum polynomial 
over Q is a power of two); what is important is that ct be an element of 
a field K which has a sequence of subfields as in the theorem, each of 
degree 2 (or 1) over the previous subfield. Now, if a field extension KIQ 
has a sequence of sub fields as in the theorem, each of degree 2 (or 1), 
then [K : QJ will certainly be a power of 2 (why?). The point is that the 
converse of this last statement is not true-an arbitrary field extension of 
the rationals of degree a power of 2 need not contain such a sequence of 
subfields! In particular, even if [Q(ct) : QJ is a power of 2, Q(ct) need not 
have such a sequence of sub fields. Hence, we cannot conclude from the 
fact that ct E Q(ct) and that [Q(ct) : QJ is a power of2 that ct is constructible. 
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There is a concept of normal closure: the normal closure ofQ(a) over 

Q is the field generated over Q by all the roots of mlQl,a' It turns out that 
ifboth Q(a) and its normal closure over Q have degree a power of 2 over 
Q, then a will be constructible. 

Constructibility of n-gons We mentioned at the beginning of the 
chapter (see page 170) that our criterion for constructibility allows us 
to analyze not just the three classical problems, but also the problem 
of constructibility of regular n-gons for various values of n. Much as we 
would like to carry out this analysis, we cannot, since to do full justice to 
this topic, we would need to have studied roots of unity in greater detail 
than we have, and this would take us rather far afield. 

However, the end result of the analysis is a strikingly complete con­
dition on when a regular n-gon is constructible, and we would like to 
highlight the features. 

One proceeds along the following lines. One shows that if a regular 
p-gon is constructible, where p is an odd prime, then p must be a Fermat 
prime, that is, p must be of the form 22k + 1 for some k :::: O. (Can you 
discover some Fermat primes less than 20?) Next, one shows that if p is 
an odd prime, then the regular p2-gon is not constructible. Now one knows 
that if a regular n-gon is constructible, then for any k :::: 3 that divides n, 
the regular k-gon is also constructible (see Exercise 8c above), and one 
also knows that all regular 2k-gons, k :::: 2, are constructible (see Exercise 
7 above). Putting this together, one finds that if a regular n-gon (n :::: 3) 
is constructible, n must have the prime factorization n = 2kpIPZ'" Pt, 
where the odd primes Pi are all Fermat primes. (It is possible in this 
statement for n to have no odd prime factors, in which case k must be at 
least 2 for obvious reasons.) 

But there is more, one can actually prove the converse! Thus, one 
shows that for any Fermat prime p, the regular p-gon is constructible. (A 

little Galois theory is very helpful here, though not absolutely necessary.) 
One also shows that if m and n are relatively prime, and if a regular m­
gon and a regular n-gon are both constructible, then a regular mn-gon is 
also constructible. Finally, one already knows that regular 2k-gons (k :::: 2) 
are constructible (Exercise 7), and that if a regular n-gon is constructible, 
then a regular 2n-gon is also constructible (Exercise 8b). Putting all this 
together, we have the following result: A regular n-gon (n :::: 3) is con­
structible if and only if n has the prime factorization n = 2k PIPZ ... Pt, 
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where the odd primes Pi are all Fermat primes, t ::: 0, k ::: 0 (and if t = 0, 
then k ::: 2). 
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