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Preface 

This is a textbook suitable for a year-long course in analysis at the ad­
vanced undergraduate or possibly beginning-graduate level. It is intended 
for students with a strong background in calculus and linear algebra, and 
a strong motivation to learn mathematics for its own sake. At this stage 
of their education, such students are generally given a course in abstract 
algebra, and a course in analysis, which give the fundamentals of these two 
areas, as mathematicians today conceive them. 

Mathematics is now a subject splintered into many specialties and sub­
specialties, but most of it can be placed roughly into three categories: al­
gebra, geometry, and analysis. In fact, almost all mathematics done today 
is a mixture of algebra, geometry and analysis, and some of the most in­
teresting results are obtained by the application of analysis to algebra, say, 
or geometry to analysis, in a fresh and surprising way. What then do these 
categories signify? Algebra is the mathematics that arises from the ancient 
experiences of addition and multiplication of whole numbers; it deals with 
the finite and discrete. Geometry is the mathematics that grows out of 
spatial experience; it is concerned with shape and form, and with measur­
ing, where algebra deals with counting. Analysis might be described as the 
mathematics that deals with the ideas of the infinite and the infinitesimal; 
more specifically, it is the word used to describe the great web of ideas 
that has grown in the last three centuries from the discovery of the differ­
ential and integral calculus. Its basic arena is the system of real numbers, 
a mathematical construct which combines algebraic concepts of addition, 
multiplication, etc., with the geometric concept of a line, or continuum. 

There is no general agreement on what an introductory analysis course 
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should include. I have chosen four major topics: the calculus of functions 
of one variable, treated with modern standards of rigor; an introduction 
to general topology, focusing on Euclidean space and spaces of functions; 
the general theory of integration, based on the concept of measure; and the 
calculus, differential and integral, for functions of several variables, with 
the inverse and implicit function theorems, and integration over manifolds. 
Inevitably, much time and effort go into giving definitions and proving 
technical propositions, building up the basic tools of analysis. I hope the 
reader will feel this machinery is justified by some of its products displayed 
here. The theorems of Dirichlet, Liouville, Weyl, Brouwer, and Riemann's 
Dirichlet principle for harmonic functions, for instance, should need no 
applications to be appreciated. (In fact, they have a great number of ap­
plications. ) 

An ideal book of mathematics might uphold the standard of economy 
of expression, but this one does not. The reader will find many repetitions 
here: where a result might have been proved once and subsequently referred 
to. I have on occasion simply given the old argument again. My justification 
is found in communications theory, which has shown mathematically that 
redundancy is the key to successful communication in a noisy channel. I 
have also on occasion given more than one proof for a single theorem; this 
is done not because two proofs are more convincing than one, but because 
the second proof involves different ideas, which may be useful in some new 
context. 

I have included some brief notes, usually historical, at the end of each 
chapter. The history is all from secondary sources, and is not to be relied 
on too much, but it appears that many students find these indications of 
how things developed to be interesting. A student who wants to learn the 
material in the early chapters of this book from a historical perspective will 
find Bressoud's recent book [11 quite interesting. 

While this book is meant to be used for a year-long course, I myself have 
never managed to include everything here in such a course. A year and a 
half might be reasonable, for students with no previous experience with 
rigorous analysis. In different years, I have omitted different topics, always 
regretfully. Every topic treated here meets one of two tests: it is either 
something that everybody should know, or else it is just too beautiful to 
leave out. Nevertheless, life is short, and the academic year even shorter, 
and anyone who teaches with this book should plan on leaving something 
out. I expect that most teachers who use this book might also be tempted 
to include some topic that I have not treated, or develop further some 
theme that is touched on lightly here. 

Those students whose previous mathematical experience is mostly with 
calculus are in for some culture shock. They will notice that this book is 
only about 30% as large as their calculus text, and contains about one-tenth 
88 many exercises. (So far, so good.) But it will quickly become clear that 
some of the problems are quite demanding; I believe that (certainly at this 
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level) more is learned by spending hours, if necessary, on a few problems, 
sometimes a single problem, than in routinely dispatching a dozen exercises, 
all following the same pattern. I hope the reader is not discouraged by 
difficulty, but rewarded by difficulty overcome. 

This book consists of theorems, propositions, and lemmas (these words 
all mean the same thing), along with definitions and examples. Most of 
these are set off formally as Theorem, Proposition, etc., but some defini­
tions, examples, and theorems are in fact sneaked into the text between the 
formally announced items. I have been persuaded to number the Theorems, 
Examples, Definitions, etc. by one sequence. Thus Example 4.4 refers to 
the fourth item in Chapter 4, where an item could be either a Theorem, 
Proposition, Lemma, Definition, or Example. It would have been more log­
ical to have it refer to the fourth example in this chapter, but it would have 
made navigation more difficult. 

One of the important things that one learns in a course at this level is 
how to write a mathematical proof. It is quite difficult to prescribe what 
constitutes a proper proof. It should be a clear and compelling argument, 
that forces a reader (who has accepted previous theorems and understands 
the hypotheses) to accept its assertions. It should be concise, but not cryp­
tic; it should be detailed, but not verbose. We learn to do it by imitating 
models. Here are two models from ancient Greece. Throughout this book, 
the symbol • will mark the conclusion of a proof. 

Theorem. There are infinitely many primes. 

Proof. If PI, P2, ... ,p" are primes, let N = P1P2 ... Pn + 1. Then N is not 
divisible by any Pj, j = 1,2, ... ,n, so either N is a prime, or N is divisible 
by some prime other than Pl,P2, ... ,p". In either case, there are at least 
n + 1 primes. • 

Note that this proof assumes a knowledge of what a prime number is, 
and a previously obtained result that every integer N > 1 is divisible by 
some prime. Note also that the last sentence of the proof, omitted above, 
might be either to the effect that the hypothesis that the set of all primes 
can be listed in a finite sequence Pl,P2, ... ,p" has led to a contradiction, 
or that we have given the recipe for finding a new prime for each natural 
number, so that the sequence 2, 3, 7, 43, ... , can be extended indefil.itely. 

Theorem. The square on the hypotenuse of a right triangle is the sum of 
the squares on the two shorter sides. 

Proof. If the sides of the triangle are a, b, and c, with c the hypotenuse, 
then the square of side a + b can be dissected in two ways, as shown below. 
Removing the four copies of the triangle present in each dissection, the 
theorem follows. • 

This is one of the rare occasions when I would accept a picture as a 
proof. (Having once heen shown the proof, by a carefully drawn diagram, 
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Figure 0.1. The Pythagorean Theorem. 

that every triangle is isosceles, I could never again believe that pktUff!H 
don't lie.) In this argument, the picture is clear and convincing. By the way, 
there are few pictures in what follows, and they are all simple and hand­
drawn, meant to serve as a guide to simple ideas that are (unfortunately 
but necessarily) being expressed in awkward or complicated notation. I 
would urge the readers (of this or any other mathematics) to make their 
own sketches at all times, preferably crude and schematic. 

Acknowledgments. It is impossible to list all the writers and individuals 
who have influenced me in the writing of this book, but for me the model 
of analysis textbooks at this level has always been Rudin's Principles of 
Mathematirol Analysis [111. The second half of this book (which wa.'1 written 
first) was greatly influenced by Spivak's Calculus on Manifolds [13], the 
first clear and simple introduction to Stokes' theorem in its modern form. 
I was fortunate to read in manuscript Munkres' excellent book Analysis on 
Manifolds [101 while I was writing that earlier version, and profited from 
it. 

Many students found typographical errors and other infelicities in the 
class notes which formed the first version of the first half of the book, and 
I want to thank especially Andrew Brecher, Greg Friedman, Ezra Miller, 
and Max Minzner for their detailed examination, and their suggestions for 
that part. Eva Kallin made many useful criticisms of an earlier version of 
the notes on which the second half of this book is based. I am grateful 
to Xiang-Qian Chang, who read the entire manuscript, and pointed out a 
great number of rough places. 

The mistakes that remain are all my own. I would appreciate hearing 
about them. 
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1 
Real Numbers 

In this chapter, we describe the system of real numbers, deducing some 
of their essential properties from the axioms for a complete ordered field. 
Before doing so, we take a quick look at the ideas and notations of sets, 
relations, and functions, sketch the construction of the integers and the 
rational numbers (starting from the natural numbers), and indicate the 
need for a field larger than the rational numbers. At the end of the chapter, 
we sketch the proof of the existence and (essential) uniqueness of a complete 
ordered field. 

1.1 Sets, Relations, Functions 

We assume no knowledge of formal set theory, but do assume familiarity 
with the basic notations and elementary calculations. Thus, x E A means 
that x is an element of A, A c B (also written B :J A) means that x E B 
whenever x E A. The sets A and B are equal if and only if A C B and 
B C A. For any Sets A, B, the intersection An B and the union Au Bare 
given by 

An B = {x: x E A and x E B}, Au B = {x: x E A or x E B}, 

where the "or" above is the nonexclusive "or," that is, is understood to 
mean "and/or." The relative complement A\B is defined by 

A\B = {x: x E A and x f/. B}. 
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Here, x 't B means that x is not an element of B; similar notations, such 
as x I- 1/ or x 1:. 1/, will be used later without comment. More generally, if 
d is a collection of sets, i.e., a set whose elements are sets, we write 

n A = {x : x E A for every A Ed}, 
"Ed 

U A = {x : x E A for some A Ed}. 
"Ed 

The empty set 0 has no elements; it enjoys the property 0 C A for every 
set A. When all the sets currently under consideration are subsets of some 
set X (which will always be the case in what follows), we often write AC 

to stand for X\A, and call it the complement of A. We will often make lUIC 

of the fonnulas 

known as DeMorgan's laws. 
If X and Y are sets, their Cartesian product X x Y is the set of all 

ordered pairs (x, 1/) with x E X and 1/ E Y. The set of all subsets of a set X 
is called the power set of X, and denoted by &,(X). We observe that 9'(0) 
is not empty; it has exactly one element, 0, and has two distinct subsets, 
namely, 0 and {0}. 

While the reader is undoubtedly familiar with the real and complex num­
bers, in this book we assume only the existence, and the familiar properties, 
ofthe set N = {I, 2, ... } of natural numbers. We will show, at least in out­
line, how the more complicated number systems arise from N. 

Given sets X and Y, a relation from X to Y is a subset R of X x Y. 
We say R is a relation on X if Y = X. We write xRy if (x,y) E R. Three 
kinds of relations have frequent applications. 

1. A relation '" on X is called an equivalence relation if it satisfies the 
three conditions: 

(a) for all x E X, x'" x; 

(b) if x '" 1/, then y '" x; and 

(c) if x '" y and y '" Z, then x '" z. 

These properties are called reflexivity, symmetry, and tmnsitivity, in 
that order. The simplest example is of course the relation of equality. 
IT '" is an equivalence relation on X, it partitions X into equivalence 
clu8es: for each x E X, let Cz = {y EX: y '" x}. We call Cz the 
equivalence class of x. Since x E Cz by (a), we see that X is the 
union of all the equivalence classes. IT there exists Z E Cx n CII ' then 
Z '" x and Z '" IIi since this implies y '" Z by (b) and hence II '" x 
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by (c), we obtain y E Cz . Another application of (c) shows that if 
u '" y, then u '" x, Le., that CIJ C Cz . In the same way, C", C CIJ , so 
C", = CIJ' We summarize: either C", and CIJ are disjoint, or C", = CIJ' 
Thus the distinct equivalence classes form a disjoint family of sets 
whose union is X. It is common practice to denote the equivalence 
class of an element x by [x], rather than Cz . 

2. A relation < on X is called a partial order if it satisfies two conditions: 

(a) it is transitive, Le., x < y and y < z implies x < Z; and 

(b) for all x E X, x -J. x. 

When (a) holdll, it is easily seen that (b) is equivalent to antisymme­
try: if x < y, then y I. x. A relation < on X is called a total order 
if it is a partial order, and satisfies the further condition: for any x 
and y in X, either x < y or y < x or x = y (trichotomy). In view 
of (a) and (b), these alternatives are mutually exclusive, so exactly 
one of them holds. An example of a partial order is the relation of 
proper inclusion on any family of sets. When < is a partial order on 
X, we write x :5 y to mean that either x < y or x = y. Some writers 
define a partial order to be a relation :5 which is transitive and has 
the property that x :5 y and y :5 x together imply that x = y; given 
such a relation, one can define x < y to mean that x :5 y and x "I y, 
and find that < is a partial order in our sense. 

3. A relation I from X to Y is called a function if for each x E X 
there is exactly one y E Y such that xly. We write y = I(x), or 
sometimes y = Iz, to mean xly. This definition of a function identifies 
a function with its graph, and so furthers the program, popular among 
mathematicians in this century, that all mathematical objects should 
be sets. In practice, of course, almost everybody thinks of a function 
from X to Y as a rule I which assigns to each x E X an element 
I(x) of Y. One never uses the relation notation xly in respectable 
society when I is a function. We write I: X -+ Y to mean that I 
is a function from X to Y; here, X is called the domain of I, and 
{f(x) : x E X} is called the runge of I, or the image of I. We note 
that the range of I is to be distinguished from the target space Y 
of I. We say that I is surjective, or onto, if the image of I is all 
of Y, and we say that I is injective, or one-one, if I(x) = I(y) 
only when x = y. A function which is both surjective and injective 
is called bijective. A bijective function is also referred to as a one­
to-one correspondence. The words map and mapping are synonyms 
for function. We often use the notation I : x ...... I(x). For instance, 
I : n ...... n 2 is another way of saying that I is the function for which 
I(n) = n2 ; the notation here suggests that the domain of I is either 
the set of integers, or some subset of that set. A function x : N -+ X 
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is also called a sequence in X; here, it is standard practice to uS(~ 
the notation Xn instead of x(n}. If E : A ~ 9(X} is a function, we 
speak of an indexed family of subsets of X; we usually write 0' ....... En 
in this situation. When A = N, this means a sequence of subHcts of 
X. The symbols UoEA Eo and noEA Eo have the obvious meanings; 
when A = N, it is customary to write U:'=l En and n:'=l En instead. 

1.2 Numbers 

We are familiar with the set of natural numbers N. This set comes with an 
algebrak structure and an order relation. That is, there are two operations 
that 888ign a natural number to any given pair of natural numhers (i.e., 
maps of N x N --+ N), called addition and multiplication, and they have 
familiar formal properties such as m + n = n + m for every m, n EN, etc. 
There is also an order relation on N: we say m < n if there exists kEN 
such that m + k = n. We emphasize the following property of this order 
relation: 

iJ A is a nonempty subset oj N, then A has a least element; 
i.e., there exists a E A such that a $ n Jor all n E A. 

This (a(:t, described technically by the phrase "N is well-ordered," and 
which is easily seen to imply that N is totally ordered by <, is easily seen 
to be equivalent to the following, known as the principle of finite induction: 

Let A be a subset ofN, satisfying the two conditions: (a) 1 E A; 
and (b) ifnEA, thenn+lEA. ThenA=N. 

A variant of this is equivalent, and sometimes convenient: 

Let A be a subset ofN, satisfying the two conditions: (a) 1 E A; 
and (b') if k E A Jor all kEN with k < n, then n E A. Then 
A=N. 

The principle of induction is essential in proving many theorems, and we 
888ume at least some familiarity with this procedure. 

The set Z of integers is sometimes obtained from N hy the following 
procedure. Let Z be the set of all ordered pairs (m, n) of natural numbers, 
i.e., let Z = N x N. Define a relation", on Z by declaring (m, n) '" (j, k) 
if and only if m + k = n + j. This is easily seen to be an equivalence 
relation. We define 1m, n] to be the equivalence class of (m. n) for each 
(m, n) E Z, and denote by Z the set of all such equivalence classes. We 
give the name integers to the elements of Z. We define addition in Z by 
[m, n] + [j, k) = [m + j, n + k)j to see that this makes sense, it must be 
verified that if (m, n) '" (m/, n/) and (j, k) '" (j', k'), then (m + j, n + k) '" 
(m' + i', n' + k'), but this is very easy. We define multiplication in Z by 
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the rule: [m, n][j, k] = [mj + nk, nj + mk]. We define an order relation in 
Z hy [m, n] < [j, k] if and only if m + k < j + n. (We use the same symbol 
here for the order relation in N and the order relation in Z, even though 
this is not really correct; correctness can carry a high price in notation, and 
finally even in comprehension.) Again, for the multiplication and for the 
order relation to be well-defined, it must be verified that the definitions 
yield the same result independent of the choice of representative for the 
equivalence class. For any 1ft E N, (m,m) '" (1,1); we denote [1, I] by O. 
We observe that for any m, n EN, [m, n] + In, m] = [m + n, n + m] = 
[1, I] = O. If m > n there is some kEN with m = k + n, and we see that 
(m, n) '" (k + 1, 1); similarly, if n > m, there is some kEN such that 
(m, n) '" (1, k + 1). The map fjJ : k 1-+ [k + 1, I] of N -+ Z is injective, and 
prCllCrves all the structure of N. By this we mean that for all j, kEN, we 
have fjJ(j + k) = fjJ(j) + fjJ(k), fjJ(jk) = fjJ(j)fjJ(k), and that if j < k, then 
fjJ(j) < fjJ(k). In other words, N' = {[k + 1, I] : kEN} is an exact replica 
of N; we have N' = {z E Z : z > O}, the set of all positive integers. We 
say that the map fjJ is an isomorphism of N onto N'. Henceforth, we shall 
identify N with N', i.e., regard N as a subset of Z. We write k to mean 
[k + 1, I], and -k for [1, k + I]. 

This somewhat elaborate construction of Z was geared toward the result: 
for any a, b E Z, there exists a unique c E Z such that a = b + c. An 
analogous path lets us construct the rational numbers. We want to expand 
the integers to a system which not only has addition, subtraction, and 
multiplication, but division as well, i.e., where the equation ax = b has a 
solution x for any given a and b, provided a t= o. We let Q denote the set of 
all ordered pairs (m, n) of integers such that n t= 0, i.e., Q = Z x (Z\ {O} ). 
We define a relation", on Q by the rule (m, n) '" (j, k) means mk = nj. We 
verify this is an equivalence relation, and let Q be the set of equivalence 
classes. We call Q the set of rational numbers. We write min or ~ to denote 
the equivalence class of (m,n). We make the definitions: (mln)(jlk) = 
(mjlnk), (min) + (jlk) = (mk + nj)lnk, and (min) < (jlk) if and only 
if mk < nj when nand k are positive. We can verify that these definitions 
make sense: they are independent of the choice of (m, n) in the equivalence 
class min, etc., and for the order relation, we note we can always choose 
n > 0 in writing an element of Q 8S min. Again, we observe that the map 
m 1-+ mil is an injective mapping of Z into Q, which pr(llolCrvCN all the 
structure of Z. We henceforth identify Z with the subset {(m, 1) : m E Z} 
of Q. The construction of Q was engineered in view of the goal: for any 
a, b E Q, with a t= 0, there exists a unique CEQ with ac = b. 

It is frequently useful to use the "best" representation of a rational num­
ber, i.e., to write it as a quotient of integers without common factor. We 
illustrate induction arguments by proving this can be done. Given q E Q, 
consider 

{k EN: q = mlk for some m E Z} = {k EN: kq E Z}. 
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This is a nonempty subset of N, hence contains a smallest element n. In 
the representation q = min, m and n have no common factor greater than 
1; for if m = ij and n = kj, with j E N, j > 1, we would have q = ilk, 
though k < n, which is impossible. If also mEN and mq E Z, it is easy 
to see that m is an integer multiple of n. 

1.3 Infinite Sets 

A set F is said to be finite if for some n E N there exists a bijective 
mapping 4> from {1,2, ... ,n} to F. The natural number n here is uniquely 
determined, and we call it the cardinality 01 F, written either as card For 
as #F. If 4> : j ..... Xj, we have F = {Xl, X2, ••• ,xn}. We also call the empty 
set finite, and assign it cardinality O. If a set is not finite, it is infinite. If X 
is an infinite set, there exists an injective mapping of the natural numbers 
N into X. If there exists a bijective map of N onto X, we say that X is 
oount4blJl infinite. Thus, X is countably infinite if and only if its elements 
can be listed in an infinite sequence: X = {Xl! X2, ••. }. We call a set E 
countable if it is either finite or countably infinite; if X is infinite but not 
countable, we say X is uncountable. If X is countably infinite, we also write 
card X = No, pronounced "aleph naught." We give just a few results about 
countability. 

1.1 Proposition. Every subset of N is countable. 

Proof. Suppose A is an infinite subset of N. Define 4>(1) to be the smallest 
element of A; since A is infinite, it is nonempty, so 4>(1) is well-defined by 
the fundamental property of N. Having defined 4>( n - 1), set 4>( n) to be 
the smallest element of {k E A : k > 4>( n - I)}. Again, the set in brackets 
is nonempty since A is infinite, so 4>(n) is well-defined. In this way, we 
construct a map 4> : N - A, and it is easy to check that this map is 
bijective. • 

1.2 Corollary. Every subset of a countable set is countable. 

1.3 Proposition. A set A is countable if and only if there exists an in­
jective map of A into N, if and only if there exists a surjective map of N 
onto A. 

Proof. It is trivial that if A is finite, there exists an injective map of A 
into N and a surjective map of N onto A. Suppose that A is infinite. If 
A is countable, there exists a bijective map 9 of N onto A, so 1 = 9- 1 is 
an injective map of A onto N. If there exists an injective map 1 of A into 
N, then by the last proposition there exists a bijective map 4> of I(A) onto 
N, and then 4> 0 1 is a bijective map of A onto N, so A is countable. If 
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g: N ~ A is surjective, define I: A ~ N by taking I(a) to be the smallest 
element of {n EN: g(n) = a}. It is easy to see that I is injective, so A is 
countable. • 

1.4 Proposition. If A and B are countable, then so is A x B. 

Proof. It suffices to prove this proposition for the special case A = B = N. 
By Proposition 1.3, it suffices to produce an injective map I : N x N ~ 
N. Let I he defined by I(m, n) = n + 2n+m. Then I is injective; for if 
I(m, n) = l(j, k) with n ~ k, then we have 

0:5 n - k = 2"+j - 2n +m < n, 

and Hincc 1t < 2" < 2n +m , we get from the above that 

2n+m :5 2"+j < n + 2n+m < 2n+m+l. 

It follows that n + m :5 k + j < n + m + I, so n + m = k + j, and hence 
n - k = 2"+ j - 2n +m = O. Thus n = k, and m = j. • 

The more usual way to establish the last proposition is to list the elements 
of N x N by listing in order the elements of the finite sets {(j, k) : j +k = n}, 
thus 

(1, 1), (1,2), (2, 1), (1,3), (2,2), (3, 1), (1,4), (2,3), (3, 2), (4, 1), ... , 

which gives a bijective map of N2 to N directly. 

1.S Corollary. The set Q o[ all rational numbers is countable. 

Proof. The set Q is countable by Proposition 1.4 and Corollary 1.2, and 
it follows from Proposition 1.3 that Q is countable. • 

1.6 Proposition. If An is a countable set [or each n EN, then A 
U::l An is countable. 

Proof. For each n E N there exists a surjective map tPn : N ~ An. Define 
I : N2 ~ A by I{n,m) = tPn{m). Then I is surjective, aild since N 2 is 
countable by Proposition 1.4, it follows that A is countable by Proposition 
1.3. • 

1. 7 Theorem. 'For any set A, there is no surjective mapping o[ A onto 
.9{A). In particular, i[ A is a countably infinite set, then .9(A) is un­
countable. 

Proof. Suppose that tP : A ~ .9{A). Let B = {a E A : a ¢ tP{a)}. If 
B = tP(a) for some a E A, then a E B is impossible, since this would say 
a E tP{A), so a ¢ B. But also a ¢ B is impossible, since this would say 
a ¢ tP(A), so a E B. The only conclusion possible is that B =F tP(a) for 
every a E A, so fjJ is not surjective. • 
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1.8 Corollary. If X is the set of all mappings of N into to, l}, i.e., all 
sequences of zeros and ones, then X is uncountable. 

Proof. For each A C N, let lA : N --+ to, I} be dcfined by lA(n) = I if 
n E A, and lA(n) = 0 if n ¢ A. It is easy to check that the map A ...... lA is 
a bijective map of 9'(N) onto X, so it follows from the last theorem that 
X is uncountable. I 

1.4 Incommensurability 

The natural numbers are also called counting numbers; but from the ear­
liest historic times, they were used for measuring as well, for instanCf!, for 
measuring the length of a line segment. This application of course depends 
on choosing a unit of length, and then marking off on the given line seg­
ment a sequence of subsegments of this unit length, these subsegments to 
have only endpoints in common, while the segment to be measured is to 
be the union of the subsegments. If this is impossible, i.e., if the last sub­
segment marked off extends beyond the endpoint of the original segmcnt, 
then hopefully a smaller choice of unit can rectify the situation. However, 
it was discovered in classical Greece (ca. 400 s.c.) that there is no choice 
of unit which makes the side and diagonal of a square simultaneously have 
integral lengths: these quantities are incommensumble. The cla88ical proof 
cannot be improved: 

Let 8 be the side, and let d be the diagonal of a square. Then 
rP = 282 by the Pythagorean theorem. If 8 and d are integers, 
then we may suppose them to have no common factor (in partic­
ular, we may suppose them to be not both even). But rP = 282 

tells us that rP is even, and it follows that d is even (it is ea.'!y to 
check that the square of an odd number is odd), so d = 2m for 
some integer m. But then 282 = rP = 4m2 , whence 82 = 2m2, 
so 8 2 is even, and hence 8 is even. This contradiction HhowH that 
the hypothesis that d and 8 are integers is untenable. I 

This proof is remarkable in that the geometric hypothesis is reduced at 
once to an algebraic one (rP = 282 ), and the rest of the argument is strictly 
algebraic, or number-theoretic if you will: it is shown that the equation 
z2 = 2 has no solution x in the rational numbers. Some readers may prefer 
an argument whose methods are as geometric as possible. Here is such a 
geometric proof: 

Suppose that the side and diagonal of the square ABC Dare 
commensurable, so that for some choice of unit length the side 
AB has length 8 and the diagonal AC has length d, where 8 and 
d are integers. We shall produce another square, with strictly 
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Figure 1.1. Geometric proof of incommensurability. 

smaller Hides, whose side and diagonal also are integral. On the 
diagonal AC of the square ABCD, mark off the point P which 
is at distance s from A. Draw the line through P perpendicular 
to AC, let Q be the intersection of this line with the side BC, 
and let R be the intersection of this line with the line through 
A and B. (See Figure 1.) We observe that the isosceles right 
triangle l:!.APR is congruent to l:!.ABC, since each has sides 
of length s. Hence the hypotenuse AR of l:!.ARP has length d, 
and hence BR = PC = d - s. (We note that d - s < s, i.e., 
d < 2s, since the line segment AC joining the points A and C 
is shorter than the path made up of AB followed by BC.) But 
BQ = BR, so CQ has length s - (d - s) = 2s - d, an integer. 
Thus the isosceles right triangle l:!.C PQ has a hypotenuse of 
integral length, as well as sides which are of integral length 
d - s, strictly smaller than those of l:!.ABC. Completing it to a 
square, we have verified the claim made above. A repetition of 
this construction, fewer than s times, leads to a contradiction, 
since s :5 1 is obviously impossible. • 

The geometric proof above leads us to a different algebraic proof, perhaps 
the shortest possible. We can argue as follows: if s and d are positive integers 
with lf2 = 282, and s is the smallest possible, we consider m = d - s and 
n = 2d - 8. Since 8 < d < 28 is clear, we have 0 < m < s, and a quick 
computation gives 

n2 = (28 - d)2 = 4s2 - 4sd + d2 = 2d2 - 4sd + 2s2 = 2(d - 8)2 = 2m2, 

contradicting the minimality of s. This proof is indeed efficient, but rather 
uncivil. 
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The discovery of incommensurable quantities was a severe blow to t.he 
Pythagorean program of understanding nature by means of numbers. (The 
fllogan of the Pythagoreans was "All is number.") The Greeks devdoppd 
a HOphisticated theory of ratiO!l, presumably the work of Eudoxu!!, to work 
around the problem that certain quantities, even certain lengths, could not 
be reduced to numbers, as then understood. This theory anticipates the 
development of the real number system by Dedekind and Cantor in the 
nineteenth century. 

1.5 Ordered Fields 

In this section, we describe the formal properties that the set of rational 
numbers possesses, along with one useful property that it lacks. 

1.9 Definition. A field is a set K, containing at least two elements, to­
gether with two mappings of K x K - K called addition and multiplication, 
and written (a, b) 1-+ a + b and (a, b) 1-+ ab, respectively, with the following 
properties: 

1. for all a, b, c E K, (a + b) + c = a + (b + c); 

2. for all a, b E K, a + b = b + a; 

3. for all a, b E K, there exists c E K such that a + c = b; 

4. for all a,b,c E K, (ab)c = a(bc); 

5. for all a,b E K, ab = 00; 

6. for all a, b E K such that a + b i= b, there exists c E K such that 
ac = b; and 

7. for all a, b,c E K, a(b + c) = ab + ac. 

The reader can observe that the first three properties refer only to ad­
dition, the next three only to multiplication, while the last connect!! the 
two operations. The first and fourth are known as the associative laws, the 
eecond and fifth as the commutative laws, and the last as the distributive 
law. We now deduce a few properties from these axioms. 

1.10 Proposition. In any field K, there exist distinguished elements 0 
and 1 with the properties: a + 0 = a for all a E K, al = a for all a E K. 
If a, b E K and a + b = a, then b = 0; if a, b E K and ab = a, then either 
a = 0 or b = 1. Lastly, aO = 0 for all a E K, and 1 i= O. 
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Proof. Let x E K (K is not empty by assumption). By property 3, there 
exists 0 E K such that x+O = x. Now if a is any element of K, there exists 
b E K with b + x = n; hut then 

a + 0 = (b + x) + 0 = b + (x + 0) = b + x = a, 

as claimed. Now suppose that a + b = a; there exists c such that a + c = 0, 
and it follows that 

b = b + (a + c) = (b + a) + c = a + c = O. 

Similarly, choose y E K with y f 0 (K has at least two elements by 
assumption.) For any a E K, we have a + y f a, so by property 6 there 
exists an element 1 of K such that yl = y. Now for any a E K, there exists 
by property 6 some b E K such that by = a; it follows that 

al = (by)1 = b(yl) = by = a, 

as desired. Now suppose that ab = a and a f O. Then there is some c E K 
with ac = 1, and we have 

1 = ac = (ab)c = (ba)c = b(ac) = bl = b, 

as desired. Finally, if a E K, we have 

a + aO = al + aO = a(l + 0) = al = a, 

so aO = O. It follows that if 1 = 0, then a = al = 0 for all a E K, which 
contradicts the assumption that K has at least two elements. I 

1.11 Corollary. For each a, b E K, there is a unique c E K such that 
a + c = b; we denote this element c by b - a, or when b = 0, simply by -a. 
Clearly, -( -a) = a for aJJ a E K. Similarly, if a E K, a f 0, there is a 
unique bE K with ab = 1; we denote this element b as a-I, or l/a. 

We will not go on and list and prove all the usual commonplaces of 
algebra, slIch as that -a = (-I)a for each a E K, or the general BS.'IOciative 
laws which enable us to write al + a2 + ... + an and al a2 ... an without any 
ambiguity. If the reader has never engaged in such exercises, this might be 
a good time to do so. Observe that the symbols 0 and 1 are badly chosen; 
we should write OK and lK to avoid confusion with the integers (or rational 
numbers) 0 and 1. By paying attention to context, we will hopefully always 
be clear what is meant. In fact, the fields we are most interested in can be 
regarded as containing the rational numbers, so there is no danger. 

Let K be a field, and a E K. We define na for each natural number n 
inductively: la = a, and na = a + (n - l)a for n > 1. It may happen that 
pa = 0 for some pEN and a E K with a f 0 (this clearly occurs if and 



12 1. Real Numbers 

only if pI = 0, where I here is the element of K, not the natural number). 
If p is the smallest natural number for which this occurs, we say that K has 
characteristic p. If ni 1= 0 for every n E N, we say that K has characteristic 
O. Of course, our basic example Q is a field of characteristic O. 

Every field, according to Proposition 1.10, has the elements 0 and 1, and 
the smallest field consists of exactly these two elements, with the addition 
rule I + I = 0 and all the other addition and multiplication rules forced 
by that proposition. But among fields with characteristic 0, the smallest 
field is the field Q of rational numbers. Indeed, if K has characteristic 
0, the map n ....... ni is an injective mapping of N into K. This injection 
extends in the obvious way to the field Q of rationals, and this injection 
is an isomorphism, Le., it carries the addition and multiplication of Q t.o 

the addition and multiplication in the field K. We identify the image of 

this map with Q itself, i.e., regard Q as a subset of K. It is evichmtly tllP 

smallest subfield of K. 

1.12 Definition. An ordered field is a field K, together with a total order 
relation < on K, satisfying the following conditions: 

(a) if a < b, then a + c < b + c for every c E K; and 

(b) if a < b and 0 < c, then ac < be. 

We write a > b to mean b < a, and a ~ b to mean: either a < b or a = b. 
Similarly, a ~ b means that either a > b or a = b. 

Taking c = -a in (a) of the definition, we see that a < b implies b - a > 0, 
and similarly b - a > 0 implies a < b. 

1.13 Proposition. Let K be an ordered field. Then 

(a) for each a E K, a > 0 if and only if -a < 0; 

(b) if a < b and c < 0, then ac > be; 

(c) for each a E K, either a = 0 or a2 > 0; and 

(d) for each a E K, either a = 0 or na i= 0 for every natural number n. 

Proof. Suppose a> O. Take c = -a in condition (a) of Dvefinition 1.12 to 
deduce that -a < O. Since a = -( -a), this gives also that -a < 0 implies 
a> 0, Thus (a) is proven. Since c < 0 implies -c > 0 by (a), we have a < b 
implies a( -c) < b( -c) by (a) of Definition 1.12, which gives -ac < -be or 
ac > be by another use of (a). If a i= 0, then either a > 0, when a2 > 0 
by property (b) of Definition 1.12, or -a > 0, when a2 = (_a)2 > O. In 
particular, 1 > 0, since 1 = 12. It follows that 1 + 1 > 1 > 0 and by 
induction that nl > 0 for every natural number n; in particular, nl i= O. 
Thus na can be interpreted as the product of the positive element nl and 
a, so na > 0 whenever a > 0, and na < 0 whenever a < o. I 



1.5 Ordered Fields 13 

Of courS(', part (d) of this proposition can be restated as: every ordered 
field has charactf'rist.ic zero. 

1.14 Proposition. Lf't K be a field, and let Pc K have the properties: 

1. if a, bE P, then a + b E P; 

2. if a, b E p, t//{'lI ab E P; and 

:J. for /lIly (l E: K. ('X/lctly 01lC of the alternatives a E P. -a E P, a = 0 
holds. 

If WI' IIt·filll· t}1(' f/·}lIt.iIJlI < hy /.IU· ru}(': It < II if alld OIJJ,v if b - (l E P, t/u'll 
K wit II < is lUI ofli('f('(1 li(·/d. 

We leaV(' the proof of this as an exercise. We note that the converse of 
this proposition is also trivially true: if K is an ordered field, and we put 
P = {(l E K : a > O}, then P has the properties of the proposition, and 
b < a if and only if a - b > 0, as we have seen. 

1.15 Example. It is evident that Q is an ordered field, with the usual 
meaning of <. Here is a less obvious ordered field: let Q(X) be the field of all 
rational functions in the indeterminate X. More precisely, consider the col­
lection of all expressions of the form p(X)/q(X), where p and q are polyno­
mials in the indeterminate X with rational coefficients, and q '" O. Declare 
two such expressions PI(X)/ql(X) and P2(X)/q2(X) to be equivalent if 
PI (X)Q2(X) = P2(X)QI (X), and let Q(X) be the set of equivalence classes. 
The addition and multiplication in Q(X) are the familiar ones. To define 
an order, we decree that a polynomial p(X) = ao+a1X +a2X2+ .. ·+anXn 

is positive if ak > 0, where k is the smallest integer with ak '" O. Thus, 
if ao > 0, then every polynomial of the form ao + alX + ... + anxn is 
positive, and in particular, the constant polynomial ao is bigger than any 
polynomial bl X + ... + bnxn without a constant term. Next we define 
reX) = p(X)/q(X) to be positive if either both p(X) and q(X) are posi­
tive, or both are negative. It is easy to see that this docs not depend 011 the 
partirular choice of IJ(X) and q(X) Ilsed to reprf'smt reX), and that t.he S(.t. 
P of lIuch positive 1'I(!IIlI'nts hall t.he prop(!rties of the last proposition. Of 
course, we cOllld have made such a construction starting with any ordered 
field K instead of Q. 

1.16 Definition. Let S be a subset of the partially ordered set X. We say 
that M E X is an upper bound for S if x ~ M for all XES. Similarly, 
we SIlY that m E X is a lower bound for S if m ~ x for all xES. We say 
tll8t M is a maximal element of S if M E S and there exists no xES with 
M < x. Similarly. m is a miuimal element of S means that m E S and for 
no xES do we hllve x < m. 
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We note that when X is totally ordered, a maximal element M of S 
is an upper bound for S, and a minimal element of S is a lower bound. 
There can be at most one maximal element of S in this case; for if also 
M' E 8 and M' is an upper bound for 8, we would have M ::; M' and 
M' ::; M, so M = M'. Similarly, there exists at most one minimal element 
of 8. Thus. M is a maximal element of S means M is the greatest element 
of 8, and m is a minimal element of 8 means m is the least element of S. 
It is easy to see that if X is totally ordered, any finite subset F of X has 
a greatest and a least element, denoted, respectively, by max{x : x E F} 
and min{x : x E F}. 

Here are two simple examples, with X = Q. If S = {lin: n EN}, 
then every q E Q with q ~ 1 is an upper bound for S, and 1 is a maximal 
element of S. Every q E Q with q ::; 0 is a lower bound for S, while for any 
q > 0 there exists n E N with lin < q, so q is not a lower bound for S. 
Thus the set of lower bounds for S is {q : q ::; o}. The greatest lower bound 
for 8 is O. but 8 admits no minimal element. Here is a more complicated 
example. 

1.11 Example. Let S = {q E Q: q2 < 2}. If M2 ~ 2 and M > 0, then M 
is an upper bound for S; for if q E Q and q > M, then q2 > qM > M2 ~ 2. 
so q f/. S. Conversely, if M is an upper bound for 8, then M > 0 and 
M2 ~ 2. For 1 E 8, so M ~ 1 > O. If M2 < 2, then for each n E N we have 

( 1 )2 1 ( 1) 1 M + ;; = M2 +;; 2M +;; ::; M2 + ;;(2M + 1), 

and we can choose n so that (1/n)(2M +1) < 2-M2, which gives M +l/n E 

S. Since M < M + lIn, this contradicts the supposition that M is an upper 
bound for 8. Thus M is an upper bound for 8 if and only if M > 0 and 
M2 ~ 2. Now if M2 > 2, then (M - l/n)2 > 2 for some n E N, by a 
calculation like the one just made. Thus a least upper bound for 8 would 
be a number M > 0 with the property that M2 = 2. As we saw in the last 
section, there exists no such M E Q. Thus 8 has upper bounds, but no 
least upper bound. 

If K is an ordered field, it is easy to see that the set of upper bounds of 
a set 8 c K is either empty or infinite; indeed, if M is an upper bound. so 
is M' for any M' ~ M. We note that m is a lower bound for 8 (or minimal 
element of 8) if and only if -m is an upper bound for (resp., maximal 
element of) the set -8 = {-x: x E 8}. This observation makes it easy 
to deduce generalities about lower bounds or minimal elements from the 
corresponding generalities about upper bounds or maximal elements. 

1.18 Definition. We say that K is a complete ordered field if K is an 
ordered field with the property: given any subset 8 of K, if the set Ms of 
upper bounds of the set 8 is nonempty, then Ms possesses a lea."t element. 
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In other words. the ordered field K is complete if and only if every subset 
S of K which has an upper bound must have a least upper bound. It is an 
immediate consequence that any subset S of a complete ordered field which 
has a lower bound mUfit have a greateHt lower bound. Example 1.17 shows 
that the ordered field Q is not complete. We shal1 use the word supremum 
as a synonym for least upper bound, and infimum as a synonym for greatest 
lower bound. The notations 

sup S or sup x, inf S or inf x 
xES xES 

will denote the supremum, infimum respectively, of the set S. If S has no 
upper bound, we write sup S = +00, and if S has no lower bound, we 
write inf S = -00. It is sometimes convenient to also take sup0 = -00 and 
inf0 = +00. (After al1, every x is an upper bound and a lower bound for 
0.) 

It turns out that there exists a complete ordered field (not an obvious 
fact), and (essential1y) only one. We sketch this result in a later section 
of this chapter, and for now go on to study the properties of such a field, 
a.'lsuming it does exist. 

We introduce the fol1owing notation, to be fixed for the rest of the book: 
let R be a complete ordered field. We cal1 R the field of real numbers. We 
define the set R of extended real numbers to be R with two more elements 
adjoined, denoted +00 and -00, with the order relation of R extended by 
the rule -00 < x < +00 for all x E R. We will not at this time consider 
any algebraic operations among elements of R; we emphasize that R is a 
total1y ordered set, but not a field. 

1.19 Theorem. Let fER, f > O. For any MER, there exists n E N 
such that nf > M. 

Proof. Let S = {m : n EN}. The theorem asserts that S is unbounded. If 
on the contrary S has an upper bound, then by the definition of complete 
ordered field, it has a least upper bound R. Then we have nf ~ R for every 
n E N, since R is an upper bound for S, but, since R is the smallest upper 
bound for S, there exists mEN with mf > R-f; this implies (m+l)( > R, 
a contradiction. I 

1.20 Corollary. Let x E R. There exists a unique n E Z such that n ~ 
x < n + 1; this integer n is called the largest integer in x, and denoted 
by [x]. 

Proof. Suppose x > O. By Theorem 1.19, {k EN: k > x} is not empty, 
and hence there is a smallest integer n with n > x; evidently, [x] = n - 1. If 
x < 0, let m = min{k e: N: k ~ -x}, which exists by the same reasoning; 
it is easy to see that -m = Ix]. I 
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The property of R described in Theorem 1.19 is known as the Archinwd­
ean property. The property also holds for the field Q (and is trivial), but 
it does not hold in every ordered field. For instance, it does not hold in the 
field Q(X) discussed in Example 1.15 (or in R(X) for that matter), since, 
for instance, X > ° but nX < 1 for every n. 

We next show that the rational numbers come arbitrarily close to any 
real number. Again, we use only the Archimedean property of R. 

1.21 Definition. A subset E of R is said to be dense in R if for any 
x E R, and any f > 0, there exists tEE with x - f < t < x + L 

1.22 Proposition. The rational numbers Q form a dense subs(!t of R. 

Proof. Lt!t x E R aud f > O. Thf!re exiHtH n E N Imell that Ttl > I, Lt'., 
such that lin < (. Let m = [nxl, so mEN and m :S nx < m + 1. Pllt 
q = min; then q :S x < q + lin, so x - l < q < x + L I 

The elements of R\Q are called irrational numbers. Here is a pretty 
theorem of Dirichlet. 

1.23 Theorem. If a is an irrational number, then 

S = {no + m: m E Z, n E N} 

is a dense subset of R. 

Proof. Let us begin with the observation that if ~ E Sand k is a positiVI' 
integer, then k~ + m E S for any integer m. To show that S is dense in 
R. it suffices to show that for any positive integer N, there exists ~ E 8 
such that I~I < liN. For instance, if 0 < ( < liN, theu given any t E R, 
we first choose m E Z so that t + m > 0, then let k be the smallest 
positive integer such that k~ > t + m; we have 1] = k~ - m E S, and 
t < 1] < t + liN. If -liN < ( < 0, we can choose m so t + m < 0, 
and proca>d in a similar manner. Now if N is a positive integer, l(·t ~n = 
na - [no], for n = 1,2, ... , N + 1. (Here, as usual, [xl denotes the greatest 
integer not greater than x.) We observe that: (i) ° < ~n < 1, and (ii) if 
n < k, then ~k - ~n E S (in particular, (n =1= (k). Consider the N intervals 
«i - 1}/N, ilN) (i = 1, ... , N); in view of (i), and the fact that each (n is 
irrational, each ~n belongs to one of these intervals. But there are N + 1 of 
these ~n' so there must exist an interval «i - 1)1 N, i/N) which contains ~n 
and ~k for some n < k. But then ~ = (k -~n E S by (ii), and I~I < liN. I 

1.6 Functions on R 

The algebraic operations on R can be used to define many functions from 
R (or subsets of R) to R. Thus, for each c E R we have the constant 
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function x ...... c, and the functions x ...... c + x and x ...... ex; combining 
these two ideas, we construct x ...... c + dx, for any given c, dE R. Ite:ating 
these ideas, we obtain the polynomial functions p on R, where p(x) = 
ao + alx + (I2X2 + ... + (Inxn. Such a. polynomial, we recall, is said to 
have degree n if (In i= 0 above; thus constant functions are polynomials 
of degree 0, with one exception: the zero polynomial (with all coefficients 
a) = 0) is said to have degree -00. (This enables the rule that the degree 
of a product is the sum of the degrees of the factors to be true without 
exceptions.) Similarly, if f and 9 are functions from X to R, 9 i= 0, we 
define fig by the formula (f /g)(x) = f(x)/g(x); the domain of f /g is, of 
course, not all of X in general, but {x EX: g(x) i= O}. If p and q are 
polynomials, q i= 0, the funct.ion p/q is ca.llpd a rational function. When 
q i 0, 1.111' zl'ro sl'l of q is !illitl·, /1.'; W(' Ii('(' frolll t.il(· division Iligorit.illll for 
polynomials: if the degree of q is n > 0, then for /lny a E R we can write 
q(x) = (x - a)qJ(x) + r(x), where the degree of r(x) is less than 1, i.e., 
r(x) is a constant. If q(a) = 0, it follows that r(a) = 0, i.e., that r = 0, or 
q(x) = (x - a)qJ (x). Here the degree of ql is evidently n - 1. Since q(b) = 0 
if and only if b = II or qJ (b) = 0, we obtain inductively that q has at most 
n zeros. 

Another useful function is lxi, defined by 

Ixl = { x ~f x ? 0; 
-x If x < O. 

This function has, as is easily secn, the following properties: for all x, y E R, 

IxYI = IxIlYI, Ix + yl ~ Ixl + Iyl, Ixl > 0 unless x = O. 

We shall use these properties frequently throughout the rest of this book. 
Related is the .,ign function: sgnx = x/lxl for x i= 0, and sgnO = O. 

We note that x = Ixl sgn x for all x E R. We will later want to use also 
the functions x ...... x+ and x ...... x-, defined by x+ = max{x,O} and x- = 
max{ -x,O}. We note that for any x, we have x+ ? 0, x- ? 0, x = x+ -x­
and Ixl = x+ + X-. We denote by R+ the set of nonnegative real numbers, 
so R+ = {x+ : x E R}. 

The power functions x ...... xn are defined On all R when n E N, and 
they are injective when restricted to R+. Indeed, if 0 ~ x < y, we have 
xn < yn. It follows that when n is odd, x ...... xn is injective On R, since 
(-x)n = _xn for n odd. These simple remarks are valid in any ordered 
field. The next theorem, which is a generalized complement to Example 
1.17, uses the completeness of R in an essential way. We need the following 
lemma: 

1.24 Lemma. Let n EN, and .c, y E R, x ? 0 and y > O. If xn < y, there 
exists t > x with t ra < y. Ilnd if xn > y, there exists 0 < t < :r with tn > y. 
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Proof. We recall the algebraic identity 

bn _ an = (b - a)(bn - l + bn- 2a + ... + an-I) 

valid in any field. If 0 ~ a < b, this gives the inequality 

bn < an + (b - a)nbn- l . 

If xn < y, taking a = x and b = x+h in this inequality (with h > 0) we get 
(x+h)n < xn+hn(x+h)n-l, so forO < h < 1 withh < (y_xn )ln(x+l)n-l, 
we have (x + h)n < y. Similarly, if 0 < h < x, taking b = x and a = x - h 
in the inequality gives (x - h)n > xn - hnxn- 1, so if xn > yand we take 
0< h < x with h < (xn - y)lnxn- l , we get (x - h)n > y. I 

1.25 Theorem. Let n EN. Then the map x ........ xn of R+ to R+ is 
bijective. In other words, for each y E R, y 2: 0, there exists a unique 
x E R, with x 2: 0 and xn = y. 

Proof. We have already observed that the map is injective, so we have only 
to prove that it is surjective, i.e., that for every y 2: 0, there exists x 2: 0 
such that xn = y. The result is obvioWl when y = 0, so we assume now 
that y > O. Let S = {t 2: 0 : tn < V}. Since 0 E S, S i: 0. Furthermore, S is 
bounded above. In fact, if t > 1 + y, we have tn > (1 + y)n > 1 + Y > y, so 
t ~ S: thus t ~ 1 + y for all t E S. Hence there exists a least upper bound 
x for S. If xn < y, there exists, by the last lemma, t > x with tn < Yi but 
then t E S, contradicting that x is an upper bound for S. On the other 
hand, if xn > y, there exists u with 0 < u < x and un > y. Now if t > u, it 
follows that tn > y, so we conclude that t ~ u for all t E S, i.e., that u is 
an upper bound for 8. But u < x, so this is impossible. We conclude that 
xn = y. I 

We denote the unique x 2: 0 with xn = y by yl/n, or f/fJ. When n iii 
odd, and y < 0, there exists t > 0 with tn = -v, so (_t)n = (_l)ntn = Yi 
thus. when n is odd, there exists for every y ERa unique x E R with 
xn = y. We denote this number x by yl/n. We can now define (for x ~ 0) 
x q for any rational q = min by xm/n as (xm)l/ni we should show that this 
does not depend on the particular choice of the representation q = min, 
t.hat (xm)l/n = (x1/n)m, that x q+r = xqxr , and that x qr = (xqt for any 
rational q and r, etc. 

1.7 Intervals in R 

1.26 Definition. Let K be an ordered field. We say J is an interval in K 
if J is a subset of K with the property: if a < b < c with a, c E J, then 
bE J. 
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Note that this definition counts both K and 0 as intervals. Note also 
that each singleton set {a} is an interval. Given any a, b E K with a < b, 
we define (a, b) = {x E K : a < x < b}. (The danger of confusion of the 
interval (a, b) with the ordered pair (a, b) is usually minimal. Some writers 
consider it serious enough to use the notation Ja, b[ instead of (a, b), but 
we'll risk it.) It is immediate that (a,b) is an interval; we call it the open 
interval with endpoints a and b. Similarly, we define the closed interval with 
endpoints a and b to be [a,bJ = {x E K : a ~ x ~ b}, and two kinds of 
semiclosed intervals: [a,b) = {x E K: a ~ x < b} and (a,bJ = {x E K: a < 
x ~ b}. This docs not exhaust the possibilities for intervals; we also note 
that {x E K : x > a} is an interval, which we denote by (a, +00), as is {x E 
K : x 2: a}, denoted by [a, +00). The intervals (-oo,b) and (-oo,bJ are 
defined in an analogous manner. We sometimes write (-00, +00) instead 
of K. We call (-oo,bJ and [a,+oo) closed intervals, and call (-oo,b) and 
(a, +00) open intervals. 

In the case of a complete ordered field, it is easy to classify all the in­
tervals, 8S follows. Let J be a nonempty interval in R. Let a = inf J, and 
let b = sup J. We note -00 ~ a ~ b ~ +00, but a = +00 and b = -00 are 
excluded since J is nonempty. If a < x < b, then (from the definition of inf 
and sup) there exist c, d E J with a < c < x < d < b, and it follows that 
x E J. Thus J :::> (a,b). We have a ~ x ~ b for all x E J. If b < +00, there 
are two possibilities: either b E J or b ~ J. Similarly, if a > -00, there 
are the two possibilities. Thus we see that every nonempty interval J in R 
must have one of the forms described above: (a, b) or (a, bJ or [a, b) or [a, bJ 
or (-00, b) or (-00, bJ or (a, +00) or [a, +00) or (-00, +00). The first four 
of these are called bounded intervals, the next five are called unbounded. 

1.27 Theorem. Suppose that for each n EN, I n is a 1I01wmpty closed 
bounded interval in R, with I n +1 C I n for each n. Then n:=l I n I- 0. 

Proof. By hypothesis, each I n has the form I n = [an, bnJ for some an, bn E 
R, an ~ bn. In fact, we have an ~ bm for any m, n E N. For if k = 
max{m,n}, we have J/c C I n, which implies an ~ a/c, and J/c C Jm , which 
implies b/c ~ bm ; thus we have an ::; a/c ::; b/c ::; bm · Let c = sup{an : n E 
N}. Then an ::; c for every n, and c ::; bm for every m, so an ::; c ::; bn for 
every n, i.e., c E n:=l I n • I 

The hypothesis that each I n is closed cannot be dispensed with in this 
theorem, nor that each I n is bounded, nor that the ordered field involved 
is complete. See the exercises at the end of this chapter. 

1.28 Theorem. The interval (0, 1) in R is not countable. 

Proof. Let E be a countable subset of (0,1), say E = {Xl, X2, ... }. We make 
the following practically trivial remark: given a nonempty open interval 
(a, b) in R, and X E R, there exist c < d sllch that [c, dJ c (a, b) and X ~ 
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[c, dJ. By this remark, we can choose al < bl such that Xl 1. tal. bd c (0, 1). 
Having chosen al.bl ,a2,b2,· .. ,an,bn such that ak < bk and Xk 1. [ak,bkl 
for k = 1. 2 .... ,n. and such that [ak+l, bk+l ] C (ak' bk ) for k = 1. ... ,n-l, 
the remark enables us to choose an+l < bn+l such that [an+I,bn+d C 

(an. bn ) and Xn+l 1. [an+l, bn+d· Thus we have inductively defined for each 
n E N a closed interval I n = [an, bnJ, such that I n+l C I n and Xn 1. J" for 
every n E N. According to Theorem 1.27, there exists X E n:=1 I n . Since 
Xm 1. n:~1 I n for every mEN, we conclude x 1. E. Thus E :f (0,1). • 

1.8 Algebraic and Transcendental Numbers 

1.29 Definition. A real number x is said to be algebraic if there exists a 
positive integer n, and integers <10, al, ... ,an, an :f 0, such that 

(1.1 ) 

We say that X is algebraic of degree n if n is the smallest positive inte­
ger for which x satisnes an equation of the form (1.1). We say that x is 
transcendental if it is not algebraic. 

We were motivated to expand from Q to R in order to be able to solve 
the equation x 2 = 2. We found that in R we could solve any equation 
xn = a, but that still leaves open the possibility that every real number is 
algebraic. There are at least two ways to see that this is not so. 

1.30 Proposition. The set of transcendental numbers is uncountable. 

Proof. Let AN be the set of all numbers X which satisfy an equation of the 
form (1.1), with n + 2:.'.:=0 lajl :s N. Clearly, each AN is finite, since each 
such equation has at most n solutions, and there are a finite number of 
such equations. But U~=2 AN is the set of all algebraic numbers. Thus the 
set of algebraic numbers is the union of a sequence of finite sets, and hence 
is countable. Since R is uncountable, the set of transcendental numbers is 
uncountable. • 

It is perhaps a little disappointing that this existence proof for transcen­
dental numbers fails to exhibit a single one. Here is another approach. The 
following theorem of Liouville says that algebraic numbers which are not 
rational cannot be approximated too closely by rational numbers. 

1.31 Theorem. Let x be an algebraic number of degree not more than n. 
Then there exists a constant C such that for any integers p, q (q > 0) with 
x :f p/q, we have 

I x-~I > C. q qn 
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Proof. Let f(t) = antn + an_Itn- 1 + ... + ao, where aj is an integer for 
j = 0,1, ... , n, such that f(x) = o. Then f(t) = (t - x)g(t), where 9 is a 
polynomial of degree less than n (with real coefficients). Since 9 has at most 
n - 1 zeros, there exists fJ > 0 such that 0 < It - xl ::; fJ implies g(t) ¥ 0, 
and hence also f(t) ¥ O. It is easy to see that there exists M such that 
Ig(t)1 ::; M for all t with It-xl::; fJ. For instance, if g(t) = L:;':~ bjtj , choose 

N large enough so that [x-fJ,x+bj c [-N, Nj, and take M = L:;':~ IbjlNj. 
Now suppose Ix - p/ql ::; fJ, x f:- p/q. Then g(p/q) f:- 0, so we have 

p f(p/q) anP" + an-IP,,-I q + ... + aoqn 
- -x = ----- = ~~----~~-7~------~ 
q g(p/q) qng(p/q) 

Now the numerator of this last fraction is an integer, and it is not 0, since 
f(t) ¥ 0 for 0 < It - xl ::; fJ. Hence the numerator has absolute value at 
least 1, and we have 

\x- ~\ > _1 . 
q - Mqn 

But if Ix - p/ql > fJ, then of course Ix - p/ql > fJ/qn, since q ~ 1. Thus 
taking any C smaller than both fJ and 1/ M gives us the theorem. • 

1.32 Example. Let XI = 4, and inductively define 

1 
Xn = Xn-I + 2n!· 

Then Xn+m - Xn = 2-(n+I)! + ... + 2-(n+m)! < 2· 2-(n+I)! for every 
n,m. Let x = SUP{XI,X2' ... }. We have then x - Xn ::; 2· 2-(n+I)I. But 
Xn = Pn2-n! for some integer p. Thus we have (taking qn = 2nl) inequalities 
0< x - Pn/qn < 2· 2-n - 1 /qn for every n. According to the theorem, this 
is impossible if x is algebraic, so x is transcendental. 

1.9 Existence of R 

In this section, we outline the construction first given by Dedekind. Dede­
kind presented his real numbers as "cuts" of the line, i.e., as pairs of sets 
of rationals, one set lying entirely to the left of the other, the union being 
the set of all rationals. Nowadays, we dispense with one element of the 
pair, since the left side of the cut carries all the information anyway. The 
following sketch omits many, perhaps most of the details, which are rather 
tedious. 

1.33 Theorem. There exists a complete ordered field R. If RI and R2 
are complete ordered fields, there exists an isomorphism of ordered fields 
between them, i.e., there exists a bijective mapping t/J : RI -+ R2 which 
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preserves the structure: for any x, y E R 1 , we have t/J(x + y) = t/J(x) + t/J(y) 
and ¢(xy) = t/J(x)t/J(y);for any x, y E Rl with x < y, we have t/J(x) < tf;(y). 

Proof. We define the set R to consist of all subsets 0: of the rational 
numbers Q, having the properties: 

(a) if q E 0: and r < q, then r E O:j 

(b) 0: has no greatest elementj and 

(c) 0 ¥ 0: ¥ Q. 

For each q E Q, the set q = {r E Q : r < q} evidently belongs to R, and 
the map q ...... q is clearly injective. We observe that each 0: E R is bounded 
above, as a subset of Q. We define 0: < {3 to mean that 0: is a proper 
subset of {3. We define the sum 0: + {3 by 0: + {3 = {a + b : a E 0:, bE {3}. 
It is not hard to show that 0: + {3 E R. It is clear that 0: + {3 = {3 + 0:, 

and that 0: + ({3 + "Y) = (0: + {3) + "Y. We next construct -0: for any given 
0: E R. as follows: let 0 be the set of all upper bounds for 0: in Q, with 
the exception of the least upper bound, if that exists (0: has a least upper 
bound if and only if 0: = q for some q E Q). Define -0: = {-q : q EO}. It 
is easy to verify that -0: E R for each 0: E R, and that given any 0: E R, 
{3 E R, the element "Y = {3 + (-0:) satisfies the equation 0: + "Y = {3. We 
have verified the first three properties of a field (see Definition 1.9). We 
next define multiplication in Rj to do this, we first consider the case 0: > 0, 
{3 > O. For such 0:,(3 we put 0(3 = {ab: a E 0, a ~ 0, bE (3, b ~ O} UO. 
If 0 > 0 and (3 < 0 we define 0(3 = -o( -{3), and if 0 < 0 and {3 < 0, we 
put 0{3 = (-0)( - (3). We define 00 = 0 for all o. Again, it is clear that the 
operation is commutative and associative (properties 4 and 5 of Definition 
1.9). If 0> 0, we define I/o = {1/q : q E o} U {q E Q : q ~ O}. If 0 < 0, 
we define I/o = -1/(-0). It is not hard to verify that 0(1/0) = I, and 
more generally, that setting "Y = (1/0){3 gives a solution to the equation 
O"Y = (3, whenever 0 ¥ O. Thus property 6 of Definition 1.9 is satisfied. It 
remains to check the distributive law to see that R is a field. The path to 
this is to first prove it for positive elements, then consider the several other 
cases. Next, we have to check that R is an ordered field (see Definition 
1.12). Since 0 < {3 is easily seen to be equivalent to {3 - 0> 0, this follows 
from the easy observation that 0 + {3 > 0 and 0{3 > 0 whenever 0 > 0 
and {3 > O. Finally, we have to prove that R is a complete ordered field. 
Suppose that A is any subset of R. We define sup A to be UoEA o. If A 
is bounded above, say 0 ~ "Y for all 0 E A, there exists M E Q such that 
o ~ AI for all 0 E A (take any M E '5-), This means that a < M for every 
a E: 0, every 0 E A, so UoEA 0 C M, i.e., 8upA E R. It is clear that supA 
is the least upper bound of A. The existence of R is thus established. 

Note that if we leave out condition (c) in the definition of R, and put 
+00 = Q and -00 = 0, we arrive at R, the extended reals. 
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Finally, we give a sketch of the proof of the uniqueness of R. If Rl and 
R2 are complete ordered fields, we want to show that there exists an order­
preserving isomorphism 1jJ of Rl onto R2. Let Qj be the smallest subfield of 
R j (j = 1,2). Each QJ is isomorphic to the field of rational numbers Q, so 
there exists an isomorphism </> of Ql onto Q2. This isomorphism is unique, 
and order-preserving. We now define a map 1jJ of Rl into R2 as follows: for 
x E R I , let 1jJ(x) = sup{</>(q) : q E Ql,q < x}. We note this makes sense: 
for any x E R 1 , there exists M E Ql with M > x, and hence M > q for 
any q < x; then ¢(q) < </>(M) for every q E Ql with q < x, since </> is 
order-preserving, so {</>(q) : q E Ql,q < x} has an upper bound in R2, and 
hence a least upper bound. If x, y E Rl with x < y, there exists q, r E Ql 
with x < q < r < y; it follows easily that 1jJ(x) $ </>(q) < </>(r) $ 1jJ(y), so 1jJ 
is order-preserving, and in particular is injective. It is easy to see that 1jJ is 
surjective: given y E R2, let x = SUp{</>-I(q2) : q2 E Q2,q2 < y}, and check 
that 1jJ(x) = y. It remains to verify that 1jJ is a field homomorphism, i.e., 
that 1jJ(x + y) = 1jJ(x) + 1jJ(y) and 1jJ(xy) = 1jJ(x)1jJ(y) for every X,y E R1. 
We leave this to the reader. 

1.10 Exercises 

1. List all the subsets of 9'(9'(9'(0))). 

2. Show that a set X is infinite if and only if there exists a bijective map 
of X to a proper subset of X. 

3. Criticize the following proof by induction of the proposition, "Happy 
families are all alike." Consider a set consisting of one happy family. Obvi­
ously all its elements are the same. Suppose it has been shown that for a set 
of n happy families, say {II,· .. , In}, we have II = h = ... = In. Consider 
a set {II, h··· ,1n+!} of n + 1 happy families. Then {1I,h,·.·, In} is a 
set of n happy families, so II = h = ... = In. Similarly, {h, 13,· .. , In+d 
is a set of n happy families, so In+! = ... = h· Thus In+! = II also, and 
the set of n + 1 happy families are aU alike. By the principle of induction, 
we see that for any finite set of happy families, they are aU alike. Since the 
set of aU happy families is finite, we conclude: happy families are all alike. 

4. (The results of this exercise will be used in later chapters.) The bino­
mial coefficients (~) (pronounced "n choose k") are defined for nonnegative 
integers nand k by the formulas 

(~) = k!(nn~k)!' k=O,l, ... ,n 

where O! = 1 and n! = n(n-l)! for n = 1,2, .... We put (;) = 0 for {c > n. 
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(a) Show that 

(k: 1) + (~) = (n; 1) 
for k = 1,2 •... , n. 

(b) Show that 

(1 + x)n = ~ (~)xk 
for any nonnegative integer n, and deduce 

(a + b)n = t (~)akbn-k 
k=O 

for any a,b. 

(c) Find 

(~) + (;) + (:) + ... 

and 

(7) + (~) + (~) + .... 

5. Prove by induction that for any positive integers a, b, n, 

6. Prove, using induction or otherwise, that 

n 

L(2k - 1) = n 2 , 

k=l 

t k2 = n(n + 1~(2Tl + 1). 

k=l 

7. Show that for each positive integer n, 

1 1 1 
2( v'n - 1) < 1 + v'2 + v'3 + ... + vn < 2v'n. 

HINT: The identity v'k'+T - ...fk = (v'k'+T + ...fk)-l might be helpful. 

8. Which is larger, 9950 + 10050 or 10150? Try to answer without using a 
calculator. 

9. Show that vItO and V15 are irrational. Better yet, Ilhow that if n EN, 
then .;n is either an integer or irrational. 

10. Show that if a field K has characteristic p > 0, then p is a prime. 
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11. Let K =- {q + r../2 : q,r E Q}. Show that K, with the operations it 
inherits from R, is an ordered field with the Archimedean property. 

12. The complex field C is defined to be the set R x R of all ordered pairs of 
real numbers, together with the operations of addition and multiplication 
given by the rules 

(a, b) + (c, d) = (a + c, b + d) 

and 
(a, b)(c, d) = (ac - bd, ad + be). 

(a) Show that C is a field, having a subfield isomorphic to R. (We will 
denote this sllhtield also hy R, sowing a crop of confusion tlml is 
unlikely to ever be reaped.) 

(b) Show that C cannot be made into an ordered field. 

13. Let K he an ordered field, in which the Archimedcan property is sat­
isfied. Show that if every bounded increasing sequence in K has a least 
upper bound in K, then K is a complete ordered field. 

14. Find a bijective map from (0,1) to R. 

15. Find a bijective map from (0,1) to [0, IJ. 

16. Deduce from Theorem 1.23 the slightly stronger result: if 0 E R is 
irrational, and AI is any integer, then {no + m: 71 > AI,m E Z} is dense 
inR. 

17. Show that for any 0 E R, there exist infinitely many rational numbers 
m/n with In - m/nl < 1 /n2. This is a stronger, quantitative, version of the 
proposition that thf' rational nnmhf'rs arf' oense in R. 

1M. Give an example of each of the following: 

(a) Nonempty intervals I n in R (n E N) which are bounded, with I n + 1 C 
I n for each n, and n:=:"=l I n = 0. 

(b) Nonempty intervals I n in R (n EN) which are closed, with I n+1 C I n 
for each n, and n:=:"=l I n = 0. 

(c) Nonempty intervals I n = [an, bnJ in Q (n E N) such that I n+1 C I n 
for every n, and n:=:"=l I n = 0. 

1.11 Notes 

1.1 For a closer look at set theory, with an introduction to cardinal and or­
dinal numbers, I highly recommend Halmos [2J. An important point of 
view among mathematicians (in fact, the dominant one) believes that 
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the foundations of mathematics lie in set theory. From this point of 
view, it is natural to want to construct the set N of natural numbers, 
with its order relation and algebraic structure, from a reasonable spt 
of axioms for set theory. In this book, the natural numbers are taken 
for granted. 

1.2 According to Whittaker and Watson [15], even the concept of negative 
number WaH rejected by COTL')Crvative mathematicians at surprisingly 
late times. They cite authors of works on algebra, trigonometry, etc., 
in the latter half of the eighteenth century in which the use of nega­
tive numbers was disallowed, although Descartes had used them un­
restrictedly more than a hundred years before. The notations N (for 
nllmbf·r). Q (for qlloticnl,), and R (for real) Hf!(!1JI obviolls t.o Elly,lish 
speakers. but Z may ~'Cm obscure. It derives from till' GPrIIllI1I 211ftl, 
meaning number. Its use has become universal. 

1.3 The ideas of countable and uncountable are due to Cantor, as ind"(!d 
is the whole idea of set. Theorem lA, for instance, is due to Cantor. 
The problems of infinity of course presented themselves much eariipr; 
Galileo, for instance, discussed the apparent paradox that there are as 
many even numbers as whole numbers, at the same time that there are 
only half as many. Cantor, incidentally, was not led to the creation 
of set theory by the desire for greater abstraction, but through his 
research on the convergence of trigonometric series. 

104 The discovery of incommensurability, or rather the fact that it had 
gone so long undiscovered, had a great effect on Plato, for one. I quote 
from Toeplitz [14]: 

Plato puts considerable emphasis on the fundamental na­
ture of this discovery. In the Laws, at the point where he 
assigns that mathematical discovery a place in higher flchool 
instruction, he mentions that he first learned of it when he 
was a comparatively old man and that he had felt ashamed, 
for himself and for all Greeks, of this ignorance which "befits 
more the level of swine than of men." (Toeplitz. Calculus: A 
Genetic Approach. Copyright University of Chicago Press, 
Chicago, 1963) 

1.5 The concept of field (Korper in German, hence the conventional K 
or k) seems to be due to Dedekind. Theorem 1.10 was probably first 
proved by Eudoxus, who dealt of course with the prevailing Greek idea 
of quantity, not quite (though close to) the modern idea of real num­
ber. Archimedes employed it, realizing its fundamental importance, 
and explicitly credited Eudoxus with the theorem. Today, a reference 
to the property of Eudoxus, as it should be called, would only earn a 
blank stare. 
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1.6 One imagines that the name absolute value, and the symbol lxi, go 
hack to anci!'nt times. In fact, they were introduced by Karl Weier­
strass in 1859. 

1.7 Theorem 1.27 is of fundamental significance; it could be used as the 
basic "completeness" property of the real numbers, instead of the 
"order completeness" that we have chosen. The uncountability of the 
reallllllllhers was first. proved hy Cantor, who gav!' two different proofs 
at different times. We have followed his first proof; his other proof uses 
a different method (the so-called diagonal argument). 

1.8 Theorem 1.31, as already mentioned, is due to Liouville (1851), who 
fir!'ll. pxhihitpd II trlUl!'lc'C'ndl'lItallllllllhC'r (t.lH' (1)(' Jl;ivC'n, or 1\ c\O!'lC' rC'll\­
t.ivl'), IIlId pn·dlltl·d Proposit.ioll 1.30, which is due to CUlltur. CUlltor's 
argument, which does not look constructive, can be seen to "exhibit" 
a transcendental number; for the listing of the algebraic numbers as 
in the proof of Proposition 1.30 can be used to provide a nest(~d se­
quence of closed bounded intervals (with rational endpoints) whose 
intersection contains no algebraic number. The supremum of the left 
endpoints of these intervals is then a transcendental number which has 
been "exhibited" in the same sense as the one in Liouville's example. 

It was shown by Hermite in 1873 that e is transcendental, and by 
Lindemann in 1882 that 11' is transcendental. (The reader has heard 
of e and 11' elsewhere; we will introduce e in the next chapter, and 11' 

later.) For a proof of Hermite's theorem, see Herstein [5]. 

1.9 Dedekind developed his construction of real numbers in 1858, though 
it was not published until 1872, the same year that Cantor published 
on the same subject. Dedekind declared a real number to be a division 
(a "Dedekind cut") of the rational numbers Q into two nonempty sets, 
Land R !'lay, with the property that q < r for every q ELand r E R; 
for convenience, we can also assume that L has no greatest element. 
While it must have been obvious from the start that in working with 
Dedekind cuts it sufficed to consider the left half of the cut, this 
artifice seems to have been first suggested by Bertrand Russell, better 
known to the world at large as a philosopher than as a mathematician. 
Hardy was aware of this, but preferred (in his classic calculus text [3]) 
to carry on with a cut being defined as two intervals of rationals. 
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Sequences and Series 

2.1 Sequences 

In the first chapter, we defined a sequence in X to be a mapping fwm 
N to X. Let us broaden this definition slightly, and allow the mapping to 
have a domain of the form {n E Z : m ~ n ~ p}, or {n E Z : n ~ m}, 
for some m E Z (usually, but not always, m = 0 or m = 1). The most 
common notation is to write n ...... Xn instead of n ...... x(n). If the domain 
of the sequence is the finite set {m, m + 1, ... ,p}, we write the sequence 
as (xn)~=m' and speak of a finite sequence (though we emphasize that the 
sequence should be distinguished from the set {x n : m ~ n ~ p}). If the 
domain of the sequence is a set of the form {m, m + 1, m + 2, ... } = {n E 
Z : n ~ m}, we write it as (xn)~=m' and speak of an infinite sequence. 
Note that the corresponding set of values {xn : n ~ m} may be finite. 
When the domain of the sequence is understood from the context, or is not 
relevant to the discussion, we write simply (xn). In this chapter, we shall 
be concerned with infinite sequences in R. 

2.1 Definition. A sequence (xn)~=m in R is said to converge to the limit 
x E R, and we write Xn -+ x as n -+ 00, or limn _ oo Xn = x, or simply 
limxn = x, ifforeverYf > 0 there exists no E N such that x-·{ < Xn < X+( 

for every n ~ no. A sequence which does not converge to any limit in R is 
said to diverge. We say Xn -+ +00, or lim Xn = +00, if for every MER 
there exists no E N such that Xn > M for every n ~ no, and we say that 
Xn -+ -00, or limxn = -00, if for every MER there exists no E N such 
that Xn < M for every n ~ no. 
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Note that if Xn ..... +00, then (xn) diverges. A simple example of a diver­
gent sequence is given by putting Xn = (_I)n. We begin with a proposition 
estahlishing a ff~w ha.'1ic rules for dealing with convergent sequences. 

2.2 Proposition. Suppose that (cn ) and (dn ) are convergent sequences 
in R, SHY lilJl,.·_oo en = Ca1/(l lirnn_ oo d" = D. Let a E R. Then the 
sequences (lLen ), (en + dn), and (endn) are all convergent, and in [act 

lim (acn ) = aC, lim (cn + dn ) = C + D, lim (endn) = CD. 
n-oo n--oo n-+oo 

If D '" 0, then [or some k ~ m, dn '" 0 [or all n ~ k, and (l/dn)~=k 
converges; in [act limn_ oo l/dn = 1/ D. 

Proof. Let { > O. If a '" 0, there exists no such that len - GI < f/lal for 
all n ~ no, and then lacn - aCI = lallc-n - CI < { for all n ~ no. If a = 0, 
this is trivial. Thus Iim(acn ) = aC. 

There exist nl and n2 such that len - GI < {/2 for all n ~ nl and 
Idn - DI < (/2 for all n ~ n2. Let no = max{nl' n2}, and we have 

I(cn + dn ) - (C + D)I = I(c-.. - C) + (dn - D)I 

:$ len - CI + Idn - DI < f./2 + f./2 = f. 

for all n ~ Tto. Thus lim{c-n + dn ) = C + D. 
Choose M > max{IGI, IDI}. Choose Ttl so that len - CI < f./(2M) for all 

n ~ nl, and n2 so that Idn - DI < f./(2M) and Idn - DI < M - IDI for all 
n ~ n2. Then Idnl = Idn - D + DI :$ Idn - DI + IDI < M for all n ~ n2· 
For n ~ no = max{nl' n2}, we have . 

lendn - CDI = I(en - C)dn + C(dn - D)I 

:$ len - Glldnl + IGlldn - DI 

:$ M(len - CI + Idn - DI) 
< f./2 + f./2 = f.. 

Thus lim(endn) = CD. 
Finally, choose k so that Idn - DI < ~ IDI for n ~ k; it follows that 

Idnl > ~IDI for all n ~ k. Next <:hoose no > k so that Idn - DI < ID1 2f/2 
for all n ~ no. We have then for n ~ no 

I:n - ~I = IDd~~nl:$ 1~121dn - DI < f.. 

Thus lim(l/dn ) = 1/ D. I 

This proposition will he used quite frequently in the future, usually with­
out explicit citation. Another, even simpler, fact is the following: 
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2.3 Proposition. If (Xn );:"=m is a convergent sequence in R, and for some 
kEN we have Xn ~ 0 for all n ~ k, then lim Xn ~ O. Similarly, if a :s: Xn :s: b 
for some a, b E R and all n ~ k, then a :s: lim Xn :s: b. 

Proof. If Xn ~ 0 for all n ~ k, and L < 0, taking l = ILl in the definition 
of limit shows that L cannot be the limit of (xn). The second statement 
follows from the first by considering the sequences (xn - a) and (b - xn) 
and applying the last proposition. I 

2.4 Example. Let 
1 1 1 

Sn = 1 + - + - + ... + -
2 3 n 

for each n E N. Suppose that (.'In) converges, Hay lims" = R. It iH c:lf'llr 
from the definition of convergence that if Sn -+ S, then also S2n -+ S, but 
we observe that 

1 1 1 1 1 
S2n - Sn = -- + ... + - > - + ... + - = -, 

n + 1 2n 2n 2n 2 

so we would have 0 = lim(s2n - sn) ~ 1/2, using the last two propositions. 
This contradiction shows that (sn) does not converge. 

The next proposition presents a few examples of convergent sequences. 
We will use two simple inequalities, which can be proved directly by induc­
tion on n, or (for t ~ 0) seen immediately from the binomial theorem. 

2.5 Lemma. For every real t > -1, and every n EN, we have 

(1 + t)n ~ 1 + nt, (1 + t)n ~ 1 + nt + !n(n - l)t2; 

when t 1= 0, the inequalities are strict for n > 1, n > 2, respectively. 

The proof is left as an exercise. 

2.6 Proposition. If a > 0, then na -+ +00 as n -+ 00, and aln -+ 0 a.'J 
n -+ 00; if a > 1, then an -+ +00, and if 0 < b < 1, then bn -+ 0, as n -+ 00. 
If a> 0, then limn -+oo al/n = 1. Finally, limn -+oo nl/n = 1. 

Proof. That na -+ +00 as n -+ 00 is simply a rephrasing of the Archimed­
ean property of R .. i.e., of Theorem 1.19. 

If l > 0, then Theorem 1.19 asserts the existence of no such that nol > a, 
and hence nl > a for all n ~ no, which gives 0 < aln < l for all n ~ no, so 
limn-+oo(aln) = O. 

Ifa> 1, let 6 = a-I, so 6> 0; then an = (1+6)n > 1+n6, SO an -+ +00 
since nli -+ +00. 

If 0 < b < 1, let a = lib, so a > 1. If l > 0, then there exists no such 
that an > IIf. for n ~ no, which is equivalent to 0 < bn < f. for n ~ no, so 
limn_x bn = O. 
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For n > 1, let bn = nl/n - 1; clearly, bn > o. Then 

n = (1 + bn)n > 1 + nbn + ~n(n - l)b~ > ~n(n - l)b~, 

from which we conclude that 0 < b~ < 2/(n - 1). Given £ > 0, choose 
no E N with no> 1 + 2/£2. Then 1 < nl/n < 1 + [2/(n - 1)j1/2 < 1 + £ for 
every n :::: no. Thus limn_co nl/n = 1. 

If a:::: 1, then 1 :S a l / n :S nl/n for every n > a, so lima l / n = 1. Finally, 
if 0 < a < 1, let b = l/a, so lima l / n = l/limb l / n = 1. I 

2.1 Example. Fix the integer b :::: 2, and x E R, 0 < x < 1. Define 
d l = [bxl, so d l is an integer with 0 :S dl < b, and put Xl = dtlb, so 
o ~:r .r I· 1 I"; having oi>tairl('d sudl intl'gefs dJ, ... ,ilk, and numbers 
Xl, ... ,Xk, su that 0 :S X-Xk < b-k, we proceed to set dk+l = [bk+I(X-Xk)] 
and Xk+l = Xk + dk+lb- k- l , so that inductively we obtain a sequence 
(dn)~=l such that 0 :S X - Xn < b-n, where each dn is an element of 
{O, 1, ... ,b -l} and Xn = dlb- l + d2b-2 + ... + dnb-n. If X = Xn for some 
n, then dm = 0 for all m > n. We write symbolically 

where each dj is an integer, 0 :S dj < b, to mean that the sequence (Xk), 
where Xk = dl b- l + ... + dkb- k, converges to x. This is called a representa­
tion, or expansion, of X in the base b. When b = 10 this is called the decimal 
expansion, when b = 2 the binary expansion, when b = 16 the hexadecimal 
expansion. We have seen that any X E [0,1) admits a representation in 
any base b. We observe that if X is a rational that can be expressed in the 
form p/bn for some integers p and n, there exist two representations of X ill 
the base b; one has the form O.dl d2 ... dnOOO . .. , and the other looks like 
0.d l d2 .•. (d" - I)(b - l)(b - I)(b - I) .... The above procedure produces 
the "terminating" expansion, when there is a choice, e.g., with b = 10 the 
expansion of x = ~ is 0.5000 ... rather than 0.4999 .... If x does not have 
the form plbn , the expansion is unique. We leave this fact as an exercise. 

2.8 Example. Theorem 1.25 demonstrates that every positive real num­
ber has a square root, but does not show how to find it. Indeed, what does 
it mean to "find" J2, for instance? We know it is not a rational number. We 
have seen that each real number has a decimal expansion, so one answer to 
the question would be to display the decimal expansion of J2, perhaps by 
finding an explicit formula for the integer dn in the nth place after the dec­
imal point, or perhaps by finding an inductive procedure for determining 
dn . Now we can interpret the truncated finite decimal expansions as being 
a sequence of rational numbers which converge to the number represented 
by the infinite decimal expansion. Any other sequence of rational numbers 
converging to J2 would be just as good in principle, and possibly better in 
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practice, in that the nth term in the sequence might be much closer to v'2 
than the decimal fraction 1.dl d2 .•. dn • Here is one such sequence, which 
represents the oldest known method for computing square roots. 

Given a > 0, we define a sequence (xn) inductively, as follows. Choose 
Xo > 0 and let Xn+1 = !(xn +a/xn ) for n ~ O. It is clear from the definition 
of convergence that if Xn -+ x, then also Xn+ I -+ X, so that x = ! (x + a/ x), 
or 2x2 = x2 + a, that is x2 = a. It is also clear that Xn > 0 for all n, so 
x ~ 0: thus x = ..;0.. To show that in fact (xn) does converge, we calculate 
as follows: 

In particular, we see that Xn+ I ~ ..;0. for all n, and x~ ~ a for every n ~ 1. 
Similarly, we find that 

Xn+1 - ..;0. _ (xn - ya)2 

Xn+1 + ..;0. - (xn + ..;o.}2 

By induction, it follows that for every n 

2" 
Xn - ..;0. (xo - ..;0.) 
Xn + ..;0. = Xo + ..;0. 

(2.1 ) 

Now Ixo - ..;0.1 < Xo + ..;0., since Xo > 0 and ..;0. > O. Thus equation (2.1) 
implies that Xn -+ ..;0. as n -+ 00, and indeed, that the convergence is quite 
rapid. We note incidentally that 

Xn - Xn+1 = Xn - !(xn + a/Xn) = ~(Xn - a/Xn) 

= !(X~ - a}/Xn ~ 0, 

so that Xn+! $ Xn for all n ~ 1. In particular, Xn +..;0. $ XI + Va $ 2x I for 
every n ~ 1. From this, and equation (2.1), we can write down the estimate 

2" 
r:: (xo - Va) 0$Xn -V a $2XI r:: 

xo+va 
(2.2) 

Thus this method seems to be a highly efficient method for calculating 
square roots to any given degree of accuracy. For instance, with a = 10, we 
might take a rough first guess Xo = 3. We see easily that 3 < JIo < 3.5, so 
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Ixo - Val < 1/2, and To + Va > 6. Thus the estimate (2.2) gives us (after 
we cakulate 2:1"1 = 19/3 < 7) 

o < Xn - Va < 7· 12- 2" 

Thus Xot approxilllaU's Vfo to an accuracy hetter than 10- 15 , which should 
be good enough for household usc. 

2.9 Definition. Let (an) be a sequence in R. We say that (an) is an in­
crea.'Iing sequence if an :::; an + I for all n; we call it strictly increasing if 
an < an+1 for all n. Similarly, (an) is called decreasing (or strictly de­
crea.'iing) if an ? fln+1 (resp., a" > a,,+I) for alln. A sequence is called 
monotone if it is ('it/,('r increasing or decreasing. 

2.10 Proposition. If(an}':=m is an increasing sequence in R, then either 
(an) is cOllvergent, or an -+ +00 as n -+ 00. 

Proof. If (an) is not bounded above, for every M there exists k such that 
ak > M; since (an) is increasing, we have an ? ak > M for everyn ? k. 
Thus an -+ 00 11.'1 n -+ 00. Suppose (an) is bounded above; then there exists 
It lea.'it UPPf'T hound M for the set. {an: n ? Tn}. Given any f > 0, AJ - f is 
not an upper hound for {an: n ? In}. Thus there exists k with (lk > Al - f; 

since (an) is increa.'iing, it follows that M - f < an :::; AI for every n ? k. 
Thus, an -+ "" a.'i n -+ 00. • 

2.11 Corollary. If (an) is a decreasing sequence in R, then either (an) is 
convergent, or (a,,) -+ -00 IL<; n -+ 00. 

Thus every bounded monotone sequence converges. 

2.12 Example. Let Cn = (1 + I/n}n for each n E N. Then (cn ) is an 
increa.'iing sequence. One way to see this is to recall the identity 

valid for any a, b E R (or any field) and any positive integer r, which we 
used to advantage in the first chapter. It gives the inequality 

(2.3) 

whenever 0 < a < b. Taking a = 1 + I/(n + I}, b = 1 + lin, and' using 
r = n + 1 in the inequality (2.3), we get 

1 + - Cn = bn+1 < an+1 + = c,,+1 + -c", ( 1 ) (n + 1 }bn 1 
n n(n + 1) n 
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from which en < en+l follows at once. Furthermore, the sequence (r,.) is 
bounded; in fact, taking a = 1 and b = 1 + 1/(2n) with r = n in the 
inequality (2.3), we get 

( 1 + ~),. < 1 +n~(1 + ~)n-l < 1 + ~(1 + ~)n, 
~ ~ ~ 2 ~ 

from which we get 

(1 + 2~) n < 2, 
so C2n < 4. Since (en) is an increasing sequence, it follows that en < 4 for 
all n. Hence, by Proposition 2.10 it follows that (en) converges. We denote 
the limit bye. We have not seen the last of this numher. 

The notion of subsequence is fairly natural, but let us give a formal 
definition. 

2.13 Definition. A sequence (bn)~p is said to be a subsequence of the 
sequence (an)~=m if there exists a strictly increasing sequence (nk)f:,p in 
Z, such that bk = ank for every k 2: p. 

Let (an)~k be a bounded sequence. For each m 2: k, let us set bm = 

sUPn>m an = sup{ am, am+! , am+2,' .. }. Clearly, (bm)~=k is a decreasing 
sequence; each bm E R since (an) is bounded above, and the sequence 
(bm ) is bounded below, since the sequence (an) is bounded below. By the 
Corollary above, the sequence (bn ) is convergent; we call this limit the limes 
superior, or upper limit, of the sequence (an). The limes inferior or lower 
limit ill defined in an analogous way. If (an) is not bounded above, we put 
its upper limit to be +00, and if it is not bounded below, its lower limit is 
said to be -00. We summarize: 

2.14 Definition. If (an)~=k is any sequence in R, we define 

lim Imp an = inf IIUP an = lim IIUP an 
n-oo m~k n~m m-OCl Tl~m 

lim inf an = sup inf an = lim inf an 
n-oo m~k n~m m-oo n2:::m 

One often sees the symbol lim used for lim sup, and lim for lim inf. We can 
describe the upper and lower limits also in the following way: 

2.15 Proposition. Let (an) be a sequence in R. The following are equi,,·­
alent: 

(a) limsupan = Ai and 

(b) for every A' > A, an < A' for all but finitely many n; for every 
A" < A, an > A" for infinitely many n. 
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Proof. Suppose A = limsupan. Then for any A' > A, there exists m such 
that SUPn>m an < A', so, in particular, an < A' for all n ;::: m. But since 
sUPn>m a;: ;::: A for every m, it follows that if A" < A, then for every m 
there-exists n ;::: m with an > A". Thus (a) implies (b). Now suppose (b) 
holds. Then for every A' > A, there exists m such that an < A' for all 
n ;::: m, and hence sUPn>m an ~ A'; it follows that lim sup an ~ A' for 
every A' > A, and hence -that lim sup an ~ A. On the other hand, for any 
A" < A, (b) assures us that for every m there exists n ;::: m with an > A". It 
follows that for every m, SUPn>m an > A", and hence that lim sup an ;::: A". 
Since this holds for every A''- < A, it follows that lim sup an ;::: A. Thus 
lim supan = A. We have proved (b) implies (a). I 

We If!ave it to till' reader to formulate and prove the corresponding char­
acterization of the lower limit. 

Some of the basic properties of the upper and lower limits are summarized 
in the next propOHition. 

2.16 Proposition. If (an) and (bn ) are sequences in R, then: 

(a) lim sup( -an) = -lim inf an; 

(h) lim snp ra,. = c lim sup an for any c > 0; 

(c) lim sup (an + bn ) ~ lim sup an + lim sup bn; 

(d) liminfan ~ lim supan, with equality if and only if (an) is convergent, 
in which case v1imsupan = lim an; and 

(e) if (bn ) is a subsequence of (an). then 

lim inf an ~ lim inf bn ~ lim sup bn ~ lim sup an. 

The proof of this proposition is left as an exercise. 

2.11 Theorem. Every bounded sequence in R has a conV('rgent sUOse-­
quence. 

Proof. Let (an) be a bounded sequence in R. Let A = lim supan. We shall 
construct a suhsequence of (an) which converges to A. By Proposition 2.15 
there exists nl such that anI> A -1. Having obtained nl < n2 < ... < nk 

such that an) > A-1fj for j = 1,2, ... , k, we can find (by Proposition 2.15) 
nk+l > nk such that anHI > A - 1/(k + I). thus defining the subsequence 
(an.) inductively. We have A ~ lim inf an. ~ lim sup an. ~ lim sup an = A, 
so lim an. = A. I 

This very important theorem is known as the Bolzano-Weierstrass th&­
orcm. Of course, we could equally well have constructed a suhsequence 
converging to B = liminfa". According to Proposition 2.16(e), any con­
vergent subsettuence would have a limit between A and B. 
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2.18 Definition. Let (an) be a sequence in R. We say that (an) is Ii 

Cauchy sequence if for every f > 0 there exists no such that Ian - am I < ( 
for every n, m ~ no. 

The next result is known as the Cauchy criterion for convergence. 

2.19 Theorem. A sequence in R is convergent if and only if it is a Cauchy 
sequence. 

Proof. Suppose (an) converges to A E R. Then for every ( > 0, there f'xist.s 
no such that Ian - AI < f/2 for every n ~ no. Then for every n, m ~ 710 

we have Ian - ami = Ian - A + A - ami:::; Ian - AI + lam - AI < (, so 
(an) is a Cauchy sequence. Less trivial is the converse. If (an) is a Cauchy 
sequence, then for each ( > 0 there exists no such that Ian - am I < ( for 
every n ~ no, m ~ no. Then a no - f < an < a no + f whenever n ~ no, so 

ano - {:::; inf an :::; lim inC an :::; limsupan :::; sup an :::; ano + (, 
n~no n~no 

which gives lim sup an -lim inf an :::; 2f. Since f > 0 was arbitrary, it follows 
that lim supan = lim inf an, SO (an) is convergent. I 

2.2 Continued Fractions 

This section is not needed for subsequent developments, and may he omit­
ted in a first reading. 

Let Cl{) he an intf!ger, and let an E N for each n EN. The cxpn·ssioll 

ao + --------
al+------

is called a continued fraction of order n; we shall denote it more concisely 
as [ao;al, ... ,anJ. Such an expression makes sense more generally iC aj are 
any real numbers, as long as aj =f 0 for j > O. We call [aO;al,a2,' .. J an 
infinite continued fraction; it denotes the sequence of continued fractions of 
order n described above. We obtain an explicit representation of the finite 
continued fractions as quotients of integers as follows. Define sequences 
(Pn) and (qn) by putting P-l = 1, q-l = 0, Po = ao, qo = 1, and define 
inductively for n ~ 1 

Pn = anPn-l + Pn-2, 

qn = anqn-l + qn-2, 

(2.4) 

(2.:' ) 
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so that each Pn and qn is a positive integer when each an is a positive 
integer. We observe that 

Po - =ao, 
qo 

and indeed we have in general: 

2.20 Lemma. For every n ~ 0, and any positive reals al,a2, ... ,an, 

Proof. We just observed the formula holds for n = 0 and n = 1. Assume 
it holds for a particular n. Then 

[ao;al, ... ,an,an+l] = [ao;al, ... ,an-l,an + l/an+d 

(an + l/an+dPn-l + Pn-2 
= 

(an + l/an+dqn-l + qn-2 

Pn + Pn-dan+l an+lPn + Pn-l = = ~~'-'----=-:.:......:;. 

qn + qn-dan+l an+lqn + qn-l 
Pn+l =--
qn+l 

completing the induction. 

2.21 Lemma. For each n ~ 0, we have Pn-lqn - qn-IPn = (_I)n. 

Proof. Using the defining equations, we have 

Pn-lqn - qn-IPn = Pn-l(anqn-l + qn-2) - qn-l(anPn-l + Pn-2) 

= -(Pn-2qn-l - qn-2Pn-d 

= (-I)"(P-lqO - q-lPo) = (_I)n. 

• 

• 
2.22 Corollary. If an E N for each n, then the positive integers Pn and 
qn have no common divisor greater than 1. 

2.23 Corollary. For each n ~ 1, 

Ipn pn-ll 1 
qn - qn-l = qnqn-l . 

2.24 Lemma. If an E N for each n, then qn > (v'2)n-l for each n > O. 
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Proof. Since qn = anqn-l + qn-2 and an ~ I, it follows that qn > qn - 1 

for all n, and hence that qn > 2qn-2. Iterating this estimate, we arrive at 
q2n > 2nqo = 2n. and q2n+1 > 2nql ~ 2n, and the lemma follows. I 

2.25 Theorem. For any sequence (an}~=1 in N, and any ao E Z, the 
infinite continued fraction lao; aI, a2, ... ] converges. 

Proof. By Corollary 2.23 and Lemma 2.24, we see that 

Ipn+l _ Pn I = __ 1_ < 2-(n-l), 
qn+l qn qn+lqn 

which implies that (Pn/q") is a Cauchy sequence, hence convergent. I 

2.26 Theorem. For every irrational real number x, there exists Ii Iwiql/f' 
infinite continued fraction which converges to x. 

Proof. Let ao = [x], the greatest integer not greater than x, flO 0 < X - ao < 
1. Define rl = (x - ao)-I, 80 rl > I, and let al = [rd, flO al is a potiitive 
integer. Having defined rn and an = [r"], we define rn+ I = (rn - an) . 1 I\lId 

put an + I = [rn + d. Since x is irrational, we see that every rn iH irratiollal, 
flO 0 < rn - an < 1, and rn+l is well-defined, with r"+1 > 1. Now 

(2.6) 

for every n ~ 1. Indeed, x = ao + 1/rl = lao; rll, and if the formula (2.6) 
holds for fIOme n, then using rn = an + l/rn+l, we get equation (2.6) with 
n replaced by n + 1, 80 that (2.6) holds for all n. Now from equation (2.6) 
and Lemma 2.20 we have 

r"p"-1 + Pn-2 X= ~~~~~~ 
rnqn-l + q"-2 

for n ~ 2. Correspondingly, we have the formula 

p" a"p"-1 + P"-2 -- = 
qn 

80 we have, after simplifying, 

a"qn-l + q"-2' 

Pn (rn - an )(Pn-lq"-2 - q"-IPn-2) x- -- = ~~--~~~~~--~~~~ 
qn (r"qn-l + qn-2)(anq"-1 + qn-2) 

80 that 

Ix - pnl <..!.. < _1_, 
qn q~ 2n- 1 

the last inequality coming from Lemma 2.24. Thus, Pnlqn --+ x, and the 
existence is proved. To show uniqueness, suppose that we had two continued 
fraction representations 
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Clearly, ao = a~ = [x]. Suppose that we have established a) = aj for 
j = 0,1, ... , n. Then (with an obvious notation) Pj = pj and qj = qj for 
o ~ j ~ n as well. Putting rk = [ak; ak+l, ak+2, .. . ], with the analogous 
definition of r~, we have 

so that we have 

p~r~+1 + P~-1 
q~r~+1 + q~-1 

from which WP. clln HOlve to get rn+ I = r~+ I' Ilnd hence an + I = [rn + I] = 
[r~+ d = (l~.+ I. Tlmll (1,. = (1~ for all fl. I 

It is not hard to see that if x was rational, the process described above 
would terminate after finitely many steps, and x would be represented by 
a finite continued fraction. 

Note that ThcoremH 2.25 and 2.26 (!HtahliHh a one-to-one cor­
respondence between the set of irrational numbers in (0,1) and 
the lid NN of mappings of N into N. But we also have seen 
(the binary expansion) that there is an injective mapping of the 
irrational numbers in (0,1) into the set 2N of mappings of N 
into {O, I}. Thus there is an injective mapping of NN into 2N. 

2.3 Infinite Series 

Given a sequence (an)~=m in R, consider the associated sequence (sn)~=m 
defined by 

n 

Sn = am + am+l + ... + an = L ak; 
k=m 

the number Sn is called the nth partial sum of the infinite series E::'=m an, 
and we say that the series converges if the sequence (sn) converges. If 
limn_oo Sn = 8, we write E::'=m an = 8. (Actually, this is an abuse of 
language, since, properly, E::'=m an denotes the sequence (8n)~=m' rather 
than its limit.) We also write E::'=m an = ±oo if limn_ex> Sn = ±oo. Thus 
the notion of infinite series is totally equivalent to that of infinite sequence; 
given any sequence (sn)~=m' we can realize it as the sequence of partial 
sums of the series E::'=m an, where am = 8m and an = 8n - Sn-l for n > m. 
We shall often omit the limits of summation, Le., write E an instead of 
E::'=m an, when m is either understood from the context or irrelevant. 

2.27 Proposition. If E an converges, then lim an = O. 
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Proof. If an denotes the nth partial sum of the series L an, then the 
convergence of (an) to the limit 8 implies the convergence of (."In-d to the 
same limit, which implies an = 8 n - 8 n -l -+ 0 as n -+ 00. • 

The necessary condition an -+ 0 is not sufficient for the series L an to 
converge; Example 2.4 shows that the series L~=1 (lin) diverges. 

2.28 Proposition. If the series L a" and L bn converge, then so does the 
series L(a" + bn ); for any c E R the series L can converges, and we have 

Proof. This follows immediately from the two corresponding facts ahout 
sequences. I 

2.29 Proposition. Suppose that an ~ 0 for each n E N. Then either 
L~= 1 an = +00 or the series converges. 

Proof. If each lln ~ 0, then (an) is an increasing '*-'<Juence; thUH thil! propo­
sition simply echoes Proposition 2.10. I 

In view of the last proposition, we can indicate the convergence of the 
series L a" when every an ~ 0 by writing Lan < 00. 

2.30 Corollary. If 0 ~ bn ~ an for every n, and if L~=1 an converges, 
then L~= 1 bn converges. 

Proof. If Sn = L~=1 an and tn = L~=1 bn, then evidently tn ~ ."In for 
every n, so (t n ) is bounded if (sn) is bounded. I 

This last result is often used in the equivalent form: if L~=l bn diverges, 
then so does L~=l an· 

2.31 Corollary. If L lanl converges, then L an converges. 

Proof. Recall the notation x+ = max{x,O} and x- = max { -x, O} for any 
x E R. Since 0 ~ a;t ~ lanl and 0 ~ a;; ~ lanl, we conclude from Corollary 
2.30 that L a;t and L a;; converge. But an = a;t - a;; , so it follows from 
PropOtiition 2.28 that L an converges. I 

A series L an with the property that L lanl < +00 is said to be abso­
lutely convergent. The last corollary then states simply that an absolutely 
convergent series is convergent. A series which is convergent but not abso­
lutely convergent is called conditionally convergent. The next corollary is a 
trivial generalization of Corollary 2.30. We will refer to it as the compari,"Ion 
test. 
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2.32 Corollary. If there exist C > 0 and no such that Ibnl ~ Can for all 
n ~ no, and 2: an < 00, then 2: bn converges (absolutely). 

2.33 Example. The series 2:::"=1 I/n (known as the harmonic series) was 
seen to diverge in Example 2.4. It follows that 2:::"=1 n-a diverges for s ~ 1. 

2.34 Example. Consider the series 2:::1 I/n(n + 1); since I/n(n + 1) = 
I/n - I/(n + 1), we see that 

1111 11 1 
Sn = - - - + - - - + ... + - - -- = 1 - --

I 2 2 3 n n+l n+l 

(we say that the series telescope.,), so that the series converges to 1. It 
follows from the comparison test that the series 2:::"=1 l/n2 converges, since 
I/n2 ~ 2/n(n + 1), and that its sum is less than 2. It then follows from the 
comparison test that 2:::"=1 n-· converges for all s ~ 2. 

The next example gives one of the most useful series with which to com­
pare other Heri('tI. 

2.35 Example. Consider the series 2:::"=0 x n , known as the geometric se­
ries. We have 

n 1- xn+1 
Sn = ~xk = ---

L..J I-x 
k=O 

when x f:. 1; it follows that Sn - 1/(I-x) when Ixl < 1; the series diverges 
for Ixl ~ 1 hy Proposition 2.27. Thus 2:::"=0 xn = 1/(1 - x) for Ixl < I, and 
the series diverges for all other x. 

2.36 Theorem. Let (an) be a sequence, and let>. = limsuplanI1/ n. If 
>. < 1, then 2:::1 an converges absolutely; if>. > 1, then 2:::1 an diverges. 

Proof. If >. < 1, choose x with>. < x < 1. According to Proposition 2.15, 
there exists no such that lan l1/n < x for all n ~ no. Then lanl < xn for 
all n ~ no, and 2: xn converges as we saw in the example above, so the 
series 2: a" converges absolutely by the comparison test. Suppose now that 
>. > 1. Then, again by Proposition 2.15, there exist infinitely many n such 
that Illnll/n > I, and hence lanl > 1. Hence 2: an diverges, by Proposition 
2.27. • 

Note that Theorem 2.36 asserts nothing if lim sup Ian 111n = 1. In fact, 
this holds if an = lin (Proposition 2.6), and hence if an = I/n2 , As we have 
just seen, the first of these gives a divergent series, the second a convergent 
series. The assertion of Theorem 2.36 is known as the root test; the following 
similar theorem is called the ratio test. 
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2.37 Theorem. Suppose that an > 0 for all Tt. Let 

\ I' . f an+1 .t\= Imln --, 
an 

I. an+1 
11.= Imsup--. 

an 

If 11. < 1. then L an converges, and if A > 1, then L an diverges. 

Proof. If 11. < 1, choose x with 11. < x < 1. There exists m such that 
1a..+1lan - 11.1 < x - 11. for all Tt ~ m, and hence an+1lan < x for all 
Tt ~ m. It follows that an+1 < xan for all Tt ~ m, and inductively that 
am+k < xkam for every k > o. Thus an < Cxn for all n ~ m, where 
C = x-mam, and hence La.. converges by the comparison test. If A> 1, 
then there exists m such that an+t/an > 1 for all n ~ m, i.e., (an)~", is 
an increasing sequence, so lim an = 0 is impossible. (In fact, an --+ +00, as 
a closer look will tell you.) • 

2.38 Example. The series L~=o xn In! converges absolutely for every J E 

R; for putting an = Ixlnln!, we have an+tian = Ixl/(n+ 1) ...... 0 EI.Ii n ...... ()0. 

Thus the seriet; converget; absolutely for every x E R by the ratio test.. 
Consider the seriet; 

~ (nx)n 
~ ,. 
n=O n. 

Putting an = nnlxlnln!, we have 

an+1 = (n + l)n+1 n! Ixl = (n + l)nlxl ...... elxl, 
an (n + I)! nn n 

as we saw in Example 2.12. Thus the given series converges absolutely for 
Ixl < lie and diverges for Ixl > lie. 

The next example shows a new way of establishing divergence of a series. 

2.39 Example. Here is another proof that the harmonic series L~= 1 (1 In) 
diverges. We note that 81 = 1,82 - 81 = !, 84 - 82 = 3 + ~ > !, 88 - 84 = 
1 1 1 lId· I 5 + 6 + '7 + 8 > 2' an ,10 genera, 

so 
n 

82" = 81 + L(82~ - 82~-1) > 1 + i· 
10=1 

ThUB the series diverges to +00. This argument, based on the same idea as 
our earlier proof of this fact in Example 2.4, can be generalized to check 
many other series for convergence, as the next theorem shows. 
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2.40 Theorem. 1£ (an)~1 is a decreasing sequence, with an > ° for each 
n, then L: an converges if and only if L: 2na2" converges. 

Proof. Since u" > 0, tlw partial SIIIlIS '~n of L:::I a" form an increasing 
sequence, as do the partial sums tn of L:::'=o 2na2". Now 

gives 
2k-1a2" :::; 82" - 82"-1 :::; 2k-Ia2k_l, 

since aj ~ aJ+I for every j. Adding, we find 

so ~ tIl :::; '~2" :::; t n _ 1 + a I. Thus ('~n) is bounded if and only if (tn) is 
hOlllldl'd. • 

2.41 Example. If s > 0, the sequence (n- a ) is decreasing, so the last 
theorem (known. by the way, as Cauchy's condensation test) applies. Since 
2n(2n)-. = 2n- na = (21-~)n, we see that L:n-~ converges if and only if 
21- a < 1, i.e., if and only if 8 > 1. This extends our earlier findings for 
8:::; 1 and s ~ 2. 

The next example shows yet another idea in establishing the convergence 
of series. 

2.42 Example. Consider the series L:~o(-I)nan, where an > an+1 for 
all n and lim an = 0. Then for each n, 82n - 82n-2 = -a2n-1 + a2n < 0, 
80 (82n) is a decreasing sequence, while 82n+1 - 82n-1 = a2n - a2n+1 > 0, 
80 (82n-d is an increasing sequence. Since 82n - S2n-1 = a2n > 0, we have 
for all m < n (choosing k = max{m,n}) that 

in particular, the monotone sequences (S2n) and (s2n-d are bounded, hence 
convergent, say to 8' and .'I", respectively, and .'I' ~ 8". But 82n - 82n-1 = 
a2n --+ 0 as n --+ 00, 80 we conclude that 8' = 8", and the series is conver­
gent. Taking an = 1/(n + 1), we see that the series L:::'=o( _1)n /(n + 1) = 
L:::'=I(-1)n+l/n is convergent; as we have seen, it is not absolutely con­
vergent, 80 it is an example of a conditionally convergent series. 

The next theorem can be regarded as a generalization of this example. 

2.43 Theorem. Let (an );:'=1 and (bn);:'=l be two sequences in R, let 8n = 
L:~= 1 bk for each n EN, and suppose the following conditions hold: 
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(a) 2::=1 Ian - an+ll < 00; 
(b) (sn) is a bounded sequence; and 

(c) an-+Oasn-+oo. 

Then 2::=1 anbn converges. 

Proof. For any n > 1 and any p, we have 

n+p n+p 

L akbk = L ak(Sk - sk-d 
k=n k=n 

n+p n+p 

= L akSk - L aksk-I 
k=n k=n 
n+p n+p-l 

= L akSk - L ak+1 Sk 
k=n k=n-l 
n+p-I 

= L (ak - ak+1)Sk + an+pSn+p - an Sn-l, (2.7) 
k=n 

a formula which is called summation by parts, in analogy with a similar 
formula for integrals. Now by hypothesis there exists M such that ISn I < M 
for all n, and given f. > 0 there exists no such that lakl < f. for all k ~ no, 
and such that 2:~=no lak - ak+tI < f.. From formula (2.7) we have for any 
n > no and any p, 

I
n+p 1 n+p-I 
L akbk :::; L lak - ak+tllskl + lan+pllsn+pl + lanll·~n-II 
k=n k=n 

00 

:::; M L lak - ak+11 + 2M s~p lajl 
k=n 1_n 

:::; M f. + 2M f. = 3M f., 

which shows that the partial sums of the series 2: akbk form a Cauchy 
sequence, and thus the series converges. • 

2.44 Corollary. If an > an+l for every n E N and liman = 0, and if 
(2:;=1 bit) is a bounded sequence, then 2::::1 anbn converges. 

Proof. We have 

n n 

L lak - ak+1\ = L(ak - ak+d = al - an+l < al 

k=1 k=1 

for all n, 80 all the hypotheses of Theorem 2.43 are satisfied. • 
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2.45 Corollary. If (an) is a decreasing sequence, such that lim an = 0, 
then L( -1)nan converges. 

Proof. If bn = (_I)n, the hypotheses of the last corollary are satisfied. • 

2.4 Rearrangements of Series 

2.46 Definition. A sl'qllence (bn)~=l is caJled a rearrangement of the se­
quence (an)~=l if there exists a bijective mapping 4> : N --+ N such that 
bn = a.p(,,) for ('very 11. 

2.47 Theorem. If an ~ 0 for every n, tllen Lan = L bn for every rear­
rangement (b,,) of (a,.). 

Proof. It suffices to show that Lbn ~ Lan, since (an) is a rearrangement 
of (bn) whenever (bn) is a rearrangement of (an). Now if bk = aq.(k) for each 
k, we have 

n n N 00 

Lbk = Laq.(k) ~ Lan ~ Lan, 
k=l k=1 n=1 n=1 

where we took N = max { 4>( 1), ... , 4>( n)}. Since this holds for every n, we 
conclude L bk ~ Lan' • 

2.48 Corollary. If the series L an is absolutely convergent, then so is 
Lbn for any rearrangement (bn ) of (an), and Lbn = Lan' 

Proof. It is ohvious that (Ib,,!) is a rearrangement of (Ianl) whenever (bn ) 

is a rearrangement of (an), SO E Ibnl = E lanl < +00. Similarly, E b~ = 
E a~, and E b;; = E a;; , so 

as we claimed. • 
A convergent series which remains convergent for any rearrangement is 

called unconditionally convergent. The last corollary asserts that an abso­
lutely convergent series is unconditionally convergent. The converse is also 
true. 

2.49 Theorem. Let (an) be a sequence in R which is convergent but 
not absolutely convergent. For any extended real numbers 0 and p, such 
that 0 ~ p, there exists a rearrangement (bn) of (an) such that, with 
Sn = E~=l bn , 

lim inf Sn = 0, lim sup Sn = p. 
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Proof. Since L: Ian I = +00, while E an converges, we see that E a~ 
Ea;; = +00. Let {n : an > O} = {nl,n2, .. . }, and let {n : an $ O} 
{ml, m2, ... }, where nl < n2 < ... and ml < m2 < .... Then 

"" 
Lan. = L a~ = +00, 
k=1 

00 

L amk = - La;; = -00. 

k=1 

(2.8) 

(2.9) 

Assume first that -00 < a $ /3 < +00. The idea of the construction is 
to list first just enough of the positive terms of the given sequence to get 
a sum larger than /3, then just enough of the negative terms to get a sum 
less than 0, and continue in this manner. Let's do this in a more formal 
manner. We define inductively two sequences of positive integers, (k)~ I 
and (l)~ I' as follows. Define kl to be the smallest positive integer k ~1I1c11 

that E~=, an, > /3; such k exist by virtue of (2.8), so kl is well-defined. 
Let II be the smallest positive integer I such that 

kl I 

Lanj + Lamj < o. 
j=1 j=1 

Such I exist by (2.9), so II is well-defined. Define ¢(j) = nj for j = 1, ... , kl , 
and ¢(kl + j) = mj for j = 1, ... , II. Let NI = kl + II. Having defined 
k l , ... , k j and II, ... ,lj, and ¢(i) for i = 1, ... , Nj , where Nj = Ei=, ki , 

N;' = Ei=11i, and Nj = Nj + Nj', we let kj+l be the smallest pOB-

... k h h "Nj "Nj+k aSh k . Itlve Integer suc t at LJi=1 a.p{i) + LJi=N~+! an; > IJ. uc eXist , 
because of (2.8), so kj+1 is well-defined. We put ¢(N) + i) = nN'+i for , 
j = 1, ... , nk,+I. Similarly, we take Ij+! to be the smallest positive integer 

I h h "N,+kj+l "N;'+l I . f(29) I . II suc t at LJi=1 a.p(i) + LJi=N"+1 am; < o. n view 0 . , j+1 IS we -, 
defined, and we put ¢(Nj + kj+! + i) = mN"+i for j = 1, ... , m',+I. In this , 
way, we define a bijective mapping ¢ of N on itself. Putting bi = a.p(i) and 
8 n = E~=, bi , we have by the construction that 8Nj < a and 8NJ +kj +1 > /3 
for every j. Furthermore, we see that a - Ibnl $ Sn $ /3 + Ibnl for all n. 
Since lim bn = 0 (since the convergence of E an implies an -. 0 88 n -+ (0), 
we conclude that Sn > /3 for infinitely many n, while for any £ > 0 we have 
8 n < /3 + f for all sufficiently large n, so lim sup Sn = /3, and similarly we 
get lim inf 8 n = o. 

If -00 < a $ /3 = +00, we modify the above construction to get 
",Nj b d "Nj +11:; b . r h . 1· A LJi=1 i < a an LJi=l i > J lor cae J, to get ImSUPSn = +00. 

similar modification of the argument takes care of the other cases where a 
or /3 equals ±oo. I 
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2.5 Unordered Series 

Let A be a set (perhaps uncountable), and let .)t(A) denote the collection 
of all finite suhS(!ts of A (a notation to be used only in this section). If 
x : 0 ...... x", is a function from A to R, then L"'E F Xo has an obvious 
well-defined meaning for each FE $(A), in view of the commutative and 
associative laws for addition in R. 

2.50 Definition. Let x : 0 -+ x", be a real-valued function on A. We 
say that the unordered series L"'EA x'" converges to the sum s, and write 
(with an abuse of language) L"'EA x'" = s, if for every E > 0 there exists 
Fo E $(A) such that 

for every F E $(A) with F ::> Fo. Similarly, we say that L"'EA Xo diverges 
to +00, amI writl! LUEA x'" = +00, if for every MER there exists Fo E 
$(A) such that LOEF x'" > M for every F E $ with F::> Fo· 

We remark that in the case A = N, the convergence of LnEN Xn implies 
the convergence of L:=1 Xn; the converse, as we will see shortly, is false. 

The next two prop08itions are quite straightforward, and their proofs are 
omitted. 

2.51 Proposition. Let x : A -+ R, y : A -+ R, and c E R. If L"'EA x", 
and L"'EA Yo converge, then so do L"'EA(xo + Yo) and LOEA(cxo ), .and 
we have 

oEA ",EA oEA oEA oEA 

2.52 Proposition. Let x : A -+ R, with Xo ~ 0 for all 0 E A. Then 
LOEA Xo either converges or diverges to +00, and 

LX", = sup{ L Xo: FE $(A)}. 
oEA oEF 

2.53 Theorem. If x : A -+ R, then LOEA XO converges if and only if 
EOEA IXol converges. 

Proof. If EOEA Ixol converges, then EOEA x~ converges by Proposition 
2.52, since x+ ~ Ixi for all x E R; it now follows from Proposition 2.51 
that EOEA x", converges, since x = 2x+ - Ixl for all x E R. 

Now suppose EOEA Xo converges to s. Then there exists Fo E $(A) 
such that I EOEF Xo - sl < 1 for every F E $(A) with F ::> Fo, and 
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hence I LOEFxol < I + lsi for every FE $(A) with F J Fo. Now for any 
FE §(A), we have 

L Xo = L Xo - L Xo ~ 1 + lsi + L x;;, 
oEF oEFuFo OEFo\F oEFo 

since -x ~ X- for all x E R. Let P = {a E A : Xo ~ o}. For any FE $(A) 
we have then 

aEF aEFnp aEFo 

flO L,." A x~ converget; by Proposition 2.52, and hence L,., A Ix .. I ("OI1VPrW'S 

by Proposition 2.51, since Ixi = 2x+ - x for all x E R. • 

2.M Corollary. If LOEA XO converges, then {r.r E A : XI> 1= O} is mllllt,­

able. 

Proof. Let S = {a E A : Xo f o}. If LaEA Xo converges, it follows that 
LaEA IXnl = M < oo,aswehavejustseen. LetSn = {a E A: IXal > lin}. 
Then Sn is finite, in fact #Sn < nM. But S = U::'=1 Sn, so S is countable . 

• 
2.55 Theorem. Let (An)~=1 be a partition of A, i.e., A = U::'=1 An and 
A) n Ak = 0 for every j f k. Let x : A -+ R. Then LnEA Xn converges if 
and only if 

'XI 

L L IXal <00, (2.10) 
n=laEAn 

and in this case, LOEAn Xn converges for every nand 

(2.11 ) 

Proof. Suppose (2.10) holds. If F E §(A), then there exists N such that 

Fe U:=1 Ak , so 

N 00 

L IXal~L L IXal~L L IXal, 
aEF n=laEFnAn n=1 aEAn n=1 nEAn 

so LaEA IXal ~ L::'=1 LaEAn IXal < 00. 

Now if LaEA Xa converges, so LOEA IXal < 00, then LaEAn IXal < I)() 

for every n. Given { > 0, there exists for each n a finite subset Fn of An 
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such that LOEF" IXnl > LOEAn Ixol- £2-n. Fix N, and let F = U:=1 Fn. 
Then 

N N 

~ "~,, IXnl < ~ (~n IXnl + ;,. ) 

N 

= L IXn I + L 2~ ~ L Ixo I + t:. 
oEF n=1 oEA 

Since this holds for every N, 

L L Ix,,1 ~ L Ix,,1 + (, 
n=)t,EA n oEA 

and since l > 0 was arbitrary, we have equation (2.11), with Xor replaced by 
Ix"l, so (2.11) holds whellever Xn ~ 0 for all o. III pnrtkllll~r, it holds with 
Xo replaced by x~ or by x;;. Using as usual Xo = x~ - x;; and Proposition 
2.51, we get the validity of (2.11) in general. • 

2.56 Corollary. If x : N -+ R, then LnEN Xn converges if and only if 
L::'=1 IXnl converges, and in this case, LnEN Xn = L::'=1 Xn· 

2.57 Corollary. If x : A -+ R, and (An)~=1 and (Bn)~=l are partitions 
of A, then L::'=l LOEAn Ixol converges if and only if L::'=1 LoEB'; IXorl 
converges, and in this case 

00 00 

L L Xn = L L Xu = L X n · 
n=loEA n n=loEBn oEA 

A special case of this occurs quite frequently. 

2.58 Theorem. Let Xnm E R for all nonnegative integers n and m. Then 

provided anyone of the four iterated series is convergent when Xnm is 
replaced by IXnml. 

One standard application of the last theorem is to the multiplication of 
infinite series. 

2.59 Definition. Let (an)~=o and (bn)~=o be sequences in R. The Cauchy 
product of the series E an and E bn is defined to be the series E en, where 
r .... = E:=o akbn-k for n = 0,1, .... 
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2.60 Theorem. If the series L:::o an and L:::o bn are absolutely COll­

vergent, then so is their Cauchy product L:::o cn , and 

00 00 00 

1: en = (1: an )(1: bn ). 

n=O n=O n=O 

Proof. Let Xnm = anbm . Then 

so Theorem 2.58 tells us that 

as was claimed. I 

In fact, the Cauchy product converges if only L: an converges absolutely, 
and then it converges to the product of the two series. But the Cauchy 
product of two convergent series need not be convergent (see the exercises 
below.) 

2.6 Exercises 

1. Prove Lemma 2.5. 

2. Show that the following sequences (xn) converge, and find their limits: 

1 2 n 
(a) x = - + - + ... +-' 

n n2 n2 n 2 ' 

(b) Xn = v'n( vn+I - v'n); 

(c) Xo = 0, Xl = 1, and Xn = ~(Xn-l + X n -2) for n ~ 2. 

3. Let Xo = 1 and let Xn+1 = 1 + l/xn for all n ~ O. Show that (xn) 
converges, and find its limit. 

4. Suppose a > O. Let Xl = va, and define Xn+l = Ja + Xn for n ~ 1. 
Show that Xn < 1 + va for all n, and that (xn) is an increasing sequence. 
Then show that (xn) converges, and find its limit. 

5. Let .J = {x : 1 :::; X :::; H. Define I(x) = _~x2 + X + 1, for x E J. 

(a) Show that I is strictly decreasing, i.e., that if x < y, then I(x) > I(Y). 

(b) Show that if x E J, then I(x) E J. 
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(c) Show that If(x) - f(y)1 :5 !Ix - yl for all X,y E J. 

(d) Let Xo = I, and Xn+1 = f(xn) for n 2: O. Show that limxn = .;2. 

(e) Show that (X2n) increases, and (x2n-d decreases, to .;2. 

6. Suppose 0 < a < b. Define no = a, bo = b, and 

for every n E N. Show that (an) is an increasing sequence, that (bn) is a 
decreasing sequence, and that both converge to the same limit. 

7. Prove Proposition 2.16. Give an example where we have strict inequality 
in (c) of this proposition. 

8. Show that (n!)l/n ...... 00 as n ...... 00. 

9. Use the Bolzano-Weierstrass theorem (Theorem 2.17) to give another 
proof of (the nontrivial half of) Theorem 2.19. 

10. Let (an ):=1 he a sequence in R. 

(a) Show that if lim an = A exists, then lim(l/n)(al +a2+ .. ·+an) = A, 
but that the converse is false. 

(b) Show that if 1:::"=1 an converges, then 

1 n 

lim - ~ kak = O. 
"-00 n L...J 

k=l 

00 1 
11. Doell the Herk'!l ~ yin converge? 

~n"n 
n=1 

12. Show that 

~(-lt+1 2n + 1 
~ n(n+ 1) 
n=1 

converges, and find its sum. 

13. Let (an) be a sequence in R, with an ...... A¥-O as n ...... 00. Suppose 
also that an ¥- 0 for every n. Show that the two series 

00 

Elan+! - ani, 
n=1 

00 I 1 1 I E---
n=1 an+1 an 

either both converge or both diverge. 
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14. Show that if an > 0 for every n, then 

lim inf an+l 5 lim inf a~/n 5 lim sup a~!n 5 lim sup an+1 . 
an an 

Hence the root test is always decisive when the ratio test is. Of course, 
there are many cases where the ratio test is easier to apply. 

15. Show that if (an) is a sequence in R, and anrn --> 0 for some r i- 0, 
then E;:o anxn In! converges absolutely for every x E R. 

16. Show that the series 
C)() 1 

~ n(Jogn)" 

diverges for s = 1, but converges for every s > 1. [The logarithm f11O<:­
tion has not yet been defined, but for the purpose of this problem take for 
granted the fact that there is such a function on (0, +00), with the proper­
ties log x > 0 for all x> 1, and log(xy) = logx+logy for all x, y E (0, +0(,).J 
HINT: Use Proposition 2.40. 

17. Show that if Elan - an+11 < 00, then (an) converges, but not con­
versely. 

18. Let (an);:~1 and (bn)~=l be sequences in R. Show that ifE bn convergeI' 
and Elan - a n+ll < x, then E anbn converges. 

19. Let (Pn) be an increasing sequence of positive real numbers, with Pn --+ 

00 as n --+ 00, and (an) a sequence of real numbers. 

(a) Show that if E an converges, then 

1 n 

- LPkak --+ 0 as n --+ X. 

Pn k=1 
(2.12) 

(b) Conversely, if E an does not converge, show that there exists an in­
creasing sequence of positive numbers (Pn) with lim Pn = 00 such that 
equation (2.12) does not hold. 

20. Show that if the sequence (an) converges, then so does any rearrange­
ment of (an), and to the same limit. 

21. Let (an) be a sequence of positive real numbers. Show that if E an 
converges, then lim inf n~oo nan = 0; show that if also (an) is decreasing, 
then limn_oo nan = O. 

(_I)n C)() 

22. Let an = .jn + 1 for n = 0,1, .... Show that En=o an converges, but 

that the Cauchy product of E an with itself diverges. 
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2.7 Notes 

2.1 The inequality (l + t)n > 1 + nf (for t > 0, n > 1) was first published 
by Jakob Bernoulli. The most common conception of a real number 
is probably that of an infinite decimal expansion, which Example 2.7 
shows to hI' justified. However, taking this 8S the definition of real 
number, while possible, would present several awkward points. For 
instance, defining the sum and product of infinite decimals is not 
trivial. The earliest use of the method of calculating square roots 
described in Example 2.8 that we know of is found on clay tablets 
dating to til(' Old Babylonian period (1800-1600 B.C.). It was also 
known 10 ChillI'S!' and Arab mat.hematicians cl'lIluri('s iwfofl' N('wton. 
yet it. is still sOIlH'till\('s refern,d to 8.'1 "Newton's method." The symbol 
(' W8.'1 introduced by Euler (as was also the symbol 1T). The Cauchy 
criterion is sometimes also attributed to Bolzano. 

2.2 For more about continued fractions, see, for instance, the little book 
of Khinchin [7], or Hardy and Wright [4]. 

2.3 It is amllsing that while we have established 2:::':1 lin = +00, the 
proof of Th('orem 2.40 gives the estimate .'i2n < n + 1, so t.hat t.o get 
a partial slim that exceeds 100 we would need more than 2\00 terms 
of the series. Adding a million terms a second, this would take more 
than 10 quadrillion years. 

Example 2.42 (the convergence of alternating series) was found by 
Leibniz. Its generalization, Theorem 2.43, or at least Corollary 2.44, 
is due to Dirichlet. The related Exercise 18 is due to Abel, for the 
case of a bounded monotone sequence (an). 

2.4 The striking Theorem 2.49 (or at least the special ease 0 = 13) is due 
to Riemann. 

2.5 It was shown by Mertens that if 2: an is convergent, 2: bn is absolutely 
convergent, and 2: Cn is the Cauchy product of 2: an and 2: b", then 
2: en is convergent. It was shown by Abel that if all thn'(' series are 
convergent, then 2: en = (2: an) (2: b,,). The sense of convergence 
descrihed in this section is a special C8.'IC of the following. A diTY'rted 
.~et is a partially ordered set with the property that given any x, 
y, there exists z such that x $ z and y $ z. A totally ordered set is 
directed, as is the set $ of all finite subsets of a set A, with the partial 
ordering of set inclusion. Let I be a directed set, and let x : {-+ R. 
We say that (Xo)nEI is a genemlized sequence in R, or a net in R. 
We say that Xo -+ L if for every ( > 0 there exists 00 E I such that 
Ixo - LI < f for every 0 E I with 0 ? 00. This notion will appear 
again in t.he definition of the Riemann integral later on. 
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2.6 Exercise 3, meant to be done by a direct approach, can also be treated 
by the methods of Section 2, and then gives an evaluation of the 
limit of (fn+d In), where (fn) is the sequence of Fibonacci numbers. 
Exercise 5 is an example of finding a fixed point of a mapping by the 
method of iteration. A generalization will be discussed later in the 
context of metric spaces. The sequences in Exercise 6 were introduced 
by Gauss, who called their common limit the arithmetic-geometric 
mean of the numbers a and b. Exercise 19 is a theorem of Kronecker. 



3 
Continuous Functions on Intervals 

In this chapt.er, we begin the study of continuous functions with the special 
C8l:le of real-valued functions defined on an interva.! in R. The concepts we 
develop here will be reexamined in a more genera.! setting in later chapters. 

3.1 Limits and Continuity 

3.1 Definition. Let A c R, and let f : A -+ R. We say that f has the 
right-hand limit L (L E R) at c, and write limz _ c+ f(x} = L, i[ there 
exists b > c such that (c, b) C A, and [or any f > 0 there exists 6 > 0 such 
that If(x) - LI < f for every x E A satisfying c < x < c + 6. 

We say that f has the left-hand limit L at c, and write lirnz _ c - f(x) = L, 
if there exists a < c such that (a, c) C A, and [or any f > 0 there exists 
6 > 0 such that If(x} - LI < f [or every x E A satisfying c - 6 < x < c. 

Iflirnz _ c+ f(x) and lirnz _ c- f(x} both exist and are equal, we call their 
common value the limit of f at c, and denote it by limz _ c f(x}. 

We also want to consider the extended rea.! numbers ±oo in the roles of 
c or Labove. 

3.2 Definition. Let A c R, and let f : A -+ R. We say limz _ c+ f(x) = 
+00 i[ [or every MER there exists fJ > 0 such that (c, c + 6) c A, and 
f(x) > M [or every x E (c, c + 6). 

We say that lim,,_+oo f(x} = L i[ [or every E > 0 there exists Xo such 
that (xo, +(0) C A and If(x} - LI < E for all x > Xo. 
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The definitions of limx_~_ I(x) = +00, limx __ -x; I(x) = L. etc., et<"., 
follow the same pattern, and will be left to the reader. 

Wf~ will often write I(a+) for lim x _ a + I(x), and I(b-) for limx _',_ I(x). 

TIH!W b a convenient terminology which saves us from writing too lJIallY 
F'S and 6·s. 

3.3 Definition. Let a E Rand U c R. We say that U is a neighborhood 
of a if there exists f. > 0 such that ((L - (, a + () cU. If a E A c R, we! Imy 

that V is a neighborhood of a relative to A if there exists a neighborhood 
U ofa such that V = AnU. 

We make three extremely simple remarks: every open interval (a, b) wit.h 
a < b is a neighborhood of c for every c E (a, b); if U is a neighborhood of a 
and U c V. then V is a neighborhood of a; if U and V are neighborhoods 
of a. then so is un v. 

We can rephrase the definition of limit as follows: let I be a neighborhood 
of r. and I: 1\ {r} -- R. We say limx _ c I(x) = L if for ('very Jlt'i!!;hhorhood 
V of L thpre exists a neighhorhood U of r such that I (U\ {r}) C V. 

3.4 ExamplE!. 1,('1 I : R • R he ddirH'd hy 

I(t) = {I if t is rational, 
o if t is irrational. 

Then for all t neither I(t+) nor I(t-) exists. For the intervals (t, t + 6) 
and (t - 6. t) contain both rational and irrational numbers, so with f. = 1/2 
and any L, the inequality 1f(8) - LI < f. for all 8 E (t, t + 6) (or for all 
s E (t - b.t» is impossible for any 6 > O. 

3.5 Example. Let I : R --+ R be defined by I(t) = lin if t = min, 
where m and n are integers without common factor, (n > 0), and I(t) = 0 
if t is irrational. Then lim~_t I(s) = 0 for every t E R. For given f. > 0, 
there exist only finitely many numbers min with n :s I/f. in the interval 
(t - 1, t + 1). so there exists 6 > 0 such that (t - 6, t) and (t, t + 6) cont.ain 
no such numbers: thus I(s) < f. for all s with 0 < It - 81 < b. 

3.6 Proposition. Let I be an interval with endpoints a and b (a < b), lilld 

let I be an increasing function on I. Then for every t E (a, b) the one-sidN/ 
limits I(t+) and I(t-) exist, and I(t-) :s I(t) :s I(t+). Furthermore, 
I(a+) and I(b-) exist (in the extended sense), with I(a) :s I(a+) if a E I 
and I(b-) :s I(b) if bE [. 

Proof.Ift E (a.b), let A = sup{f(s): 8 E 1,8 < t} and let B = inf{f(s): 
s E I, s > t}. Clearly A :s I(t) :s B since I is increasing. For any ( > 0, 
there exists 80 E I with So < t such that I (80) > A - {. Since 1 is increasing, 
it follows that A - ( < I(s) :s A for every 8 with 80 < s < t, so A = I(t-). 
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Similarly, B = f(I+). If t = a, let B = inf{f(s) : s E I, s > a} (possibly 
B = -00). The same argument as before shows that B = f(a+). Similarly, 
if t = h, the same ar~m'wnt shows t.hat with A = sIlP{f(.'1) : .'1 E I . . '1 < h} 
(possibly A = +x.). w(' have A = f(l)-). I 

3.7 Definition. Let I he an interval in R, c E I, and f : I -+ R. We 
say that f is continuous at c if for every (' > 0 there exists {j > 0 such 
tlJIlt If(x) - f(£") 1 < ( for /'vpry x E I wit.lI I;r - rJ < lJ. We S/W t.llIlt f is 
continuous on the interval I if it is continuous at every point of I. 

Thus the function in Example 3.4 is not continuous at any point of R, 
while the function in Example 3.5 is continuous at every irrational x, but 
discontinuous at every rational q. 

There are several equivalent ways to formulate the notion of continuity. 

3.8 Proposition. Let I be an interval in R, eEl, and f : I -+ R. The 
following /In' /'Cjllivlllent: 

(a) f is cOlltirll/OIlS Itt ('. 

(h) lilll r _.(· f(x) = f(t-). If c is til(' left endpoint of I, this is to be read lIS 

f (c+) = f (c), and if c is the right endpoint of I, this is to be re8~ as 
f(c-) = f(c). 

(c) For every neighborhood V of f(c) there exists a neighborhood U of 
c, relative to I, such that f( U) C V. 

(d) For every neighborhood V of f(c), f-l(V) is a neighborhood of c, 
relati ve to I. 

(e) For every .'iCQuence (X,.) in I with limxn = c, the sequence (J(Xn» 
converges to f(c). 

Proof. The equival(mc(~ of (a), (b), (c), and (d) is a matter of looking at 
the definitions of limit and neighborhood. We show the equivalence of (a) 
and (e). 

Suppose f is continuous at c and (xn) is a sequence in I with limxn = c. 
Let f. > O. There exists {j > 0 such that If(x) - f(c)1 < ( for every x E I 
such that Ix-cl < fl. There exists no such that Ix,. -cl < {j for every n ~ no. 
It follows that If(x,,) - f(c)1 < (' for all n ~ no. Thus lim f(xn) = f(c) for 
every sequence (xn) in I converging to c. 

Now suppose that f is not continuous at c. Then there exists (' > 0 such 
that for every {j > 0 there exists x E I with Ix -cl < {j but If(x) - f(c)1 ~ f.. 

In particular, for every n there exists x,. E I with IXn - cl < lin and 
If(xn) - f(c)1 ~ f. Then (In) converges to c but (J(xn») does not converge 
to f(c). I 
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If I and 9 are real-valued functions defined on a set X, we can combine 
them in various ways to obtain other functions on X: we define their sum 
I+g by the rule (f+g)(x) = I(x)+g(x), their product by the rule (fg)(x) = 
I(x)g(x), and their maximum by max{f,g}(x) = max{f(x),g(x)}. The 
function 1/1 is defined by the rule (1/ f)(x) = 1/I(x); its domain is {x E 

X : I(x) =1= OJ. Similarly, we can define III, r, 1- by composing I with 
the appropriate map of R to itself. 

3.9 Proposition. Let 1 and 9 be real-valued functions on an interval /, 
and c E I. If I and 9 are continuous at c E I, then I + 9 and I 9 are contin­
uous at c. If also I(c) =1= 0, then 1/1 is defined in a relative neighborhood 
of c, and is continuous at c. 

Proof. This iH an immediate conHCquence of Prop()folition :U'l(e) and th(~ 

corresponding properties for sequences (Proposition 2.1). I 

3.10 Example. It is obvious that constant functions are continuous ev­
erywhere, and the identity function x f--+ x is continuous everywhere. Using 
the last proposition, we conclude that every polynomial function is con­
tinuous everywhere, and that every rational function is continuous on its 
domain. It is also trivial that the maps x f--+ x+, X f--+ x-, and x f--+ Ixl are 
all continuous. The greatest integer function x f--+ [xl is continuous at each 
c f/. Z, discontinuous at each c E Z. 

3.11 Proposition. Let I be an interval in R, I : I -> R, and eEl. IJct 
J be an interval in R with I(I) c J, and 9 : J -> R. If I is continuous at 
c and 9 is continuous at I(c), then the composition go 1 is continuous at c. 

Proof. Let V be a neighborhood of g(J(c»). Then, since 9 is continuous 
at I(c), g-I(V) is a neighborhood of I(c), relative to J, i.e., g-I(V) = 
Un J, where U is a neighborhood of I(c) in R. Since I is continuous at c, 
I-I (U) is a neighborhood of c relative to I. Since I(I) c J, I-I (g-I (V») = 
1-I(U)n/-I(J) = 1-1(U). Hence (gof)-l(V) = l-l(g-l(V») = 1·-l(U) 
is a neighborhood of c relative to I. Thus 9 0 I is continuous at c. I 

3.12 Corollary. If I is continuous at c, then so are r, 1-, III, and p(f), 
whenever p is a polynomial. 

3.13 Proposition. If I is an increasing function on an interval I, then 
D = {d E I : I is not continuous at d } is countable. 

Proof. For any dEI, d not an endpoint of I, we know (Proposition 
3.6) that I(d-) and I(d+) exist, with f(d-) :s I(d) :s I(d+), so d E D 
if and only if I(d-) < I(d+). Similarly, if a is the left endpoint of I 
and a E /, then a E D if and only if f(a) < f(a+), and if I contains 
its right endpoint b. then bED if and only if f(b-) < f(b). For each 
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dE D, the interval (J(d-),f(d+») contains a rational number qd (make 
the obvious modification if d is an endpoint of I). If d,d' ED with d < d', 
then f(d+) ~ f(d'-), so qd < qd'. Thus the map d 1-+ qd of D into Q is 
injective; since Q is countable, it follows that D is countable. • 

It is left 8.'1 one of the exercises at the end of this chapter to show that 
for any countable subset S of R there exists an increasing function on R 
whose discontinuity sd is precisely S. 

3.2 Two Fundamental Theorems 

TIIf' Ilf'xt two tlwon'lIIM are of UMP ill lIIany Mit.uations. They will bl' gClwr­
alized in a later chapter. 

3.14 Theorem. A continuous real-valued function on a closed bounded 
interval attains maximum and minimum values. 

Proof. Suppose f : J ~ R is continuous, where J = [a,b] (a < b). 
Let M = sup{f(x) : x E J}. If M = +00, there exists for each n E N 
some Xn E J such that f(xn) > n. According to the Bolzano-Weierstrass 
theorem (Theorem 2.17) there exists a subsequence (xn~) of (xn) which 
converges to HOme c; since a ~ Xn ~ b for every n, we have a ~ c ~ b. 
According to Proposition 3.8(e), we have f(c) = limf(xn~), but this is 
impossible since f(xn.) > nk -+ +00. Thus M < +00. Now choose, for each 
n EN, Xn E J such that f(xn) > M -1/n. Since also f(xn) ~ M, we have 
f(xn) -+ M as n -+ 00. The sequence (xn) has a convergent subsequence 
(Yn). Then (J(Yn» is a subsequence of (f(xn», so f(y,.) -+ M; but if 
Yn -+ c, Proposition 3.8 assures us that f(Yn) -+ f(c). Thus f(c) = M. 
The proof that f attains a minimum value is similar, or can be deduced 
from what we have proved by considering the function -f. • 

3.15 Theorem. If f is continuous on the interval [a,b], and f(a) < Y < 
feb), or f(a) > Y > feb»), there exists x, with a < x < b, such that 
f(x) = y. 

Proof. We may assume that f(a) < y < feb). Let E = {t E [a,b] : 
f(t) < y}, so E is a nonempty (a E E) subset of [a,b]. Let x = supE, so 
x E [a, b]. For each n there exists x,. E E such that x - lin < Xn ~ x. 
Thus f(xn) < y for every n. Since Xn -+ x, we have (by Proposition 3.8(e» 
limf(xn) = f(x), so f(x) ~ y. But feb) > y implies (since f is continuous 
at b) that there exists Ii > 0 such that J(t) > y for all t with b - Ii < t ~ b. 
Thus x < b. Hence there exist tn E J with x < fn and lim tn = x. Since 
tn > x, we have tn ¢ E, i.e., J(tn) ~ y, so J(x) = lim J(tn) ~ y. Thus 
J(x) = y. • 
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This result is known as the intermediate value theorem. Another way to 
express this fact: if J is an interval, and f : J ~ R is continuous, then 
f( J) is an interval. The last two theorems together yield: if J is a closed 
bounded interval, then f(J) is a closed bounded interval. 

3.16 Theorem. Let I be a nonempty interval in R, and kt f : I .-+ R /)(' 
COIJtin uou.'i. If f is injective, then .I = f(l) is an interval, Ilnd!1 = J~ I is II 
continuous fUIlction on J. 

Proof. We have already observed that J = f(l) is an interval, just hf'­
caw;e I iI; an int(~rval and f is continuous. The condition that J is injl!ct.ivI' 
is equivalent to the condition that f is either strictly increasing or strictly 
decreasing on I. Indeed, if f is neither strictly increasing nor strictly de­
creasing, there would exist a, b, c E I with a < b < c such that either 
f(a) ~ f(b) ~ f(c) or f(a} ~ f(b} ~ f(c). If equality holds in any of these 
inequalities. f is not injective. Suppose f(a) < f(c}. If f(b} < I(a), The­
orem 3.15 tells us there exists t E (b.c) such that I(t) = f(a), so I is not. 
injective. If I(b) > 1(C), Theorem 3.15 tells us there exists t E (a, b) sHch 
that JU) = f{c). so again f is not injective. The case where I(a) > 1«(') is 
df'alt wittl in an entirdy analogollH manner. Thus J injPl'tiVl' ilJlplil'H f is 
either strictly increasing or strictly decreasing. The converse is obvious. 

The interesting part is the continuity of the inverse function g, whoSI! 
l!xiKh'nr:e I'()rnef! from the definition of inj'!ctive. Let 11 E .I, so 11 = J(r) for 
some x E I. Suppose f is strictly increasing (the case of I strictly decrea.'iing 
is treated in a similar fashion, or can be deduced from the strictly increasing 
case by considering the function - I). Let V be a neighborhood of x relative 
to I; we must show that g-l(V) = f(V} is a neighborhood of y relative 
to J. If x is not an endpoint of I, there exist a, b E V with a < x < b. 
Then f(a) < y < I(b) since I is strictly increasing, and for any z with 
I{a) < z < I(b) there exists (by Theorem 3.15) some t, a < t < b, with 
I{t) = z. Thus g-l(V) :::> (J(a},f(b»), so g-I(V) is a neighborhood of 
11 for any neighborhood V of g(y). If x is an endpoint of I, say the left 
endpoint, then y is necessarily the left endpoint of J, since I is strictly 
increasing, and there exists b > x such that [x, b) C V. Then [y,/(b» c J 
is a neighborhood of y relative to J, and as before g-I(V) :::> [y,/(b» is a 
neighborhood of 11 relative to J. Thus 9 is continuous at y for any y E J. • 

As an application of this result, consider the function I : x >-+ x n , whkh 
is strictly increasing on R if n is odd, and strictly increa..,ing on R + = [O,oo} 
when n is even. The theorem not only tells us that I maps onto R when 
n is odd, R + when n is even, i.e., gives a new proof of Theorem 1.13, but 
also gives the bonus that the inverse function x ...... xl/n is continuolls. 
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3.3 Uniform Continuity 

3.17 Definition. Let I be an interval in R, and let / : I -+ R. We say 
that / i.<; uniformly continuous on I if for every f > 0 there exists b > 0 
such that I/(s) - /(t)1 < i for all s, tEl such that Is - tl < D. 

Thus, if / is uniformly continuous on I, then / is continuous on I, hut 
til(' COIIWrS{' lieI'd not hold. Consider the function / on (0, 1) dl'filU'd hy 
/(x) = l/x. As WI' saw allow, f is continuous Ilt ('nch point. of (0, 1). But 
for any b > 0 WI' can find 8 and t in (0,1) such that Is - tl < " and 
If(.~) - /(t)1 ~ 1. For instance, take any s < band t = s/(1 + s). Clearly, 
o < t < .~, so I.~ - tl = s - t < .~ < 6, and lit - lis = 1. Thus tilt're 
exists no b fulfilling the joh description when ( = 1. so f is not uniformly 
continuous. Similarly, it is easy to see that the function t 1-+ (l is not 
uniformly continuolls on [0,00). However, no such example exists when I 
is a closed hounded interval. 

3.18 Theorem. If I is a closed bounded interval, and / : 1·-+ R is con­
tinuous on I, then / is uniformly continuous on I. 

Proof. If / is not uniformly continuous on I, there exists ( > 0 such that for 
every b > 0 tlwre exist .'1 and t in I with 1,'1- tl < b hut If(s) - /(t)! ~ f. In 
pnrticular, for ('Ilch 11 E N there exist Sn and tn in I sudl thnt Is .. - t .. 1 < 1 In 
and I/(sn) - /(tn)1 ~ i. According to the Bolzano-Weierstrass theOrem 
(Theorem 2.17) t.here exists a convergent suhsequenc{' (Snk) of (.'1,,). Th{'n 
.~ = lim.'!". E. I, since I is a closed interval. Since Itnk - sn" I < link < 
1 I k, we sec that lim tn. = 8 also. According to Proposition 3.8, / (.'I) = 
lim /(Snk) = lim /(t ... ), but this contradicts 1f(.'Ink ) - /(tn,,)1 ~ (. Thus 
the hypothesis that / is not uniformly continuous is untenable. • 

This theorem will prove itself invaluable in the future. At this point, we 
content ourselves with applying it to show that every continuous function 
on a bounded closed interval can be approximated in a natural sense by a 
function whose graph consists of a finite numher of line segments. 

3.19 Definition. Let / be a real-valued function on an interval I with 
endpoints a and b. We say that / is linear if there exist c, d E R such that 
/ ( t) = c + td for all tEl. We say that / is piecewise linear if there exists 
a finite sequence (Xk)k=O with a = Xo < Xl < ... < Xn = b such that the 
restriction of / to (Xk-I, Xk) is linear, for k = 1,2, ... , n. 

We observe that if / is continuous and piecewise linear, then the restric­
tion of / to each [Xk-l, Xk] is linear. 

3.20 Theorem. 1£ / is a continuous real-valued function on the closed 
bounded interval I, then for any l > 0 there exists a piecewise linear 
continuous function g such that If(t) - g(t)1 < ( for all tEl. 
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Proof. According to Theorem 3.18, there exists 6 > 0 such that 1/(8) -
I(t)! < f for all 8, tEl with 18 - tl < 6. Suppose I = [a, bJ. Choose 
n > (b - a)/6, and set XIc = a + (k/n)(b - a), for k = 0,1, ... , n, so 
a = Xo < Xl < ... < Xn = b, with XIc - XIc-1 = (b - a)/n < 6 for 
each k, 1 $ k $ n. Define 9 to be the piecewise linear function such that 
g(xlc) = l(xlc) for each k, 0 $ k $ n. In other words, put 

g(t) = I(XIc-I) + l(xlc) - l(xlc-d (t - xlc-d 
XIc - XIc-1 

I( ) XIc - t I() t - XIc-1 = XIc-1 + XIc ----
XIc - XIc-1 XIc - XIc-l 

for XIc-1 $ t $ x", 1 $ k $ n. Now for any tEl, there is some k 
such that t E [XIc-l,XIc]. We observe that the value of g(t) lies between 
the values at XIc-1 and XIc of the function I, and therefore, by Theorem 
3.15, g(t) = 1(8) for some 8 E [XIc-t.XIc]. Since Is - tl < 6, we obtain 
I/(t) - g(t)1 = 11ft) - 1(8)1 < f. • 

3.4 Sequences of Functions 

IT Un) is a sequence of functions, there are many ways that we might 
understand the statement that Un) converges to a function I. We briefly 
consider two of these ways in this section. 

3.21 Definition. Let Un) be a sequence of real-valued functions on a set 
x. We say that In -+ I pointwise, or that I is the pointwise limit of the 
sequence Un), iflimln(x) = I(x) for every X E X. 

In other words, In -+ I pointwise if and only if for every X E X and 
every f > 0 there exists no such that lIn (X) - l(x)1 < f for every n ~ no. 

3.22 Definition. We say that In -+ I uniformly on X, or that I is the 
uniform limit on X of the sequence Un), if for every f > 0 there exists an 
integer no such that I/(x) - In(x)1 < f for every x E X whenever n ~ no. 

Comparing this to the definition of pointwise convergence, we see that 
the difference is that no can be chosen to work simultaneously for all x, 
rather than choosing no for each x separately. 

It is clear that if In -+ I uniformly, then In -+ I pointwise, but the 
converse need not hold. For instance, let In(x) = xn for x E [0,1]. Then 
fn(x) -+ 0 if 0 $ x < 1, but In(1) = 1 for all n. Thus In -+ I pointwise, 
where I is defined by I(x) = 0 for 0 $ x < 1, 1(1} = 1. We note that I is 
not continuous at 1. The convergence is not uniform, since if we take any 
0< E < 1, we can find for any no some x E [0,1) such that xno > E, Le., 
fno(x) - I(x) > f. 
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Theorem 3.20 is equivalent to the statement that for any continuous 
real-valued function on a closed bounded interval I, there exists a sequence 
(Un) of continuous piecewise linear functions which converges uniformly on 
I to I. 

3.23 Proposition. Let Un) be a sequence of real-valued functions on a 
set X. Then Un) is uniformly convergent to some I if and only if it is 
uniformly Cauchy, i.e., if and only if for every £ > 0 there exists no such 
that lIn (x) - Im{x)1 < £ for every n, m ~ no and every x E X. 

Proof. If Un) converges uniformly to I, then for any £ > 0 there exists 
no such that I/(x) - In{x)1 < £/2 for every n ~ no, every x E X, and it 
follows that 

11m (x) - In{x)1 = I/m{x) - I{x) + I(x) - In{x)1 

:5 11m (x) - l{x)1 + I/{x) - In(x)1 < £ 

for all x E X whenever n, m ~ no, so Un) is uniformly Cauchy. 
Suppose now that Un) is uniformly Cauchy. Then Un(x)) is a Cauchy 

sequence in R for each x EX, hence convergent for each x EX. Let 
I{x) = limln(x) for each x E X. Given £ > 0, choose no so that I/n(x) -
Im(x)1 < £/2 for every x EX, whenever n, m ~ no. Then, for every n ~ no 
and every x EX, we have 

lIn (x) - l{x)1 :5 lIn (x) - Im{x)1 + 11m (x) - l(x)1 < £/2 + 11m (x) - l{x)1 

for every m ~ no. Since lim Im(x) = I{x), we can choose m so that I/m(x)­
I{x)! < £/2, and it follows that lIn (x) - I{x)! < £ for every n ~ no and 
every x E X, i.e., that Un) converges uniformly on X to I. • 

3.24 Theorem. Let Un) be a sequence of continuous real-valued functions 
on the interval Ie R. If In --+ I uniformly on I, then I is continuous on I. 

Proof. Let x E I and £ > o. Choose n so that I/n(t) - l{t)1 < £/3 for every 
tEl, and then choose 6 > 0 so that Iln{Y) - In(x)1 < £/3 for all Y E I 
with Iy - xl < 6. Then for all y E I with Ix - yl < 6 we have 

I/{x) - l(y)1 = I/(x) - In(x) + In(x) - In(Y) + In(Y) - l(y)1 

:5 I/(x) - In(x)1 + lIn (x) - In(y)1 + I/n(Y) - l(y)1 

< £/3 + £/3 + £/3 = £, 

so I is continuous at x. • 
We have seen an example where the lack of uniform convergence was 

revealed by the discontinuity of the limit function. However, it is possible 
for a sequence Un) of continuous functions to converge pointwise to a con­
tinuous functiun f, and yet the convergence not be uniform. For instance, 
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take In{x) = l/(nx) for x E (O, 1). For an example where the functions are 
defined on a closed bounded interval, define 

{ 
nx if 0 ~ x ~ lin, 

In{x) = 2 - nx if lin ~ x ~ 2/n, 
o if 21n ~ x ~ 1. 

Then each In is continuous on [0,1], the sequence Un) converges to 0 
pointwi!;€ on [0,1], but max{fn(x) : 0 ~ x ~ I} = 1 for every Tt, so the 
convergence is not uniform. 

There is one special case where pointwise convergence to a continuolls 
function does imply uniform convergence. 

3.25 Theorem. Let Un) be a sequence of continuous real-valued functions 
on 11 closed bounded interval I, and suppose Un) is a monotone sequence, 
i.e., that either In{x) ~ In+l(X) for every n and every x E T. or that 
In(x) ~ Irt+l(X) (or every n and every x E I. If Un) converges pointwise 
to a continuous (unction I, then Un) converges to I uniformly on I. 

Proof. If Un) is increasing, let gn = I - In, or if Un) is decreasing, let 
gn = In - I· Then (gn) is a decreasing sequence of continuous functions, 
with limgn(x) = 0 for every x E I. We show that (gn) converges to 0 
uniformly on I. and this is equivalent to the uniform convergence on I of 
Un) to I· Let Mn = sup{g,,(x) : x E I}. Evidently Mn+l ~ Mn for all 
n. The uniform convergence of (gn) to 0 is equivalent to lim Mn = O. By 
Theorem 3.14 there exists Xn E I such that g,,(x,,) = Mn. According to the 
Bolz8no Weierstrass thf..'Orem (Theorem 2.17) there exists 8 subsequence 
(xn.) of (xn) which converges to some x· E I. Since Iimgn(x') = 0, there 
exists m such that gn(x') < ( for all n ~ m. Since gm is continuous, there 
is a neighborhood U of x· such that gm(x) < f. for all x E U. Choose k such 
that In. E U, and nk > m. Then gn.(xn.) ~ gm(xn.) < f., i.e., Mnk < (, 
and it follows that Mn < f. for every n ~ nk. Thus, (gn) converges to 0 
uniformly on I. • 

Infinite series of functions are a special case of infinite sequences of func­
tions. We say that the infinite series of functions converges uniformly on 
the set X if the aSHociated sequence of partial sums converges uniformly 
on X. The following is probably the most often used criterion for uniform 
convergence; it is known as the Weierstrass M -test. 

3.26 Theorem. Let Un) be a sequence of real-valued (unctions on a set 
X. If there exists a sequence of constants (Mn) such that I/n(x)1 ~ Mn for 
every x E X, and L Mn < +00, then L In converges uniformly on X. 

Proof. The series L In(x) converges (absolutely) for every x E X by the 
comparison test (Corollary 2.32). Let sn(x) = E~=l Jk(x), and let s(x) = 
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E~1 Ik(x}. For any ~ > 0, there exists Tn such that E~m+l Mk < ~; then 
we hav{', for all n ~ tTl and {'very x EX, 

so that E In converges to !! uniformly on X. I 

3.5 The Exponential Function 

The series E~=o xn In! converges absolutely for every x E R, as we see by 
applying the ratio test (Theorem 2.37). Let us denote its sum by E(x). We 
note that the convergence is uniform on any bounded interval; in fact, for 
all x E [-L, LI, w{' hav{' 

and the series E Aln converges, so the series for E(x} converges uniformly 
by the Weierstrass M-test (Theorem 3.26). It follows (Theorem 3.24) that 
E is continuolls on any bounded interval in R, and thus continuous on 
R. We also note that E is strictly increasing on [0, +oo}. The essential 
property of the function E is expressed in the following proposition. 

3.27 Proposition. For every x,y E R, E(x + y) = E(x)E(y}. 

Proof. We calculate 

= E(x}E(y), 

where we used the binomial formula (Exercise 3 in Chapter 1), and Theorem 
2.58. I 

3.28 Corollary. For all x E R, E(x)E( -x) = E(O) = 1; also, E is a 
strictly increasing positive function on R, with 

lim E(x) = +00, lim E(x) = O. 
z-+oo %--00 
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Proof. The equation E(O) = 1 is immediate from the definition of E; then 
E(O) = E(x)E( -x) follows from the proposition, and obviously implies 
E(x) > 0, since we already observed that E(x) ~ 1 for x ~ O. If x < y < 
0, then E(-x) > E(-y) since -x > -yand E is increasing on [0,00), 
80 E(x) = 1/ E( -x) < 1/ E( -y) = E(y). The other cases of x < y Ilfe 

immediate, 80 E is increasing on R. The definition of E gives the inequality 
E(x) > 1 +x for all x > 0, which shows that E(x) --+ +00 as x --+ +00, and 
the relation E(-x) = I/E(x) then shows that E(x) --+ 0 as x --+ -00. I 

3.29 Proposition. E( 1) = e. 

Proof. Recall that e was defined as limn _ oo (1 + l/n)n (Example 2.12). 
Using the binomial formula, we have 

(I+~)n =t(~)(~r =t~!n(n-l)(n-~k· .. (n-k+I), 
k=O k=O 

from which we see at once that (I + I/n)n < 2:~=0(I/k!) < E(I), which 
implies that e $; E(I). Fix the positive integer m. Then for any n > m, we 
have 

( I)n nil 2 k 1 1 + ~ = t; k! (I - ~) (I - ~) ... (I -7 ) 
ml( 1) ( k-I) ~ L k! 1 - ~ ... 1 - ~ ; 

k=O 

letting n --+ 00 we get e ~ 2:;=0(I/k!), for every m, and then letting 
m --+ 00 we get e ~ E(I). • 

In view of the last two propositions, we denote E(x) by eZ , or sometimes 
by expx. Since E is a strictly increasing map of R onto (0, +00), there 
exists an inverse function defined on (0, +00) which we denote by log; log 
is continuous by Theorem 3.16, it is strictly increasing, with log 1 = 0, 
limz_o+ log x = -00, and limz_+oo log x = +00, and satisfies log(xy) = 
log x + logy for all x, y E (0, +00). 

We also define lr for any b > 0, x E R, by lr = ezlogb. It is easy to 
see that this agrees with our previous understanding of lr when x is an 
integer, or rational number. It is clear that x ...... lr is strictly increasing 
when b > 1, strictly decreasing when b < 1. We further define (for b > 0, 
b "# I), 10gb X = log x/log b, so that bll = x if and only if y = 10gb X. 

3.6 Trigonometric Functions 

For any R> 0, if an = R2n/(2n)! we have an+l/an = R2/(2n + 2)(2n + 
I) --+ 0 as n --+ 00, so the series 2::'0 an converges by the ratio test 
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(Theorem 2.37). 

3.30 Definition. The cosine and sine functions are defined by 

I)() 2n 

cos x = L(-l)" (~n)!' 
n=O 

• 00 "X2n+ 1 
sm x = L ( -1) ( ) , . 

n=O 2n + 1 . 

In view of the remark jmlt made, these series converge absolutely for 
every x E R, so the functions are well-defined. The Weierstrass M -test 
shows that both series converge uniformly on every interval [-R, RI, so the 
cosine and sine functions are continuous on R. We calculate, using Theorem 
2.60, 

00 n (_1)k x 2k (_I)n-k x2n-2k 

cos2 x = L L (2k)! (2n - 2k)! 
n=Ok=O 

_ 00 (_I)nx2n n (2n) 
- ~ (2n)! t; 2k 

and, similarly, 

Now 

and 

. 2 00 n (_I)k X 2k+l (_I)n-k x2n-2k+l 

sm x = L L (2k + I)! (2n - 2k + I)! 
n=Ok=O 

= ~ (_I)nx2n+2 ~ (2n+2) 
f=o (2n + 2)! t:o 2k + 1 

00 (_I)nx2n n-l ( 2n ) 
= - L (2n)! L 2k + 1 

n=1 k=O 

2n (2 ) 
22n = (1 + 1)2n = L ; 

k=O 

(n ~ 0) 

0= (1_1)2n = ~(_I)k(~n) 
k=O 

(n ~ I), 

so adding and subtracting these equations we see that (for n ~ I) 

22n = 2 ~ (2n) = 2 ~ ( 2n ). t:o 2k t:o 2k + 1 

Thus we have 

00 2n 
cos2 X = L 22n - 1(_ I)"_x_, 

n=O (2n)! 

00 2n 
sin2 x = - ~ 22n-l(_I)"~ 

~ (2n)!' 
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HO adding and subtracting we get the equations 

cos2 x+sin2 x = 1, 

cos2 X - sin2 x = cos2x. 

(3.1) 

(3.2) 

The first of these formulas shows that I cos xl ~ 1 and I sin xl ~ 1 for all 
x E R. 

Now for x > 0, x n+2 I(n + 2)! < xn In! if and only if x 2 < (n + l)(n + 2); 
hence x n+2/(n + 2)! < xn In! for all n ~ 1 if 0 < x < J6. Looking back 
to Example 2.42 (the discussion of alternating series), we see that we have 
the inequalities 

x3 . 
X - .. < Sin X < x 

3. 
(3.3) 

for all x with 0 < x < J6. In particular, we have C08 0 = 1 and cos 2 < 
1 - 22/2 + 24/4! = 1 - 2 + 2/3 < O. By the intermediate value theorem, 
there exists t E (0,2) such that cost = O. 

3.31 Definition. We define 1r = 2 inf{t > 0: cost = OJ. 

Since the cosine is continuous and cosO = 1, we see that 1r > 0, and 
the estimates above give 1r < 4. We will find better estimates later. The 
inequalities above give sin x > 0 for 0 < x < J6, so sine 1r 12) > O. Since 
cos( 1r 12) = 0 and cos2 x + sin2 x = 1 for all x, we conclude sin( 1r 12) = + l. 
From the equation cos2 x - sin2 x = cos 2x proved above, we get cos 1r = 
cos2 (1r/2) - sin2 (1r/2) = -1, which in turn shows sin1r = O. Using the 
formula again, we find C08 21r = 1, sin 21r = o. 

From the defining equation for the sine function, we have 

. ~ n (x + y)2n+l 
SIll(X + y) = L...,( -1) (2 )' 

n=O n + 1 . 

= ~ (_I)n 2~1 (2n + l)xk 2n+l-k 
~ (2n + I)! ~ k Y 

00 2n+l k 2n+l-k 

= L(-I)" L ~! (2!+ 1- k)! 
n=O k=O 

_ 00 (n (_I)kx2k (_I)n-k y2n-2k+l 

- L L (2k)! (2n - 2k + I)! 
n=O k=O 

n (_1)kx 2k+l (_l)n-k y2n-2k) 

+ L (2k + I)! (2n - 2k)! 
k=O 

= cosxsin y + sinxcosy. 
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Similarly, we find 

00 (x + y)2n 
cos(x+y)=2:(-l)n ( )' 

n=O 2n . 
= ~ (_l)n ~ (2n) k 2n-k 
~ (2n)! ~ k x y 
n=O k=O 

00 2n k 2n-k 

= 2:(_l)n2::! (d'n-k)! 
n=O k=O 

_ 00 (n (_1)k x2k (_1)n-k y2n-2k 

- 2: 2: (2k)! (2n - 2k)! 
,,=0 k=O 

n-l (_1)k x 2k+l (_1)n-k y2n-2k-l) 

+2: (2k+l)! (2n-2k-l)! 
k=O 

= cos x cos y - sinxsiny. 

From these formulas, we find that 

and therefore 

for all x E R. 

sin(x + rr) = sin x cos rr + cosxsin rr = - sinx, 

cos(x + rr) = cos x cos rr - sinxsin rr = - cos x, 

sin (x + 2rr) = sinx, cos(x + 2rr) = cos x 

3.7 Exercises 

1. Let 1 : R -+ R. If Iimh-+o[/(x + h) - I(x - h)J = 0 for every x E R, does 
it follow that 1 is continuous? If limh-+O[!(X + h) + I(x - h) - 2/(x)J = 
o for every x E R, does it follow that 1 is continuous? Give proofs or 
counterexamples. 

2. Show that if 1 : R -+ R satisfies the equation I(x + y) = I(x) + I(y) 
for every x, y E R, and if 1 is continuous at (at least) one point, then 
there exists c such that I(x) = ex for all x E R. HINT: Show that 1 is 
continuous everywhere; let c = 1(1) and show that I(q) = cq for every 
rational q; deduce that I(x) = ex for every real x. 

3. Prove that a polynomial (with real coefficients) of odd degree has at 
least one real root. 
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4. Let I be a bounded closed interval, and let I : I -+ I be continuous. 
Show that there exists x E I such that I(x) = x. Are the hypotheses about 
I both necessary? 

5. Let I be an interval in R. For each tEl, let .At denote the set of all 
neighborhoods of t, relative to I. If I: I -+ R, define, for each tEl, 

lim sup I(t) = inf sup{J(s): 8 E U}, 
UEJ!'t 

liminf I(t) = sup inf{J(s) : 8 E U}. 
UEJ!'t 

Thus -00 :5 lim inf I(t) :5 lim sup I(t) :5 +00. Prove the following: 

(a) if c > 0, then limsup(cf)(t) = climsup/(t) and limsup(·-f)(t) 
-liminf I(t). 

(b) limsup(f + g)(t) :5 limsup/(t) + limsupg(t), and equality need not 
hold. 

(c) lim.,_t I(x) = L if and only if 

limsup/(t) = liminf I(t) = L. 

6. The function I: I -+ R is called upper semicontinuous at tEl if I(t,) ~ 
limsup/(t), and upper semicontinuous in I if it is upper semicontinuous 
at each point of I. We abbreviate upper semicontinuous by u.s.c. 

(a) Show that I is u.s.c. at tEl if and only if for every f > 0 there exists 
a neighborhood U of t, relative to I, such that I(s) < I(t) + f for 
every s E U. 

(b) Show that if J is I!o closed interval, then the function I defined by 
f(t) = 1 if t E J, I(t) = 0 if t ¢ J, is u.s.c. on R. 

(c) Show that if I is a closed and bounded interval, and I is U.S.c. on I, 
then there exists c E I such that I(t) :5 I(c) for every tEl. 

(d) Define the notion of lower semicontinuous function. Deduce the ana­
logues for lower semicontinuous functions of (a), (b), and (c). 

7. A real-valued function I on an interval I is called convex if it satisfies 
the following condition: for every a, bEl and every t, 0 < t < I, 

1((1- t)a + tb) :5 (1- t)/(a) + tl(b). 

Let I be convex on I. 

(a) Show that if I is open, then I is continuous. 

(b) Show that if 9 is convex and increasing on an interval containing I(I), 
then 9 0 I is convex on I. 
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8. Let S be a countable infinite subset of R, let n ....... qn be a bijective map 
of N onto S, and define 

f(x) = L 2-n 

{n:qnS Z } 

for each x E R. Show that f is an increasing function, that f is continuous 
at each x ¢ S, and that f(qn+) - f(qn-) = 2-n • Taking S to be the set 
Q of all rationals, we get an example of an increasing function which is 
discontinuous at each rational, continuous at each irrational. 

9. Show that if I is a bounded interval, and f : I ~ R is uniformly contin­
uous, then f is bounded. 

10. Show that a bounded continuous function on a bounded interval need 
not be uniformly continuous. 

11. Let I be an interval in R, and suppose that f : I ~ R is uniformly 
continuous. Show that (J(xn ») is a Cauchy sequence whenever (xn ) is a 
Cauchy sequence in I. 

12. Let f be uniformly continuous on the open interval (a, b). Show that 
limt_a+ f(t) and limt_b_ f(t) exist, and hence that f can be extended to 
a continuous function on la, b]. 

13. Show that any piecewise linear continuous function f can be expressed 
in the form 

n 

f(x) =a+bx+ LCklx-Xkl 
k=O 

for some constants a, b, Xo, X}, ... , Xn , Co, C}, ... , Cn. 

14. Show that if (fn) and (9n) are uniformly convergent sequences of real­
valued functions on X, then (fn + 9n) is also uniformly convergent on X, 
but that (fn9n) need not be uniformly convergent. 

15. For which real x is the series 

convergent? For which intervals I is the series uniformly convergent on I? 

16. Show that the series 

is uniformly convergent on every bounded interval in R, but is not abso­
lutely convergent for any x. 
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17. Let I be an interval, and let In : I -+ R for each n E N. Suppose 
that x E I and every In is continuous at x. Suppose that (ITt) converges 
uniformly on I to I. Show that if Xn E I and Xn -+ x as Tt -+ 00, then 
In(xn) -+ I(x) as n -+ 00. 

18. Show that lim.,_+oo xne-" = 0 for any positive integer Tt, and show 
that lim.,_o+ xP log x = 0 for any p > o. 
19. Suppose that F : R -+ R is continuous, and has the property that 
F(x + y) = F(x)F(y) for all x and y in R. Show that either F(x) = 0 for 
all x E R or there exists b > 0 such that F(x) = bX for all x E R. 

20. Use the results of the last section to show that sine 7T /2 - x) = cos x and 
c.uH(7T/2 - x) = Hinx for aJl real Xi Hhow that sin(7T/1) co. cos(1T/1) .J2/'l., 
and sin(7T/6) = cos(7T/3) = 1/2. 

3.8 Notes 

3.1 Cauchy is often credited with the introduction of rigorous ideas into 
analysis, but he frequently referred to infinitely small quantities, which 
is not considered good form in standard analysis today. Here is a quote 
from one of Cauchy's books (1821): 

The function I(x) will remain continuous with respect to x 
between the given limits, if between these limits an infinitely 
small increase of the variable always produces an infinitely 
small increase of the function itself. 

This is a far cry from the definition we use, which was first published 
by Heine in 1872, and probably derives from the lectures of Weier­
strass. The state of rigor in the 18208, and the growing desire for it, is 
illustrated by Abel's writing in 1826, "There is in mathematics hardly 
a single infinite series of which the sum is determined in a rigorous 
way." Something like the modern idea of function was first given by 
Dirichlet in 1837. It was Dirichlet who first considered the function 
in Example 3.4. Many of the basic ideas in analysis that later became 
common currency were first developed by Bolzano before 1820, but 
his work did not become widely known until long after his death. 

3.2 The intermediate value theorem was published by Cauchy; perhaps 
in previous generations it was too obvious a geometric fact to require 
proof. Bolzano had published a pamphlet devoted to this theorem, 
but it did not receive wide attention at the time. Darboux observed 
that a function need not be continuous to enjoy the intermediate value 
property: an example would be the function defined by 1(0) = 0 and 
I(x) = sin(I/x) for x i- O. 
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3.3 Thf' notion of uniform continuity possibly originatf's with Wf'i('rstra. ... s. 
Throrem 3.1 H is duf' to Heine. 

3.4 Thf' notion of uniform convcrgf'ncc, and thf' fundamf'nt.al Thror(,1Il 
3.24, Wf're found indf'pcneiently in the 1840s by Stokes, Seidel, and 
Weierstra.<.;s. It wa.<.; Weierstras." who who introduced the modern ter­
minology uniform ("gleichmiissig") in his lectures of that period. 
Cauchy had erred in concluding too much from pointwise convergence, 
but also came to the concept of uniform convergence in a paper of 
1853. Theorem 3.25 is due to Dini. 

3.5 The symbol e wa.'i introduced by Euler, who also found the series 
I'XPllIIMioll for till' f'Xpollf'lIt.ial flllll't.ioll. HiMI.orkally, I.JIP JOl/;arit.hlll 
was dl'vt'lop .. d b .. fort , the "XI>OlIt'lltial. 

3.6 Euler also found tiH' beautiful relation betwccn thc exponential and 
trigonoll)('trie functionM that hecolIl('s availahle whtm one expallds 
one's horizons from the real to the complex numbers, expressed by the 
formula eiz = cos z + i sin z, valid for any complex number z. Taking 
z = x real, this equation can serve as a definition of the trigonomf't­
ric functions cosx and sinx, as, respectively, the real and imaginary 
parts of eix • The addition formula.'i for the trigonometric functions 
then follow at once from the addition formula for the exponential: 
eZ+w = eZew for any z, w E C. This is proved word-for-word as is 
Proposition 3.27, and the result is a much easier proof of the results 
of Section 3.6. 



4 
Differentiation 

In this chapter we develop the basic theory of derivatives of real-valued 
functions of one variable. The geometric motivation of the derivative of f at 
c is that it is the limit of the slope of lines joining (c, f(c») to nearby points 
on the graph of f, as these points approach c, and therefore repre!iCntH the 
slope of a uline passing through two consecutive points" of the graph of f, 
i.e., the tangent line. We can enjoy such language without succumbing to 
it. 

4.1 Derivatives 

4.1 Definition. Let f : I -+ R, where I is an interval in R, and let x E I. 
We say that f is differentiable at x if 

lim f(y) - f(x) = J'(x) 
11-% y-x 

exists. (If x is an endpoint of I, the appropriate one-sided limit is intended.) 
The limit f'(x) is called the derivative of f at x. 

It may happen that a one-sided limit 

lim f(y) - f(x) , 
11-%+ y - x 

or lim f(y) - f(x) 
11-%- y - X 
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existsj these will be called the right-hand derivative (or left-hand derivative) 
of I at x. Evidently, the derivative of I at an interior point x of I exists if 
and only if both onCo-sided derivativeR exist and are equal. 

It is clear that differentiability is a local property, in the following sense: 
if I and 9 are defined in neighborhoods U and V of the point x, and if for 
some neighborhood W of x, with W c UnV we have I(y) = g(y) for every 
YEW, t.hen I is differentiable at x if and only if 9 is, and f'(x) = g'(x). 

The function ¢(y) = (J(y) - I(x»)/(y - x) is defined in I\{x}, and 
the definition says precisely that I is differentiable at x if and only if ¢ 
can be defined at x, Le., extended to all of I, in such a way that the 
extended fun<:tion is continuous at x. We make this comment formaJly as 
a proposit.ion. 

4.2 Proposition. Let I : I -+ R, where I is an interval in R, and let 
x E I. Then I is differentiable at x if and only if there exists 4> : I -+ R, 
with 4> continuous at x, such that I(y) = I(x) + (y - x)4>(y) for all y E I. 
In this case, f'(x) = 4>(x). 

4.3 Corollary. 1£ I is differentiable at x, then I is continuous at x. 

Of course, a continuous function need not be differentiable. The simplest 
example is perhaps the function lxi, which is not differentiable at O. In fact, 
a continuolls function need not have a derivative at any point. 

4.4 Example. Let I : R -+ R be defined by I(t) = It I for -~ ::; t ::; ~, 
and let I{t + n) = I{t) for every n E Z. Thus the graph of I consists 
of a sequence of line segments. For each nonnegative integer n, define In 
by In{t) = 4-n 1(4nt). Then the graph of In consists of a sequence of 
line segments, having slope ±1. We note that In(t + 4-n ) = In(t) for all 
t E R and every n ~ O. Evidently, In is continuous on R for every n. Since 
I/n(t)1 ::; ~4-n, we see that the series 2:::'=o/n(t) converges uniformly 
on R (the Weierstrass M-test, Theorem 3.26) and hence 9 = 2:::'=0 In 
is continuous on R, by Theorem 3.24. We shall show that 9 is nowhere 
differentiable. Fix t E R. For each n, choose hn = ±4 -n-l, with the sign 
chosen so that 4nt and 4n(t + hn) lie in the same interval I~, ~l. Then 
we have In{t + hn} - In(t} = ±hn, and in fact Im{t + hn} - Im{t} = ±hn 
for m ::; nj but Im{t + hn} = Im{t} for every m > n. Hence we have 

where im = ±1 for m = 0, ... , n. Thus t.he difference quotient (g{t + hn )­

g{t})/hn is an odd integer when n is even, and an even integer when n is 
odd; since hn -+ 0 as n -+ 00, the derivative g'(t) cannot exist. 
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It is often convenient to rephrase the definition of the derivative as 

J'(x) = lim f(x + h) - f(x), 
h-O h 

which obviously has the same meaning as the equation in our definition. 
This definition in turn leads to the following formulation: 

4.5 Proposition. Let f : I -+ R, where I is an open interval, and let 
x E I. Then f is ditIerentiable at x if and only if there exists a linear 
function L : R -+ R such that the function r, defined in a neighborhoqd of 
o by the equation f(x+h) = f(x)+L(h)+r(h), satisfies limh_o r(h)/h = O. 

The word linear in this proposition is to be understood in the sense 
of linear algebra, i.e., L(ah + bk) = aL(h) + bL(k) for all a, b E R, all 
h. k E R. It is trivial that any such function has the form L(h) = Ah for 
some constant A. For L meeting the requirements of the proposition. of 
course the associated A = J'(x). The function L is called the differential of 
f at x, and is usually denoted by df, if the point x is understood. or dfx 
if there are various points at which we consider the differentiability of f. 
This way of looking at derivatives seems overly complicated now, hut is the 
route to understanding derivatives of functions on Rn later. For now. we 
content ourselves with the observation that the existence of the ckrivat.ive 
at x is equivalent to a "close fit" near x between the graph of f and the 
straight line graph of the function f(x) + L. 

4.2 Derivatives of Some Elementary Functions 

4.6 Proposition. Let nEZ, and define f by f(x) = xn for all x E R, or 
all x#-O ifn < O. Then f is ditIerentiable in R (or in R\{O} when n < 0), 
and J'(x) = nx"-l for all x in the domain of f. 

Proof. The cases n = 0 and n = 1 are especially obvious. If f(x) = C for 
all x E R, then f(y) - f(x) = 0 for any y,x E R, so f'(x) = 0 for every x. 
If f(x) = x for all x, then f(y) - f(x) = y - x, so f'(x) = 1 for all x. In 
general, if f(x) = x" for some n E N, then for fixed x we have 

f(y) - f(x) = y" - xn = (y - X)(y"-l + yn-2x + ... + X"-l) = (y - x)t/J(y) 

so f is differentiable at x and f'(x) = t/J(x) = nxn - 1 • 

If f(x) = x-" for some n EN, then for any x #- 0, y #- 0, we have 

xn _ y" 
f(y) - f(x) = = (y - x)t/J(y). 

xny" 

where 
. yn-l + y"-2X + ... + x"-l 

<IJ(y) = - x"yn ' 
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so f'(x) = Ij>(x) = -nx- n - I . Thus the formula f'(x) = nxn - I holds when­
ever f(x) = xn for some n E Z. • 

We constructed the exponential and trigonometric functions in the last 
chapter, IIsing infinite series. The next two propositions lise the functional 
equations which they satisfy to compute their derivatives. 

4.1 Proposition. If E(x) = eX for x E R, then E is differentiable in R, 
and E' = E. 

Proof. We have the formula E(x + h) = E(x)E(h) for all x, hER, so 

E(x + h) - E(x) = E( ) E(h) - 1 
h x h ' 

from which we deduce that E'(x) exists for any x E R if and only if E'(O) 
exists, and then E'(x) = E(x)E'(O). Now the formula 

00 n 

E(x) = L;-
n=O n. 

gives the inequalities 

00 1 
1 + x < E(x) < 1 + x + x2 L 2n = 1 + x + x 2 

n=l 

for any x with 0 < x < 1, since n! ~ 2n - 1 for all n ~ 2. Hence 

for all h, 0 < h < 1, so 

But for h < 0, we have 

E(h) - E(O) 
h 

so 

1 < E(h) - E(O) < 1 + h 
h 

lim E(/t) - E(O) = 1. 
h-O+ h 

= 
I/E(-h) -1 

h 
1 E(lhl) - 1 

- E(lhl) Ihl 

lim E(h) - 1 = lim E(k) - 1 = 1. 
h-O- h k-O+ E(k)k 

Thus E'(O) = 1, so E'(x) = E(x) for all x. I 

4.8 Proposition. The fUllctions sin and cos are differentiable in R, and . , ,. 
8m = cos, cos = - sm. 
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Proof. We recall the inequalities (3.3) of the last chapter: 

x2 X4 X 2 

2! - 4! < 1 - cos x < 2!' 
x 3 

X - 3! < sin x < x, 

valid for 0 < x < V6. It follows that 

1 x 2 l-cosx 1 
2 - 4! < x 2 < 2' 

x 2 sinx 
1--<--<1 

6 x 

for all x with 0 < x < V6, and hence for all x with Ixl < V6, and hence 
that 

lim 1 - cosh = 0 
h-O h ' 

I. sinh 
1m -- = l. 

h-O h 

Now for any x, hER we have 

sin(x+h)-sinx . cosh-l sinh 
h = SlDX h + cosxh 

and 
cos(x + h) - cos x cosh - 1 . sinh 

h = COS X h - SlDXh , 

(4.1) 

so the equations (4.1) give sin'(x) = cosx, and cos'(x) = -sinx. • 

4.3 Convex Functions 

4.9 Definition. Let f : 1-+ R, where I is an interval. We say that f is 
convex if for every a, bEl and every t with 0 < t < 1, 

f(tb + (1 - t)a) $ tf(b) + (1 - t)f(a). 

For a = b, the definition says nothing. If a < b, then a < tb+ (1- t)a < b; 
conversely, for each x E (a,b), we can write x = tb + (1 - t)a by taking 
t = (x-a)/(b-a), so I-t = (b-x)/(b-a). Thus the following is a simple 
restatement of the definition: 

4.10 Proposition. Suppose that f : I -+ R, where I is an interval. Then 
f is convex if and only if for every a, bEl and a < x < b we have 

x-a b-x 
f(x) $ b _ a f(b) + b _ af(a). (4.2) 

The geometric meaning of convexity is that the graph of f, between 
(a,f(a») and (b,f(b», lies below the the line segment joining these two 
points, the so-called "secant line" (for any a < b in the interval I). This 
implies that the graph of f lies above this secant line, outside the interval 
(a,b). 
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4.11 Proposition. If f is 8 convex function on an interval I, and a < b < 
c E I, then 

x-a b-x 
f(x) ~ b _ a f(b) + b _ af(a) for b < x < c 

and 
c-x x-b 

f(x) ~ ~ _ bf(b) + c _ bf(c) for a < x < b. 

Proof. If b < x < c, a change of notation in the inequality (4.2) gives 

b-a x-b 
f(b) :5 -f(x) + -f(a), 

x-a x-a 

which is equivalent to 

x-a b-x 
f(x) ~ b _ a f(b) + b _ a f(a). 

The other inequality follow!! !!imilarly, when a < x < b. • 
4.12 Corollary. Iff is 8 convex function on an open interval I, then f is 
continuous on I. 

Proof. If bEl, there exist a and c in I with a < b < c. Then the last two 
propositions give the inequalities 

x-a b-x x-b c-x 
b_af(b)+ b_a f (a):5f(x):5 c_bf(c)+ c_bf(b) 

for b < x < c, from which it follows that f(b+) = f(b). Similarly, 

c-x x-a b-x 
c_b f (b):5f(x):5 b_af(b)+ b_af(a) 

for a < x < b, which gives f(b-) = f(b). Thus limz ..... " f(x) = f(b), so f is 
continuous at b. • 

The hypothesis that I is open is necessary; for instance, the function f 
on [0,11 defined by f(O) = 1, f(t) = 0 for 0 < t :5 1 is convex. We next 
observe inequalities among the difference quotients of a convex function. 

4.13 Proposition. Iff is convex on I, then 

f(x) - f(a) < f(b) - f(a) < f(b) - f(x) 
x-a - b-a - b-x 

(4.3) 

whenever a, bEl and a < x < b. 
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Proof. Simply subtract f(a) from both sides of the inequality (4.2) to get 
the left-hand inequality in (4.3), and subtract f(b) from both sides of (4.2) 
to get the right-hand inequality. I 

The geometric meaning of the inequalities (4.3) is that the slope of the 
secant line joining (a,f(a») and (b,f(b») for a convex function is increased 
if b is increased, or if a is increased. 

4.14 Theorem. Let f be a convex function on the open interval I. Then 
the right- and left-hand derivatives of f at c exist for all eEl; denoting 
them by mr(c) and ml(c), respectively, we have 

whenever a < c < b. 

Proof. Lf~t eEl. For any t, u E I with t < c < u, we have hy (4.3) till' 
inequality 

-....f(.:.....;c).....;-.....;f:.....;(c....:..t ) f(u) - f(c) - < , 
c-t - u-c 

so that 
f(c) - f(t) < . f f(u) - f(c) 

sup _ III , 
t<c C - t u>c U - C 

(4.4) 

and in particular, both sides of this inequality are finite. Suppose that 
s. v E I, and s < t < c < u < v. Then from the left-hand inequality in (4.3) 
we obtain 

=-f(,-u),---,f:....:.(c....:...) $ f(v) - f(c) , 
u-c v-c 

so the function U 1-+ (/(u) - f(c)/(u - c) is increasing on In (c, +(0), and 
hence 

mr(c) = lim f(u) - f(c) = inf f(u) - f(c) 
u~c+ U - C u>c U - C 

exists. Similarly, the right-hand inequality in (4.3) gives 

f(c) - f(s) f(c) - f(t) 
~~~~ < , 

c-s - c-t 

so the function t 1-+ (/(c) - f(t)/(c - t) is increasing on In (-00, c), and 
therefore 

ml(c) = lim f(c) - f(t) = sup f(c) - f(t) 
t-c- C - t t<c c - t 

exists. We have seen in (4.4) that ml(c) $ mr(C), and that both are real 
numbers, so they are the left- and right-hand derivatives of f at c. Finally, 
suppose a < c < b. Choose t E (a, c). Then 

mr(a) $ f(t~ = ~(a) $ f(C~ = {(t) $ mdc), 
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and choosing u E (c, b) we get 

Tnr(c) ::; f(u) - f(r) ::; f(b~ - feu) ::; Tn/(b), 
u-c -u 

so everything is proven. I 

4.15 Corollary. Let f be convex on tile open interval I. Tllen tllere exists 
a countable subset 8 of I sllcll that f'(x) exists for all x E I\S. 

Proof. Let S = {x E I : /'(x) does not exist}. For each XES, we have 
Tn/(x) < Tnr(x), so WI' can find a rat.ional numhf'r q = q(x) such t.hat 
TrlI(X) < q < 1TI r {;r). If x, yES and .r < y, the inequality m,.(x) ::; 71I/(Y) 
from the last theorem shows that q(x) < q(y). Thus the map x ....... q(x) is 
an injective map of S ---+ Q, so S is countable. I 

4.16 Corollary. [,f't f be ronvex on the open interval I, and let eEl. 
For any Tn such that 71I1(C) ::; Tn ::; Tn,.(c), we have f(x) ~ f{c) + m{x - c) 
for all x E I. 

Proof. If x > c, thfm f(x) - fCc) ~ (x - c)mr{c) ~ m{x - c). If x < c, then 
f(c) - f(x) ::; (c - x)ml{c) ::; m(c - x), and the desired inequality follows 
if we multiply by -l. For x = c, there is nothing to prove. I 

This corollary says that at each point (c, f{c» of the graph of f there 
exists a straight line passing through that point, and lying below the graph 
of f. Such a line is called a support line of f. If /'(c) exists, then there is 
only one support line, and it is the line tangent to the graph of f, i.e., the 
line through (c,fk») with slope /,(c). 

4.4 The Differential Calculus 

In this section, we obtain the short and simple set of rules for differentiating 
any function made lip from simpler functions by the algebraic operation.l of 
addition, multiplication, and division, and the functional operation of com­
position. This set of rules was originally termed the "calculus of derivatives" 
or "differential calculus"; the term has now come to stand for the whole 
theory of derivatives. 

4.17 Proposition. Let f and 9 be real-valued functions on the interval 
I, and suppose that f and 9 are differentiable at a point x E I. Then 
f + 9 and fg are differentiable at x, and (f + g)'{x) = f'{x) + g'{x), 
(fg)'{x) = /,(x)g(x) + f{x)g'{x). 
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Proof. By Proposition 4.2, we can write I(y) - I(x) = (y - x)q,(y) and 
g(y) - g(x) = (y - x)t/J(y), where q, and t/J are continuous at x. Then 

(f + g)(y) - (f + g)(x) = I(y) + g(y) - I(x) - g(x) = (y - x) (q,(y) + t/J(y») 

and 

(fg)(y) - (fg)(x) = I(y)g(y) - I(x)g(y) + I(x)g(y) - I(x)g(x) 

= (y - x)(if>(y)g(y) + I(x)t/J(y») , 

and since the sum and product of functions continuous at x are again 
continuous at x, Proposition 4.2 gives (f + g)'(x) = q,(x) + t/J(x) = f'(x) + 
g'(x), and (fg)'(x) = q,(x)g(x) + I(x)t/J(x) = f'(x)g(x) + I(x)g'(x). • 

We note that the formula f'(x) = nxn - 1 when I(x) = xn , established 
above by direct calculation, can also be proved for positive n by induction 
using the last proposition, and the trivial result for n = 1. It now follows 
that for any polynomial function, i.e., I defined by I(x) = E~=o akxk, we 
have f'(x) = E~=l kakxk- 1• 

The next result is known as the chain rule. 

4.18 Proposition. Let I and J be intervals in R, and I: I -. R, 1(1) c 
J, and 9 : J -. R. If I is differentiable at x, and 9 is differentiable at I(x), 
then go I is differentiable at x, and (g 0 f)'(x) = g' (J(x»)f'(x). 

Proof. Let u = I(x). There exists if> : J -+ R, continuous at x, such that 
I(y) - I(x) = (y - x)q,(y) for all y E J, and there exists t/J : J -. R, such 
that t/J is continuous at u, and g(v) - g(u) = (v - u)t/J(v) for all v E J. 
Then, putting h = 9 0 I, 

hey) - hex) = g(J(y») - g(J(x)) = (J(y) - l(x))t/J(J(y)) 

= (y - x)q,(y)t/J(J(y»), 

and since the composition of continuous functions and the product of con­
tinuous functions are continuous, it follows from Proposition 4.1 that h is 
differentiable at x, with h'(x) = q,(x)t/J(J(x») = g'(J(x))f'(x). • 

The classical notation, introduced by Leibniz, used the language 
of variables, a concept we have avoided in favor of numbers and 
functions. This notation reads: if the variable y is a function of 
the variable x, Le., y = I(x), we denote f'(x) by dy/dx. This 
notation has one great advantage: if also z = g(y), so that z is 
indirectly a function of x, then 

dz dz dy 
dx = dydx' 
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a wonderful mnemonic for the chain rule. We can also make 
sense of this notation using the notion of differentials introduced 
in the first section of this chapter. To do this, we use x to denote 
the identity function on R, i.e., x(t) = t for all t E R, rather 
than having this letter stand for a real number, as we have been 
doing. It is easy to see that the differential of this function is 
the identity map of R again, i.e., dx(h) = h for all hER. Let y 
be a function, differentiable at c. Recalling that dYc(h) = y'(c)h 
for all hER, we see that in fact y' = dyjdx, in the sense that 
y'(c) = dYc(h)jdxc(h), for any h 1= o. 

4.19 Example. Let I and 9 be real-valued functions on an interval I, and 
SUppOllC that, for all x E I, I(x) = [g(x)Jn for some n E Z. Then if 9 is 
differentiable at c, so is I, and f'(c) = n[g(c)Jn-lg'(c). In particular, with 
n = -1 we find that (ljg)'{c) = -g'(c)jg(C)2. Combined with the rule 
for differentiating products, we find the formula (f jg)'(c) = [g(c)f'(c) -
I( c)g' (c) 1/ g( c)2. 

Similarly, if I(x) = e9 (x) for all x E I, then f'(c) = I(c)g'(c). 

4.20 Definition. Let I be an interval, and I : I - R. We say that I has a 
local maximum (or local minimum) at eEl if there exists a neighborhood 
U of c, relativt! to I, such tilat I(c) ~ I(x) for every x E U (respectively, 
I(c) $ I(x) for every x E U). 

4.21 Proposition. Let I : I - R, where I is an interval. If I has a local 
maximum or minimum at c E I, where c is not an endpoint of I, and if I 
is differentiable at c, then f'(c) = O. 

Proof. We may assume that I has a local maximum at c. Then there exists 
fl > 0 such that I(t) - I(c) $ 0 for every t with It - cl < fl. It follows that 

I(t) - I(c) < 0 
t-c -

for every t with c < t < c + fl, so f'(c) $ O. But it also follows that 

I(t) - I(c) > 0 
t-c -

for every t with c - fl < t < c, so f'(c) ~ O. Thus I'(c) = o. • 
The next result is known as the mean value theorem of the differential 

calculus, and is fundamental to the theory of derivatives. 

4.22 Theorem. Let I : [a, bl - R be continuous on [a, bl, and differ­
entiable in (a, b). Then there exists ~ E (a, b) such that I(b) - I(a) = 
f'(~)(b - a). 
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Proof. Define the function 9 on [a, b] by 

get) = I(t) - I(a) - I(b~ = ~(a) (t - a). 

Then 9 iI; continuoU8 on [a, b] and differentiable in (a, b), and g( a) = g( b) = 

O. We want to show that g'({) = 0 for some { E (a,b). If get) = 0 for all 
t E (a,b), we may choose any { E (a,b). Supposeg(t) > o for some t E (a,b). 
By Theorem 3.14, there exists { E [a, bj such that 9 has a maximum vallie 
at {, and we mU8t have { E (a,b). According to Theorem 4.21, we have 
g'({) = O. The argument if get) < 0 for some t is similar. I 

4.23 Corollary. Let I : [a, b] -+ R be continuous on [a, b], and differen­
tiable in (a, b). If f'(t) ~ 0 (respectively, f'(t) > 0) for all t E (a, b), thfm 
I is increasing (respectively, strictly increasing) on [a, b]. If f'{t) :'5 0 (re­
spectively, f'(t) < 0) for all t E (a, b), then I is decreasing (respectively, 
strictly decreasing) on [a, b]. If f'{t) = 0 for all t E (a, b), then I is COIJstant 
on [a,bj. 

Proof. For any x, y with a :'5 x < y :'5 b, we can apply the last theorem to 
get I(y) - I(x) = f'({){y - x) for some { with x < { < y. I 

We remark that if we only know that f'(x) > 0, it follows that there 
exists C > 0 such that I(y) > I(x) for all y with x < y < x + fI, and 
I(y) < I(x) if x - {) < y < x (proof?), but it does not follow that I is 
increasing on any interval containing x (see the Exercises.) 

It does not follow from the existence of f'{x) in an interval that the 
function f' is continuoU8 in that interval. 

4.24 Example. Let 9 : R -+ R be defined by g{O) = 0, and g(x) = 
xsin(l/x) for x i= o. Let I(x) = xg(x). It is easy to see that 9 is continuous 
at 0, as well as differentiable at any x i= 0, so I is differentiable everywhere, 
and 1'(0) = g(O) = O. Since f'(x) = 2xsin{1/x) - cos{l/x) for x i= 0, we 
see that limx_o f'(x) does not exist, so f' is not continuoU8 at O. 

However, if f' exists throughout an interval, it does have one property 
associated with continuoU8 functions, namely, the intermediate value prop­
erty. 

4.25 Theorem. Let I : [a, b] -+ R be differentiable at cadI point of[a, b]. 
If f'(a) < y < f'(b), or if f'(a) > y > f'(b), there exists x E (a,b) slJch 
that f'(x) = y. 

Proof. We consider only the case f'(a) < Y < f'{b); the other case follows 
the same pattern, or can be deduced from this one. By the definition of the 
derivative. there exists h, 0 < h < b - a, such that 

I{a + h) - f{a) and 
h < Y 

feb) - feb - h) 
h > y. 
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Define g: [a,b - hI -+ R by g(t) = (l/h)(J(t + h) - f(t»). Since f is d:ffcr­
entiahle on [a, hI, it is continuous there, and it follows that 9 is continuous 
on [a, b - hI. Since g(a) < y and g(b - h) > y, it follows from Theorem 3.15 
that there I'xists (. E (a,b - It) SHch that g(c) = y. Applying tIlt' mean valu(' 
theorem (Theorem 4.22) we have 

y = f(c + hi! - f(c) = J'(x) 

for some x E (c, c + II) c (a, b). I 

We next establish an analogue of an earlier result for continuous func­
tions. 

4.26 Theorem. Let f be differentiable in the open interval I, and suppose 
f' > 0 in I. Then f maps I bijectively onto an open interval J, and the 
inverse map 9 : J -+ I is riifff'rentiablf' in J, witl! g'(u) = [f'(g(u»t l [or 
all u E J. 

Proof. According to Corollary 4.23, f is strictly increasing on I, and f 
is continuous since it is differentiable, so (by Theorem 3.16) f maps I 
bijectively onto an interval J, and the inverse map 9 : J -+ I is continuous. 
We want to show that 9 is differentiable in J. Let u E J, so u = f(x) for 
some x = g(u) E I. Since f is differentiable at x, there exists ¢ : I -+ R 
such that ¢ is continuous at x, and f(y) - f(x) = (y - x)¢(y) for all 
y E I. We note that ¢(x) = f'(x) > 0 and ¢(y) > 0 for all y i= x since 
f is strictly increasing. Then for any v E J, taking y = g( v), we have 
g(1I) - g(u) = (11 - U)ljJ(lJ), where ljJ(lJ) = 1!¢(y) = 1!¢(g(v». As we 
have s(.'Cn, ljJ is well-defined on J, and l/J is continuous at U since 9 is 
continuous, and ¢ is continuous at x = g(u). Thus 9 is differentiable at u, 
and g'(u) = ljJ(u) = l!¢(x) = I/f'(x). I 

Of course, the same conclusions can be drawn if we assume that f' < 0 
on I. 

4.27 Example. If we take f(x) = eX, then f' = f > 0 so Theorem 4.26 
applies, yielding the fact that the inverse function 9 is differentiable every­
whereon its domain (0,+00), with g'(x) = I/f'(g(x») = Ilf(g(x») = l/x. 
Thus log' x = l/x. 

Fix P > 0, and let f(x) = xP = cPlogx. Applying the chain rule, Propo­
sition 4.18, we find that f'(x) = (plx)ePlogx = pxp - I , thus extending the 
formula from the case we earlier established (p E Z). 

4.28 Example. Let 

sinx 
f(x) = tan x = --, 

cos x 
7r 7r 

-- < X < -' 
2 2' 
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then using Proposition 4.17 we find 

I '() cosxOO5x-sinx(-sinx) 1 
x= =-->0 

0052 x cos2 X 

for all x in the domain of I; clearly the range of I is the entire line R, and 
the inverse function 9 satisfies 

using the identity 1/0052 U = 1 +tan2 u that follows from sin2 u+cos2 u = 1, 
we find g'(x) = (1 + x2)-1 for all x E R. The function 9 is called the 
arctangent function, and we usually denote g(x) by arctan x, sometirm)H by 
tan- 1 x. 

4.5 L'Hospital's Rule 

We begin with a generalization of the mean value theorem (Theorem 4.22). 

4.29 Theorem. Let I and 9 be continuous real-valued functions on the 
interval [a.b], differentiable in (a,b). Then there exists c E (a,b) such that 
J'(c)[g(b} - g(a)] = g'(c)[/(b) - I(a)]. 

Proof. Define r/J : [a, b] -t R by 

r/J(t} = [/(t) - I(a)][g(b) - g(a)] + [g(b) - g(t)][f(b) - f(a)], 

so r/J is continuous on [a, b], differentiable in (a, b), and we see that r/J(a) = 
[g(b) -g(a)][/(b)- I(a)] = r/J(b). It follows from Theorem 4.22 that r/J'(c} = 0 
for some c E (a, b), and this gives the desired relation. I 

The geometric interpretation of this theorem is that if t ...... (j (t), g( t} ) 
(a ~ t ~ b) is a differentiable curve in the plane R2, there exists at least one 
point on the curve where the tangent line is parallel to the line through 
(a, f(a») and (b,J(b»). We will discuss curves, surfaces, etc., and their 
tangents in a later chapter. 

4.30 Theorem. Let -00 ~ a < b ~ +00, and let f and 9 be differentiable 
in (a, b), with g'(t) "# 0 for all t E (a, b). Suppose that 

lim J'{x) = L, 
%-+0+ g'{x) 

where -00 ~ L ~ +00, and that either 

I{a+) =g(a+} = 0 

{4.5} 

(4.6) 
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or that 
lim Ig(x)1 = +00. 

z-a+ 
(4.7) 

Then 
lim /(x) = L. 

z-a+ g(x} 

Proof. We begin by observing that if a < s < t < b, we have g(t} - g(s} = 
g'(v)(t - s} for some v E (8,t), and hence g(s} # g(t}. Therefore we can 
deduce from Theorem 4.29 that there exists U E (s, t), such that 

/(t) - /(s) J'(u} 
g(t} - g(8} = g'(u}' 

(4.8) 

Let us fin,jt consider the case when L is a real number. Let f > 0, and 
choose 17 with 0 < 17 < f. There exists c E (a, b) such that 

J'(u} 
g'(u} E (L - 17, L + 17) 

for every u E (a,c), and hence from equation (4.8) 

L - 17 < /(t) - /(8) < L + 17 
g(t} - g(s} 

for every s,t with a < s < t:5 c. 

(4.9) 

Suppose that (4.6) holds. Taking the limit as s -+ a+, we have L -
l < L - 17 :5 /(t}/g(t) :5 L + 17 < L + l for every t, a < t < c. Thus 
limt_a+ /(t}/g(t) = L. 

Now suppose that (4.7) holds. We may suppose that g(s} -+ +00 as 
s -+ a+, and that g(c} > O. Take t = c in the inequalities (4.9), and 
multiply by (g(s) - g(c»/g(s}; provided this multiplier is positive, we get 

(L _ 17}(1 _ g(C}) < /(s) - /(c) < (L + 17}(1 _ g(c}). 
g(s} g(s} g(s} 

For any fJ > 0, we can find d with a < d < c such that lJ(c}l/g(s} < fJ and 
g(c}/g(s} < fJ for all s with a < s < d. Then we have 

(L - 17)(1 - fJ) - fJ < ~~:~ < (L + 17)(1 - fJ) + fJ 

for all B E (a, d), and if /) is chosen small enough, this implies that L - l < 
/(s}/g(s) < L + f for all s E (a,d). Thus /(s)/g(s) -+ Lass -+ a+. 

Next we consider the case L = +00. Let M > O. There exists c E (a, b) 
such that J'(u)/g'(u) > 2M for all u E (a,c), and it follows from equation 
(4.8) that 

whenever a < 8 < t < c. 

/(t) - /(s) > 2M 
g(t) - g(s) , 

(4.10) 
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If the hypothesis (4.6) holds, by letting s -+ a+ in (4.1O) we obtain 
f(t}/g(t} ~ 2M > M for all t. a < t ~ c, and since M was arbitrary, we 
have f(t}/g(t) -+ +00 as t -+ a+. 

Suppose now that the hypothesis (4.7) holds. We may suppose that 
g(s) -+ +x, as s -+ a+, and that get) > 0 for all t E (a,c). Choose 
d E (a,e) such that If(c)l/g(s) < 1/2 and g(c)/g(s) < 1/2 for eV(~ry !! 

with a < .'1 < d. We fix t = c in the inequality (4.10) and multiply by 
1 - g(c)/g(s) to get 

f(s) - f(c) > 2M (1 _ g(e») 
g(s) g(s) , 

f(s) M 1 
g(s) > - 2' 

whenever a < s < d. Since M was arbitrary, we conclude that f(.~}/g(.'1) -+ 

+x as s -+ a+. 
The proof for the case L = -00 is left to the reader. • 
We stated Theorem 4.30 for limits from the right; of course, the corre­

sponding theorem for limits from the left is true. It can be deduced by a 
simple change of variable, and does not need a separate statement. 

4.6 Higher Order Derivatives 

If /'(t) exists for every t in an interval I, we can raise the question of the 
existence of the derivative of /' at points of I. 

4.31 Definition. Let f : I -+ R, where I is an interval. If /,(t) exists for 
all t in some neighborhood (relative to I) of c E I, and if the derivative 
of /' at c exists, we denote it by f"(c). Inductively, we define f(O) = f, 
f(l) = /', and for each p06itive integer n we define f(n)(t), the nth order 
derivative of f at t, to be the derivative at t (if it exists) of the function 
l(n-1). 

Thus the existence of fen) in an interval I implies the existence, and 
continuity, of 1(/<) in I for k = 0, 1, ... , n - 1. One more notation: 

4.32 Definition. Let I : I -+ R, where I is an interval. We say that I is 
of class en in I, and write IE en(I), if I(n) is defined on all of I, and is 
continuous. We say I is of class Coo jf it is of class en for every n. 

The main theorem involving higher order derivatives is the followinp;. 
known as Taylor's theorem. It can be thought of as an extension of the 
mean value th(~n~m, or 11.'; a statement concerning the local approximat.ion 
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of an n-times differentiable function by polynomials of degree ~ n. From 
the formula for differentiating the monomial x n , we quickly see that the 
polynomial 

P() ~ (x - e)k 
x = Lak k! 

k=O 

has the property that p(k)(c) = ak for 0 ~ k ~ n, and p(k)(x) = 0 for all 
k> n, and all T. The polynomial P" in the next theorem (called the Taylor 
polynomial for f at c) is thus the unique polynomial of order ~ n whose 
kth order derivatiws at c agree with those of f at e, for each k ~ n. The 
theorem gives a formula for the error made in approximating f by P,.. 

4.33 Theorem. Let I he 1111 interval, and suppose that f : I -+ R satisfies 
the condition that f(n+l)(t) exists at elU~h tEl. Fix eEl, and define 

Then for each x E I, there exists ~ between c and x such that 

f(n+l)(~) n+l 
f(x) = Pn(x) + (n + I)! (x - c) . (4.11) 

Proof. Let 
g(t) = f(t) - Pn(t) - C(t - c)n+l, 

where C is chosen so that g(x) = O. We observe that 9 has derivatives 
up to order n + 1 on I, that g(c) = g'(c) = ... = g(n)(c) = 0, and that 
g(n+l)(t) = f(n+l)(t) - C(n + I)!. We also note that the conclusion of the 
theorem can be stated as C = f(n+l)(~)/(n + I)! for some ~ between c 
and x, and hence is equivalent to the claim that g(n+l)(~) = 0 for some 
~ between c and x. Now since g(c) = g(x) = 0, there exists by the mean 
value theorem some ~l between c and x such that g'(~d = O. Having found 
~k between c and x such that g(k)(~k) = 0, where 0 ~ k ~ n, we can find by 
the mean value theorem ~k+l between c and ~k such that g(k+l)(~k+d = O. 
Thus with { = ~n+t. we have ~ between c and x with g(n+l)({) = O. I 

4.34 Example. Suppose I is a function on R satisfying the equation f' = 
kl, for some constant k. Then we find inductively that I(n)(t) = kn I(t) for 
all t, and every n. Since I is continuous, by virtue of being differentiable, we 
see that I is of class Coo. By Taylor's theorem, we have for every positive 
integer n and every x E R, 

I(r) = 1(0) ~ ki . .l;i + k n + 1 I(~) x n+1 

L)! (71+ I)! 
}=o 
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for some ~ between 0 and x. Let R> O. Since f is continuous on [-R, RI, 
it is bounded there, say If(t)1 ~ M for -R ~ t ~ R. Then 

If(X) - f(O) ~ kixi I < M (Ikxl)n+l < M (lkIR)n+! 
~ j! - (n + I)! - (n + I)! 
}=o 

for all x E [-R, RI. Thus 

f(x) = f(O) f (kxt, 
n=O n. 

the series converging uniformly on every bounded interval. In other words, 
f(x) = f(O)ek:r for all x E R. (An exercise asks you to prove this in a more 
elementary way.) 

4.7 Analytic Functions 

4.35 Proposition. Let (an)~=o be a sequence in R. Define R by the equa­
tion 1/ R = lim sup lan I1!n, where we put 1/0 = +00 and 1/00 = o. Then 
for each c E R, the series 

n=O 

converges absolutely for every x E R such that Ix - cl < R, and diverges 
for every x with Ix - cl > R. 

Proof. This follows at once from the root test (Theorem 2.36). • 

We call a series of this form a power series, and the extended real R of the 
proposition is called the radius of convergence of the power series. The next 
result is that a convergent power series can be differentiated term-by-term. 

4.36 Theorem. Let En=o an(x-c)n be a power series with positive radius 
of convergence R, and let I = (c - R,c + R). If f is defined by f(x) 
E:=oan(x - c)n for x E I, then f is differentiable in I, and 

00 

f'(x) = L nan(x - c)n-l 
n=1 

for all x E I. 

Proof. It clearly suffices to consider the case c = 0, I = (-R, R). Let 
x E I. Choose r with Ixl < r < R, and let 6 = r - Ixl. For any y E I, we 
have 

00 00 00 

f(y) - f(x) = L anyn - L anx" = L an(yn - xn ), 
n=O n=O n=1 



4.7 Analytic Functions 91 

since convergent series can be added term-by-term. Define tPl (y) = 1 for all 
y, and for n > 1 let tPn(Y) = E~':~ xkyn-I-k, so yn - xn = (y - x)tPn(Y) 
for all y, and every n ~ 1. We observe that if Iy - xl < 6, then Iyl < r 
and Ixl < r, so ItPn(y)1 < nrn- I. Since r < Rand nl/n -+ 1 as n -+ 00, 
the series E::"=I nanrn- I converges. It follows by the Weierstrass M-test 
(Theorem 3.26) that the series E::"=I antPn converges uniformly on J = {y : 
Iy - xl < 6}, and hence its sum tP is continuous on J. Since we have seen 
that I(y) - I(x) = (y - x)¢(y), it follows that I is differentiable at x, and 
I'(x) = tP(x) = E::"=l TlanXn-l. I 

4.37 Corollary. If the power series E::"=o an(x - c)n has a positive radius 
of convergence R, then its sum I is a function of class Coo on (c- R, c+ R), 
and ak = l(k)(C)/k! for every nonnegative integer k. 

Proof. The last theorem shows that I' can be expressed as a power series 
with radius of convergence R, and hence itself ha.'I a derivative of the same 
kind. Clearly, 1'(0) = al. By induction, we prove that 

00 

I(k)(x) = L n(n - 1)··· (n - k + l)an(x - c)n-k 
n=k 

for every k and every x E (c - R, c + R), and hence l(k)(C) = k! ak. I 

4.38 Definition. Let I be an open interval in R, and let I : I -+ R. We 
say that I is analytic in I if for each eEl there exists a sequence (an)~=o 
in R, and 6> 0, such that I(x) = Ean(x - c)n for all x with Ix - cl < 6. 

The last corollary implies that if I is analytic on I, then I E COO (I). 
The converse to this statement is false. 

4.39 Example. Define I : R -+ R by 

I(x) = {o for all x ::; 0, 
e- I/z for x > O. 

Clearly, 1(0+) = 0, so I is continuous at 0, and clearly I is of cla."''l Coo 
when restricted to (-00,0) or to (0, +00). We will show that IE COO(R); 
it suffices to show that I(n)(o) = 0 for all n, since this implies that J<n-I) 
is continuous at 0, and hence everywhere. We begin by calculating 

lim I(hh) = lim xe-z = 0, 
h .... O+ z .... oo 

so 1'(0) exists and equals O. Next we observe that I'(x) = x-2e- I/z for 
x > 0, and, by an easy induction argument, that I(n)(x) = Pn{1/x)/(x) 
for x > 0, where Pn is a polynomial. Hence 

lim I(nh)(h) = lim (l/h)Pn(1/h)e- I/h = lim xPn(x)e- Z 

h .... O+ h .... O+ z .... +oo 
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for every n. To show that this last limit is 0 it will suffice to show that. 
limx_+'X xke- k = 0 for every nonnegative k. But this follows at once 
from the inequality eX > xk+l/(k + I)! for x > O. (It would be overkill 
to drag in L'Hospital's rule at this point.) Thus I(n)(o) = 0 for every 
n. But this shows that I cannot be analytic, for if I had a power series 
representation I (x) = E anxn in a neighborhood (-0, 0) of 0, we would 
have an = l{n)(O)/n! = 0 for every n, which would give I(x) = 0 for all 
x E (-0,0), contradicting the fact that I(x) > 0 for x > O. 

Our last result in this section says that a function given by a power series 
converging in an interval is analytic in that interval. 

4.40 Proposition. Suppose I(x) = E:=o a"xn, where ale .<;crj(~s C'Ol/­

verges for -R < x < R, Then for each c E (-R,R), there is Ii s('q'/('nc'(~ 
(bn ) such that I(x) = E~obk(X - c)k, converging for Ix - cl < R -lei· 

Proof. Since 

we have formally 

f:anxn = f:tan(~)cn-k(x_c)k 
n=O n=Ok=O 

= L an(~)cn-k(x_c)k 
O~k~n 

= f:f:an(~)cn-k(x_c)k. 
k=On=k 

Thus, if we put 

we have I(x) = E~=o bk(X - c)k, provided that the interchange of order of 
summation that we have carried out can be justified, Now if we let 
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00 

= L lanl(lcl + tt, 
n=O 

which converges for t > 0, lei + t < R. Theorem 2.58, which justified the 
equation above, now justifies the interchange of order of summation which 
gives the desired equation 

00 00 

Lbk(x-e)k = Lanxn , 
k=o n=o 

whenever Ix - ("I + lei < R. I 

We observe in passing that the converse to this theorem is false; a 
function analytic in an interval (-R, R) need not have a power series 
expansion converging throughout that interval. The function defined by 
I(x) = 1/(1 + x 2 ) is perhaps the simplest example; it is analytic on all 
of R, hilt its power series expansion at 0 converges only in the interval 
(-1,1). 

4.8 Exercises 

1. Let 1(0) = 0, and f(x) = xl(1 + e1/ X ) for x 1= O. Find the right- and 
left-hand derivatives of I at O. 

2. Use Corollary 4.23 to show that if f is a differentiable function on an 
interval I satisfying the equation f' = kl, for some constant k, then there 
exists a constant C such that I(x) = Cekx for all x E I. HINT: Consider 
the function g defined by g(x) = e- kx I(x). 

3. Show that the formulas for sin' and cos', together with the ('(Illations 
sinO = 0 and cosO = 1, imply that sin2 x + cos2 X = 1 for all x E R. 

4. Let f(x) = (x2 - l)n, and let 9 = I(n). Show that the polynomial 9 has 
n distinct real roots, all in the interval 1-1, 1]. 

5. Suppose that I is differentiable on (a, +00). Show that if f'(x) -+ L as 
x -+ +00, where -00 $ L $ +00, then f(x)/x -+ L as x -+ +00. Deduce 
that if I(x) -+ M as x -+ +00, where M is real, and f'(x) -+ L as x -+ +00, 
where -00 $ L $ +00, then L = O. 

6. If P(x) = L~=o akxk, and 

al an 
ao+-+"'+--=O 

2 n + 1 ' 
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show that there exists x with 0 < x < 1 and P(x) = O. 

7. Let I be differentiable on an interval I, and suppose that /' is an in­
creasing function on I. Show that I is convex. Deduce that if I" ~ 0 on /, 
then I is convex. 

8. Let p > 1, and put q = p/(P - 1), so l/p + l/q = 1. Show that for any 
x > 0, y > 0, we have 

xp yq 
xy:5 - +-, 

p q 
and find the case where equality holds. 

9. Let a > 1. Show that for all x ~ 0, 

1 1 Va-I -----<--
1 +x 1 + ax - Va + l' 

with equality only for x = 1/ Va. 
10. Let P(x) = xn + L:Z:~ alexle. Find 

lim ([p(x)j1/n - x). 
%-+00 

11. Let S and C be real-valued functions on R, such that for all x, y 

S(x + y) = S(x)C(y) + C(x)S(y), 

C(x + y) = C(x)C(y) - S(x)S(y), 

S2(X) + C2(x) = 1, 

and such that limz-+o S(x)/x = 1. 

(a) Show that C(O) = 1 and S(O) = 0, and that for all x, S( -x) = -S(x) 
and C(-x) = C(x) . 

(b) Show that for all x,y 

S(x) - S(y) = 2C(X; Y)S(X; y), 

and deduce that S is differentiable on R, and S' = C. 

(c) Find a corresponding formula for C(x) -C(y), and use it to show that 
C is differentiable on R, with C' = S. 

(d) Show that S(x) = sinx and C(x) = cosx. 

12. Suppose that I is defined in an open interval containing x, and that 
I" (x) exists. Show that 

1"( ) - r I(x + h) + I(x - h) - 2/(x) 
x - h~ h2 . 

Give an example where this limit exists, but I"(x) does not. HINT: Use 
L'Hospital's rule. 
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13. Show that if f(n) = 0 in an interval I, and f(a) = f'(a) = ... = 
r-l(a) = 0 for some a E I, then f = O. 

14. Suppose that k E R, k > 0, and that f is a real-valued function on 
an interval I such that f"(x) exists for all x E I, and f"(x) + k2 f(x) = 0 
for all x E I. Show that there exist constants A and B such that f(x) = 
A cos kx + B sin kx for all x E I. 

15. Let f E Cn(I), where I is an interval, and let eEl. Suppose that there 
exists a polynomial P of degree ~ n such that 

I/(x) - P(x)1 ~ Clx - cln+l 
for some constant C. Show that P is the Taylor polynomial for f at c, i.e., 

16. Let f be a function of class C2 on (0, +00), and let M j = sup If(j)(t)i 
for j = 0, 1,2. Show that Mr ~ 4MoM 2 • HINT: Use the second-order Taylor 
expansion about the point x to show that 

1f'(x)1 ~ hM2 + ~o 
for every h > 0, and then choose h to minimize the right-hand side. 

17. Let pER, and let f(x) = (1 + x)P for -1 < x < +00. Show that 
the Taylor series E:=o f(/c) (O)x/c /k! converges to f(x) in the interval -1 < 
x < 1. 

18. Show that if f is analytic in an interval I, and not identically zero, then 
the zeros of f are isolated; that is, if f(c) = 0 for some eEl, there exists 
6 > 0 such that f(t) t= 0 for all tEl satisfying 0 < It - cl < 6. 

4.9 Notes 

4.1 The :lOtation f'(x) was introduced by Lagrange; the related iJ = j(x) 
was Newton's notation, and (as mentioned above) the dy/dx notation 
is due to Leibniz. The notation Df, or Dzf(x), was introduced by 
Arbogast in 1800, and has some real advantages. It is interesting that 
the idea behind the integral goes back to ancient times (Archimedes, 
for instance, calculated several nontrivial integrals), but the derivative 
did not really arise before the seventeenth century. Example 4.4 is 
due to van der Waerden (1930); the first continuous but nowhere 
differentiable function was exhibited by Weierstrass in 1861 (but not 
published before 1874). Bolzano is said to have found such an example 
as early as 1830. 
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4.2 The mmal way in which the sine and cosine function!; are introduced 
in calculus courses is through the geometric notions of angle and arc 
length; one establishes the crucial inequality sin x / x < 1 for x > 0 
by comparing the area of a sector of a circle with that of a triangle 
which it contains. The ideas of angle and arc length are still beyond 
our scope, so we had to work with infinite series definitions of sine 
and cosine. 

4.3 Convex functions appear in very many contexts in mathematics. The 
notion of convex function is related to that of convex set. A subset K 
of the plane is called convex if with any two points which it contains 
it also contains the entire line segment joining them. A function f is 
convex if and only if the set {(x, y) : y ~ fix)} of all poin!.!; in the 
plane lying above the graph of f is a convex set. 

4.4 The mean value theor('m i!; due to Lagrange. The spedal cas!' wtlPre 
I(a) = I(b) = 0 i,; called Roll(!',; th(!orem; Rolle proved !.hat 1){'!.wI',·n 
any two roots of a polynomial Pix) there lies a root of P'(x). In fact, 
Rolle was Iltrongly critical of the developing theory of caleulus in his 
day, and it is ironic that his name is associated with such a crucial 
step in setting the calculus on a firm basis. The proof we gave of 
the mean value theorem is due to O. Bonnet, and was first published 
in 1868. Bonnet also proved mean value theorems for integrals, as 
well as derivatives. Theorem 4.25 is due to Darboux. Theorem 4.26 
generalizes to differentiable mappings from R n to R n, as we shall see, 
and the proof becomes noticeably more difficult. 

4.5 The general form of the mean value theorem, Theorem 4.29, is due 
to Cauchy. Theorem 4.30 is known as L'Hospital's rule. It first ap­
peared in L'Hospital's book, published in 1696, the first textbook of 
the calculus. L'Hospital, whose name is often spelled L'Hopital or 
I'Hi>pital. was a French marquiH who Htudied rnathcrnaticH with .Jo­
hann Bernoulli, and apparently acknowledged hiH debt to Bernoulli 
for all the ideas of which he wrote an exposition. This book achieved 
a wide readership; the next major calculus textbook was that of Maria 
Agnesi (1748), best remembered today for the plane curve known as 
the "witch of Agnesi." Not long after, Euler wrote the book,; whkh 
remained the standard for a long time. 

4.6 Theorem 4.33 was first stated and proved by Lagrange in 1797. Taylor 
had derived the formula for the power series expansion of a function 
in 1715, by considering an expression in terms of finite differences and 
passing to the limit. 

4.7 The results of this section remain valid for complex functions, that 
is, for functions E::'=o an{z - c)n where an, c, and z are all complex 
numbers. In fact, this is the natural setting for the study of power 
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series, and many striking results exist; but that. is the subject of a 
different course. One can also take power series where the powers are 
of, for example, matrices. Thus, if A is an n x n matrix, it is useful to 
form the matrix 

00 tn A" 
etA = L--,-' 

,,=0 n. 

which solves the system of differential equations x'(t) = Ax with 
initial condition x(D) = Xo by x(t) = etAXo. Here is another example 
of a "power series." If I is a function analytic on R, then we can write 

00 I{n)( )hn 
I(x + h) = ~ x 

~ n! 

Ld us use ttl(' notation D I for f', so Dn I = I{ n); D is a function 
whose domain lind rang" is t.h" S('t. of funct.ions IUlltlyt.ic on R. Allot.ill'r 
such function is thc "trallslation operator" Th , dcfined by (1hf)(x) = 
I(x + II). TIl(' Taylor ('xpllnsion above t.hen r('uds 

or on the operator level, Th = ehD• This discussion is merely formal 
here, but in fact good sense can be made of the idea that translation 
is the exponential of differentiation. 



5 
The Riemann Integral 

In this chapter we give an exposition of the definite integral of a real-valued 
function defined on a closed bounded interval. We assume familiarity with 
this concept from a previous study of calculus, but want to develop the 
theory in a more precise way than is typical for calculus courses, and also 
take a closer look at what kind of functions can be integrated. The integral 
to be defined and studied here is now widely known as the Riemann integral; 
in a later chapter we will study the more general Lebesgue integral. 

5.1 Riemann Sums 

5.1 Definition. Let la, bj be a bounded closed interval in R. A finite se­
quence (x")~=o is called a partition of la, bj if a = Xo < Xl < ... < Xn = b. 

It is clear that the set of all partitions of la, bj is in a one-one correspon­
dence with the set of all finite subsets of (a, b), and this corresponcitmee 
induces a partial ordering among partitions. 

5.2 Definition. Let 71" = (x")k=O and 71"' = (Yj)j=o be two partitions of 
the bounded closed interval la, bj. We say that 71"' is a refinement of 71", and 
write 71" $ 71"', if {xo, Xl!".' Xn} C {Yo, Yl,'" ,Ym}. 

5.3 Definition. 1[71" = (X")k=O is a partition of [a, bj, a selection associated 
to 71" is alinite sequence ({")k=l such that XA:-l $ {,. $ XA: for k = 1, ... , n. 
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If I is a rea/-va/u(!(/ function whose domain contains [a, h], 71" = (Xk)k=1 is 
II partitioll of [a, bj, and 0 = ((k)k=1 is a selection associated to 71", we put 

n 

S(/,7I",0) = LI((k)(Xk -xk-d, 
k=1 

and we call S(/, 71",0) Ii Riemann sum for the functinll I, &S.'lOciatoo to the 
partition 71" and selection o. 

The (Riemann) integral of lover [a, hj is the limit of Riemann sums, in 
the following sense: 

5.4 Definition. Let I be a real-valued function whose domain contains 
[a, hj. We say that I is Riemann integrable over [a, hJ if there exists a real 
number I with the following property: for any f > 0, there exists a partition 
71"0 of [a, hJ such that for every partition 71" ~ 71"0, i.e., every 71" which is a 
refinement of 71"0, and every selection 0 associated to 71", we have IS(/, 71",0)­

II < f. The number I is called the integral of lover [a, hI. and denoted by 

J: I, or J: f(x)dx. 

Throughout this chapter, we will use the word integrable to mean Rie­
mann integrable, and will often say J: I exists to mean I is Riemann 
integrable over [a, hJ. 

Since the number I, when it exists, is determined solely by the function I 
and the interval [a, hJ, the first of the two notations, J: I, is clearly logically 

preferable to the second, J: I(x) dx. Here the letter x serves a purely cere­

monial purpose, and may be replaced by any other letter;thus, J: I(t) dt or 

J: I(w) dw have the same meaning as J: I(x) dx. Nevertheless, this Second 
notation has some practical advantages (besides being the notation most of 
us grew up with). For instance, if we were to insist on the first notation for 
integrals, Jol (x2 + xy + 1) dx would require a long-winded circumlocution 
such as "for each y, define the function II/ by II/(x) = x 2 + xy + 1 for each 

x E [0, IJ, and conllider J; 11/'" 

5.5 Proposition. III ordC!r for I to be integrable owr [a, hJ, it is lIC<~<-'ssary 
that I be bounded on [a,bJ. 

Proof. If I is integrable, there exists a partition 71" = (Xk)k=1 of [a, hJ such 

that IS(/, 71",(1) - J: II < 1 for every selection 11 associated to 71". But if I 
were not bounded above on [a, hJ, it would have no upper bound on some 
interval [Xk-I, XkJ; varying the choice {k while leaving {j fixed for j i- k, we 
would obtain selections 11 with S(/, 71",0) arbitrarily large, a contradiction. 
A similar argument shows that I is bounded below. I 
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5.6 Example. Not every bounded function is integrable. Consider the 
function of Example 3.4 in Chapter 3: 

I(t) = {I if t if! rational, 
o if t is irrational. 

For any partition rr = (Xk);:=O of [0, 11, we note that each interval [Xk--l,xkl 
contains both rational and irrational numbers; thus for every partition rr 
there exist selections 0'1 and 0'2 as.'>Ociated to rr such that S(f, rr, ad = I 

and S(f, rr, 0'2) = O. Thus J01 I does not exist. We recall that this function 
is discontinuous at every point. 

5.7 Definition. Let I be a real-valued function whose domain contains 
[a, b], let rr = (Xk)k=O be a partition of [a, b]. We define the upper sum of I 
for the partition 71' to be 

S(f,rr) = sup{S(f,rr, 0') : 0' associated to rr}, 

and the lower sum of I for the partition rr to be 

~(f, 71') = inf {S(f, rr, 0') : 0' associated to rr }. 

It is clear that -00 ~ ~(f, rr) ~ S(f, rr) ~ +00, and that when I is 
bounded, say m ~ I(t) ~ M for all t E [a, bj, we have 

m(b - a) ~ ~(f, rr) ~ S(f, 71') ~ M(b - a). 

We can refine this estimate as follows. Given the partition rr = (Xk)k=O of 
[a,bj and the function I on [a,bj, let mk = inf{f(t) : Xk-I ~ t ~ Xk} and 
Mk = sup{f(t) : Xk-l ~ t ~ Xk}' It is obvious that we have 

n n 

S(f, rr) = L Mk(Xk - Xk-t}, ~(f,7f') = Lmk(Xk -xk-d· 
k=1 k=1 

We next show that every lower sum is less than or equal to any upper 
sum. 

5.8 Lemma. Let 71' and rr' be partitions of [a, b], and suppose that rr' i,<; a 
refinement of rr. For any function I defined on [a, bj, we have 

Proof. Suppose that rr = (Xk)k=O and rr' = (Yj)7'=o' Let Mk = sup{f(t) : 
Xk-I ~ t ~ Xk} for each k, 1 ~ k ~ n. For each j, 1 ~ j ~ m, there exists 
a unique k = k(j) such that Xk-l < Yj ~ Xk. Let Fk = {j : k(j) = k} for 
each k, 1 ~ k ~ n. We note that [Xk-I,Xk] = UjEF~[Yi-I'YiJ, and hence 
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that 2:}EF.(Y) - y)-d = Xk - Xk-)· Now if a = (~j)j'~) is any selection 
associated to the partition rr', we have 

r,.. n 

S(f,rr',a) = Lf(~))(Y) - y}-d = L L f(f.))(y) - YJ-d 

n Pi 

:'S L L Mk(y} - Yj-d = LMk L (Yj - Yj-d 
k=) 

n 

= L Mk(Xk - xk-d = SU, rr), 
k=) 

and it follows that S(f, rr') :'S S(f, rr). The proof that ~(f, rr') ~ ~(f, rr) is 
entirely similar. I 

5.9 Proposition. Let rrl and rr2 be any partitions of la, bl. If f is a real­
valued function on la, bl, then 

Proof. There exists a partition 11"3 which is at the same time a refinement 
of 11") and a refinement of 11"2; for instance, take the union of the finite sets 
associated to rr) and 11"2, and list in increasing order. Then 

by Lemma 5.8. I 

5.10 Theorem. If f is a real-valued function on [a, bl, then J: f exists if 
and only if for every £ > 0 there exists a partition 11" of la, bl such that 
SU,1I") - ~U,1I") < £. If (1I"n) is a sequence of partitions ofla,bl such that 
SU,1I"n) - ~(f, 1I"n) -+ 0 as n -+ 00. and an is a selection associated to 1I"n 
for each n, then J: f = limn -+oo SU,1I"n, an). 

Proof. The necessity of the condition is immediate from the definition 
of the integral. We prove the sufficiency. Let I = inf .. SU,1I"), where the 
infimum is taken over all partitions 11" of la, bl. By the last proposition, we 
have 

~U, 11") ::; I ::; SU,1I") 

for every partition 11" of [a, bl. Given £ > 0, there exists by hypothesis a 
partition 11"0 of [a, bl such that SU, 11"0) - ~(f, 11"0) < £, and by Lemma 5.8, 
this inequality remains true when 11"0 is replaced by any refinement 11" of 11"0. 

Now for any refinement 11" of 11"0 and any selection a associated to 11", we 
have 

~U,1I")::; SU,1I",a)::; SU,rr) 



102 5. The lliemann Integral 

88 well 88 

(i(/,7r):::; I:::; 8(/,7r), 

flO II - 8(1,7r,0)1 ~ 8(f,7r) - !i.(f,7r) < £0 ThUH f is Ri(!mann integrable 
over [a, b], and J: f = I. The second assertion also follows immediately. • 

5.2 Existence Results 

5.11 Definition. If 7r = (Xk)k=O is a partition of [a, b], we let 

1-£(7r) = max{xk - Xk-l : k = 1, ... , n}; 

1-£( 7r) is called the mesh of the partition 7r. 

5.12 Theorem. If f is a monotone function on la, b], then J: f exists. 
Furthermore, if (7rn );:"=l is any sequence of partitions ona, bJ, with 1-£( 1I"n) ~ 
o as n ~ 'Xi, and if (C1n ) is any sequence of associated selections, then 

S(f, 1I"n, C1n ) ~ J: f(t) dt. 

Proof. We assume f is increasing; an obvioUH modification of the argument 
works for the case when f is decreasing. Let f. > O. Choose a partition 
11" = (Xk)k=O such that If(b) - f(a)]I-£(7r) < f.. IFor instance, one can choose 
a positive integer n such that n > If(b) - f(a) + l](b - a)/f., and define the 
partition 7r = (Xk)k=O by Xk = a + (k/n)(b - a), so Xk - Xk-l = (b - a)/n 
for each k, 1 :::; k:::; n.] Then mk = inf{J(t) : Xk-l :::; t :::; Xk} = f(Xk-d 
and Mk = sup{J(t) : Xk-l :::; t :::; Xk} = f(Xk), so 

n 

8(/,7r) - (i(f,7r) = Llf(Xk) - f(Xk-d](Xk - xk-d 
k=l 

n 

:::; 1-£(7r) Llf(Xk) - f(Xk-d] 
k=l 

= 1-£(7r)[f(b) - f(a)] < f.. 

The theorem now follows from Theorem 5.10. • 
The next example shows how to compute the value of J: f in a special 

case; it shows that it can be convenient not to use the equally spaced 
partition suggested in the proof above. 

5.13 Example. Let f(t) = tP , for t ~ 0, where p =f. -1. Let us compute I: f(t)dt for any b > 1. Fix a positive integer n, let" = b1/ n , and let 
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Xk = {jk, for k = O,I, ... ,n. Thus 11" = (Xk)k=O is a partition of 11,bl. We 
have 

n 

B(f,1I") = LI(Xk)(Xk - xk-d 
k=1 

n 

= L {jkp({jk _ {jk-l) 

k=1 

= {j ~ 1 t {j(p+I)k 

k=1 
/) - 1 bn(p+l) - 1 

= -- {jp+l (here we use P -1= -1) 
Ii {jP+ I - 1 

bP+ 1 - 1 bP • 

bP + {jp-I + ... + {j + 1 

Letting n -+ 00, we have {j -+ 1, so that these upper sums approach (bP+ 1 -

1)/(p + 1). 
Since we have seen that Jib I(t) dt exiHts, and is given by the limit of 

any sequence of Riemann sums S(f, 1I"n, un) such that J.L(1I"n) -+ 0, it follows 
that fIb I{t) dt = (bP+ 1 - 1)/{p + 1) for any real p -1= -1. 

5.14 Theorem. If I is a continuous real-valued function on la, bl, then f: I exists. Furthermore, f: I(t) dt = limn_ex> S(f, 1I"n, un) for any seque?ce 
(1I"n) of partitions of la, b] such that J.L(1I"n) -+ 0, and any sequence of asso­
ciated selections ( Un). 

Proof. Let ( > O. According to Theorem 3.18, I is uniformly continuous 
on [a, b], so there exists {j > 0 such that I/(x) - l(y)1 < (/(b - a) whenever 
Ix - yl < {j. Let 11" = (Xk)k=O be any partition of [a,b] such that J.L(1I") < {j. 

Since Is - tl < {j whenever Xk-I $ s, t $ Xk, we have I/(s) - l(t)1 < l/(b- a) 
for any s, t E [Xk-l,Xk], and hence Mk - mk $ l/(b - a), where Mk and 
mk have their customary meanings. Thus 

n 

B(f, 11") - !:i.(f,1I") = ~)Mk - mk)(xk - Xk-I) 
k=l 

n 

$ b ~ a L(Xk - xk-d = l, 

k=l 

so J: I exists by Theorem 5.10. • 
We recall that our example of a nonintegrable function was not contin­

uous at any point. It turns out that a bounded function is integrable if 
and only if its set of discontinuities is sufficiently small, in a sense to be 
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made precise in a later chapter, when we study measure theory. For now, 
we content ourselves with the following result in this direction: 

5.15 Theorem. Let 1 be a bounded function on [a, b], let D be the set of 
discontinuities of I, i.e., the set of all x E [a, b] such that 1 is not continuous 
at x, and suppose that for every f > 0 there exists a finite collection of 
disjoint intervals {(aj,bj ) : 1 :::; j :::; m} such that D c U7=I(aj,bj } and 
L:;:I (b j - aj) < f. Then 1 is integrable over [a, b]. 

Proof. The set C = [a,b]\U;:I(aj,bJ } is easily seen to be the union of a 
finite number of closed intervals, on each of which 1 is continuous. It follows 
from Theorem 3.18 that there exists fJ > 0 sllch that 1/(·'1} - 1(t)1 < (' 
whenever Hand t helUllg to a c1(JH(!d interval contained ill C 1111<1 Iii - II < ". 
Choose a partition -rr = (Xk)k=O of [a, b] with the following property: for 
each k, either [Xk-I.Xk] C C and Xk -Xk-l < fJ, or [Xk-l,Xk] C [a).b}] for 
some j, 1 :::; j :::; TTt. Write kEG if the first alternative holds, and k E B 
if the second holds. As usual, we let Mk = sup{f(t) : Xk-l :::; t :::; xd and 
mk = inf{f(t) : Xk-l :::; t :::; Xk}; also M = maxk Mk and m = mink Tnk· 
Then we have Mk - mk < f for kEG, and 

m 

L)Xk - xk-d :::; L)bj - aj) < f. 
kEB }=I 

Hence 
n 

SU. -rr) - flU, -rr) = ~.)Mk - mk)(xk - xk-d 
k=l 

= L:(Mk - mk){xk - xk-d 
kEG 

+ L:(Mk - TTtk){Xk - xk-d 
kEB 

~ L: £(Xk - xk-d + L:(M - m)(Xk - xk-d 
kEG kEB 

< (b - a + M - m)L 

Theorem 5.10 now shows that J: 1 exists. • 
5.16 Corollary. If 1 is continuous at all bilt a finite set of points in [a, b], 

then J: 1 exists. 

Thus. for instance, J: sin(l/x) dx exists. Here we define the integrand to 
have the value 0 at 0, or any other value. 

It is clear that if 1 and g are functions on [a, b] such that {t E [a. b] : 
I(t) i= g(t)} is finite, then J: 1 = J: g (if either integral exists, then so 
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does the other, ami they are eqllal). The proof of the last theorem shows 
that if f and 9 differ only on a set [) with the property that for any ( > 0 
there exist open intervals (a),b}), 1 ::; j ::; m, with D c U7=I(aj,bj ) and 

L:(bj - aj) < f, then J: f = J: g. 
There exists an increasing function f which is discontinuous at every 

rational, a.<; we saw in the exercises in Chapter 3. It is not hard to see 
that the rationals in [0, 1] cannot be contained in a finite union of intervals 
of total length less than one, so the last theorem does not apply, though 
Theorem 5.12 tells us that Jol f does exist. Thus the condition of the last 
theorem is sufficient, but not necessary. 

5.17 Theorom. If f : la, IJI • R. t.JU'lJ .(,~ f t'xi.o.;t.s if Ilml ollly if for ('\'pry 
( > 0, tlwre exist COlJtinuous functions 9 and It OlJ [a, hI such that g( t) ::; 

f(t) ::; h(t) for all t E [a,b], and J: h - J: 9 < f. 

Proof. If there exist such 9 and It, choose a partition 71' of [a, b] such that 

S(h,7r) < J: h + f and ~(g, 71') > J: 9 - L Then S(h, 71') - ~(g, 71') < 2(, and 
since 

~(g, 71') ::; ~(f, 71') ::; S(f,7r) ::; S(h, 71') 

we get S(f,7r) - ~(f, 71') < 2f, so f is Riemann integrable hy Propo.o;ition r 

5.10. 
Now suppose f is Riemann integrable. Let 71' = (Xk)k=O be a partition or. I 

[a, b] such that S(f,7r) < J: f + f./2. As usual, let Mk = sup{J(t) : Xk-I ::; 
t ::; Xk} for k = 1, ... , n. We will construct a piecewise linear continuous 
function h with h(t) ~ Mk on each [Xk-I,Xk]. . 

M, 

J M,+ 

Mt/ 

x,./ 

Figure 5.1. Thl' conlltruction in Thoorem 5.17. 

Let(k = (Xk_I+Xk)/2 be the midpoint of [Xk-I,Xk], and 0 < 11 < /.L(7r)/2. 
We define the function h'1 as follows: if a::; t ::; (I, set h'1(t) = M I , an~ if 
{n ::; t ::; b, set h'1(t) = Mn. The definition for h'1 on each interval [Xk, Xk+l] 
will depend on which of Mk and M k+1 is larger. If Mk ::; Mk+I, let 

{ 
!vh, for {k ::; t ::; Xk - 11; 

h,,(t) = Mk+l, for Xk ::; t ::; {k+I; 
(Mk(Xk - t) + Mk+l(l1- xk + t»)/l1 for Xk -11::; t::; Xk· 
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If Mic > MIc+I, we modify this definition in the obvious way: let 

{ 
MIc, for (Ic :$ t :$ XIc; 

h.,,(t)= MIcH, forxlc+l1:$t:${lc+l: 
(MIcH(t - XIc) + M Ic(l1- t + XIc»)I17 for Xk + 17:$ t :$ Xlc+l. 

Then h." is continuous on [a, bj, h.,,(t) ~ I(t) for all t E [a, bj, and 

1" n 
h.,,(t) dt :$ S(f,1I") + L 17IMkH - Mkl, 

a k=1 

so taking 17 sufficiently small, we get J: h.,,(t) dt < J: I(t) dt + f. Applying 
this argument to the function -I, we obtain a continllOUR function k with 
k ~ -land J: k < - J: 1+ 1', and taking 9 = -k we have a continuolls 9 

with g:$ I and J: 9 > J: I - f. I 

The method of dividing the elements of a partition into a "good set" and 
a "bad set" which we used in proving Theorem 5.15 can be used in other 
situatioWl. 

5.18 Theorem. Let I be integrable over [a, bj, with m :$ I(t) :$ M for 
all t E [a, bj. If f/J is continuous on [m, Mj, then 9 = f/J 0 I is integrable over 
[a,bj. 

Proof. Let { > O. Since f/J is continuous on [m, Mj, there exists (Theorem 
3.18) 0 > 0 such that If/J(s) - f/J(t) I < f for all s, t E [m, Mj with Is -
tl < c. Since f is integrable, there exists a partition 11" = (Xk)k=O of [a, b] 
such that S(f,1I") - ~(f, 11") < 1'0. Let Mk = sup{J(t) : Xk-I :$ t :$ xd, 
M~ = sup{g(t) : Xk-I :$ t :$ XIc}, and let mk, m~ be the corresponding 
infima. Let G = {k : Mk - mk < o} and B = {k : Mk - mk ~ o}. 
Let C = maxm<t<M f/J(t) - minm<t<M f/J(t}. Then Ig(s) - g(t}1 < I' for all 
s,t E [xlc_l,xkjif-k E G, so M~ - ~~ < f for all kEG, and M~ - m~ :$ C 
for (!very k. Now 

n 

1'0> L(Mk - mk)(xk - xk-d ~ L O(Xk - xk-d; 
1c=1 keB 

it follows that LIcEB(xlc - xlc-d < £. Hence 

S(g, 11") - ~(g, 11") = L(M~ - m~)(xk - xlc-d 
kEG 

+ L(M~ - m~)(Xk - xk-d 
lceB 

:$ f L(Xk - xlc-d +C L(Xk - xk-d 
IcEG keB 

:$ f(b - a) + Cf = (C + b - a)f. 
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Since l > 0 was arhitrary, it now follows from Theorem 5.10 that 9 is 
Riemann integrable. I 

We list a few of the most useful special cases of this theorem. 

5.19 Corollary. If I is integrable over [a, b]. then r. 1-. III. and f2 are 
also integrable over [a, b]. 

5.3 Properties of the Integral 

5.20 Proposition. If I "1/(1 9 art! intt!grahlc OVf'r [a, b]. and A and /J nrc 
real numbers. tllcn AI + Bg is integrable over [a, b]. and 

Proof. If 7T is any partition of [a, b], and u any selection 8..'I8Ociated to 7T, 

then S(AI + Bg,7T,U) = AS(J,7T,U) + BS(J,7T,U), and the proposition 
~~. I 

5.21 Proposition. If f is integrable over [a, b], and m :5 I (t) :5 M for all 

t E [a,b], then m(b-a):5 I: 1:5 M(b-a). In particular. ifl/(t)l:5 M for 

all t E [a, b], then II: f(t) dtl :5 M(b - a). 

Proof. We already observed that m(b - a) :5 S(J,7T,U) :5 M(b - a) for 
every partition 7T and associated selection u, which implies the proposition. 

I 

5.22 Corollary. If I and 9 are integrable over [a, b], and I(t) :5 g(t) for 

all t E [a,b]. t//('lI J,~ l(t)dt:5 I: g(t)dt. If I is intf'gmbl(! over [a,b], tlll'lI 

lib I(t) dtl :5i
b 

If(t)1 dt. 

Proof. Since g(t) - I(t) ~ 0, Proposition 5.21 shows that 

o :5i
b 

(g(t) - I(t») dt = ib g(t)dt -i
b 

f(t)dt, 

which gives the first statement. Now ±/(t) :5 I/(t)l. so the first statement 
of the theorem implies the second statement. • 

Another consequence of the basic estimate in Corollary 5.22 is the fol-
lowing, known as the mean value theorem for integrals: . 
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5.23 Theorem. Let p be a nonnegative function integrable over [a, bj. IE 
f is continuous on [a, b], then there exists ~ E [a, bj such that 

1b f(t)p(t) dt = f(O 1b pet) dt. 

Proof. Let m = min{J(t) : a ~ t ~ b} and M = max{J(t) : (l ~ t ~ b}. 
(The existence of M and m comes from Theorem 3.14.) Since pet) ~ 0 for 
all t E [a,b], we have mp(t) ~ f(t)p(t) ~ Mp(t) for all t E [a,bj, so 

m 1b p(t)dt ~ 1b f(t)p(t)dt ~ M 1b p(t)dt 

by Corollary 5.22. In particular, if J:p(t)dt = 0, then J: f(t)p(t)dt = 0 

also, and we can choose any ~ for the desired equation. When J: pet) dt > 0, 
the number t f(t)p(t) dt y = ;:.;0,,-: __ _ 

J: pet) dt 

satisfies m ~ y ~ M, and hence by the intermediate value theorem (Theo­
rem 3.15) there exists ~ with f(~) = y. • 

5.24 Theorem. IE f and 9 are integrable over [a, b], then so is tlleir prod­
uct f g. Furthermore, 

(5.1 ) 

Proof. By Proposition 5.20, f + 9 and f - 9 are integrable over [a. bj, 
and hence by Theorem 5.18 so are (f + g)2 and (f - g)2. Since jg = 

(1/4)[(f +g)2 - (f - g)21, another application of Theorem 5.20 tells us that 
f 9 is integrable over [a, bl· 

Similarly, tf ± g/t is integrable for any positive number t, and hence so 
is (tf ± g/t)2. From Propositions 5.21 and 5.20 we see that 

o ~ 1b (tf ± Tr = t21b f2 + t~ 1b l ± 21b jg, 

from which we have 

for every t > O. If J: f2 = 0, it follows (letting t --+ (0) that J: j 9 = 0, 

so the inequality holds. When J: f2 > 0, we can choose t to make the two 
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( b )-1 b terms equal, i.e., such that t4 = fa 12 fa g2. Then 

establishing the inequality. I 

The inequality (5.1) is known as the Schwarz, or the Bunyakovsky­
Schwarz, inequality. It is of great utility in a variety of situations in analysis. 

5.25 Theorem. Let a < e < b, and let I be a function defined on [a, b]. 
The illtegral f: I exists if and only if f: I and fcb I both exist, and in this 

case f: I = f~' I + f: I· 
Proof. Let 'IT = (Xk)i:=O be a partition of [a,b] which includes the point 
e, say e = Xn , for some 0 < n < N. Then (Xk)k=O is a partition of [a, c], 
and (Xn+k)~~on is a partition of [e, b]. As usual, we put Mk = sup{f(t) : 
Xk-l ~ t ~ Xk} and rnk = inf{f(t) : Xk-l ~ t ~ Xk}. Let h and h denote 
the restrictions of I to [a, e] and [e, b], respectively. Then 

n 
S(f,'IT) - §.(f,'IT) = 2)Mk - mk)(xk - xk-d 

k=1 
N-n 

+ L (Mn+j - mn+j)(xn+j - xn+j-d 
j=1 

= SUI 'IT) - s'Ul, 'IT) + S(h 'IT) - s'(h. 11'). 

Now if f: I exists, and f > 0, there exists a partition 11' of [a, b] such 
that SU, 'IT) - S,U, 'IT) < f; there is no loss of generality in assuming 
that e is an clement of 11', in view of Lemma 5.8. The above shows that 
SUI, 'IT) - s'(h, 11') < f and S(h, 'IT) - s'(h, 11') < f. Thus f: I and 1: I 
exist. Conversely, if these two integrals exist, then we combine suitable 
partitions of [a, c] and [e, b] to get a partition of [a, b], and use the equation 

above to show f: I exists, and equals f: I + 1: I· I 

5.26 Definition. Let I be integrable over the interval [a, b], where a < b. 
We define fba 1= - f: I, and we define f: 1= O. 

With this convention, we can now expand the scope of the last theorem 
as follows: 

5.27 Corollary. For any a, b, e, 

lb lc lb 
a I = a 1+ c I, 
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in the sense that if any two of these integrals exist, then so does the third, 
and the equation holds. 

Proof. We may reformulate the assertion of the theorem in a more sym­
metric manner as 

in view of the definition above. In this form, we know it to be true when 
a < b < c, and the left-hand side is unchanged by a cyclic permutation 
of {a,b,c}, 80 it is true for the cases b < c < a and c < a < b. We check 
that the interchange of a and b changes the expression into its negative, 
hence again leaves it zero. This remains true for either of the other two 
interchanges, since they can be achieved by a cyclic permutation followed 
by the interchange of a and b. ThUB all six permutations of {a, b, c} leave 
the left-hand side equal to O. Finally, if a = b or b = c or a = c, the result 
is obvioUB. I 

The properties of the integral J: f we have obtained for the case a < b 
remain true in general, with the exception of the inequalities obtained in 
Proposition 5.21 and its corollary, which mUBt be reversed if a > b. We 
still have the basic inequality: if If(t)l :5 M for all t in an interval I, then 

I J: f{t} dtl :5 Mlb - al for all a, bEl. 

5.4 Fundamental Theorems of Calculus 

Each of the next two theorems is often referred to as the fundamental 
theorem of calculUB. 

5.28 Definition. Let f : I -+ R. We say that F : I ...... R is a primitive of 
f jf F'(x) = f(x) for every x E I. 

A primitive of f is also called an antiderivative of f, or an indefinite 
integral of f. 

5.29 Theorem. Let f be integrable over the interval [a, b]. If F is a prim­

itive of f. then J: f(t)dt = F(b) - F(a). 
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Proof. Since F' (t) = f( t) for all t E [a. bl. it follows that for any partition 
7r = (Xk)k=O of [a. bl. we have F(Xk) - F(Xk-d = f({k)(Xk - Xk-l) for 
some {k E (Xk-l.Xk). by the mean value theorem (Theorem 4.22). Then 
0' = ({k) is a selection associated to 7r. and we have 

n 

S(f.7r,O') = Lf({k)(Xk - xk-d 
k=l 

n 

= L(F(Xk) - F(Xk-d) = F(b) - F(a). 
k=l 

If f is integrahle over [a. bl. it follows that J: f{t) dt = F(b) - F{a). I 

5.30 Theorem. Let f : 1 --+ R. where 1 is an interval, and suppose that 
f is integrable over any closed bounded interval contained in 1. Let a E 1. 
1£ F is defined by 

F(x) = 1''' f(t) dt 

for each x E 1, then F is continuous on I. If f is continuous at x E I, then 
F'(x) = f(x). 

Proof. Let x E I. Let J be a closed interval contained in I which is a 
neighborhood of x relative to I. Let M = sup{lf(t)1 : t E J}. Then for any 
h with x + h E J we have 

F(x + h) - F(x) = l%+h f(t) dt -1% f(t) dt = l%+h f(t) dt, 

in view of Corollary 5.27. and hence IF(x + h) - F(x)1 ~ Mlhl. This shows 
that F is continuous at x. Now suppose f is continuous at x. Let f > O. 
There exists 6 > 0 such that If(t) - f(x)1 < f for all tEl with It - xl < 6. 
Then for h with x + hE I and Ihl < 6, 

I F(x + h~ - F(x) - f(X)1 = Ik l%+h f(t) dt - f(X)1 

1
1 l%+h I Ihl = h % If(t) - f(x)] dt ~ jhjf = f. 

Thus F'(x) = f(x). • 
5.31 Corollary. If f is continuous on the interval I, and a E I, then F, 
defined by F(x) = f: f(t)dt, is a primitive of f on I. 

We can deduce Theorem 5.29 from Theorem 5.30. if we assume that f is 
continuous, as follows. 
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Define G(x) = J: J(t)dt for each x E I. By Theorem 5.30, we have 
G'(x) = J(T) = F'(x) for every x E I, 80 (F - G)'(x) = 0 for every :r E I, 
so F-G is a COll8tant function on I, i.e., F(x)-G(x) = F(a)-G(a) = F(n) 

for every x E I. In particular, J: J(t)dt = G(b) = F(b) - F(a). • 

The next result, known as integration by parts, can be very useful in 
dealing with integrals. 

5.32 Theorem. Let J and 9 be integrable over [a,bj. If F and G are 
primitives of J and g, respectively, then 

lb F(t)g(t) dt = F(b)G(b) - F(a)G(a) -lb 
J(t)G(t) dt. 

Proof. Since (FG)' = F'G + FG' = JG + Fg, Theorem 5.29 tells us that 

lb [J(t)G(t) + F(t)g(t)j dt = F(b)G(b) - F(a)G(a), 

and the result follows. • 
Another important tool in dealing with integrals is the change of vari­

ables. 

5.33 Theorem. Let <p be of class Cion the interval [0, Bj, with a = <p(o) 
and b = <p(B). If J is continuous on <p([o, BJ) and and 9 = J 0 <p, then 

lb J(t)dt = f: g(u)<p'(u)du. 

Proof. Note that 9 is continuous on [0,8]. Let F(x) = J: J(t) dt for x E 
[a, bj, 80 F is differentiable on [a, bj, and F'(x) = J(x) for all x E [a, bj. Then 
G = Fo<p is differentiable in [0,8], and G'(u) = F'(<p(u»<p'(u) = g(u)<p'(u) 
for all u E 10, Bj. Hence 

J: g(u)<p'(u) du = G(B) - G(o) = F(b) - F(a) = lb J(t) dt, 

as desired. • 
We observe that in this theorem, it is not necessary to assume that 

<p([o,B]) C la,bj. 



5.5 Integrating Sf'<llJencl'.H anrl Seril'S 11:1 

5.5 Integrating Sequences and Series 

5.34 Theorem. Suppose that In is integrahle over [a, bl for each n, Il1Id 
that In -+ I uniformly on [a, bl. If I is integrable over [a, b], then 

nl!!.~ib In(t)dt = ib I(t)dt. 

Proof. Given ( > 0 there exists no such that I/n(t) - l(t)1 < (/(b - a) for 
all n ~ no; then by Proposition 5.21 we have 

lib In(t) df - ib I{t) dtl = lib (In{t) - I{t}) dtl ~ f 

for every n ~ no. • 
5.35 Corollary. If In is integrable over [a, bl for each n, Il1Id 1= 1:::'=1 In, 
where the series conVf'rgcs uniformly on [a, bl, then, assuming I is integrable 
over [a,bl, 

In fact, the assumption that I is integrable in the last theorem and 
corollary is unnecessary (see the exercises at the end of this chapter), but 
since this is rarely an issue in applications, we do not press the point. 

5.36 Example. Let In{x) = x/n(x + n) for 0 ~ x ~ 1, n E N. Then 
o ~ In(x) ~ l/n(n + 1) for every x E [0,11, and as we saw in Chapter 2, 
E::'=1 l/n(n + 1) = 1, so by the Weierstrass M-test, the series 1:::'=1 In 
converges uniformly on [0,1] to some continuous function I, where 0 ~ 
I(x) ~ 1 for all x E [0, I]. By Corollary 5.35, we have 

f: 1,1 In(x) dx = 11 I(x) dx = "I, 
n=1 0 0 

where evidently 0 < "I < 1. But 

t --:-_x_"7 dx = t (! __ 1_) dx = ! -log _n_+_I, 
10 n(x+n) 10 n x+n n n 

so 
N t N 1 L 10 In(x)dx = L n -log(N + 1) -+ "I 

n=1 0 n=1 
as N -+ 00. Since log(N + 1) -logN -+ 0 as N -+ 00, we can also say 

N 1 L n -logN -+ "I 
n=1 

as N --+ 00. The number "I is known as Euler's constant. 
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Using the fundamental theorem of calculus, we can obtain results about 
differentiation from results concerning integration. Here is an example, for­
mulated for series; it is simple to deduce the companion theorem for se­
quences. 

5.31 Theorem. Let Un) be a sequence of functions of class C· on la, bj, 
such that E:=1 In(c) converges for some e E [a, b], and suppose tllat E I~ 
converges uniformly on [a, bj, to some function g. Tllen E~=1 In converges 
to a function I of class Cion [a, b], and f' = g. 

Proof. Since each I~ is continuous, we know that 9 is continuous by The­
orem 3.24. By Corollary 5.35, and using Theorem 5.29, we have 

r 00 IX 00 lr get) dt = L I~(t) dt = L[Jn(X) - In(e)] 
c n=1 c n=1 

and since E In (e) converges, it follows that E In (x) converges for each 
x E [a, b], say to I(x). But we then have 

I(x) - I(c) = IX get) dt 

for each x E [a, b], and hence by Theorem 5.30 we obtain that f'(x) = g(x) 
for every x E [a,b]. • 

5.6 Improper Integrals 

In this section we consider certain integrals of the form f; I(x) dx or f: I(x) d.x where I is not bounded on [a, bj; these are no longer defined as 
Riemann integrals. and involve an extra limiting process. 

5.38 Definition. Let I : [a, +00) -+ R be integrable over [a, b] for every 
b > a. We say that the improper integral f; I(t) dt converges if 

L= lim rb/(t)dt 
b-+oola 

exists, and we write faoo I(t) dt = L in this case. 

5.39 Definition. Let I : (a, b] -+ R be integrable over [e, b] for every 

c E (a, b). If L = limc_ a+ t I(t) dt exists, we say that f: I(t) dt converges, 
and equals L. 
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5.40 Example. The integral Jo1 x P dx exists for p ~ 0, since x ...... x P is 
continuous on [0, 1], but fails to exist for p < 0, since the function is un­
bounded. However, for p 1= -I, 

lim txPdx=lim 1-6p+ 1 ={I/(P+l} ifp>-I, 
I>~()J" 1>-0 p+ 1 +00 ifp < -I, 

so the improper integral J; x-P dx converges for p < I, and diverges for 
p > 1. It is easy to check that it also diverges for p = 1. Similarly, we 
calculate that JtO x-P dx converges for p > 1 and diverges for p ~ 1. 

In this section we will only discuss improper integrals of the first kind. 
There are analogolls results for integrals of the second kind. By a change 
of variable, each integral of the second kind can be transformed into one 
of the first kind. There are of course complicated integrals of mixed type, 
i.e., which involve both sorts of difficulties. An important example is the 
gamma function integral 

r(x} = 100 t":-l e-t dt. 

When x ~ I, this is simply an integral of the first kind defined above, but 
when x < 0, the integrand is unbounded near 0, so JoR t',,-l e-t dt is itself 
an improper integral, of the second kind. Such situations are generally easy 
to deal with by writing the integral in question as the sum of two integrals 
each of a pure type, in this C8.'1e as 

r(x} = 11 t",-l e-t dt + loo t",-l e-t dt. 

The theory of improper integrals of the first kind has many analogies to 
the theory of infinite series. The next proposition follows at once from the 
definition. The analogue for integrals of the second kind is obvious. 

5.41 Proposition. If I and 9 are functions on [a, 00) which are integrable 
over every [a, b], and the integrals Jaoo I(t} dt and Jaoo g(t} dt converge, then 
for any A, BE R tile integral JaOO(AI(t} + Bg(t}) dt converges, with value 
A Jaoo I(t} dt + B Jaoo g(t} dt. 

5.42 Proposition. Let I be integrable over [a, b] for every b > a, and 
suppose that I(t} ~ 0 for all t ~ a. Then either Jaoo I(t) dt converges, or 

J: I(t) dt - +00 as x - +00, in which case we write Jaoo I(t) dt = +00. 

Proof. The function F defined on [a, +00) by F(x} = J: I(t) dt is increas­
ing, since I(t) ~ 0 for all t, so lim",-.oo F(t) = SUPt>a F(t} exists, either as 
a real number or +00. - .• 
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5.43 Corollary. Let I and 9 be functions on [a, oo} which are integrable 
over every interval [a, bl, and suppose that Ig(t}1 $ I(t} for all t ~ a and 
that faoo I (t) dt converges. Then faoo g( t} dt converges. 

Proof. We have 0 $ g+(t) $ Ig(t}1 $ I(t} for all t, so faR g+(t)dt $ 

faR Ig(t)1 dt $ fax; I(t) dt for all R, so faoo g+(t) dt and faco Ig(t)1 dt converge. 
Since 9 = 2g+ - Igl, it follows that faoo g(t) dt converges. I 

Again, the analogue for integrals of the second kind is obvious. 
For example, since tx-1e- t $ tx- I for t > 0, this corollary and the 

example above shows that fd tX-1e- t dt converges if and only if x > O. 
Since tX-1e- t < Ce- t / 2 for some constant C and all t ~ 1, we see that 
f;"" tx-1e- t dt converges for all x. Thus the integral defining r(x) converges 
for all x > O. 

We lIay that the improper integral faco I(t) dt i!j ab!!Olutely (·()nV(·r~f·nt. if 
foco I I( t) I dt converges. The Iallt corollary, a comparison tClit for improper in­
tegrals, also contains the assertion that an absolutely convergent improper 
integral is convergent. It is easy to construct an example of an improper in­
tegral which is conditionally convergent, i.e., convergent but not absolutely 
convergent. For instance, one could define I(x} = (_I}n /n for [xl = n. Here 
is a more natural example, an improper integral with many applications. 

5.44 Example. Let I(x) = sin x/x for x> 0, 1(0) = 1. Then I i!j continu­
ous on [0, (0), so foOG I(x) dx converges if and only if ft' I(x) dx converges. 
Now integrating by parts (Theorem 5.32) we have 

iR sinx d cosR iR cos x d -- x = cos 1 - -- - -- X. 
1 X R 1 x 2 

Since I cos x / x 2 1 $ 1/ x 2 and ft' (1/ x 2 ) dx converges, we see that the in­
tegral f,'X. (sin x/x) dx converges, and hence foOG I(x) dx converges. On the 
other hand, the integral foX. I/(x)1 dx diverges, since 

1("+1)" I sinxl " l(k+l)'" I sinxl 
--dx=L --dx 

1r x k=1 k". X 

" 1 l(k+l)". 
~ L (k) Isinxldx 

k=1 + 1 71' k". 

n 1 r 
= L (k + 1)71' Jo sinxdx 

k=l 

" 2 
= ?; (k + 1)71' 

which divr!rge:; to +oc as n -+ 00. 
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The method used in this example can be generalized to prove an analog 
of Theorem 2.43. 

5.45 Theorem. tet 1 be continuolJs on [a, 00) and let 9 be a function 
of class Cion [fl, <XI). Let F(x) = f: I(t) dt for x ~ a. Suppose that tile 
following conditions hold: 

(a) faoo jg'(t)j dt < 00; 

(b) F is a bounded function; and 

(c) g(x) -+ 0 II.s:r -+ 00. 

Then faoo I(x)g(x) dx converges. 

Proof. Integrating hy parts, we find 

In In I(x)y(x) dx = F(ll)g(ll) - F(a)g(a) - F(x)g'(x) elx; 
II U 

since F is bounded and faQO jg'(x)j dx converges, the integral on the right 
converges by Corollary 5.43, and since F is bounded and g( R) -+ 0 as 
R -+ 00, the first term on the right approaches 0 as R -+ 00. Thus 
limR_oo faR I(x)g(x) dx exists. • 

5.46 Corollary. Let 1 be cOlltinuous 011 [a, 00) and let 9 be a function of 
clll. ... s Cl 011 [a, <XI). Let F(x) = f: I(t) dt for x ~ a. If 9 is decreasing alld 
g(x) -+ 0 as x -+ 00, and if F is bounded, then faoo I(x)g(x) dx converges. 

Proof. Since g'(x) :s:; 0, we have 

lR jg'(x)j dx = -lR 
g'(x) dx = g(a) - g(R) -+ g(a) 

as R -+ 00, so faoo jg'(x)l dx converges, and the theorem applies. • 

5.47 Corollary. If 9 is of class Cion [a, 00) and g( x) decreases to 0 as 
x -+ <XI, thell fa"" g(x)sinxdx and faoo g(x)cosxdx converge. 

This corollary of course includes the last example. Here is another appli­
cation of it. 

5.48 Example. We show that fooo cos(x2) dx converges. Using the change 
of variable u = x2 (see Theorem 5.33) we find 

{R (R' cosu 
11 cos(x2) dx = 11 2VU duo 

According to the last corollary, the integral on the right approaches a limit 
as R -+ 00, so f1QO cos(x2 ) dx converges; this implies the convergence of 
fo"" cos(x2 ) dx. 
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If L: an is convergent, then an -+ 0 as n -+ 00. Here the analogy between 
series and improper integrals breaks down, as the last example shows. It 
is not hard to show that the integral in this example is only conditionally 
convergent. Here is an example of an absolutely convergent integral with 
an unbounded integrand. 

5.49 Example. Define (jJ: R -+ R by (jJ(t) = (1 - Itl)+, and let 

00 

f(t) = L J1i(jJ{2n2(t - n»). 
n=1 

Note that for any given t the series contains at most one nonzero term. 
(The reader should sketch (jJ and f.) For every n, 

1n +1/2 1 /1 J1i 
f(t) dt = J1i-2 2 ¢(t) dt = -2 2' 

n-1/2 n -1 n 

80 fo'X> f(t) dt = (1/2) L:::l n-3/ 2 < +00. But f(t) does not approach 0 as 
t -+ 00, in fact, SUPt~R f(t) = +00 for every R. 

5.7 Exercises 

1. Using only the definition of the integral, show that (assuming the inte­
grals exist) 

2. Show that if f is continuous on [0,11, then 

r/2 r/2 1 r 
10 f(cosx)dx= 10 f(sinx)dx=2"10 f(sinx)dx 

("ff r 
10 f(cos2 x) dx = n 10 f(cos2 x) dx. 

3. Show that if f is the function of Example 3.5, then f is integrable over 
[0,11, and f~ f(t) dt = o. 

4. Find the limit, as n -+ 00, of 
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5. Show that 
n 

lim '" n = ~. 
n-oo L n2 + k 2 4 

k=1 

6. Show that if f is integrable over [a,b], and Xk,n = a + k(b - a)/n for 
k = 1,2, ... ,n, then 

1 n 1 1b 
lim - '" f(Xk,n) = -b - f(x) dx. 

n-oo n L - a 
k=1 a 

7. Find all functions f on [0,1] such that f is continuous on [0,1], and 

1x f(t) dt = 11 f(t) dt 

for every x E (0,1). 

8. Show that J; f (sin x) cos x dx = 0 for any function f continuous on [0, I]. 

9. Show that if 0 < L < R < +00, then 

I[R Si:X dxl < ~. 

10. Let f be of class CIon [a, b], with f(a) = f(b) = O. Show that 

lb xf(x)!,(x) dx = -~ lb[f(x)]2 dx. 

Deduce that if also J:[f(x)]2 dx = I, then 

lb [!'(xW dx ·lb 
[xf(x)]2 dx > ~. 

11. Let bm,n = J~ xm{l-x)ndx, where m and n are nonnegative integers. 
Show that , , 

b _ m.n. 
m,n - (m + n + I)! 

HINT: Integrate by parts. 

12. Let f be continuous in an interval I containing 0, and define 

h(x) = 1% f(t)dt, h(x) = 10'" h(t)dt, 

and, in general, fn(x) = J; fn-l(t)dt for n ~ 2. Show that 

Lx (x - t)n 
fn+1(x) = ,f(t)dt 

o n. 

for every n ~ O. HINT: Integrate by parts. 
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I:t Use the last exercise to prove the following form of Taylor's thcorf'm: 
if I is a function of class Cn + 1 on an interval I containing 0, then for all 
x E I we have 

I(x) = t l(k),(O) xk + r I(n+l)(t) (x - t)n+l dt. 
k=1 k. Jo (n + I)! 

14. If I is continuous on [O,oc) and I(x) --+ L as x --+ 00, show that for 
a> O. 

lim ra 
I(nx) dx = aL. 

n-'X- 10 
15. SUppOfl(~ that In is integrable over [a, b] for every n EN, and that U .. ) 
converges uniformly on [a. b] to some function I. Show that f is integrable 
over [a,b]. 

16. Let C/Jn be nonnegative functions integrable over [-1, 1], satisfying the 
conditions: 

(a) J~l tPn{t) dt = 1 for every n; and 

(b) for every 6 > 0, tPn --+ 0 uniformly on [-1, -6] U [6, 1]. 

Show that for every I which is integrable over [-1, 1] and continuolls at 0, 

we have J~l f(t)tPn(t)dt --+ 1(0) as n --+ 00. 

17. Let I be a positive, decreasing continuous function on [0, +00). Show 
that for each nonnegative integer m, 

f: f(m) $100 
I(t) dt $ f: f(t), 

n=m+l m n=m 

and deduce that the improper integral Jo'X> I{t) dt convergCR if and only if 
the infinite series L:=o I(n) converges. 

18. Show that 
roo sin t dt 

Jo tP 

converges if and only if 0 < p < 2. Show that for 0 < p < 2, the integrals 

I -in,.. sint d 
n - -- t 

(n-l)". tP 

have the properties In = (-l)nIInl and IIn+ll $ IInl for all n E N. 

19. Show that 

e- t dt < _e-x 100 2 1 2 

x 2x 

for all x > O. 



5.8 Notes 121 

20. Discuss the convergence of Jo">O xsin(cr ) dx. 

21. Show that Theorem 5.34 fails for improper integrals, by exhibiting a 
sequence (fn) of ('ontinuous functions on [0,00), each vanishing outside 
a bouncll'd intl'rval, which ('onvl'rgl's uniformly to 0 on [0,00), such that 
,h;" In = 1 for I'ach 11. 

5.8 Notes 

5.1 Thl' intl'gral sign wa.'i introduced by Leibniz (1675); it is a st.ylized S, 
denoting sOllll'thillg that. originatl's from summat.ion. hut wa.'i used for 
the indefinite integral only. The word integral was first used (1690) .for 
such "sums" by Jakob Bernoulli. The notation with upper and lower 
limits of integration was introduced by Fourier in 1822, and rapidly 
became widely adopted; Gauss never used this notation. Cauchy first 
dcfiru·d the definite integral 8S a limit in some sense of Riemann 
sums, but only for continuous functions, and always sums of the form 
'LI(xJ-d(xj - xj-d. The formulation we give of the definition of 
integral is essentially due to Riemann, in the middle of the nineteenth 
century. 

5.2 The computation of Example 5.2 is due to Fermat, one of the great 
number of ingenious calculations made in computing areas in the era 
before the fundamental theorem of calculus became widely known. 
The origins of integration really go back to Archimedes, or perhaps 
earlier. Jordan (nineteenth century) defined the outer content of a 
subset A of R to be the infimum of all sums 'L~=l (bk - ak) where 
A C U~= 1 (ak' bk)' We can thus rephrase Theorem 5.15 as follows: if 
I : [a, hI ..... R is hounded, and continuous, exc<,pt at a S(·t of point.s 
having outer content zero, then I is integrable. The notion of content 
has been superseded in our century by the notion of measure, which 
we will discuss in a later chapter. 

5.3 The inequality (5.1) was first published by Bunyakovsky in 1859 (in 
French, in a St. Petersburg pUblication). It was rediscovered in 1885 
by Schwarz. The inequality generalizes a similar inequality for finite 
sums, published by Cauchy in 1821. Both results are subsumed in the 
corresponding inequality for integrals defined by a measure, which 
will be given in Chapter 10. The mean value theorem for integrals, 
Theorem 5.23, was published by Dirichlet in 1837. 

5.4 The fundamental theorem of calculus, along with a number of other 
rules for dealing with derivatives and integrals, was independently 
found by Newton and Leihniz; a famous priority war took place during 



122 5. The Riemann Integral 

the early eighteenth century. Actually, Isaac Barrow had previously 
published Theorem 5.30. 

5.5 Cauchy gave as a theorem the permissibility of integrating a point­
wise convergent series of functions term-by-term. The problem of jus­
tifying the term-by-term integration of a series of functions was first 
recognized in the early nineteenth century, in connection with Fourier 
series. Theorem 5.34 and its corollary for series is only the first of such 
results; we will find more effective theorems in a later chapter. 



6 
Topology 

In this chapter, we extend the notions of neighborhoods, convergent se­
quences, and continuous functions, which we have studied in the setting 
of the real line, to more general situations. We are interested especially in 
the setting of R d , the Euclidean space of dimension d, but it turns out 
that the means by which we formulate and analyze the notions of conti­
nuity and convergence, and related ideas, carry over to much more general 
settings, with little or no adaptation; as a result, we shall introduce some 
fairly abstract notions right from the beginning. 

6.1 Topological Spaces 

6.1 Definition. Let X be a set. A topology on X is a collection ~ of 
subsets of X, called open sets, having the following properties: 

(a) If A is any set, and UQ E ~ for every a E A, then UQ€A UQ E ~; 

(b) If UQ E ~ for each a in some finite set F, then no€F UQ E ~; and 

(c) X E ~ and 0 E ~. 

A topological space is a pair (X, ~), where ~ is a topology on X. 

We will usually write simply" X is a topological space" when no confusion 
is likely; sometimes there is more than one topology to be considered for 
X. and we have to he more careful. 
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6.2 Example. On any set X, we can introduce two simple-minded topolo­
gies. The trivial topology on X consists of {0, X}. The discrete topology on 
X is 9(X), i.e., every subset of X is declared to be open. Anothpr artificial 
topology: let a Imbset U of X be called open if and only if uC' = X\U is 
finite. 

6.3 Example. We define a topology on R, called the usual topology. by 
declaring those subsets of R to be open which can be expres.<;ed as unions 
of open intervals. Thus, U c R is open if and only if for each p E U there 
exists an open interval (a, b) with p E (a, b) C U. It is easy to check that the 
collection of all such sets is a topology; we can obtain 0 open by recognizing 
it as the union of an empty collection of intervals (or if this is annoying, 
declare 0 to be open by special dispensation.) We define the mmal topology 
on E. for any subset E of R, by defining a subset A of E to be open if and 
only if A = U n E for some open subset U of R. 

6.4 Example. We can define a topology $u on R by declaring the empty 
set, R, and the unbounded open intervals (-00, a) (a E R) to be the open 
sets. Similarly. we could define a topology .~ on R to be the empty set. and 
R. together with the collection of all (a, +(0) (a E R). 

Since topologies on a set X are subsets of 9I'(X), there is a partial order 
relation on the set of topologies on X: if .o/i and .0/2 are topologies on X. we 
say that 3j is weaker than .0/2, or that .0/2 is .~tronger than .o/j, if .o/i c ·12· 
The words warser and finer are often used as synonyms for weaker and 
stronger. respectively. We note that the trivial topology is weaker than 
every topology. and the discrete topology is stronger than every topology. 
Of the topologies on R mentioned above, we see that the usual topology 
is stronger than both the topology .0/,.. and the topology .9;; these two 
topologies are not comparable. If $ is a topology on R which is stronger 
than both .?"u and .9;, then .':7 is stronger than the usual topology. 

6.5 Definition. Let X be a topological space, and x EX. We say that N 
is a neighborhood of x if there exists an open set G such that x E GeN. 
\\-e say that x is an interior point of N if N is a neighborhood of x. 

ThUll, a subset U of X is open if and only if U is a neighborhood of x for 
every x E U; for if this iI; true, there exists for each x E U an open set GJ; 
with x E G x c U, so U = UXEU Gx is open. We note that this definition 
of neighborhood agrees with that of Chapter 3 for the case of R with its 
usual topology. 

Along with the concept of open set, there is the companion concept of 
closed set. 

6.6 Definition. Let X be a topological space. A subset F of X ;s en/hI 
c\OSf'f\ if its comp/(~ment Fe = X\F is open. 
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It is clear that the class of closed sets has the properties: 

(a) if Fo is a closed set for each 0 E A, then noEA Fo is closed; 

(h) if F., ... , F" an' dosed, then U~=. Fk is dosed; and 

(c) X and 0 an' dosed. 

Conversely, any collection of sets having the properties (a), (b), and (c) 
can he used to define a topology (the set of their complements). It is often 
convenient to describe a situation in terms of closed sets rather than open 
ones. 

6.7 Definition. If E is a subset of a topological space X, the closure of 
E is tIle intersection of all the closed subsets of X which contain E. We 
denote the closure of E by E, or sometimes by cl E. 

In view of (c) above, it is clear that E is closed, and since it is contained in 
every closed set which contains E, it can be simply described as the smallest 
closed set which contains E. Here is another characterization of E. 

6.8 Proposition. If E is a subset of a topological space X, and x EX, 
then x E E if and only if U n E i- 0 for every open neighborhood U of x 
(and hence for every neighborhood U of x). 

Proof. If there is an open neighborhood U of x such that U n E = 0, then 
X\U is a closed set which contains E, and hence contains E, so x f/: E. If 
x f/: E, then X\E is an open neighborhood of x which does not meet E. • 

6.9 Definition. Let X be a topological space, and let E eX. We say 
that x E X is a limit point of E if E n U\ {x} i- 0 for every neighborhood 
U of x. A point of E which is not a limit point of E is called an isolated 
point of E. 

Thus the last proposition says that the closure of any set E consists of 
the points of E, and the limit points of E. We note that a limit point of 
E mayor may not belong to E. In the special case E = X, we see that a 
point x E X is an isolated point of X if and only if {x} is open. 

6.10 Definition. If E is a subset of a topological space X, the interior 
of E, denoted by EO or by int E, is the union of all open sets which are 
contained in E. 

It is easy to see that EO is open, and is, in fact, the largest open set 
contained in E. We also note that EO consists precisely of all interior points 
of E, as previously defined. It is not hard to show that the complement 
in X of the interior of E is exactly the closure of the complement of E. 
The set E\EO is rcfcrrro to a.'! the boundary of E; it is f'a."y to 1If'(' thl\t. t.he 
boundary of E is empty if and only if E is both open I\lld closed. 
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6.11 Definition. Let X be a topological space, and let D C X. We say 
that D is dense in X if D = X. More generally, we say that D is dense in 
E, for some E C X, if D::> E. 

Thus D is dense in E if and only if for every x E E and every neighbor­
hood U of x, D n U -I 0. 

For instance, the set of rational numbers is dense in R, as is the set of 
irrational numbers. A topological space in which there exists a countable 
dense set is called separable. 

6.2 Continuous Mappings 

The purpose of topological spaces is to have a setting for the notion of con­
tinuous mappings. The following definition expands the notion of continuity 
given in Chapter 3 (see Proposition 3.8). 

6.12 Definition. Let X and Y be topological spaces, and let I : X -+ Y. 
We say that f is continuous at x E X if 1-1(N) is a neighborhood of x for 
every neighborhood N of I(x). We say that I is continuous on A C X if I 
is continuous at each x E A, and we say simply that I is continuous if I is 
continuous at each x EX. 

We can rephrase this definition without using the word neighborhood: I 
is continuous at x if for any open V C Y with f (x) E V, there exists an 
open subset U of X, with x E U, such that I(Y) E V for every y E U. 

6.13 Example. If I: X -+ Y is a constant map, i.e., there exists Yo E Y 
such that I(x) = Yo for all x E X, then I is continuous. If Y has the trivial 
topology, then every map of X into Y is continuous. If X has the discrete 
topology, then every I : X -+ Y is continuous. 

If X is a topological space, then the identity map of X is continuouH. 
More generally, if 9i and 92 are topologies on X, then the identity map 
i : (X, 9i) -+ (X, 92) is continuous if and only if 92 is weaker than 9i. 

6.14 Proposition. Let X and Y be topological spaces. If I : X -+ Y, 
then f is continuous if and only if 1-1(V) is open (in X) whenever V is 
open (in Y), ifand only if f-l(F) is closed whenever F is closed. 

Proof. Suppose I is continuous, and V is an open subset of Y. Let U = 
f-l(V). Then V is a neighborhood of f(x) for each x E U, so U is a 
neighborhood of x for each x E U, by Definition 6.12. Thus U is an open 
subset of X. 

Suppose next that 1-1 (V) is open whenever V is open. Then for each 
x EX, and any neighborhood N of f(x), there exists an open V such 
that f(x) EVe N; if U = r 1(V), we have x E U, U is open, and 
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u c I-I(N). flO I-I(N) is a neighborhood of x. Thus I is continuous at x 
for each x EX, Le .• I is continuous. 

Finally, we remark that 1-1(AC) = [/-1(A)Jc for any set A and any 
map I. so the condition that I-I(G) is open for every open G is equivalent 
to the condition that 1-1(F) is closed for every closed F. • 

6.15 Proposition. Let X, Y, Z be topological spaces, I : X -+ Y and 
9 : Y -+ Z. If I is continuous at x, and 9 is continuous at I(x), then the 
composition go I is continuous at x. 

Proof. Let W be a neighborhood of 9 0 I(x); then V = g-l(W) is a 
neighborhood of I(x) in Y, since 9 is continuous at I(x), and therefore 
(g 0 f) -I (W) = I 1 (!I-I (W») = I ··1 (V) is 1\ IlI'ighhorhood of x, sinco I is 
continuous. • 

6.16 Definition. Let X and Y be topological spaces, and let I : X -+ Y. 
We say that I is a homeomorphism of X onto Y if I is bijective, and I 
and I-I are continuous. 

The identity map is a homeomorphism of any topological space onto 
itself. If I : X -+ Y is a homeomorphism, then I-I : Y -+ X is also a 
homeomorphism. We say that the spaces X and Y are homeomorphic if 
there exists a homeomorphism from X to Y. Using Proposition 6.15, it is 
easy to see that this defines an equivalence relation on any set of topological 
spaces. 

6.17 Example. The interval (-1, I) is homeomorphic to R; for instance, 
the map x >--+ tan TTX /2 is a continuous bijective map of (-1, 1) onto 
R, whose inverse is (necessarily) continuous. Another homeomorphism of 
(-I, I) onto R is given by taking I(x) = x/(I - x 2 ). 

An interval [a. b) is not homeomorphic to any open interval (c, d) in 
R. For if I : [a, b) -+ (c, d) is continuous and injective. then it is strictly 
monotone, as we saw in the proof of Theorem 3.16. If I is strictly increasing, 
then I(t) > I(a) > c for all t E [a,b), so I is not surjective, and if I is 
decreasing, then I(t) < I(a) < d for all t, so I is not surjective. Similarly, 
[a, bJ is not homeomorphic to any interval (e, d) or [e, d), etc. 

6.3 Metric Spaces 

6.18 Definition. Let X be a non empty set. A metric on X, or distance 
function on X, is a map p : X x X -+ R with the following properties: 

(a) p(x, y) ~ 0 for eVf~ry x, y EX, with equality holding if and only if 
X= y; 
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(b) p(x,y) = p(y,x) for every x,y E X; and 

(c) p(x, y) + p(y, z) ~ p(x, z) for every x, y, z E X. 

A metric space is a pair (X, p), where p is a metric on X. 

We will usually abuse language by writing "the metric space X" instead 
of the correct "the metric space (X, p)" when no confusion is likely. In those 
situations where more than one metric is considered on the same set X, we 
must of course use the proper language. 

6.19 Definition. Let (X,p) be a metric space. For each (l E X and r > 0, 
we define the open ball with center a and radius r to be the set 

B(a,r) = {x EX: p(x,a) < r}. 

6.20 Definition. Let X be a set, and p a metric on X. The topology on 
X induced by p is defined as follows: G c X is called open if for every 
a E G there exists fJ > 0 such that B(a, fJ) c G. 

We note that an open ball is indeed an open set by this definition: for if 
x E B(a, r), and we take fJ = r - p(x, a), so fJ > 0, then for all y E B(x, fJ) 
we have p(y, a) :$ p(Y, x) + p(x, a) < fJ + r - 6 = r, so B(x,6) c B(a, r). It 
is not hard to check that the class of sets called open by Definition 6.20 is 
indeed a topology on X. 

On any set X, we can define a metric p by putting p(x, y) = 1 for 
any x,y E X with x =F y, and p(x,x) = 0 for all x E X. This is called 
the discrete metric, and the topology it induces is evidently the discrete 
topology, since B(x, 1) = {x} for every x E X. 

The standard metric on R is given by p(x, y) = Ix - yl; it is trivial to 
verify that this is a metric, and that it induces the usual topology on R. 

The most important examples of metric spaces are Euclidean space and 
subsets of Euclidean space. 

If X is any set, and d is a positive integer, we denote by X d the d-fold 
Cartesian product of X with itself: Xd = X X X x ... x X, which is also 
described as the set of all finite sequences (xt. ... , Xd), with Xj E X for 
j = 1, ... , d. The space Rd is known as d-dimensional Euclidean space. If 
x = (Xl, ... ,Xd) and y = (Yl, ... , Yd), then the sum of x and y, and the 
product of a scalar c E R with x, are defined by 

and Rd with these operations is a vector space. It is also endowed with a 
standard inner product, given by 

d 

(x,y) = LXjYj, 

j=l 
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where x = (XI, .. . ,Xd), y = (YI,' .. ,Yd), and c E R. It is easy to see that 
for all x, y E Rd and c E R, . 

(x+y,z) = (x,z) + (y,z), 

(r.x,y) = r(x,y), 

(x,y) = (y, x), 

and that (x, x) 2: 0 for all x E R d , with equality only when x = 0, 
where 0 = (0, ... ,0). The inner product is also often denoted by x . y, 
and sometimes caliI'd the dot product. We assume the reader to he familiar 
with these notions. We define the length of x, or norm of X, t.o be Ixl = 

( 
1/2 

L~~ I xn = (x, x) 1/2. It is evident t.hat Ixl 2: 0 for nil x, wit.h CC]ualit.y 

only for x = O. Of course, when d = 1 the length of X is the absolute value 
of x, so there is no conflict of notation. The next proposition is called the 
Cauchy inequality. 

6.21 Proposition. For any x, y E Rd , we have 

l(x,y)1 :::; Ixllyl· 

Proof. We have 

d d 

0:::; L (XiYj - xjyd2 = L (x~YJ + xJY~ - 2XiXjYiYj) 
i,j=1 i,j=1 

d d d d d d 

= LLX~YJ + LLxJY~ - 2LLx.y.xJ Yj 
.=1 J=1 .=1 J=1 .=1 J=I 

d d d 

= L (y, y)xf + L (x, x)y~ - 2 L (x, y)XiYi 
i=1 i= I i=1 

= 2(x, x) (y, y) - 2(x, y)2, 

from which the desired inequality follows. 

6.22 Corollary. For any x,y E Rd, we have Ix + yl :::; Ixl + Iyl. 

Proof. Using the Cauchy inequality, we get 

Ix + yl2 = (x + y,x + y) = (x,x) + (y,y) + (x,y) + (y,x) 

:::; Ixl2 + lyl2 + 21xllyl = (Ixl + lyl)2, 

and the desired inequality follows by taking square root.s. 

• 

• 
6.23 Definition. Tllf' st.andard metric on R" is giv(,lI hy p(x,y) = Ix-yl. 
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It is an easy consequence of the last corollary that the standard metric on 
Rd is indeed a metric on Rd. Having taken the conceptual leap in regarding 
Rd as a "space" for d different from 1, 2, or 3, we might as well go farther, 
and consider spaces of infinite dimension. The most natural example is 
perhaps the following. 

6.24 Example. Let:J{ be the set of all sequences (Xn)~=1 in R with the 
property that E::'=l x~ converges. It follows from the easy inequality (a + 
b)2 :$ 2(a2 + b2) (a,b E R) that (xn + Yn) E :J{ whenever (xn) E :J{ 
and (Yn) E :J{, and thus :J{ is a vector space over R. If x = (xn) and 
y = (Yn) are elements of:J{, then, since IXnYnl :$ ~(x~ + Y~) for every n, 
the series E::'=l xnYn converges (absolutely); we denote its sum by (x, y), 
and call it the inner product of x and y. We define IIxll = V(x,x). Since 

IE;=l XkYkl 2 :$ (E;=l 4)(E;=1 Y~) :$ IIxll211yll2 for every n, we have 
the inequality I (x, y) I :$ IIxlillyll for every x, y E :J{. Just as in the finite­
dimen .. ional case, it follows that we have the triangle inequality IIx + yll :$ 
I!xll + lIyll for every x, y E :J{. We define the distance between x and y 
to be IIx - YII. Our intuition about distance will not often lead Uli fI.'ltray 
in thinking about :J{. In addition, we say that x and yare orthogonal if 
(x. y) = 0, and our experience in the plane or 3-space will prove a reliable 
guide in thinking about orthogonality in :J{. The space :J{ is known fl.'! 

Hilbert space, and is often denoted by l2 (pronounced "little ell two"). 

Two different metrics on a set X may induce the same topology. For 
instance, if p is a metric on X, and we put p'(x,y) = min{l,p(x,y)}, it is 
easy to check that p' is also a metric on X. Since Bp(x,6) = B p' (x, 6) for 
any x E X and 6 E (0,1), where the meaning of the notation should be 
obvious, it follows that the topologies induced by p and p' are identical. 

More generally, if there exists a constant C such that p' :$ C p, then the 
topology induced by the metric p is stronger than the topology induced by 
p'. For Bp(x, {)/C) C Bp'(x,6) for any x E X and {) > 0, so that if x is an 
interior point of G with respect to p', then x is an interior point of G with 
respect to p; it follows that if G is open for the topology defined by p', then 
it is open for the topology defined by p. The inequality p'(x, y) :$ Cp(x, y) 
need only hold for all x, Y E X such that p(x, y) < {; (for some fixed ( > 0) 
for this argument to work. 

It is easy to see that if (X,p) and (Y,p') are metric spaces, and / maps 
X into Y, then / is continuous at x E X if and only if for every (; > 0 there 
exists 6 > 0 such that p'(J(x),/(y» < l for all y E X with p(x,y) < 6. 
This was our original definition of continuity for real-valued functions of 
a real variable. We can also generalize the notion of uniform continuity to 
the context of metric spaces in the obvious way. 

6.25 Definition. Let (X, p) and (Y, pi) be metric spaces, and let / : X --+ 

Y. We say that / is uniformly continuous if for every l > 0 there exists 
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6> 0 such that p'(J(x),J(y») < l for all x,y E X with p(x,y) < 6. 

6.4 Con!;tructing Topological Spaces 

In this section, we give some standard ways to construct topologies, or to 
form new topological spaces from old ones. 

6.26 Definition. Let (X, $) be a topological space, and let Y c X. The 
relative topology of Y is the collection .o/y = {U n Y : U E $}. We call 
(Y, .o/y) a subspace of (X, :Y). 

It is trivial to verify that the relative topology is indeed a topology on Y. 
An element of this topology is described as being relatively open, or open 
in Y. Thus every suhset of X is open in itself. If Y is an open subset of X, 
then (and only then) the relatively open subsets of Yare the open subsets 
of Y, i.e., those subsets of Y which are open (in X). If Y is a closed subset 
of X, then (and only then) the relatively closed subsets of Y are just the 
closed subsets of Y, i.e., the subsets of Y which are closed (as subsets of X). 
If p is a metric on X, then the restriction of p to Y x Y is obviously a metric 
on Y; the topology it induces on Y is precisely the relative topology. As 
usual, when there seems no danger of confusion, we refer to Y as a subspace 
of X, rather than the accurate (Y, $y) as a subspace of (X, $). 

For example, we observe that {q E Q : Iql < J2} is neither open nor 
closed in R, but is both open and closed in Q. 

6.27 Definition. Let $ be a topology on a set X. A base for $ is a 
collection 9A c :Y with the property that for every U E $, we have 
U = U{C E !JI: C c U}. 

For example, the open balls form a base for the topology induced by a 
metric on X. In fact, the open balls of radius less than l form a base for 
any l > 0; also, the open balls of radius l/n (n E N) also form a base. For 
R, the collection {(q -l/n,q+ l/n) : q E Q, n E N} is a hase for the usual 
topology. It is often useful to know that a topological space has a countable 
base; such spaces are !laid to satisfy the second axiom of countabilitll. 

6.28 Proposition. Let X be a set. A family !JI of subsets of X is a base 
for some topology on X if and only if the following two conditions hold: 

(a) UUE~U = X; and 

(b) for every finite subset {l-,!,oo.,Un } of 91, and every x E n;=l Uk, 
there exists V E 91 such that x EVe n;=l Uk. 
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Proof. If !fIJ satisfies the two conditions, we define 5 to be the collection of 
all U c X which are unions of sets in fiB, along with the empty set. By the 
first condition, X E 5, and it is obvious that 5 is closed under arbitrary 
unions. Suppose that G k E 5 for k = 1, ... , n, and let G = n:= I G k. For 
each x E G, there exists for each k some Uk E fiB such that x E Uk C G k 
(this ill the definition of 5), and the hypothesis then gives the existence of 
V E 5 such that x EVe G. Thus G is the union of memhers of .qJ. so 
G E 5. Thus 5 is a topology on X. The proof of "only if' is left to the 
reader. • 

6.29 Definition. Let (Xj,.o/j) be topological spaces, for j = 1,2, ... , n. 
We define the product topology on n:=, Xk = XI X X2 X ... x X" by 
taking the collection {U I X •.. x Un : Uj E .o/j} to be a base. 

Since 

we see that the sufficient condition of Proposition 6.28 is satisfied, so 
the definition makes sense: the collection named is indeed the base for 
a topology. It is possible to define other topologies on the product space 
Xl x ... X Xn, but in the future the product topology will always he un­
derstood. If each X k is a metric space, with metric Pk, we can define the 
product metric on Xl x ... X Xn by 

It is easy to see that the product metric induces the product topology. 
It is also easy to see that the product topology on Rn, derived from the 
usual topology on R, coincides with the topology on Rn derived from the 
standard metric. 

If X = n:=, Xk, the map 1I"k of X to X k defined hy 1I"k(XI,.·· ,x,,) = Xk 
is caIled the kth coordinate projection on X. 

6.30 Lemma. If Xl, . .. ,Xn are topological spaces, then for each k, the 
coordinate projection 7rk : n;=l X] -+ Xk is continuous. 

Proof. If V is an open set in Xk, then 

which is open in X. • 
6.31 Proposition. Let X, Yl , ... ,Yn be topological spaces, and let Y = 
n~=l Yk' A map f : X -+ Y is continuous if and only if 1I"k 0 f is continuous 
for each k, 1 ::; Ii: ::; n. 
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Proof. If 1 is continuous, then 7fk 0 1 is continuous for each k by the last 
lemma, and Proposition 6.15. Now suppose that 7fk 0 1 is continuous for 
each k. Suppose V = n~=1 Vk , where Vk is open in Yk for each k. Then 

" 
rl(V) = {x EX: 7fk(J(:r») E Vk , 1 :S k :S n} = n (7fk 0 f)-I(Vk ), 

k=1 

and since 7fk 01 is continuous for each k, we know that (7fk 0 f)-I(Vk ) is 
open for each k (Proposition 6.14), and hence 1- 1(V) is open. Since any 
open subset G of Y is the union of sets of this type, it follows that 1-1 (G) is 
open in X for every open subset G of Y, so 1 is continuous by Proposition 
6.14. I 

If 5 and 5' are topologies on a set X, then 5 n 5' is again a topology 
on X; more generally, if 50 is a topology on X for each a in some index 
set A, then .'Y = nOEA .'Yo is again a topology on X, as is easily verified. 
Evidently, 5 is the strongest topology on X which is weaker than every 
50' Given any collection 09' of subsets of X, there is a unique weakest 
topology which contains 09': it is the intersection of all topologies on X 
which contain 09' (this is a nonempty collection of topologies, since the 
discrete topology 9I'(X) is one such). We say that 09' is a subbase for the 
topology 5, or that 5 is the topology genemted by 09' if 5 is the weakest 
topology containing Y. If X is the union of sets in 09', then the collection of 
all finite intersections of sets in 09' forms a base for the topology generated 
byY. 

If X is a set, Y a topological space, and 1 : X --+ Y, then there is a 
weakest topology on X which makes 1 continuous, namely, 1-1(5), where 
5 is the topology on Y. More generally, if X is a set, and {Yo: a E A} is a 
collection of topological spaces, indexed by some set A, and if 10 : X --+ Yo 
for each a E A, there is a weakest topology on X for which each 10 is 
continuous; this is the topology generated by UoEA 1;; 1 (.'Yo ), where .'Yo is 
the topology t.hat comes with y. •. In other words, we tnke I\S 1\ ha.'«' for 1\ 

topology on X the collection of all sets of the form nOEFI-1(Uo), where 
F runs through all finite subsets of A, and Uor E 50 for each a E F. 

An important special case of this idea (which will not be used later in 
this book) is the construction of the product of an arbitrary collection of 
topological spaces. If Xo is a nonempty set for each 0, in some (nonempty) 
index set A, the Cartesian product noEA X", is defined to be the set of all 
maps x : a >--+ Xo of A into UoEA Xu with the property that Xo E Xo for 
each a E A. A frequent case is when Xo = X for every a, when norEA Xo 
is also written XA. When A = {I, ... ,n}, then XA reduces to X". We 
see that RN is the set of all maps of N into R, i.e., all infinite sequences 
(X")~=1 of real numbers, and if I = [0,1], then RI denotes the set of all 
real-valued functions on [0,1]. For each a E A, the map 11"0 : X --+ Xo 
defined by 7fo (x) = x", is called the ath coordinate function. 



134 6. Topology 

If (Xa, Yo.) is a topological space for each 0: E A, we define the product 
topology on X = naEA Xa to be the weakest topology on X for which 
each coordinate projection 7r a is continuous. For each fixed 0:, 7r;; 1 ( s Yo. is 
the weakest topology on X which makes 7ra continuous; so the product 
topology on X is the topology generated by the collection of all sets of the 
fonn 7r;;I(Ua ), where 0: E A and Ua E Yo.. According to the remark made 
above, a base for this topology then consists of all finite intersections of 
such sets, i.e., of all sets having the fonn 

{x EX: xa E Ua for each 0: E F}, 

where F is a finite subset of A, and Ua is open in Xa for each 0: E F. Of 
course, when A is finite, this reduces to the definition previously given. It is 
important to notice that if Ua is open in Xa for each 0: E A, then [l"EA Ua 

is not necessarily open in X. The analogue of Proposition 6.31 is true: if 
f : Y -+ naEA X a , where Y and Xa are topological spaces for each 0: E A, 
then f is continuous if and only if 7ra 0 f is continuous for every 0: E A. 
The proof of Proposition 6.31 carries over unchanged to this situation. 

Besides being continuous, the coordinate functions on a product space 
have another nice property. 

6.32 Definition. Let X and Y be topological spaces, and let f : X -+ Y. 
We say that f is an open mapping if f(U) is open for every open U. We 
say that f is a closed mapping if f(C) is closed for every closed C. 

We remarked above that f-l(G) is open for every G if and only if f-l(F) 
is closed for every F, since f-l(AC) = [J-l(A)f for any map f, any A. 
However, if f is an open map, it need not be true that f(F) is a closed set 
whenever F is clOHed. 

6.33 Proposition. If X = [loEA Xa is the topological product of the 
topological spaces Xa (0: E A), then each coordinate projection 11",. : X -+ 

Xu (0: E A) is an open map. 

Proof. Since f(Ui3EB Ui3) = Ui3EB f(Ui3) for any function f, any collection 
of sets {U{j : {J E B}, it suffices to show that 7ra(U) is open for every U in 
a base for the topology of X. Thus it suffices to show that 1I"a(U) is open 
when U = {x EX: x{j E U{j, {J E F} when F is a finite subset of A, and 
U{j is open in Xfj for each {J E F. But if 0: ¢ F, then 7ra(U) = Xa , and if 
0: E F, then 7ra(U) = Ua, so 7ra(U) is open in either case. I 

The coordinate functions are not, in general, closed maps, as we see in 
the example R2. The set F = {(x,y) E R2 : xy = I} is a closed subset of 
R 2 (it is the inverse image of {I} under the continuous map (x, y) ..... xy 
of R2 --+ R), but 7rl (F) = R\O, which is not a closed subset of R. 
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6.5 Sequences 

6.34 Definition. Let X be a topological space, and let (xn) be a sequence 
in X. We say that (xn) converges to x, and write Xn -+ x as n -+ 00, or 
that limn _ oo Xn = x, if x E X and for every neighborhood U of x there 
exists no such that Xn E U for every n ~ no. 

In general, a sequence in a topological space can converge to more than 
one point. For instance, if X has the trivial topology, every sequence con­
verges simultaneously to every point in X. To avoid this kind of outrage, 
we can restrict ourselves to better behaved topological spaces. 

6.35 Definition. A topological space is called a Hausdorff space if for 
every pair of points x, y E X with x # y, there exist disjoint open sets U 
and V with x E U and y E V. 

In particular, if X is a Hausdorff space, each singleton set {x} is a closed 
set. A metric space is a Hausdorff space. The proof of the next propDf!ition 
is very easy, and will be omitted. 

6.36 Proposition. If X is a Hausdorff space, (xn) a sequence in X; and 
ifxn -+ x and Xn -+ Y as n -+ 00, then x = y. 

6.37 Proposition. If X is a metric space, x EX, and E eX, then x E E 
if and only if there exists a sequence (xn) in E which converges to x. In 
particular, E is closed if and only if it contains the limits of all convergent 
sequences in E. 

Proof. If Xn -+ X 8H Tl -+ 00, and U is any neighborhood of x, then 
Xn E U for all sufficiently large n; if (xn) is a sequence in E, it follows that 
x E E. Conversely, if x E E, then for every n, there exists Xn E E with 
p(xn'x) < lin, so the sequence (xn) in E converges to x. • 

6.38 Proposition. Let X be a metric space and Y a topological space. A 
map f of X into Y is continuous at x E X if and only if for every sequence 
(xn) in X such that lim Xn = x, we have lim f(xn} = f(x}. 

Proof. Suppose f is continuous at x, and Xn -+ x as n -+ 00. Let N be aLY 
neighborhood of f(x}. Then rl(N) is a neighborhood of x, so there exists 
no such that Xn E f-l(N) for every n ~ no, Le., such that f(xn} E N for 
every n ~ no. Thus lim f(xn} = f(x}. This part of the argument holds for 
any topological spaces X and Y. 

Now suppose that for every sequence (xn) in X with limxn = x we have 
lim f(xn) = f(x). Let N be any neighborhood of f(x). If r 1 (N) is not a 
neighborhood of x, then for every n, B(x, lin) ¢. rl(N). Thus there exists 
for each n some Xn E X with p(xn.x) < lin and f(xn) ¢ N. Then (xn) 
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converges to x, but (j(xn )) does not converge to I(x). This contradiction 
shows that I-I (N) is a neighborhood of x for every neighborhood N of 
I(x), so I is continuous at x. I 

6.39 Definition. A sequence (xn) in a metric space is called a Cauchy 
sequence if for every { > 0 there exists no such that p(xm' xn) < { for every 
n 2: no and m 2: no· 

JlL'It as in the special case of the real line, every convergent sequence 
in a metric space is necetlHarily Cauchy; jUllt as in the Ilpedal cas«! of the 
rational numbers, the converse need not be true. 

6.40 Definition. A metric space X is said to be complete if every Callchy 
sequence in X is convergent. 

We have seen (Theorem 2.19) that R is complete. It follows easily that 
Rd is complete for any positive integer d. For if (xn) is a Cauchy sequence in 
R d , with X .. = (XI,n,'" ,Xd, .. ), then the inequality IXi,n -xi,ml ~ IXn -xml 
implies that each sequence (Xj,n)~=1 (1 ~ j ~ d) is a Cauchy sequence in 
R, hence convergent. If x = (XI,,,.,Xd), where Xi = limxi,n, then the 
inequality Ix - Xnl ~ v'dmaxi{lxi - Xi,n!} shows that Xn --+ X as n --+ 00. 

6.41 Proposition. Let X be a complete metric space. A subspace E of 
X is complete if and only if E is a closed subset of X. 

Proof. Suppose E is complete. According to Proposition 6.37, for each 
x E E, there exists a sequence (xn) in E with Xn --+ x as n --+ 00. Then 
(xn) is a Cauchy sequence in E, so converges in E, so x E E. Thus E c E, 
so E is closed. 

If E is closed, then every Cauchy sequence in E converges to a limit in 
X since X is complete, and this limit is in E by Proposition 6.37, so E is 
complete. I 

This chapter has so far consisted largely of definitions, straightforward 
examples, and propositions which largely amounted to studying the defini­
tions. We now come to a theorem with some real content; it is not trivial 
even in the case X = R. 

6.42 Theorem. If X is a complete metric space, and Gn is a dense open 
subset of X for each n E N, then n:=l Gn is dense. 

Proof. We must show that for every p EX, any open neighborhood V 
of p must contain points of n:=l Gn • We shall do so by constructing for 
each n an open ball B .. = B(xn,{n) with the properties that B\ c VnGt. 
'Bn+l c G .. n B .. for every n, and ({n) decreases to O. Then, in particular, 
we have BnH C Bn for all positive integers nand k, so P(Xn,Xn+k) ~ f n; 
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it follows that (Xn) is a Cauchy sequence, and hence, since X was assumed 
complete, that (xn) converges to some x E X. Now since Xk E Bn for every 
k ~ n, and Bn is clos('d, it follows from Proposition 6.37 that x E Bn for 
every TI. and thus x E Gn n Bn for every TI, sO x E V nn;:"=1 Gn , as desired. 

To obtain the sequence with these properties, we begin by observing that 
since G I is dens(', VnGI "# 0, so there exists XI E VnGI . Since VnGI is 
open, there exists (I such that B(XI' 2£d c VnGI . We put BI = B(XI' ld. 
Then BI C {y EX: p(y. xd ~ ld c B(XI' 2ld c V n G I. Suppose that 
R1, ... ,/J" haVl' 111'1'11 fOlllld. with /JJ = /J(XJ,fJ)' sllch that 711 C VnG1 
and (if TI > 1) ll} C lJJ-I n OJ for j = 2, ... , n, and such that f J ~ !fJ-I' 

Then since Gntl is dens(' in X, there exists Xn+1 E Gn + 1 n Bn , and sinc(' 
Gntl is open, tlll'rl' I'xists (nf I > 0 sllch that lJ(.fn+I' 2(n+l) C Gn+ 1 nlJn· 
Then I'n+1 ~ !fn , and putting Il,,+1 = B(Xn+l,fn+d we have 

so the construction can be carried on. I 

This theorem is known as the Baire category theorem. It has many ap­
plications in analysis, but for now we give only the following: 

6.43 Theorem. Let (Ik) he a seqlwnce of continuous real-valued functions 
on the completp nwtric SPIlCP X. If (J k (x)) is Il houncff'd sequence for pach 
x EX, then there exists Il nOllempty open subset V of X ill w}liclJ tht, 
sequence Uk) is uniformly bounded, i.e., there exists AI with IIk(x)1 ~ AI 
for every k and every x E V. 

Proof. Let Uk.n = {x EX: Ilk(x)l > n} for each pair of positive int('gers 
k, n. Since Ik is continuous, Uk •n is open for every k, n, and hence en = 
U:'=I Uk.n is open. Now for each x EX, there ('xists by hypothesis sOllie 
Mx such that IIk(x)1 ~ Mx for every k, so x i en for n ~ Mx. Thus 
n;:"=1 en = 0. Then Theorem 6.42 tells us that some Gn is not dense in 
X, so there exists an open subset Vof X, disjoint from en. But this means 
that I/k(X)1 ~ n for every k, and every x E V. I 

Here is one more major result about complete metric spaces. 

6.44 Theorem. Let X be a complete metric space, 8.Ild suppose that I : 
X ~ X has the property that there exists 0: < 1 sllch that 

p(J(x), I(y)) ~ o:p(x, y) 

for every x, y EX. Then thpre exists a unique point x E X sllch that I{x) = 
x. If Xo EX, Ilnd xn+1 = I(x n ) for every n ~ 0, then x = lillln _ oo In. 
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Proof. We begin by observing that if I(x) = x and I(y) = y, then 

p(X, y) = p(!(x), I(y») :5 Otp(x, y), 

which implies p(x,y) = 0, 80 Y = x. Thus uniqueness of a fixed point for I 
is proved. 

We tum now to the existence. Choose any Xo EX. Define the sequence 
(xn ) inductively by Xn+l = I(xn). Then 

for all n ~ 1, and it follows by induction that p(xn,xn+d :5 Otnp(xo,xd. 
Let C = p(xo,xd. Then for any positive integers n and k we have from the 
triangle inequality (polygon inequality?) that 

k ken 
( ) '" ( ) '" n+j- 1c Ot P Xn,Xn+k :5 ~p Xn+j-l,Xn+j :5 ~Ot :5 1-01· 

]=1 j=1 

Thus (Xn) is a Cauchy sequence in X, and since X is complete, there 
exists x such that Xn -+ x as n -+ 00. Since I is continuous, we have 
I(x) = lim/(xn) = limxn+! = x, and the existence of a fixed point for I 
has been shown. I 

A map with the above property is called a contraction map, and Theorem 
6.44 is usually referred to as the contraction map principle. Here is a simple 
example of how it can be used. 

6.45 Example. Let I be a closed interval in R (not necessarily bounded), 
and let I be a differentiable real-valued function on I, with I(I) c I. 
Suppose that !f'(t)1 :5 01 for all tEl, where 01 < 1. Then the equation 
I(x) = x has a unique solution in I, given by x = limxn, where Xo is any 
point of I and Xn+l = I(xn) for every n ~ O. For the mean value theorem 
tells us that I/(s) - I(t}! = !f'({)(s - t)! for some { between sand t, and 
hence that 1/(.") - I(t)! :5 01.'1 - t! for all s,t E I. Now we apply Theorem 
6.44. 

Here is a more interesting example, which involves an infinite-dimenHional 
metric space. 

6.46 Theorem. Let I : G -+ R be a bounded continuous real-valued 
function on an open subset G of R2, and suppose that f satisfies a Lips­
chitz condition with respect to the second variable, i.e., that there exists a 
constant M such that 
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whenever (x, yd and (x, 1/2) are points ofG. Then for any (xo, Yo) E G, the 
differential equation y' = f(x, y), with the initial condition y(xo) = Yo, has 
a unique solution in some interval [xo - 6, Xo + 6]. In other words, there 
exists {) > 0, and c/> : [xo - 6, Xo + 6] -. R, such tJlat c/>(xo) = Yo and 
¢/(x) = f(x, c/>(x» for all x with Ix - xol ~ 6. 

Proof. We aim to produce 6 > 0 and c/> continuous on I = [xo - 6, Xo + 6] 
such that 

c/>(x) = Yo + 1: f(t, c/>(t)) dt 

for all x E I. By Theorem 5.30, we will have c/>'(x) = f(x,c/>(x»), and 
evidently c/>(xo) = Yo. 

Since f is bounded, there exists K such that If(x, y)1 ~ K for all (x, y) E 
G. Now choose 6 > 0 such that M 6 < 1, and such that 

{(x,y): Ix - xol ~ 6, Iy - Yol ~ K6} c G. 

This is possible since G is open. Let I = [xo - 6, Xo + 6]. 
Let X be the space of all continuous functions 9 : I -. [yO - K 6, Yo + K 6], 

and define the metric p on X by p(g, h) = maxtEIlg(t)-h(t)l. (By Theorem 
3.14, p is well-defined.) It is easy to see that p is a metric on X, and 
Proposition 3.23 and Theorem 3.24 show that X is complete. For 9 EX, 
define the function T 9 by 

(Tg)(x) = Yo + 1: f(t,g(t») dt 

for x E I. Then Tg is continuous (in fact, differentiable) on I (Theorem 
5.30), and 

I(Tg)(x) - Yol = 11: f(t,g(t») dtl ~ Klx - xol ~ K6, 

so T maps X into X. Furthermore, we have for any g, hEX, and any 
x E I, 

I(Tg)(x) - (Th)(x)1 ~ 11: [f(t,g(t») - f(t, h(t»)] dtl ~ M6p(g, h), 

so p(Tg,Th) ~ M6p(g,h). Since M6 = a < 1, the map T is a contraction 
map of X into itself, and Theorem 6.44 guarantees the existence of a unique 
tP E X such that TtP = tP. But if tP is any function satisfying fjJ'(x) = 
f (x, fjJ( x ») for all x E I, then fjJ' is continuous, so 

fjJ(x)- fjJ(xo) = 17 fjJ'(t)dt = 1'" f(t,fjJ(t») dt 
%0 2:0 
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for all x E I. Hf'nc:p- any solution of our differential equation wit h initial 
condition satisfiel; 

IIP(x) - yol = 11: f(t,4>(t)) dtl ~ Klx - xol ~ Kb 

for all x E I, so <b EX. Thus the solution found is the unique solution on 
I. I 

6.6 Compactness 

6.47 Definition. Let X be a topological space, E eX. An open cover 
of E is Ii collection ~ = {U tl : 0 E A} of open subsets of X SII('II , /rat 
E C UoEA Un. If B c A, the collection r = {Un : 0 E lJ} is cal/I·d II 

subcovcr of "&" if it is itself a cover. 

6.48 Definition. Let X be a topological space. A subset K of X is called 
compact if every open cover of K has a finite subcover. 

It is clear that any finite subset of X is compact; if X has the discrete 
topology, every compact set is finite. The next theorem, known as the 
Heine-Borel theorem, gives a more interesting example. 

6.49 Theorem. A closed bounded interval in R is compact. 

Proof. Suppose I = [a, b], where -00 < a < b < +00, and suppose that 
all = {U 0 : 0 E A} is an open cover of I. Let 

n 

E = {x E I : [a,x] C U Uo ] for some {Ol, ... ,on} C A}. 
]=1 

\\'e want to show that bEE. Clearly, a E E (there exists 0 E A such that 
a E U,,). Let c = supE, so a ~ c ~ b. Now there exists {J such that c E Ufl , 

and since Urj is open, there exists ( > 0 such that U {J ::> (c - (, C + f). 

There exists x E E with x > c - (, since c is the least upper bound of 
E. so tlwre exist 0'1, ... • O'n such that [a,x] C U~=I Uo •• Then w(' haVl' 
[a. (" + (/2] C U;1 U U~=I Ua •. If c < b, this contradicts the fact that (' is IlII 

lJppI'r hound of E. If c = b, this shows that bEE. I 

\\'e will give another proof of this important result, and expand our 
repertory of compact spaces, later in this section. The next result is trivial, 
but points out a great difference in the nature of being compact, as opposed 
to, for instance, being open, or being closed. 

6.50 Proposition. A subset of a topological space is compact if and oIlly 
if it is compact in itself (with the relative topology). 
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The IU'Xt. r('suit. is r(,lIIillis('ellt of Tlwof('m 1.27. 

6.51 Proposition. If X is II compllCt space, and (Kn) II sequencf' of 
nOllempty c/OI;('d subsets of X, with Kn+l C Kn for all n, then n~=1 Kn 
is not empty. 

Proof. Let Un = X\K". Then UUn = X\nKn , so if nKn = 0, then 
{Un: TI EN} it; all 01'('11 covl'r of X. Sill(,(' X is ('ompn.ct, this implies that. 
there exists Tn such that U::'=l Un = X, which is equivalent to n~1 Kn = 0. 
Since n~:"1 Kn = Km '" 0, this is a contradiction. I 

6.52 Proposition. If K is a compact subset of the topologiclll space X, 
then every c/osed subset of K is compact. 

Proof. If F C K is closed, then F' is open; if'W is an open cover of F, 
then r = all U {FG} is an open cover of K, and a finite subcover of r (of 
K) produces a finite subcover of au (of F). I 

6.53 Corollary. Every closed bounded subset of R is compact. 

6.54 Proposition. If X is a Hausdorff space, then every compact subset 
of X is closed. 

Proof. Let K be a compact subset of X. Since X is Hausdorff, for each 
x E KG and each y E K, there exist open sets U"II and V"II such that 
x E U"II' Y E VXII' and U"II n V"II = 0. Then for each x, the collection 
{V"II : y E K} is an open cover of K, and since K is compact, there exist 
Yl,·.·,Yn E K such that K c U;=l V"IIJ' Let U = n;=l U"lIj; then U is 
open, Un K = 0, and x E U. Thus KG is a neighborhood of each x E KG, 
so KG is open, which means K is closed. I 

6.55 Corollary. A subset K of R is compact if and only if K is closed 
Ilnd bounded. 

Proof. We have already seen that if K is closed and bounded, then K is 
compact. If K is compact, the last proposition shows that K is closed. Let 
Un = (-n, n) for each n E N; then K C U~=l Un, SO K c u~n=l Un for 
some m, but this means K C Urn for some m, K is bounded. I 

The next theorem leads to a generalization of Theorem 3.14. 

6.56 Theorem. If X is a compact space, and if f is a continuous mapping 
of X into a topological space Y, then f(X) is compact. 

Proof. If all is an open cover of f(X), then f-I(o//) = {rl(U) : U E o//} 
is an open cover of X. Since X is compact, there exist UI , ..• , Un E all 
such that X = U;=I f-1(Vj), and it follows that f(X) C U;=l Uj • I 
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6.57 Corollary. If X is a compact space, and if I : X --+ R is a continuous 
function, then I takes a maximum and a minimum value on X. 

Proof. By Theorem 6.56, I(X) is a compact subset of R. By the last corol­
lary, I(X) is closed and bounded. Then sup I(X) E I(X) and inf I(X) E 
I(X), and this is the assertion of the theorem. I 

In general, the inverse of an injective continuous function need not be 
continuous. For instance, if X = [0,211") and Y = {(x, y) E R2 : x2 + y2 = 
I}, the map I defined by I(t) = (cos t, sin t) is a continuous bijective map 
of X to Y, but its inverse is not continuous. However, we have the following 
result: 

6.58 Corollary. If X is a compact space, Y a Hausdorff space, and I : 
X ..... Y is continuoU'; and bijective, then I-I is continuous, i.e., I is a 
homeomorphism. 

Proof. For each closed Fe X, F is compact by Proposition 6.52, so I(F) 
is compact by Theorem 6.56, and hence I(F) is closed by Proposition 6.54. 
This HaYS that if fI = 1- J, then g- J (F) is closed for every closed F eX, 
and thus 9 is continuous by Proposition 6.14. I 

The next theorem generalizes Theorem 3.18. 

6.59 Theorem. If I is a continuous map of a compact metric space X 
into Ii metric space Y, then I is uniformly continuous. 

Proof. Let to > O. For each x E X, there exists 6(x) > 0 such that p(J(y)­
I(x») < (/2 for all y E X with p(x,y) < 26(x). Since {B(x,6(x» : x E 
X} is an open cover of X, and X is compact, there exist x I, ... ,Xn such 
that X = U;=I B j , where we put B j = B(xj,6(x}» for j = 1, ... , n. Let 
b = min{b(xj) : 1 ~ j ~ n}. If x and y are points of X with p(x,y) < 6, 
then there exists j such that x E Bj , i.e., p(x,Xj) < 6(xj). It follows that 
p(y,Xj) ~ p(y,x) + p(x,Xj) < 6(xj) + 6 ~ 26(xj), so p(j(x),/(x}») < f/2 
and p(j(y)./(xj») < f/2, and hence p(J(x),/(y») < f. I 

6.60 Definition. If E is Ii subset of a metric space X, we define the diam­
eter of E to be diarnE = sup{p(x,y) : X,y E E}. A subset E of Ii metric 
space X is said to be bounded if diarn E < +00. 

It is easy to see that E is bounded if and only if E c B( a, r) for some 
a E X and some r > O. 

6.61 Definition. A subset E of a metric space X is said to be totally 
bounded if for every £ > 0, there exists a finite subset {xt. ... ,Xn} of X 
such that E c U~=l B(X/of). 
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A set F such that UXEF B(X,f) ~ E is called an f-net for E. Thus, E 
is totally bounded if and only if for every f > 0 there exists a finite f­
net for E. In this definition, we get the same meaning if we demand that 
{XI, ... ,xn } C E (see the exercises). The next proposition records some 
basic facts about totally bounded sets; the easy proof is left to the reader. 

6.62 Proposition. Any bounded set in Rn is totally bounded. If E is a 
totally bounded subset of a metric space X, then 

(a) E is bounded; 

(b) E, the closure of E, is totally bounded; and 

(c) any suiJset of F; is totally hounded. 

We remark thllt, in gmlCral, a bounded subs(·t of a lIl('tric space ne(~d 
not be totally bounded. For instance, if X has the discrete metric, then X 
is bounded, ill fact, dio.m X = 1, but if X is an infinite set, then no finite 
collection of balls of radius 1 or less can cover X. Perhaps a more interesting 
example is the closed unit ball in Hilbert space, B = {x E :J{ : IIxll $ I}. If 
en = (bnk)""'= l' where bnk = 1 if k = nand bkn = 0 for k :f: n, we note that 
en E B for every n, and lien - em II = v'2 for all m :f: n. Thus any ball of 
radius not greater than ~ can contain at most one of the elements en, SO 

B is not totally bounded. 

6.63 Theorem. A metric space X is compact jf and only if it is complete 
and totally bounded. 

Proof. Suppose X is compact. For any l > 0, X = UrEX B(X,f), so Uwre 
exist XI,.' ',Xn slJch that X = U~=I B(Xk,l). Thus X is totally bounded. 
Now suppose {xn} is a Cauchy sequence in X. Let An = {Xk : k ~ n}.' 
Then An+' C An for every n, so (Proposition 6.51) n:=, An :f: 0 since X is 
compact. Let X E n An. If l > 0, there exists no such that d(xm' xn) < f 12 
for all m, n ~ no, and B(x, (12) n Ano :f: 0 (since X E Ano), so there exists 
m ~ no with d(x,xm) < f/2, and it follows that d(x,xn) < f for every 
n ~ no. Thus Xn -+ X as n -+ 00. We have proved X is complete. 

Next, suppose that X is complete and totally bounded. Let {Uo : 0 E A} 
be an open cover of X. Since X can be expressed as the union of finitely 
many sets of diameter $ 1, if there exists no finite subcollection of {U a : 0 E 
A} which covers X, there exists a set FI C X with diam FI $ I, such that 
no finite subcollection of {U a : 0 E A} covers Fl. We constrlJct inductively 
a sequence {Fn} of subsets of X with the properties: (i) diamFn $ lin; 
(ii) Fn+1 C Fn for every n; and (iii) no finite subcollection of {Uo : 0 E A} 
covers Fn. Such Fn exist since each Fn is itself totally bounded, hence can 
be decomposed into a finite number of sets of diameter $ 1/(n + I), one 
of which can be chosen as Fn I I. Now choose Xn E Fn for each n. If m $ n 
and m $ p, then xn,x" E Fm, so d(x",xn) $ 11m: thus {xn} is a Cauchy 
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sequence, so there exists x E X such that Xn -+ x as n -+ 00. Now there 
exists 13 slJch that x E Ufj, and since U{3 is open, there exists l > 0 such that 
lJ(x.d C U(j. For some m, we have Xn E B(x,f./2) for all n 2: m; choosing 
Tl 2: Tn such that also n > 2/f., we have Fn C B(x, f.) C U/J, contradicting 
that Fn is not covered by any finite subcollection of {Ua ; Q E A}. Thus the 
as .. 'llJmption that {Ua : Q E A} admits no finite subcover of X is untenable, 
and we have proved X is compact. • 

6.64 Corollary. A subset of Rd is compact if and only if it is closed and 
bounded. 

Proof. By Proposition 6.41, a subset K of Rd is complete if and only if it 
is dOlled, and as we remarked above, it is totally bounded if and only if it 
is bounded. • 

Some other terminology: a subset E of a topological space is called rel­
atively compact, or precompact, if its closure is compact. 

6.65 Corollary. A subset of a complete metric space is relatively compact 
if and only if it is totally bounded. 

6.66 Definition. A space X is said to be sequentially compact, or to 
possess the Bolzano-Weierstrass property, if every sequence in X has a 
convergent subsequence. 

6.67 Theorem. A metric space X is compact if and only if it is sequen­
tially compact. 

Proof. Suppose X is sequentially compact. Then X is complete, since if a 
Cauchy sequence has a convergent subsequence, it iH easily HCen to be itself 
convergent. To show that X is totally bounded, let f. > 0, and suppose 
there exists no finite f.-net. Choose Xl E X. If B(Xl,f) = X we have 
cOID!truct~>d a finite (-net, so there exiHtH X2 E X Huch that d(X2, Xl) 2: (. If 
B(Xl, f.) U B(X2' f.) = X, we have constructed a finite (-net, so there exists 
X3 E X such that d(X3, Xj) ~ ( for j = 1,2. In this way, we may construct 
an infinite sequence (xn) such that d(xn,xj) ~ f. whenever n =I j. Clearly, 
such a sequence admits no convergent subsequence. Thus the assumption 
that there exists no finite f.-net is untenable, and we have shown that X is 
totally bounded. We have shown that X is complete and totally bounded, 
so X is compact. 

Now suppose X is compact. Let (xn) be a sequence in X. Let An = 
{Xn.Xn+I, ... } for each n. Then An+1 C An for every n, so An+l C An for 
every n; thus the sets (An) form a nested sequence of nonempty closed sets. 
Since X is compact, n:=l An =I 0, by Proposition 6.51. If x E n:=l An, 
and f. > 0, then B(x, f) n An =I 0 for every n. ThUs there exists nl ~ 1 
such that d(xn ,. x) < 1, there exists n2 > nl such that d(xn1 , x) < 1/2, 
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and proceeding inductively we can find nl < n2 < ... < nk < ... snch 
that d(x".,x) < l/k for every k. Thus we have constructed a convergent 
subsequence of (x n ). I 

6.68 Definition. 1£ X and Y are topological spaces, C(X, Y) will denote 
the set of all continuous maps from X to Y. We abbreviate C(X, R) by 
C(X). 

6.69 Proposition. Let X be a compact topological space, and let Y be a 
metric space. For f,g E C(X, V), define dU,g) = sup{p{J(x),g(x») : x E 

X}. Then d is a metric on C(X, V), and the metric space (C(X, Y),d) is 
complete if Y is complete. 

Proof. The verification that d is a metric is routine. Suppose that Y is 
complete, and suppose that Un) is a Cauchy sequence in C(X, V). Then for 
each x EX, p{J,,(x),fm(x») ~ dU",fm), so (In(X)) is a Cauchy sequence 
in Y, so there exists some point f(x) E Y such that fn(x) -+ f(x) as n-+ 
00. We must check that f is continuous, and that dUn, f) -+ 0 as n -+ 00. 

Let x E X, and f > O. There exists n such that P{J(X).!n(x») < f/3, and 
a neighborhood U of x such that P{Jn(x),fn(Y») < f)3 for every Y E U. It 
follows that for every Y E U, 

p{J(x), f(y») ~ p{J(x), fn(x) )+p{Jn(x), fn(y»)+p{Jn(Y), f(y»)< f. 

Thus f E C(X, V). Now given f > 0, choose no such that dUn' fm) < f for 
all n, m ~ no. Then for every x EX, we have 

for every 11 ~ no; this says dUn, f) ~ f. I 

The IIll'l.ric on C(X, Y) defined in the last proposition is known as the 
uniform metric on C(X, V), and the associated topology as the uniform 
topology. We note that dUn' f) -+ 0 if and only if Un) converges uniformly 
to f. 

6.70 Definition. Let X be a topological space, Y a metric space, and $ 
a subset ofC(X, V). We say that $ isequicontinuous at x E X if for every 
f > 0 there exists a neighborhood U of x such that p{J(x), f(y» < f. for 
every y E U and every f E $. We say that $ is equicontinuous if it is 
equicontinuous at each point of X. 

6.71 Theorem. Let X be a compact space, and let Y be a compact met­
ric space. A subset ,IF of C(X, Y) i:,; totally bounded if and only if it is 
eq uicon tin uo liS. 
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Proof. Suppose $ is equicontinuous. Let ( > O. For each x EX, there 
exists an open neighborhood Ux such that p(J(x),/(y»)< {/3 for all Y E 
Ux and all I E $. Since X is compact, there exist Xl, ••• ,Xn , such that 
X = U7=1 UxJ • Let 

Z = {(J(xJ), ... ,/(xn») : I E $} c yn. 

We give Yn the product metric introduced earlier: 

and observe that yn is totally bounded; indeed, if {YI,"" YN} is an {-net 
for y, then {(Yj" . .. ,Yjn) : 1 ~ jk ~ N, 1 ~ k ~ n} is evidently a finite 
{-net for yn. It follows that Z, as a subset of yn, is totally bounded. Thus 
there exist It, . .. ,1m E $ such that for every I E $ there exists some k, 
1 ~ k ~ m, such that p(J(Xj),Jk(Xj») < (/3 for every j, 1 ~ j ~ n. Now 
for any X EX, there exists j such that X E Uj , and we then have 

p(J(X). Jk(x») ~ p(J(x), I(xj») + p(J(Xj), Jk(Xj») + p(Jk(XJ), Jk(x») 

< (:/3 + {/3 + {/3 = {. 

Thus {It, .. . ,1m} is a finite {-net for $; we have shown that $ is totally 
bounded. 

Now suppose that .~ is totally bounded, and let ( > O. Then there exist 
It, ... ,In E $ such that for any I E $ there exists j, 1 ~ j ~ n, with 
d(f, h) < (/3. If x EX, for each j there exists a neighborhood Uj of x 
such that p(Jj(x),h(Y») < (/3 for all Y E Uj . Let U = n;=l UJ; then U is 
a neighborhood of x, and for any I E $, choosing j so that d(fJ' f) < (/3, 
we have 

p(j(X), I(y») ~ p(j(x), h(x») + p(h(x),h(Y») + p(jJ(Y)' I(y») < (. 

Thus $ is equicontinuous at x for each x EX. I 

6.72 Corollary. Let $ be an equicontinuous subset of C( X, y), where X 
is compact and Y is a compact metric space. Then every sequence in .~ 
hBH a uniformly convergent subsequence. 

6.73 Corollary. If $ is a pointwise bounded and equicontinuous family 
of continuous real-valued functions on the compact space X, then every 
sequence of functions in $ has a uniformly convergent subsequence. 

Proof. We need only observe that $ is uniformly bounded, i.e., that there 
exists MER such that I/(x)1 ~ M for every x E X and IE $. Then we 
can regard $ as a subset of C(X, I-M, MD, so Corollary 6.73 applies. I 
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6.7 Connectedness 

6.74 Definition. A topological space X is said to be disconnected if there 
exist disjoint nonempty open sets U and V with X = U u V. The space X 
is said to he connected if it is not disconnected. A subset A of a topological 
space X is silid to he connected if A, with its relative topology inherited 
from X, is connected. 

The following proposition, whose proof is left to the reader, gives various 
alternative ways to express the content of this definition. 

6.75 Proposition. The topological space X is connected if and only if it 
is not the union of two nonempty disjoint closed sets, or equivalently, if and 
only if there exists no subset of X which is simultaneously open and closed, 
other than X and 0. The subset A of X is connected if and only if for every 
pair U, V of open subsets of X such that A c U u V and Un V n A = 0, 
we have either A C U or A C V. 

It is obvious that if X has the trivial topology, every subset of X is 
connected, while if X has the discrete topology, the only connected subsets 
of X are the singletons. Let us examine the situation in a more interesting 
special case. 

6.76 Theorem. A subset A ofR is connected if and only if it is an interval. 

Proof. Suppose that A is not an interval, so there exist a, b E A, and 
c tI. A, with a < c < b. Let U = (-co, c) and V = (c,+co). Then U and V 
are open subsets of R, with A c U U V and U n V = 0. Since a E UnA 
and b E V n A, we see from Proposition 6.75 that A is disconnected. 

Now suppose that A is an interval, and that there exist open subsets U 
and V of R such that A C U U V, U n V n A = 0, and neither UnA nor 
V n A is empty. Let a E UnA and b E V n A. We may assume a < b. 
Since A is an interval, for each t with a ~ t ~ b, we have tEA, and hence 
either t E U or t E V. Let E = {t E [a,b] : t E U}, and let c = supE. 
Then a ~ c ~ b, so c E A. If c E V, then c > a, and (c - f,C + f) c V 
for some ( > 0, since V is open. But since c is the least upper bound of E, 
there exists t E (c - ( ,e] with t E U. This contradiction shows that c tI. V. 
If c E U, then c < b, and (c - l, C + l) C U for some f > 0, since U is open. 
But then there exists t > C with t E [a, b] n U, contradicting the fact that C 

is an upper bound of E. Thus our assumption that both An U and A n V 
are nonempty is untenable. Thus A is connected. I 

We have seen that the image of an interval under a continuous real-valued 
function is again an interval (Theorem 3.15). Here is a generalization of that 
theorem. 
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6.77 Theorem. Let X and Y be topological spaces, and let I : X -+ Y 
be continuous. If X is connected, then I(X) is connected. 

Proof. If I(X) is disconnected, there exist open subsets U and V of Y such 
that I(X) c UuV, unvn/(x) = 0, and Un/(X) -I- 0, Vn/(X) -I- 0. But 
then 1- I (U) and I-I (V) arc open since I is continuous, I-I (U)U/- 1 (V) = 
X since U U V J I(X). l-l(U) n I-I (V) = 0 since I(X) nu n V = 0, and 
neither l-l(U) nor I-I (V) is empty. Thus X is disconnected whenever 
I (X) is disconnected. • 

If E and F are connected sets with a point in common, then E U F is 
connected. More generally, we have the following: 

6.78 Proposition. Let X be a topological space, and suppose that Eo is 
a connected subset of X for every Q E A. IfnoEA Eo -I- 0, then UoEA Eo 
is connected. 

Proof. Let E = UoEA Eo, and suppose E c U u V, where U and V 
are open subsets of X with E nun V = 0. By hypothesis, there exists 
C E n oEA Eo; we may assume c E U. Now for every Q E A, we have 
En C U u V and Eo nun V = 0; since Eo is connected, either Eo n U = 0 
or Eo n V = 0. Since c E Eo n U, we conclude Eo C U. Thus E cU. • 

Another simple but useful fact about connected sets: 

6.79 Proposition. If E is a connected subset of X, then E is connected. 

Proof. If E is not connected, there exist nonempty sets F and C closed in 
E with E = F U C and F n C = 0. Since E is closed, F and C are closed 
(in X). Then E C F U C, and En F n C = 0. Since E is connected, either 
E C For E C C. But then E C F, or E C C, since E is the smallest 
closed set containing E. Thus E is connected. • 

6.80 Dff'finition. Let X be a topological space. For each x EX, let Cx 

be the union of all the connected subsets of X which contain x. Each Cx 

is called a component (or connected component) of X, or the component 
in X of the point x. 

6.81 Proposition. Let X be a topological space, and for each x E X let 
Cx be the connected component of x. Then: 

(a) for each x EX, Cx is connected and closed; and 

(b) (or any x,y E X, either Cx = CII or Cx n CII = 0. 
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Proof. By Proposition 6.78, Cx is connected, and by Proposition 6.79, ex 
is connected; hence, by the definition of cx, ex c cx, so ex = Cx, and Cx 
is closed. If C'" n CII -I- 0, then C x U CII is connected by Proposition 6.78, 
so C x U CII C C x hy the definition of C,n so CII C C r , and symmetrically 
Cr. C CI/' so C r = CII' I 

If X is a discrete space, every suhset of X is both open and closed, so 
X (if it contains more than one point) is as far from heing connected as 
possihle. In particular, the connected component of each x E X reduces to 
{x}. But this properly is shared by many nondiscrete spaces. 

6.82 Definition. TIl(' topo/ogicnl SpOCf' X is called totally disconnected 
if tIl(' c01l1l('ct/'d C011lPOll('lIt of ('ncl! x E X is {x}; ('(luivn/('nt.ly, if ('very 
connected subset of X is a singleton set. A subset E of a topological space 
is called totally disconnected if it is totally disconnected with the relative 
topology. 

For example, the space Q of rationals, with its usual metric topology, 
is totally disconnected, as is its complement in R, the set of irrationals. 
Of course, a discrete subset of a topological space is totally disconnected. 
The next example shows that a closed set which is as far from discrete 
lUi iH pOHsihl1' ciln st.ill he t.otally C\iS(,OIl11l'ctec\. The Sl't. construct.Nt h('rl' iH 
known 88 the Cantor set. 

6.83 Example. Tlwre exists a cloS(~d subset K of [0,1] such that K 'is 
totally disconnected, but every point of K is a limit point of K. We con­
struct K as follows. For any closed bounded interval I = [a, b], we define 
I' = [a, (2a+b)/3] and /" = [(a+2b)/3, b]; thus I' and I" are the two closed 
intervals remaining after we remove the open middle third of [a, b]; each has 
length (b - a)/3. Now we define a sequence (Kn)~o of closed subsets of 
[0,1] inductively. Let Ko = [0,1]. Suppose we have obtained K o, ... , K" 

such that for ° ::; j ::; n, K j = U!~l Ij,I" where each Ij,k is a closed inter­
val of length 3 - j , and hk n Ij,l = 0 for k =1= l. Then define In+l,2k-l = l~,k 

2n + 1 

and In+l,2k = I~,k' and put Kn+l = Uk=l In+l,k. In other words, we 
obtain Kn+l by removing the open middle third of each of the 2n closed 
intervals that make up Kn. We define K = n::,=o Kn. Since the intersection 
of closed sets is closed, K is closed. Since Kn contains no interval of length 
greater than 3- n , K contains no interval of positive length, and thus no 
connected set consisting of more than one point. This also shows that K 
has empty interior. Finally, if x E K, then for each n, x E In,k for some k; 
let Xn be the right endpoint of In,k' unless x is the right endpoint of In,k, 
in which case let Xn be the left endpoint. Then Xn E K for every n, and 
0< IXn - xl::; 3-n , so x is a limit point of K. 

We observe finally that K is uncountable. We give an argument which can 
be applied to any closed subset of a complete metric space which consists 
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entirely of limit points. Suppose not, so K = {Xj : j EN}. We construct 
a sequence of open intervals (In);:''=l with the properties I n +1 C I n for 
every n, I n n K '" 0, diam I n -+ 0, and Xn rt. J n+1. Let J 1 be any open 
interval containing Xl· Having found I n with I n n K '" 0, there exist 
at least two points in I n n K, since each point of K is a limit point of 
K, and hence there exists an open interval I n +1 such that I n +1 C I n , 

In+1nK '" 0, diamJn =l < 4 diam I n , and Xn rt. I n +1 . Choose Yn E JnnK; 
then IYn - Yn+kl :$ diam I n since Yn+k E In+k C I n , so (Yn) is a Cauchy 
sequence, hence converges to some y. Since Yn E K for every n, and K is 
closed, it follows that Y E K. But since Xn rt. Jm for every m > n, Y '" Xn 
for every n. This contradiction shows that K is not countable. (An exercise 
descri bes an alternate proof.) 

6.8 Exercises 

1. Let X be a metric space, and a EX, r > O. Show that B(a,r) C {x E 
X : p(x, a) :$ r}, and give an example to show that the inclusion can be 
proper. 

2. Let X be a topological space. Show that X\EO = X\E, for any E eX. 

3. Show that if the topological space X has a countable base, then every 
base contains a countable base. 

4. A Hausdorff space X is called a door space if every subset of X is either 
open or closed. Show that if X is a door space, then X has at most one 
limit point. Show that if x E X is not a limit point, then {x} is open. 

5. Let X be a topological space. For each E eX, the set of limit points of 
E is called the derived set of E, and denoted E'. Show that for any E eX, 
E' is closed, and show that E' = (E)'. 

6. Let X be a topological space and E eX. We say that x E X is a 
condensation point of E if every neighborhood of x contains uncountably 
many points of E. Suppose that X has a countable base, and that E is an 
uncountable subset of X, and let C be the set of all condensation points 
of E. Show that C is closed, that every point of C is a limit point of C, 
and that E\C is countable. HINT: Let {Un} be a countable base for X, let 
A = {n : UnnE is countable}, and let G = UnEA Un. Show that C = X\G. 

7. Let I be a continuous real-valued function on a topological space X. 
Show that the zero set of I, Z(f) = {x EX: I(x) = O}, is closed. 

8. Let X be a tupological space, Y a Hausdorff space, and let I : X -+ Y 
and 9 : X -+ Y be continuous. Show that {x EX: I(x) = g(x)} is closed. 
Hl'nce if I(x) = g(x) for all x in a dense subset of X, then 1= g. 
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9. Let X be a metric space. If x E X and E eX, define the distance from 
x to E as p(x, E) = inf{p(x,y): y E E}. 

(a) Show that the function x ....... p(x, E) is uniformly continuous on X, for 
each E c X, and that E = {x: p(x, E) = o}. 

(b) Deduce from (a) that if F is a closed subset of X, there exist open 
sets Gn (n E N) such that F = n~=IGn' 

(c) If E and F are disjoint closed subsets of X, show that /, defined by 

/(x) _ p(x, E) 
- p(x, E) + p(x, F) , 

is a continuous real-valued function on X, with 0 ~ / ~ 1, and E = 
/-1 ( {o} ), F = r I ( {I} ). Deduce that there exist disjoint open sets U 
and V with E c U and Fe V. 

10. Let X be a topological space, and let / : X --+ R. Show that the set C 
of all points x E X such that / is continuous at x is the intersection of a 
countable family of open subsets of X. 

11. Let X and Y be topological spaces, and let / : X --+ Y. Show that / 
is continuous if and only if /(E) c /(E) for every E C X, if and only if 
/ I(E) c /-I(E) for every E c Y. 

12. Let X be a topological space, and let / : X --+ [-00, +00). We say 
that / is upper semicontinuous, abbreviated u.s.c., if / is continuous when 
R U { -oo} is given the topology 5"u of Example 6.4. Similarly, a mapping 
/ of X into R U {+oo} is called lower semicontinuous, or l.s.c., if it is 
continuous when the target space has the topology $i. 

(a) Show that / : X --+ R is continuous (R having its usual topology) if 
and only if / is both u.s.c. and l.s.c. 

(b) Show that if / and 9 are u.s.c., then 80 are / + 9 and >./, for any real 
>. > o. 

(c) Show that if $ is any collection of u.s.c. functions on X, and 9 is 
defined by g(x) = inf{f(x) : / E $}, then 9 is U.S.c. 

(d) Show that / is l.s.c. if and only if - / is u.s.c., and deduce the analogues 
of (b) and (c) for l.s.c. functions. 

13. A collection $ of subsets of a set X is said to have the finite intersection 
property ifn;=1 Fj "" 0 for any finite subcollection {FI ,F2 , •.• ,Fn } of $. 
Show that a topological space X is compact if and only if for every collection 
{Fo : () E A} of cI08ed subsets of X which has the finite intersection 
property, we have n oEA Fo "" 0. 
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14. Show that if E is a totally bounded subset of a metric space X, then 
for every { > 0 there exists a finite subset {Xl, .•• , Xn} of E such that 
E C U~=I B(Xk. {). 

15. Let (X, 07) be a compact Hausdorff space. Let 07' be a topology on X 
which is strictly stronger than 07, and let 07" be a topology on X which is 
strictly weaker than .0/. Show that (X, :Y') is Hausdorff hut not compact, 
while (X, .0/") is compact, but not Hausdorff. 

16. Let X be a compact Hausdorff space, and let I : X -+ R. The graph of 
I is the set CU) = {(x, I(x» : x E X} C X x R. Show that I is continuous 
if and only if C(f) is compact. 

17. Let X be a compact metric space, and I : X -+ X an isometry, i.e., 
p(J(x),I(y») = p(x,y) for every x,y EX. Show that I is bijective. HINT: 
Let Y = I(X), and suppose X\Y '10. Let Xo E X\Y, and let fJ = p(xo, Y). 
Define the sequence (xn) inductively by Xn+1 = I(xn) for every n ~ o. 
Show that p(xn.xm} ~ fJ for all m < n. 

18. Show that an upper semicontinuous function on a compact space as­
sumes a maximum value. 

19. Prove Proposition 6.75. 

20. A topological space X is called pathwise connected if for every x, y E X 
then~ exif;ts a continuous map, : [0,1] -+ X with ,(0) = x Ilnd 1'(1) = y. 
Show that every pathwise connected space is connected. Show that the 
converse is false, by considering the following subspace of R2: 

X = {(t,sin(l/t)} : t 'I o} U {(O, t) : -1 ~ t ~ l}. 

21. A topological space X is called locally connected if for cadi x EX, 
any neighborhood of x contains an open connected neighborhood of x. 
(Equivalently, X has a base of connected sets.) Show that if X is locally 
connected. and C is an open subset of X, then every component of C is 
open. 

22. Show that every open subset of R is the union of a disjoint sequence of 
open intervals. 

23. A subset C of Rd is called convex if it has the following property: for 
every x and yin C, and every real t with 0 ~ t ~ 1, we have tx+{l-t)y E 
C. Show that the intersection of an arbitrary collection of convex sets is 
convex. Show that a convex subset of Rd is connected. 

24. Let X = {(x, y) E R2 : either x or y is irrational}. Show that X is 
connected. 
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25. Show that the Cantor set K can be described as the set of all x E [0,1] 
such that x = L::"=l a n 3- n , where an E {0,2} for every n. Deduce that K 
is uncountable. 

6.9 Notes 

6.1 The word topology in t.he t.itle of this chapter is perhaps misleading, in 
that it docs not refer to the subject of study of topologists. Rather it is 
the framework in which analysts study the notion of convergence and 
continuity. The points of the topological spaces or metric spaces that 
we are concerned with are likely to be functions. The subject is called 
general topology, or point set topology. The concepts of neighborhood 
and limit point were introduced by Cantor in his paper of 1872. The 
basic role of open sets in the study of continuity and convergence in 
general settings emerged only gradually. 

6.2 Hausdorff in 1914, in the first book on general topology, defined con­
tinuity in terms of the concept of open set. 

6.3 Metric spaces were introduced by Frechet in 1916. 

6.4 The topological product of infinitely many topological spaces was in­
troduced by Tychonoff in 1930; he proved the eponymous theorem 
that the prod lid of any collection of cOlllpnet SPI\(:1'8 is ngain (:0111-

pact. 

6.5 For metric spaces, all the topological notions can be defined in terms 
of sequences, but this is decidedly not the case for general topological 
spaces. A concept called nets or generalized sequence,~, however, does 
lIuffice, and hal! the advantage of enabling liS to lise the intllition we 
have developed for sequences. See the classic book of Kelley [6] for 
more on this. The important role that completeness plays was first 
put into evidence by Cauchy. Theorem 6.42 was proved by Baire for 
Rn in his 1899 thesis; it had previously been proved for R by Osgood, 
who proved Theorem 6.43. 

6.6 Bolzano stated the result that every infinite subset of a bounded in­
terval in R has a limit point, but apparently never wrote down a 
proof. Weierstrass independently found this result, in the form that 
every bounded sequence in R has a convergent subsequence. The word 
"compact" meant "sequentially compact" until almost the middle of 
this century; what we now call "compact" (the Heine- Borel prop­
erty) was introduced as "bicompact" by Alexandroff and Urysohn in 
1924, and eventually took over as the dominant notion in the period 
when attention was being paid more and more to topological spaces, 
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rather than metric spaces. Many of the results in this section were 
obtained by Alexandroff in the 19208. In topological spaces, compact­
ness and sequential compactness are distinct notions; neither implies 
the other. Hausdorff introduced the notion of total houndedness, and 
proved Theorem 6.63. Total boundedness is surely a more intuitive 
idea than sequential compactness, which in turn is easier to grasp 
than compactness; however, compactness has proved its utility, and 
become a central notion. Theorem 6.71 (actually, Corollary 6.73) is 
due to Arzela and Ascoli, who found it independently in the 18808. 

6.7 The notion of connectedness is perhaps the most intuitive of all the 
basic ideas of topology, certainly far more intuitive than compactness. 
Yet there are surprising facts to be discovered about it, even at an 
elementary level. For instance, Sierpinski constructed a subset of R2 
which is connected, but becomes totally disconnected when one point 
is removed. 



7 
Function Spaces 

In thi!! chapter, we give a few applications of the result!! obtained in the 
preceding chapters, especially the last chapter. The common ground is that 
we are considering spaces whose points are functions, and functions on such 
spaces. 

7.1 The Weierstrass Polynomial Approximation 
Theorem 

Continuous real-valued functions on an interval can be quite nasty, for 
instance, nowhere differentiable, but polynomial functions are as pleasant as 
possible: their values are easily computable, they can be easily differentiated 
and integrated, they vanish at only a finite number of points, etc. Therefore, 
it is a very pleasant fact that any continuous real-valued function on a closed 
bounded interval in R can he uniformly approximated by polynomials. The 
fol1owing theorem is know as the Weierstrass polynomial approximation 
theorem. 

7.1 Theorem. The polynomial functions are dense in C{[a, b]), with its 
uniform topology. 

Proof. The assertion of the theorem is that for any continuous real-valued 
function / on the closed bounded interval [a, bl, and any l > 0, there exists 
a polynomial function p such that Ip{x) - /{x)1 < f for every x E [a, bl; 
equivalently, there exists a sequence (Pn) of polynomials which converges 
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unifonnly to f on [a, b]. We begin by proving a special case. We denote the 
identity function by x; thus x(t) = t for t E R. 

7.2 Lemma. There exists a sequence (qn) of polynomiaL,; which converges 
uniformly to Ixl on [-1, 1]. 

Proof. Let qo = 1, and inductively define qn+ I = ! [x2 + 2qn - q?] for 
n 2: O. Clearly, every qn is a polynomial. We note that if Ixl :-::: qrl :-::: 1, then 

qn - qn+1 = 4 (2qn - x2 - 2qn + q?,) = 4(q?, - x2) 2: 0, 

and 

qn+1 - Ixl = !(x2 - 21xl + 2qn - q?,) = H(I -lxi)2 - (1 - qrl)2] , 

so if Ixl :-::: qn :-::: 1, we have Ixl $ qn+1 $ qn $ 1. Since 'qO = 1, it follows by 
induction that Ixl $ qn+1 $ qn for all n. Hence (qn(t» converges for every 
t E [-1,1]: if q = limqn, we have q = 4[x2 + 2q - q2J, and thus q2 = x 2. 
Since q 2: 0, we have q = Ixl. Since the continuous functions qn decrease 
to the continuouH function lxi, we know by Dini'H theorem (Theorem :1.25) 
that the convergence is uniform. I 

7.3 Lemma. For any c E R, there exists a sequence (Pn) of polynomials 
which converges to Ix - cl uniformly on every compact subset of R. 

Proof. By Lemma 7.2, we can find for each n E N a polynomial Qn such 
that IQn(t) - Itll < I/n2 for all t E [-1,1]. Let Pn(t) = nQn((t - c)ln); 
then IPn(t) -It - cll < lin for all n > It I + lei- I 

Returning to the proof of Theorem 7.1, let A be the set of all functions 
f : R ---+ R with the property that for any E > 0 there exists a polynomial 
P such that If(t) - p(t)1 < E for all t E [a,b]. It is quite easy to see that 
if f, 9 E A and a, b E R, then af + bg E A (in other words, A is a vector 
space over R). Since u+ = !(u + lui) for any u E R, it follows from Lemma 
7.3 that the function (x - c)+ belongs to A for any C E R, and hence that 
any function of the fonn 

n 

g=A+Lm](x-cj)+ 
j=1 

(7.1 ) 

belongs to A. But any piecewise linear continuous function on [a, b] can be 
expressed in the form (7.1). Indeed, if 9 is piecewise linear on [a,b], there 
exists a partition (c] );=0 of [a, b], and mj E R for j = 1,2, ... , n, such that 
g(t) = f(cj-d + mj(t - cj-d for all t E [Cj_I,Cj), 1 $ j $ n. But then we 
have 

n 

g(t) = f(a) + L mj(t - cj-d+ 
j=1 
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for all t E [a,bj, i.e., 9 has the form (7.1) with A = f(a). Now given any 
f E C([a, b]), there exists a piecewise linear continuous function 9 such that 
Ig(t) - f(t)1 < f./2 for all t E [a,bl (Theorem 3.20), and, by what we have 
just proved, a polynomial p lIuch that Ip( t) - g( t) I < f. /2 for all t E [a, bj; 
then we have If(t) - p(t)1 < £ for all t E [a,bj. I 

We now turn to the space of all real continuous functions on a compact 
space, and est.ahlish SOIll(' sufficient conditions for a subset of this space of 
functions to be dens('. For the proof of the next theorem, it is convenient 
to introduce some new notation. 

7.4 Definition. [fa,b E R, weput.aVb = max{a,b} anclal\b = min{a,b}. 
If f, 9 : X -+ R, we define f V 9 : X -+ R by (f V g)(x) = f(x) V g(.1'), 
x E X, and f I\g: X -+ R by (f I\g)(x) = f(x) I\g(x), x E X. 

7.5 Theorem. Let X be a compact topological space, and let .!L' be a 
subset of C(X) having the following properties: 

(a) if f,g E.!L', and a,b E R, then af + bg E.!L'; 

(b) if f,g E .!L', then f V 9 E .!L' and f 1\ 9 E.!L'; 

(c) for allY x,y EX, witll X f. y, there exists f E.!L' with f(x) f. f(y); 
and 

(d) eaclJ constant functioll belongs to .!L'. 

Then .!L' is dense in C(X). 

Proof. We remark that condition (a) says that .!L' is a vector space, with 
the usual operations on functions; condition (b) is often described with the 
words ".!L' is a lattice"; condition (c) is described by ".!L' separates points." 
Thus the theorem says that any vector lattice contained in C(X) which 
separates the points of X and contains the constants, is necessarily dense 
in C(X). 

We observe that conditions (a), (c), and (d) imply the following: if x, y E 
X with x 1= y, and if a, b E R, then there exists f E .!L' such that f(x) = a 
and f(y) = IJ. For hy (c) there exists 9 E .!L' with g(x) = nand g(y) = 1'1, 
where (} f. (j. By (a) and (d), for any s, t E R we have ..,g + t E .!L'. It 
is trivial to choose 8 and t such that f = 8g + t satisfies f(x) = a and 
f(y) = b. 

Now to the proof of the theorem. Let f E C(X) and ( > O. We mllst 
produce 9 E .!L' with IIf - gil < l, i.e., with f(x) - l < g(x) < f(x) + l 
for every x EX. We proceed as follows. For each x, Y EX, there exists 
gXII E .!L' with gXII(x) = f(x) and gXII(Y) = f(y)· Since f and gXII are 
continuous, there exists an open neighborhood UXII of y such that gXII(z) < 
f(z) + f. for all z E UxlI , Since X is compact, there exist YI, Y2,' .. ,Yn such 
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that X = Uj'=l UZII;" We put gz = gZ1l1 1\ ... 1\ gXII ... Then gx E -Z by 
hypothesis (b), gz(x) = I(x), and gx(z) < I(z) + f for every z E X. Since 
I and gx are continuous, there exists an open neighborhood V:r of x such 
that g:r(z) > I(z) - f for every z E Vx. Since X is compact, there exist 
Xl, ... , xm such that X = U;:l VX.i" Define 9 = gZI V·· ·Vgxm · Then 9 E -Z, 
g(z) < I(z) + f for every z E X, and g(z) > I(z) - f for every z E X. • 

This theorem is due to Stone. From it we can deduce another approxi­
mation theorem, which contains the Weierstrass approximation theorem as 
a special case. It is known as the Stone-Weierstrass theorem. 

7.6 Theorem. Let X be a compact topological space, and suppose that 
A c C(X) has the following properties: 

(a) if I, 9 E A, and a, bE R, then al + bg E A; 

(b) if I,g E A, then Ig E A; 

(c) [or any x, y EX, with X =1= y, there exists I E A with I(x) =1= I(y); 
and 

(d) each constant function belongs to A. 

Then A is dense in C(X). 

Proof. It is clear that the closure It of A in C(X) satisfieR the same 
conditions (a)-(d), so we can assume that A is uniformly closed. We notice 
that conditions (a), (c), and (d) are taken unchanged from Theorem 7.5, 
so it suffices to show that I V 9 E A and I 1\ 9 E A whenever I, 9 E A. 
(Of course, one of these suffices, since a V b = - ( -a) 1\ ( -b).) We make the 
following remark: since 

b a +b la - bl 
aV = -2- + -2-' 

a 1\ b = a + b _ la - bl 
2 2' 

and lal = a V (-a), conditions (a) and (b) of Theorem 7.5 are equivalent to 
(a) and the condition: if IE -Z, then III E -Z. Now conditions (a) and (b) of 
our theorem imply that if 9 E A and p is a polynomial with real coefficients, 
then p(f) E A. According to Lemma 7.3, we can find polynomials Pn such 
that Pn(x) converges uniformly to Ixi on any interval [-M, MJ in R. It 
follows that Pn(f) converges uniformly on X to III. Thus A satisfies all the 
hypotheses of Theorem 7.5, and is closed, so A = C(X). I 

7.7 Corollary. Let K be a closed and bounded subset o[R n. Then the set 
P( K) of polynomials p(Xlt ... ,xn ) in the coordinate functions x., ... ,Xn 

is dense in C(K). 

Proof. We need only observe that A = P(K) satisfies the hypotheses of 
the last theorem. I 
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7.2 Lengths of Paths 

Let (X,p) be a metric space. By a path in X, we will mean a continuous 
map I : I -+ X, where I is a closed bounded interval in R. We want to 
define the length of a path in X, and it is natural to do it as follows. 

If I : [a, bJ -+ X is a path in X, and 7T = (tj )j=o is a partition of [a, bJ 
(see Definition 5.1), we define 

n 

L(f,7T) = LP(J(tj),f(tj-d) 
j=1 

and define the length 01 I by 

L(f) = sUp{L(f,7T): 7T a partition of [a,b]}. 

(We think of L(f) as the supremum of the lengths of polygons inscribed in 
I.) We say that I is rectifiable if L(f) < +00. It is clear that L(f) = ° if 
and only if I is a constant path. 

Let 9' be the set of all rectifiable paths in X with domain [O,IJ. We 
define 

d(f,g) = sup{p(J(t),g(t») : 0:$ t:$ I} 

for I, 9 E gI. As we saw in the last chapter, this is a metric on 9'. Con­
vergence in this metric is just uniform convergence of functions. 

The map L : gI -+ R is not continuous. For instance, let us define 
9 : R -+ R by g( t) = 1 - 11 - 2t I for ° :$ t :$ 1, and set g( k + t) = g( t) for 
k :$ t :$ k + 1 (k E Z). Define the path In in R2 by In(t) = (t,g(nt)/n) 

for ° :$ t :$ 1. (The reader might make a quick sketch.) Then L(fn) = .j5 
for every n, as is easily checked, but (fn) converges uniformly to the path 
j, given by I(t) = (t,O), 0:$ t:$ 1, and L(f) = 1. 

However, the map L does have the property, called lower semirontinuity, 
described in the next theorem. 

1.8 Theorem. If lie E gI for each kEN, and (!Ie) converges uniformly 
to I, then L(f) :$liminf L(fle). 

Proof. Let A < L(f). There exists a partition 7T = (tj)j=o of [0, IJ such 
that A < L(f,7r) = 2:.7=1 p(J(tj-d, I(t j »). For any f > 0, if 9 Egland 
d(f,g) < fin, we have 

p(J(tj),/(tj-d) :$ p(J(tj),g(tj» + p(g(tj),g(tj-d) + p(g(tj-d, f(tj-d) 

and hence 
n 

L(g,7r) = LP(g(tj),g(tj-d) 
j=1 

n 

~ LP(J(tJ-d,f(tj» -2f = L(f,7T) - 2f > A - 2f. 
j=1 
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Thus L(g) ? L(g, rr) > >. - 2£. Now if (ik) converges to f uniformly, there 
exists leo such that d(f,fk) < fin for all k ? ko, and hence L(ik) > >. - 2f 
for all k ? leo. Thus lim inf L(ik) ? >. - 2f. Since f > ° was arbitrary, we 
have liminf L(fk) ? >.. Since>. was an arbitrary number smaller than L(f), 
we conclude lim inf L(fk) ? L(f). I 

The next theorem says that in a compact metric space there always exists 
a shortest path between any two points. The proof will use the following 
lemma: 

7.9 Lemma. For any 9 E fJI, there exists g* E fJI with the properties: 

ta) g'(O) = yeO) and g'(1) = g(1); 

(b) L(g') = L(g); and 

(c) for all t,t' E [0,1], p(g*(t),g'(t'») $ L(g)lt - t'l. 

Proof. Let gl be the restriction of 9 to the interval [0, t], and let >.(t) = 
L(y!). It is clear that>. is an increasing function on [0,1], with >'(0) = ° 
and >'(1) = L(g). Furthermore, >. is continuous. For given £. > 0, we can 
choose a partition rr = (t])'J=o of [0,1] such that L(g,rr) > L(g) - L Since 
9 is uniformly continuous, there exists {j > ° such that p(g(t),g(t'» < I' 

whenever It - t'l < {j, and we can also assume that t j - t j _ 1 < {j for 
1 $ j $ n. Suppose ° $ t < t' $ 1 and t' - t < 11 = min{t] - tj-d. I 
claim that >.(t') - >.(t) $ 31'. Suppose not. Then the restriction h of 9 to 
[t,t'] has length L(h) > 3f. Hence there is a partition rr' of [t,t'] such that 
L(h,rr') > 3f. Now since t' - t < t] - tj-l for every j, 1 $ j $ n, t and t' 
bdong to either the same or, at worst, two adjacent intervals [tj-I,fj]. Let 
rr" h(' the partition obtained by throwing together the pointH of rr and rr'. 
Theil 

L(g, 71"") ? L(g, rr) - p(g(tj _ il, g(t») - p(g(t'), g(t)+ d + L(h, rr') 

> L(g) - f - f - (' + 3£. = L(g), 

which is impossible. Thus >. is continuous on [0,1], and hence is a surjective 
map of [0.1] onto [0, L(g)J. 

We next define a map ¢ : [O,L(g)] ~ [0,1] by ¢(,~) = inf{t E [0,1] : 
>'( t) = s}. If >. is strictly increasing, then of course ¢ = >.-1, but >. need 
not be strictly increasing (g may "stop to rest" in some subinterval of [0,1]). 
In any case, ¢ is well-defined since>. is surjective. We define g( s) = g( ¢( s»). 
Then 9 : [0, L(g)] ~ X is continuous (even though ¢ need not be), and in 
fact we have for 0 $ s, s' $ L(g), 

p(g(s),g(s'») = p(g(t),g(t'»), 

where >.(t) = sand >.(t') = s'. It follows that p(g(s), g(s'») $ Is' - sl for all 
s,s' E [O,L(g)l. It is clear that g(O) = g(O) and g(L(g») = g(I). (We call 
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9 the reparametrization of g by arc length.) Now let gO(t) = g(L(g)t) for 
t E [0,1]. It is easy to see that gO(O) = g(O) and gO(I) = g(I), that L(gO) = 
L(g) = L(g), and that p(g·(t),g·(t')) ~ L(g)lt - t'l for all t,t' E [0,1]. I 

7.10 Theorem. Let X be a compact metric space, and Jet p, q EX. Let 
.Y be the set of all 9 E .'J# witll g(O) = p and g(l) = q. If .Y 1= 0, then 
there exists f E .Y such that L(f) ~ L(g) for every 9 E .Y. 

Proof. Let D = inf{L(g) : 9 E .Y}, and let (gn) be a sequence in .Y with 
L(gn) --+ D as n --+ 00. Using the last lemma, we obtain a sequence (g~) in 
.Y with L(g~) = L(gn) which also satisfies the condition 

for all t, t' E [0,1]. But this condition implies that (g~) is an equicontinuous 
sequence of maps of [0, 1] into the compact metric space X, and hence by the 
Arzela-Ascoli theorem, Theorem 6.71, there exists a uniformly convergent 
subsequence (g~.). If f is the limit of this subsequence, we have by Theorem 
7.8 that L(f) ~ lim inf L(gn.) = D, and the theorem is proved. I 

7.3 Fourier Series 

In this section and the next, it will be convenient to use complex numbers, 
which we have mentioned in this book so far only in passing. Recall that the 
complex number field C is the set R2, endowed with its natural addition, 
and the multiplication law (a, b)(c, d) = (ac - bd, be + ad), and that C is a 
field, with the subfield {(a,O) : a E R} being identified with the real field 
R. We then write 1 for (1,0), ° for (0,0), and set i = (0,1), so that i 2 = -1. 
Each complex number z can be expressed uniquely in the form z = x + iy, 
with x, y E R, and we set z = x - iy, and call z the complex conjugate, 
or simply conjugate, of z. We observe that z + z = 2x, z - z = 2iy. We 
call x the real part of z, and denote it by ~z, and y the imaginary part 
of z, denoted by \}z. The norm Izl = ';x2 + y2 of a complex number z is 
called its absolute value or modulus. We observe that Izl2 = x 2 + y2 = zz. 
The inequality Iz +wl ~ Izl + Iwl is a familiar fact about R2. We note that 
zw = (z)(w), and consequently Izwl = Izllwl. Any complex number z can 
be written in the form z = TA, where T ~ ° and IAI = 1; if z 1= 0, then 
T = Izl and A = z/lzl are uniquely determined, while if z = 0, then T = ° 
and A can be any number of absolute value 1. 

We will deal in this section with complex-valued functions of a real vari­
able, not functions of a complex variable, the subject matter of an entirely 
different course. 

If I: X --+ C, then u = 'J?I and v = \}I map X into R, and 1 = u + iv. 
When X is an interval in R, we can discuss the derivative of 1 at a point, 
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or the integral of f over the interval; our previous definitions make sense 
in the context of complex-valued functions. It is very easy to sec that when 
f : I -- C, I an interval in R, with u = Rf and 1) = 'Jf, then f'(t) 
exists if and only if u'(t) and v'(t) exist, and f'(t) = u'(t) + iv'(t) in this 

case. Similarly, J: f exists if and only if J: u and J: v exist, and J: f = J: u + i J: v in this case. It is obvious that if f and 9 are complex-valued 
functions on la, bJ which are Riemann integrable, then f + 9 is again such 
a function, and J:U + g) = J: f + J: g. It is very easy to see also that for 

any constant c E C, J:(cf) = c J: f. It is not as trivial to establish the 
useful inequality 

lib f(t) dtl ~ ib If(t)1 dt. 

To see this, choose A E C with IAI = 1 and A J: f ~ O. Then 

lib f(t)dtl =,x ib f(t)dt= ib Af(t)dt 

= R ib ,\f(t) dt = ib R(,\f(t» dt 

~ ib 1,\f(t)1 dt = ib If(t)1 dt. 

We say that a function f : R -- Y is periodic, with period T, or simply 
T-periodic, if f(t + T) = f(t) for all t. In this definition, Y may be any set. 
Obviously, a constant function is periodic, with every T as period. If Y is 
a metric space, and f : R -- Y is periodic and continuous, then either f is 
constant, or f has a smallest positive period, and every period of f is an 
integer multiple of this one (we leave the proof as an exercise.) It is obvious 
that sums and products of complex-valued T-periodic functions are again 
T-periodic, as are pointwise limits of such functions. We note that if f is 
T-periodic, then the function t 1-+ f(tT) is periodic with period 1. 

The reader can easily verify that for any Q E R, J:+T g(t) dt = J:' g(t) dt 
whenever 9 is T-periodic and integrable over some interval of length T. 

Examples of functions with the period 271' are the sine and cosine func­
tions, and hence any function of the form 

N 

f(t) = Ao + ~)An cos 271'nt + Bn sin 271'nt) , (7.2) 
n=1 

is periodic, with period 1; we will refer to such functions as trigonometric 
polynomials, of degree ~ N. 

We will make use of the complex exponential function, which we define 
by t he rule eit = cos t + i sin t. We note that leit I = 1 for all t E R, and 
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that if A E C and IAI = 1, then there exist t E R such that A = e·t ; t, 
of course, is not uniquely determined, only up to addition by an integer 
multiple of 211'. Thus any z E C clln be exprcsst.'<i in the form z = reit 

with r :::: 0 and t E R; any such t is called an argument of z. Clearly, we 
have cit = c-· t . The addition laws for the trigonometric functions which we 
obtained in Chapter 3 quickly lead to the identity e·(~+t) = ei~eit, which 
is sufficient to justify the notation. We note that cost = Heit + e- it }, and 
sin t = i(eit _e-· t }. Hence the trigonometric polynomial described in (7.2) 
can also be expressed in the form 

N 

f(t} = L ene2".int, (7.3) 
n=-N 

with Co = Ao, en = 4(An - iBn} and C-n = 4(An + iBn} for n > O. 
Conversely, any function of the form (7.3) can also be expressed in the 
form (7.2) by taking Ao = Co and An = en + c-n, Bn = i(en - c-n) for 
n > O. We note that in this correspondence, the coefficients An and Bn are 
real if and only if Cn =" c- n . 

7.11 Proposition. Let f be a trigonometric polynomial, 

N N 

f(t) = L cn c2 ..... t = ~I + L(ancos211'nt+bnsin211'nt}. 
n=-N n=1 

Tllen, for any 0 E R, 

10+1 
en = 0 f(t}e-27rint dt, -N~n~N, 

and, consequently, 

f°+! 
an = 2 10 f(t} cos 211'nt dt, 

f°+! 
bn = 2 10 f(t) sin 211'nt dt. 

Proof. It suffices to observe that 

~o+ 1 eikt dt = {OI if k = 0, 
1n if k # 0 

(7.4) 

(7.5) 

to verify equation (7.4).We deduce Equation (7.5) by using the relations 
an = c .... + C- n, bn = i(cn - c-n ). • 

We will fix the following notation for the rest of this chapter: 

7.12 Definition. Let 8l denote the set of all I-periodic complex-valued 
functions on R which are Riemann integrable over bounded intervals; and 
let VI denote the set of all continuous I-periodic complex-valued (unctions 
onR. 
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7.13 Definition. For each nEZ, let en : R -+ C be defined by en(t) = 

For each 1 E fff, define i : Z -+ C by 

in = 11 le-n = 11 l(t)e-27rint dt 

and call in the nth Fourier coefficient of I. The series L:=--x, i"e27rinx is 
called the Fourier series of I; it is to be regarded &S the sequence of partial 
sums (sn), wbere 

n 

sn(x) = L ike27rih 
k=-n 

for n = 0, 1,2, .... 

7.14 Proposition. Let I,g E fff. Then (f + g)" in + fin; if r E C, 

(cj)n = cin; if la is defined by la(t) = I(t - a), then Ua)n = ",2""", i". 

Proof. We leave the first two statements to the reader. For the last state­
ment, we can compute 

(ja)n = 11 I(t - a)e- 2".int dt = l a
+l I(t - a)e-27rint dt 

= 11 l(u)e- 27rin(u+a) du = e-27rina in, 

88 claimed. I 

From Proposition 7.11 we see that if 1 is a trigonometric polynomial, 
then the Fourier series of 1 converges to 1 at each point; in fact, we have 
Bn = 1 for every n ~ N, if N is the degree of I. In general, a Fourier series, 
even the Fourier series of a continuous function, need not converge at every 
point. If the Fourier series of a function 1 does converge at a point t, there 
is no guarantee that it converges to I(t). In fact, if we change the definition 
of 1 at one point, the Fourier coefficients remain unchanged. However, we 
will show that for a reasonably nice function I, the Fourier series of 1 does 
converge uniformly to I. First, we establish that a continuous function is 
determined by its Fourier series. 

7.15 Theorem. Let 1 E 't'. If in = 0 for every nEZ, then 1 = o. 

Proof. Suppose that 1 E re, 1 =F 0, with in = 0 for every n; using 
Proposition 7.14, we can assume that 1 is real-valued, and 1(0) > O. Then 
there exist lJ > 0 and E > 0 such that I(t) ~ E for all t E (-6,6). Since 

in = 0 for all n, we see that ti~2 I(t)g(t) dt = 0 for every trigonometric 
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polynomial g. We construct a sequence of real trigonometric polynomials 
(gn) with the properties: (a) gn(t) ~ 1 for all t E (-b, b); (b) Ign(t)1 $ 1 
for b $ It I $ ~; and (c) gn -+ +00 uniformly on [-b',b'] for any b' < b. 

With such gn, we readily find that f~~2 I(t)gn(t) dt -+ +00 as n -+ 00, a 
contradiction. It suffices to set gn (t) = [g( t)]n, where g( t) = 1 + cos 211't -
cos 211'b. Since cos 211't < cos 211'6 for 6 < It I $ ~, we see that - cosb $ get) $ 
1 for 6 $ It I $ ~, while get) ~ 1 + cos 6' - cos 6 > 1 for It I $ b' < 6. I 

7.16 Corollary. If I, 9 E V/ and in = 9n for all n, then I = g. 

Proof. If h = 1- g, then It E <t' and hn = 0 for every n, so h = 0 by the 
la.'lt theorem. I 

7.17 Corollary. Lf't I E 'C. If tIle Fourier series of I converges uniformly, 
then it converges to I. 

Proof. If .~" -+ fJ uniformly, then '~n(' -k converges uniformly to g(:-k, so 
- 1 1 - • 

(·'1")k = In '~n(' ··k -+ In ge_k = ilk. But by Proposition 7.11, (snh = J,. 
for all n ~ k, so we conclude that 9k = ik for all k, and hence by the last 
corollary, that 9 = I. I 

7.18 Definition. If I,g E!fI, we define their inner product as 

(/,g) = 1t I(t)g(t)dt 

and the 2-norm of I by 11/112 = (/, I) 1/2. 

Since en = C n for every n, we can now write in = (/, en) for each I E !fI 
and n E Z. 

We summarize the properties of this complex inner product: 

7.19 Proposition. For all I E !fI, 11/112 ~ 0, and IIc/lb = Iclll/ib for 
any c E C. If I E V/, then 11/112 = 0 only if I = O. For any I,g E !fI, 
(/,g) = (g,l). For fixed g, the map I ...... (/,g) is linear, i.e., 

(cdt + C2h. g) = Ct (/t, g) + c2(h, g) 

for any It,h,g E !fI and any Ct,C2 E C. The Schwarz-Bunyalcovsky in­
equality holds: I (/, g) I $ 11/1I211glb for all I, 9 E !fI; if I, 9 E <t', then equality 
holds if and only if I and 9 are linearly dependent. 

Proof. We omit the easy proofs of the first few statements. To verify the 
inequality, we observe that for any A E C, 
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= (f, I - >.g) - >.(g, 1- >.g) 

= (f - >'g, I) - >.(f - >'g, g) 

= (f,1) - >.(g, I) - >'(f,g) + 1>'1 2 (g,g). 

Let >. = t(f, g), with t real. Then we have 

If (g, g) = 0, then we have 

2tl(f,g)1 2 ::; II/II~ 

for every real t, which gives (f, g) = O. If IIglb :/= 0, we can choose t = 
l/llgll~, obtaining 

21(f,g)12 < 11/112 + 1(f,g)12 
IIglI~ - 2 IIgll~ 

which again gives 1(f,g)12 ::; 1I/1I~lIgll~. 
We note that equality holds if and only if either IIgll2 = 0 or III ->.glb = 0, 

which for continuous I and 9 implies that I = >.g. • 

7.20 Corollary. For any I,g E!fl, we have 111+ gll2 ::; II/lb + IIglb· 

Proof. We have 

III + gll~ = (f + g,1 + g) = II/II~ + (f,g) + (g,1) + IIgll~ 
::; II/II~ + 211/1bllglb + IIglI~ = (1I/Ib + IIgIl2)2, 

and taking square roots gives the desired result. • 
It follows at once that 1'2 defined by P2(f, g) = III - gll2 is a metric 

on <fl, and a pseudometric on !fl. (That is, on !fl it has all the properties 
of a metric except that P2(/,g) = 0 does not imply that I = g.) Since 
II/lb ::; 11/11 for all I E !fl, uniform convergence implies convergence with 
respect to the metric 1'2. Convergence in the metric 1'2 is also called mean­
square converyence. Because the inner product for functions shares the 
formal properties of the familiar inner product of vectors in R2 or R 3 , our 
intuition for low-dimensional spaces can serve as a reliable guide in thinking 
about infinite-dimensional spaces such as !fl or <fl. 

7.21 Definition. If I,g E !fl, we say that I and 9 are orthogonal, and 
write I ..1. g, if (f, g) = O. A subset Y of!fl is called orthogonal if I, 9 E Y 
and I :/= 9 implies I ..1. g; Y is called orthonormal if Y is orthogonal and 
also II/lb = 1 for every lEY. 
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For example, the set {en: n E Z} is an orthonormal set, as we saw in 
the proof of Proposition 7.11. 

Another interesting orthonormal set: let r : R -+ C be defined by 

r( t) = { 1 ~f ~ ~ t < ~, 
-1 If 2 ~ t < 1, 

and ret + n) = ret) for all n E Z. Define rn (n EN) by 

rn(t) = r(2n- l t), t E R. 

It is easy to see that {rn : n E N} is an orthonormal set in fiI; in fact, 
it has the stronger property: if 9 : Rn -+ R is an arbitrary function, 
then (g(rl, ... , rn), rk) = 0 for every k > n. These functions are called 
Rademacher functions. 

We next observe that the Pythagorean theorem holds in fiI. 

7.22 Proposition. 1£ I,g E fiI and I .1 g, then III + gll~ = 1I/11~ + IIgll~· 
Proof. Look at the proof of the last corollary. • 

Of course, this generalizes to any number of summands. 

7.23 Corollary. If II, ... , In E fiI, with!; .1 Ik whenever j ::f; k, then 

Proof. Since In .1 L~:: Ik, this follows by induction from the preceding 
proposition. • 

7.24 Proposition. Let F be a finite set, and suppose {4>", : a E F} is an 
orthonormal set in fiI. If I E fiI, and c'" = (f, 4>",) for each a E F, then 
9 = L"'EF c",4>a has the following properties: 

(a) 1- 9 .1 4>01 for eacl. a E F; and 

(b) ifh = LaEFda4>a, where dOl E C (a E F), then 

III - hll~ = II! - gll~ + L Ida - cal2 ; 

",EF 

in particular, 111- hlb > III - glb unless h = g. 

Proof. We have, for each a E F, 

(f - g,4>a) = (f,4>a) - (g,4>a) 

= Co - L (cr14>fi, 4>0) 
{3EF 

= C'" - Col = 0, 



168 7. Function Spaces 

which establishes (a). Now it follows that 1- 9 1. 9 - h, so by Proposition 
7.22 it follows that 

III - hll~ = III - gll~ + IIg - hll~ = III - gll~ + Lido - Co 12 , 

oEF 

where we used Corollary 7.23 to evaluate 119 - h1l 2 . • 
The next Corollary is known as Bessel's inequality. 

7.25 Corollary. Let {¢o : 0: E A} be an orthonormal set in jjl. For any 
IE!il, ~oEA l(f, <PoW :$ II/II~· 

Proof. Taking do = 0 in the last proposition shows that ~OE F I (f, <Po) 12 :$ 
II/II~ for ('very finite subset F of A, which is what this corollary states. • 

Taking the orthonormal set in the last corollary to be the trigonometric 
system {en: n E Z}, we obtain the classical Bessel inequality: 

• 2 2 
7.26 Corollary. If IE jjl, then ~nEZ Ilnl :$ 11/11 2 , 

The next corollary, which is an immediate consequence of the last, is 
known as the Riemann-Lebesgue lemma. 

7.27 Corollary. If IE jjl, then in -+ 0 as Inl -+ 00. 

7.28 Definition. We say that I : [a, b] -+ C is piecewise smooth if there 
exists a partition (x",)k=O of [a, b] such that 

(a) f'(t) exists for all t E (Xk-l,Xk) for every k, 1 :$ k:$ n; and 

(h) for each k, the restriction of f' to (Xk-l,Xk) has a continuous exten­
sion to [Xk-l,Xk]. 

For instance, a piecewise linear function is piecewise smooth. 

7.29 Theorem. Let I E <t', and suppose that the restriction of I to [0,1] 
is piecewise smooth. Then the Fourier series of I converges uniformly on 
R to I. 

Proof. Using integration by parts (Theorem 5.32) over each of the intervals 
[Xk-I,Xk], and adding, we obtain for n '" 0, 

( f(t)e-27rint dt = _1_. (!'(t)e-27rint dt, 
10 21rm 10 
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so in = i' n/2rrin. (Since f' is bounded and continuous except at finitely 
many points, f' E .9f, and i' is well-defined.) lIence 

,,- - "Il'nl 
L 11 .. 1 = 1101 + L 2rrlnl 
.. rZ .. /0 

( ) 1/2( )1/2 
~ If(O)l + 2~ L ~2 L Ii' nl 2 

n#O n#O 

by the Cauchy--Schwarz inequality. Since L::"=1 n-2 < 00, and from Corol­

lary 7.26 we know L 11' n 12 < 00, we obtain L lin I < 00, SO the Fourier 
S(~ries L .. tz inf'n conwrg('s uniformly on R by the Weierstrass ~[-test. By 
Corollary 7.17, the sum of the series is I. I 

7.30 Theorem. For f'Vf'ry I E 'c. t.III·Tt, ('xist.s 11 SI'</lIf'IICf' of t.rigollll1llf't.ril' 
polynomials whicl! converges uniformly to I. 

Proof. We can assume that I is real-valued. Let f > O. By Theorem 3.20, 
there exists g, a continuous piecewise linear real function on [0, 1], such 
that II(x) - g(x)1 < (/2 for all x E [0.1]. Clearly, 9 can be chosen so that 
y(O) = g( 1), so the 1-1wriodic extcllsioll of g, which wt' still dt'note by g, 
belongs to CC and satisfies III - gil < f/2. By Theorem 7.29, there exists a 
trigonometric polynomial h with IIg - hll < £/2, and thus III - hll < £. The 
theorem follows. I 

7.31 Theorem. For every I E 31, there exists a sequence of trigonometric 
polynomials which converges to I in the mean square metric. 

Proof. We may assume that I is real-valued. Let £ > O. Let M = sup I/(t)l. 
By Theorem 5.17, there exists a continuous function 9 on [0, 1] such that 
I~ I/(t) - g(t)1 dt < £2/(2M); clearly, we can choose 9 with g(O) = g(I), so 
that the I-p(!riodic extension of 9 to R is continuous, and also we can takt' 
9 with IIgli ~ M (replace 9 by max{-M,min{g,M}} if necessary). Then 

i 1 
I/(t) - g(t)l2 dt = i 1 

I/(t) - g(t)II/(t) - g(t)1 dt 

~ 2M i 1 
I/(t) - g(t)1 dt < (2, 

SO III - gll2 < f. By Theorem 7.30, there exists a trigonometric polynomial 
h with IIg-hll < £, and hence IIg-hlb < £, and thus we have III -hlb < 2f. 
The theorem follows. I 

We can now sharpen Bessel's inequality (Corollary 7.26) to an equality, 
which is known as Parseval '.9 relation. 
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1.32 Theorem. For every I E 8l, the Fourier series of I converges to I 
in the mean square, and 

00 

2 ""'2 11/112 = L,..; I/nl . (7.6) 
-00 

Proof. Let f. > 0, and let Sn be the nth partial sum of the Fourier series 
of I, i.e., Sn = L:Z=-n ikek' By Theorem 7.31 there exists a trigonometric 
polynomial 9 with II! - 911 2 < (. By Proposition 7.24, III - '~nIl2 ~ III - 9112 
for every n ~ m, where m is the degree of g. That proposition alMo tellll UI:I 

that III - 8nll~ = II/II~ - L:Z=-n likl2, so that Parseval's relation follows. • 

7.4 Weyl's Theorem 

Recall that for any real number x, [x] denotes the greatest integer in x, i.e., 
[x] E N and [x] ~ x < [x] + 1. We define (x), the fractional part of x, by 
(x) = x - [x]. If ~ is an irrational real number, then {(~) : n E N} is dense 
in [0,1], by Dirichlet's theorem (Theorem 1.23). We devote this section to 
proving the following stronger result, known as Weyl's theorem: 

1.33 Theorem. If ~ E R is irrational, then 

lim 2. #{ kEN: 1 ~ k ~ n, (k~) E [a, b]} = b - a 
n-'X) n 

for any 0 ~ a < b < 1. 

Proof. Define, for each n EN, the map Ln : 8l -+ C by 

Ln(f) = ~ t I(k~). 
k=l 

If t/J is the periodic extension of the indicator function of the interval [a, b], 
i.e., t/J is defined by 

then 

t/J(t)={1 if(t)E[a,bj, 
o if (t) ~ [a, bj, 

1 
Ln(t/J) = -#{k EN: 1 ~ k ~ n, (k~) E [a, b]}, 

n 

and J; t/J(t}dt = b - a. We shall prove that for any I E !JI., Ln(f) -+ 

fr; I{t} dt as n -+ 00, thus proving a generalization of the theorem. 
We begin by ohserving two obvious properties of the function" I-n. Theile 

are: 
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(a) for any I, g E 81 and any c, dEC, Ln{cl + dg) = cLn(f) + dLn(g); 
and 

(b) if I,g E ffl and I ~ g, then Ln(f) ~ Ln{g). 

We first prove a special case of the generalized theorem: if I is a trigono­
metric polynomial of period 1, i.e., I(t) = 2:f=-N cke2 ... ikt, then Ln(f) -+ 

101 I(t) dt 8.'1 n -+ 00. 

In view of (a) above, it suffices to prove this when I(t) = ek(t) = e2 ... ikt . 
We note that h: Ck(t) dt = 0 if k 1= 0 and I; ~o(t) lit = 1. Now if k 1= 0, 
then e2".,k( 1= 1, since { is irrational, so 

1 n (.2lfik{ 1 c2lfink{ 
Ln(~k) = - '"" e2".irnk( = -----:---·-;:-2...,·~k<~· 

n ~ n 1- e""" 
m=1 

Thus, for k 1= 0, 
2 1 

ILn(ek)1 $ ~ 11 _ e2lfik(1 

which approaches 0 as n -+ 00. When k = 0, Ln{eo) = 1 = I~ eo{t) dt. Our 
special case is proven. 

Now let I E !!Z. We suppose, without loss of generality, that I is real­
valued. By Theorem 5.17, there exist continuous functions g and h on 
[0,11 with g < I < h and I~ h(t) dt - I~ g(t) dt < E. It is easy to see 
that we can choose such g and h such that g(O) = g(I), h(O) = h{l), so 
that they can be extended to be continuous I-periodic functions on R. 
Now by Theorem 7.30 there exist trigonometric polynomials p and q with 
IIg - £ - pil < E and IIh + £ - qll < £. Then we have p < I < q and 
I~ q{t) dt - I~ I(t) dt < 2£, 101 I{t) dt - I~ p{t) dt < 2£. Since Ln{P) -+ 

I; p{t) dt and Ln(q) -+ I; q(t) dt, from Ln(P) ~ Ln(f) ~ Ln(q) we get 

11 I(t) dt - 2£ < 11 p(t) dt 

~ lim inf Ln (f) ~ lim sup Ln (f) 

$11 q(t) dt < 11 I(t) dt + 2£, 

and since £ > 0 is arbitrary, we see that Ln(f) -+ I~ I(t) dt as n -+ 00. I 

7.5 Exercises 

1. Show that if I is a function of class Cion [a, bl, and £ > 0, there exists 
a polynomial p such that 

sup{lf(t) - p(t}l + I!,(t) - p'(t)1 : t E [a,b]} < E. 
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2. Let f = P E C : 1>'1 = 1}. To each f E C(f), we can a.'l.'lociate the 
function f 0 el, i.e., t ...... f(e27rit ), in <C. Note that f 0 el is a trigonometric 
polynomial if (and only if) f is (the restriction to f of) an ordinary poly­
nomial in the coordinate functions x 'and y of R2. Use this idea and the 
Stone-Weierstrass theorem to give another proof of Theorem 7.30. 

3. Deduce Theorem 7.1 from Theorem 7.30. 

4. If A is an algebra of complex-valued functions on a compact space 
X, which separates points and contains the constant functions, A is not 
necessarily dense in C(X, C) (compare Theorem 7.6). For example. let 
X = {z E C: Izi = I}, and let A be the set of all polynomial functions, i.e., 
functions of the form p(z) = L:;=oekzk. Show that Ip(z) - zl ~ 1 for all 
z E X and every polynomial p. HINT: Observe that f: 7r (1- eitp( eit ») dt = 1 
for any polynomial p. 

5. Show that the Taylor series for vr=x converges uniformly for 0 S x S 
1, and deduce another proof of Lemma 7.2. 

6. Suppose that f : [0,1] -+ R is continuous, and that fol f(t)t n dt = 0 for 
every positive integer n. Show that f = O. 

7. Let f : [a, b] -+ X be a path in the metric space X, and let 4> be a 
continuous strictly increasing function on [e, dj, with q,(e) = a and 4>(d) = b. 
If 9 = f 0 q" show that L(g) = L(f). 

8. Let Y be a metric space. Show that if f : R -+ Y is periodic and 
continuous, then either f is constant or there exists a smallest positive 
period of f. 

9. Show that if f : R -+ C has periods TI and T2 , then mTl + nT2 is a 
period of f for every pair of integers m, n. Deduce that if f is continuous, 
then either f is constant or TI/T2 is rational. 

10. Let A be the collection of all finite subsets of N. We define a collection 
of functions, {Wa : Q E A}, called the Walsh functions, as follows. We 
put W0 = 1. If Q is a nonempty finite subset of N, say Q = {k l , ... , k,,} 
(k l < k2 < ... < kn ) we define Wo = Tk,Tkl" 'Tkn , where (Tk) is the 
l!eQuence of Rademacher functions. 

(a) Show that {Wo : Q E A} is an orthonormal set in !JR. 

(b) Show that if n is a positive integer, and f E !JI is constant on each 
interval [(k - 1)2-n ,k2-") (k E Z), then f is a linear combination of 
a finite number of Walsh functions. 

(c) Show that if f E!JR, and (j, Wo ) = 0 for every Q E A, then IIflb = o. 
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11. Calculate the Fourier coefficients of the function f E &l defined by 
f(t} = t for 0 ~ t < 1. Use Parseval's theorem to deduce the value of ""ex, -2 L...n-\ n . 

12. Calculate the Fourier coefficients of the function 9 E «f given by g(t)·= 
It I for - ~ ~ t ~ ~. Use your result to check your answer in the last exercise 
for L:=\ n- 2 , and also to evaluateL::"=1 n- 4 • 

/
1/2 

Sn(X) = f(x - t)Dn(t) dt, 
-1/2 

where 

14. Show that if fER, and f(t) = 0 for all t E (a, b), then the Fourier 
series of f converges to 0 uniformly in any closed interval [e,d] C (a,b). 
HINT: Use the last exercise. 

15. Show that if f E &I has a continuous derivative in an interval (a, b), 
then the Fourier series of f converges to f uniformly in any closed interval 
[e, d] C (a, b). HINT: Use the last exercise, and Theorem 7.29. 

16. Let O"n(x) = (1/(n + 1)) LZ=o Sk(X), where Sk is the kth partial sum of 
the Fourier series of f. Show that 

/
1/2 

O"n(X} = f(x - t}Kn(t) dt, 
-1/2 

where 
K ( ) __ 1_sin2(2n + 1)1rt 

n t - 2· n + 1 sin 1rt 

17. With the notation of the last exercise, show that if f E «f, then (O"n) 
converges uniformly to f. This provides another proof of Theorem 7.30. 

18. Show that if f, 9 E &I, then 

(j, g) = L in9n. 
nEZ 

7.6 Notes 

7.1 Weierstrass publisherl Theorem 7.1 in 1886; he may well have known 
it for some time. The proof given is that of Lebesgue (1898). There 
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are many other proofs; especially worth citing is that of Serge Bern­
stein (1912), whose proof draws on ideas from elementary probability 
theory. The Weierstrass theorem was generalized in many ways over 
the years before Stone obtained Theorem 7.6 in 1937. The proofs of 
Theorems 7.5 and 7.6 given here were published by Stone in 1947. 
Other proofs, and generalizations of these theorems, have since been 
given. One of the attractive early generalizations of the Weierstrass 
theorem was found by Muntz in 1914, and improved upon by Szasz a 
year or two later. It says that if 0 = Po < PI < P2 < ... is a sequence 
of real numbers, then the set of all linear combinations 2:;=0 CkXP. is 
dense in C([O, 1]) if and only if 2:~1 p;;1 = +00. 

7.2 In a later chapter, we will consider the length of a smooth (continu­
ously differentiable) curve, as a special case (k = 1) of the volume of 
a k-dimensional manifold. 

7.3 The subject of trigonometric series, and especially Fourier series, is a 
vast one, and we have given only the smallest taste of this subject. 
It has played an important role in mathematical history ever since 
Fourier asserted, in the early years of the nineteenth century, that 
"any" function could be expanded in a Fourier series. Among the 
significant developments spurred by Fourier's ideas (which were not 
received with enthusiasm by the mathematical establishment of the 
day) was the modern concept of function, which probably began with 
Dirichlet, and the whole theory of sets, initiated by Cantor to deal 
with problems about trigonometric series. A good place to learn more 
is Korner's book [8]. Fourier theory continues to be a central area in 
mathematical research today. 

7.4 The theorem which is now called Weyl's theorem was discovered in­
dependently around the year 1909 by Bohl, Sierpinski, and Weyl. It 
is a special case of the ergodic theorem. 



8 
Differentiable Maps 

If f is a real-valued function on an interval (a, b), we recall that f is differ­
entiable at the point c E ( a, b) if 

1. f{t) - f(c) 1m =-..:..-'--=-..:......:.. 
t ..... c . t - c 

existsj if it does, we denote its value by !'(c), and call it the derivative of 
f at c. In the last chapter, we remarked that this definition makes sense 
for a complex-valued function on (a, b). If f : (a, b) -+ Rn is a vector­
valued function on (a, b), the same definition still makes perfect sense. If 
f = (II, ... , f n), we see that f' exists if and only if f; exists for each j, 
1 :5 j :5 n, and that in this case, f' = (/1"'" f~). If we try to extend 
the definition in another direction, however, we run into trouble. If f is a 
real-valued function defined in some neighborhood of the point cERn, 
the definition above makes no sense for n > I, since we can't divide by 
vectors. We are led to the right idea by focusing our attention not on the 
number !'(c), which as we know represents the slope of the tangent line to 
the graph of f, but on the tangent line itself, which is the graph of a linear 
function. 

Linear maps (synonyms: mappings, transformations) from Rn to Rm 
can be regarded as an especially simple subset of the set of all mappings 
from R n to Rmj in this chapter, we begin by studying linear maps (Le., 
reviewing linear algebra). We then find that a fairly wide class of maps can 
be approximated locally by linear maps, and thereby become accessible to 
analysis. 
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8.1 Linear Algebra 

In this section, we review some of the basic notions concerning linear maJr 
pings of vector spaces. With the possible exception of the last part of this 
section, all of the material should be quite familiar. 

Let us recall some basic notions and results from linear algebra. Let V 
and W be vector spaces over the real field R, and L : V -> W. We say that 
L is linear if L(sv + tw) = sLv + tLw for all s, t E R and v, w E V. (It 
is customary with linear maps to write Lv instead of L(v), and to write 
Ut,,[ for the composition L 0 M of Land M.) Let L : V -> W be a linear 
map. and suppose that VI,"" Vn is a basis for V. Thus each element v of 
V haR a unique expres."ion aR a linear combination of VI,.'" V r .. 

Tl 

V = LvjVj' 
J=I 

where we have used superscripts rather than subscripts to kCf)p track of 
the components of v. It follows that Lv = LVJLvj. If also WI, ... ,Wm 

is a basis for W, we can write each vector Lv} as a linear combination of 

m 

LVj = La~w; (j=l, ... ,n) 
;=1 

and thus find that 

(8.1 ) 

It is customary to visualize the set A = {aj : i = 1, ... , m;j = 1, ... , n} of 
mn real numbers as a rectangular array, with m rows and n columns, the 
number aj occupying the position in the ith row (from the top) and jth 
column (from the left). Such an array is called an m x n matrix, and in this 
case, we speak of the matrix of L, with respect to the bases VI, ... ,Vn and 
WI •...• W m . Thus. 

We can write A = [LI to indicate that A is the matrix associated to 
the linear transformation Lj this notation implies a prior understanding of 
which bases VI,"" Vn and WI."" Wm for V and W are being used. When 
V = Rn and liT = Rm, there are the so-called "natural" bases: let ej denote 
the n-tuple (or m-tuple) having 1 in the jth position and O's elsewhere. 
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When I. is a linear mapping from Rn to Rm, [I.] will denote the matrix of 
I. with respect to the natural bases, unless some other bases are specifically 
indicated. Each choice of basis for V gives rise to an isomorphism of V 
with the space Rn; our superscript subscript notation for matrices implies 
that the n-tuple [v] = (vi, ... , vn ) E Rn, corresponding to the vector 
v = L VjVj E V, is to be thought of as a column vector, i.e., a matrix with 
n rows and 1 column. 

Suppose that U is a third vector space, with basis UI, ... ,uP' and that 
M : U -> V is another linear map, with the corresponding matrix [M] = 
B = [bi]. Then the composition LM is a linear map of U into W, and we 
find 

n m 

= I>JLakwi 
k=1 .=1 

which gives rise to the notion of matrix product: if A = raj] is an m x n 
matrix, and B = [b~] is an n x p matrix, their product AB is defined to 
be the n x p matrix C = [ej], where e~ = L~=I a~bj. This "multiplication 
law" for matrices gives the desirable formula [LM] = [LJ[M] when L and 
M are linear mappings whose composition is defined, and [L], [M], [LM] 
are the corresponding matrices with respect to some choice of basis for each 
of the three spaces involved. Since the associative law L(M N) = (LM)N is 
an immediate consequence of the definition of composition, the associative 
law for matrix multiplication follows. 

We note that the multiplication law applies to the product of an m x n 
matrix and an n x 1 vector, and that Lv is represented by the column 
vector [Lv] = [L][v]. In particular, when V = Rn and W = Rm, and 
we use the natural bases, we cannot distinguish between v and [v], nor 
between Lv = L(v) and the matrix product [LJ[v]. 

We note that if f : Rn -> R is linear, then the matrix of f is a 1 x n 
matrix, i.e., a row vector: [f] = [", ... ,fn], where /; = f(ej) for j = 
1, ... ,n. In this case, f(v) = !lJ[v] is the product of the 1 x n matrix !I] 
with the n x 1 matrix [v]. If we associate to [fl the column vector 

we see that f(v) = f· v for all vERn, where f· v denotes the usual inner 
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product in Rn. In general, if A = raj] is an m x n matrix, we denote by 

At the n x m matrix [b;], where bj = ai, for 1 ~ j ~ n, 1 ~ j ~ m; At is 
called the tmnspose of A. 

8.1 Definition. [Jet L : V -+ W be a linear transformation, where V and 
W 1Jf(! vector tilJ/JCCS of dimew;ion n IJnd Tn, rcsfJe<:ti vdy. T//C! I;eU; 

~ = ~L = {w E W: W = Lv for some v E V} 

and 
.% =.%L = {v E V: Lv = O} 

are called the image and kernel of L, respectively. 

The image and kernel of L are also referred to as the mnge and null 
space of L. respectively. It is easy to see that ~ and .% are subspaces of W 
and V, respectively. The fundamental theorem of linear algebra is perhaps 
the following: 

8.2 Theorem. With the notations just introduced, 

dim~ + dim.% = dim V. 

Proof. Let VI. ... , Vk be a basis for .%; we may extend it to a basis for 
V, i.e., there exist Vk+l, ... ,Vn such that Vl""'Vn is a basis for V. Let 
Wj = LVj for j = k + 1, ... , n. I claim that Wk+l,"" Wn form a basis of 
~. First of all, they span ~; if W E ~, then W = Lv for some v E V, 
and we may write v = L7=1 VjVj for some scalars VI, . .• ,vn . Then, since 
Lv) = 0 for j = 1, ... , k, we have 

n n n 

w=Lv=Lv1Lvj= L v1Lvj= L v1w)" 
j=l j=k+l j=k+l 

Thus, Wk+l,"" Wn span ~. Also, these vectors form a linearly indepen­
dent set; for if ck+ 1 , ... ,en are scalars such that L7=k+l cJw) = 0, then 
we have 

L( t dVj) = t dWj=o, 

j=k+l j=k+l 

so LZ+ 1 cJ V j E .%. But then there exist scalars a 1 , •.. , ak such that 

L~.q cJVj = L~=l a)vj' Since VI,"" Vn are linearly independent, this 
implies that every d (as well as every a j ) is O. • 

The dimension of the kernel of L is called the nullity of L, and the 
dimension of the image of L is called the mnk of L. The mapping L is 
called nonsingular if it has nullity 0; this is equivalent to L being injective 
(one"'~me). The mapping L is surjective (onto) if and only if it has rank m. 
We deduce immediately from the last theorem: 
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8.3 Corollary. Suppose that L: V -+ W is a linear mapping, where 
dim V = dim W = n. Then L is injective if and only if L is surjective; 
nonsingularity is equivalent to invertibility. 

Let -Z(V, W) denote the set of all linear transformations from the vector 
space V to the vedor SPIlC(' W; we write -Z(V) for -Z(V, V). The "' ... "i!l;lI­
mellt of 11 matrix to ('adl lilll'l1r trl1l1sforllllltioll ClIllhl(!s liS to regllrd ('Ilch 
element of -Z(R",Rm) as a point of Euclidean space Rnm, and thus we 
can speak of open sets in -Z(Rn,Rm), of continuous functions of linear 
transformations, etc. The usual metric on Rnm can be described in matrix 
terms as follows: the distance from S to T is liS - Tilt" where the "trace 
norm" of the lillcar trnllsfOrJIIlltion T is defined by 

IITII~r = ~)a;)2 = tr At A, 
i,j 

where A = [aj] is the m x n matrix [T], At denotes the transpose of A, and 

tr B denotes the trnce of the square matrix B: tr B = Lj ~. 
A perhaps more natural way to define the distance between linear trans­

formations is by using the so-called "operator norm" defined by 

IITII = sup{ITvl : vERn, Ivl:$ I}. (8.2) 

It is not hard to verify that this definition is equivalent to 

IITII = inf{C ~ 0: ITvl :$ Clvl for all vERn}. (8.3) 

The finiteness of IITII is easy to see, and it is obvious that IITII = 0 if and 
only if T = o. In fact, we have the following comparison: 

8.4 Lemma. 1fT E -Z(Rn,Rm), then 

Proof. Let A = [at] he the matrix of T. Let vERn, with Ivl = 1. If 
v = Lk vkek, so Lk(vk)2 = 1, then 

ITvl2 = I~~atvkejr = ~(~a{vkr 

:$ ~(~(an2) (~(vk)2) (Cauchy inequality) 

= ~)at)2 = IITII~r' 
j,k 
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so IITII :::; IITlltr' On the other hand, since L;:I (a1)2 = ITekl2 :::; II TIl 2 for 
every k, 1 :::; k :::; n, we have 

n m 

IITII~r = LL)a~)2:::; n1lT1I2, 
k=I,=1 

proving the other inequality. • 
We leave it to the reader to show that the sup and inf in (8.2) and 

(8.3) are actually max and min, i.e., that they are attained. The next 
proposition lists the basic properties of the operator norm. We note that 
these properties are shared by the trace norm. We leave the proof to the 
reader. 

8.5 Proposition. For every S,T E 2'(Rn,Rm), R E 2'(Rm,R'), c E R. 
we have: 

(a) liS + Til :::; IISII + IITII; 

(b) lIeTIl = !cIIlTII; and 

(c) !iRSIl :::; IIRIlIISII· 

8.6 Proposition. The space 2'(Rn, Rm), with the distance function p 
defined by p(S, T) = liS - Til, is a complete metric space. 

Proof. Property (a) of Proposition 8.5 shows that the distance function 
satisfies the triangle inequality; the other properties of a metric are trivially 
satisfied. Lemma 8.4 shows that a sequence in 2'(R n, R m) is Cauchy, or is 
convergent, in the metric defined by II ·11 if and only if it is Cauchy (resp., 
convergent) in the metric defined by II ' IItr' Since 2'(Rn, Rm) is certainly 
complete in the metric defined by the trace norm (the usual Euclidean 
metric of R nm), it follows that it is complete in the metric defined by the 
operator norm. I 

The next proposition is interesting, though not essential for our applica­
tion of linear algebra to the study of more general mappings. As usual, I 
will denote the identity mapping of Rn. 

8.7 Proposition. If L E 2'(Rn), and III - LII < 1, then L is invertible, 
and III - L-11I:::; III - LII(I-1I1 - LII)-I, 

Proof. Let T = I - L, so IITII = t < 1. Let Sm = L~o Tk; then 

IISm - Sm+pll = II 'E Tkll:::; 'E IITkll 
k=m+1 k=m+l 

00 tm +1 

:::; L IITllk = 1- t 
k=m+l 
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using properties (a) and (c) of Proposition 8.5. Thus, {Sm} is a Cauchy 
sequence in ~(Rn); it follows from Proposition 8.6 that Sm ~ S for some 
S E ~(Rn). In particular, taking m = 0 above, we find 

t 
111- Spll $ 1 _ t 

for every p, and hence III - SII $ t/(l - t). Now LSm = (/ - T)Sm = 
1- 1"',+1, so 

III - LSII = lim III - LSmll = lim IIrm+l l1 = 0, 
m-oo m-oo 

i.e., LS = I. Since LSm = SmL for every m, we have also SL = I. I 

8.8 Corollary. Let S, T E ~(Rn). If T is invertible, and liS - Til < 
liT-Ill-I, then S is invertible, and 

C2 

IIS- I -T- I II $IIS-TlIl_CIIS_TII' 

where C = liT-III. 

Proof. Since 

it follows from Proposition 8.7 that ST-l is invertible. If U = (ST- I ) - t. 
we have S(T- IU) = (ST- l )U = I, so T- IU is a right inverse for S; also, 
the equation U (ST- l ) = I gives US = T which leads to T- l US = I, so 
T-IU is also a left inverse for S. Now IIS-1 - T- l l1 = IIT- IU - T- l l1 $ 
IIT-l 11111 - UII; from Theorem 8.7 we have the estimate III - UII $ t/(l- t), 
where t = III - ST- l l1; since t = IIT-I(T - S)II $ liT-III liT - SII, we easily 
deduce the estimate of the corollary for II S-1 - T- l l1. I 

This corollary says that the set of invertible elements is an open 
subset U of ~(Rn), and that the map T 1-+ T- l is a continuous 
map of U onto itself. In fact, the proof shows that T-l can be 
expressed as a power series in T; on the matrix level, this says 
that each entry in [T- l ] can be expressed as a power series in 
the n 2 entries of [T]. Another way to see these facts is to use the 
theory of determinants; a matrix A is invertible if and only if 
det A '" 0, and det A, being a polynomial in the coefficients of A, 
iH certainly a continuouH function on ~(Rn), so {A: det A", O} 
is open. Furthermore, the coefficients of A -1 can be expressed 
(using Cramer's rule) as rational functions of the coefficients 
of A, so the map A 1-+ A-I is a very nice kind of continuous 
function. 
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8.2 Differentials 

The following definition of differentiability seems to have been first used 
by Maurice Frechet, in the early years of this century, and then in the 
context of mappings between infinite-dimensional vector spaces. It is the 
universally accepted definition today. 

8.9 Definition. Let U eRn, and f : U -+ R m. We say that f is differen­
tiable at the point p E U if p is an interior point of U, and there exists a 
linear mapping L: Rn -+ Rm such that 

!i~ I~I (f(p + h) - f(p) - Lh) = O. (8.4) 

Remark. The linear map L of the above definition is unique, when it 
exists. For if M is another linear map such that (8.4) holds, then 

but then for any fixed k # 0, and t > 0, we have 

1 1 Tiki (L(tk) - M(tk)) = Tki(Lk - Mk), 

so letting t -+ 0 we conclude that Lk = Mk; since k was an arbitrary 
nonzero element of Rn, we conclude that L = M. 

We say that T: Rn -+ Rm is an affine map ifit has the form x ...... c+Lx, 
for some c E Rm and linear map L : Rn -+ Rm. Thus Definition 8.9 says 
roughly that a function is differentiable at p if it can be approximated near 
p by an affine function. 

8.10 Definition. If f is differentiable at p, we denote the linear map L of 
Definition 8.9 by dfp, and its matrix with respect to the standard bases of 
Rn and Rm by f'(p). We call dfp the differential off at p. 

Notation and terminology vary widely in this subject. Some authors refer 
to dfp as the derivative of f at p, or the Frechet derivative; dr is sometimes 
denoted by Dr, or by f', the symbol we have reserved for its matrix. The 
matrix f'(p) is often called the Jacobian matrix of fat p; its determinant 
(when n = m) is the Jacobian determinant, or simply the Jacobian, of fat 
p, and denoted by Jf{p}. 

It is easy to see that if f : Rn -+ Rm is itself a linear map, then f is 
differentiable everywhere, and dfp = f at every point p. It is also easy 
to see that when m = n = 1, the definitions we have given agree with 
the familiar ones. Suppose n = 1, so f is a vector-valued function of one 
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variable: f(t) = (h (t), . .. ,fm(t»). Then we see that f/(t) is an mx 1 matrix, 
or column vector; in terms of coordinates, we see that 

[ 
f~ (t) 1 

f/(t) = f~~t) , 

f:"(t) 

so that our definition reduces to the previously familiar one. The next result 
is also extremely simple, and we omit the proof. 

8.11 Proposition. Iff and g are differentiable at p, then so is f + g, and 
d(f + g)p = dfp + dgp; if f is differentiable at p and c is a constant, then 
cf is differentiable at p, and d(cf)p = cdfp. 

8.12 Proposition. Let f : U -+ R m, where U is an open set in R n. 

If f = (h, ... , fm), then f is differentiable at p if and only if each !; 
(j = 1, ... , m) is differentiable at p, and in this case we have 

df(h) = (dh(h), ... ,dfm(h)) 

(where both sides are to be evaluated at p), or in terms of matrices, 

(here, each fj(p) is a 1 x n matrix, i.e., a row vector of length n). 

This proposition is easy to prove, using the inequalities 

which make statements about limits of vectors equivalent to statements 
about limits of their coordinates. We next observe that differentiability at 
a point implies continuity at that point. 

8.13 Proposition. 1£ f is differentiable at p, and C > II dfp II , then there 
exists 6 > 0 such that If(p+h)-f(p)l:5 Clhl foraJllhl:5 6. In particular, 
r is continuous at p. 

Proof. Let f. = C - IIdfpll, so f. > OJ by Definition R.9 there exists 6 > 0 
such that 

If(p + h) - f(p) - dfphl :5 (Ihl 
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whenever Ihl < fJ. It follows that 

If(p + h) - f(p)1 ::; Idfphl + flhl ::; (lIdfp ll + f)lhl = Glhl, 

3.'1 claimed. I 

8.14 Proposition. Let U be an open set in Rn. Suppose I: U -- R has 
a local maximum or minimum at p E U, and that I is differentiable at p. 
Then dIp = O. 

Proof. Suppose that I hM a local maximum at p, so that there exists 
fJ > 0 such that I(q) ::; I(p) for all q E U with Iq - pi < fJ. Let L = dIp; 
then I(p + h) - I(p) = Lh + r(h), where r(h)/lhl -- 0 M h -- O. For 
any vERn, and t > 0 sufficiently small, we find (taking h = tv above) 
that L(tv) + r(tv) ::; 0, or Lv ::; r(tv)lt, SO letting t -- 0 we have Lv ::; 0; 
replacing v by -v, we also find that Lv ~ 0, so Lv = O. Since v WM an 
arbitrary vector in Rn, we have shown that L = 0, M desired. The CMe 
where I has a local minimum reduces to the CMe we considered by looking 
at the function - I. I 

The next result is known M the chain rule; when m = n = 1, it reduces 
to the chain rule of elementary calculus. 

8.15 Theorem. Let U eRn, V c Rm, and let f : U -- Rm and g : 
V --+ Rk. Suppose that f is differentiable at p E U, that q = f(p) E V, 
and that g is differentiable at q. Then go f is differentiable at p, and 
d(g 0 f)p = dgq 0 dfp. 

Proof. Since £ is differentiable at p, and g is differentiable at q = f(p), 
we know that p is an interior point of U and q is an interior point of V, so 
p is an interior point of the domain Un £-1 (V) of g 0 £. Let T = dfp and 
8 = dgq; we want to show that, setting 

r(h) = (g 0 £)(p + h) - (g 0 £)(p) - 8Th, 

we have r(h)/lhl -- 0 as h --+ O. Let 

r,(h) = £(p + h) - £(p) - Th 

for all h such that p + hE U, and 

rs(k) = g(q + k) - g(q) - 8k 

for all k such that q + k E V. Then by Definition 8.9, Ir,(h)l/lhl --+ 0 M 
h --+ 0, and Irs(k)l/lkl --+ 0 M k --+ O. Let k = k(h) = £(p + h) - £(p). 
Then Ikl ::; Glhl for Ihl sufficiently small, if G > II Til , by Proposition 8.13; 
it follows that 

rs(k(h») 

Ihl --+ 0 



8.3 The Mean Value Theorem 185 

liS h -+ O. Now 

(g 0 f)(p + h) - (g 0 f)(p) = g(q + k) - g(q) = S(k) + rg(k) 

= S(Th + rdh») + rg(k), 

so that 

and hence 

which -+ 0 liS h -+ O. 

r(h) = S(rdh») + r.(k) 

Ir(h)l < IISlIlrr(h)1 + Ir.(k)1 
Ihl - Ihl Ihl 

8.3 The Mean Value Theorem 

• 

We have seen in Chapter 4 that one of the most useful theoretical tools in 
dealing with derivatives of functions of one variable is the mean value the­
orem. Here is a version of the mean value theorem for real-valued functions 
of several variables. 

8.16 Definition. /fa, bERn, we put 

[a, b] = {(I - t)a + tb: 0 ~ t ~ I}, 

and refer to [a, b] as the line segment from a to b. 
A subset E of Rn is called convex if [a, b] C E whenever a E E and 

bE E. 

When n = 1, this notation conflicts with the standard usage of [a, b] jf 
a > b; let us live with the risk. 

8.17 Theorem. Let E eRn, and suppose that I : E ~ R is differen­
tiable at each point of E. If [a, b] C E, then there is a point c E [a, b] such 
that I(b) - I(a) = dlc(b - a) = f'(c)(b - a). 

Proof. Let 4>(t) = tb + (1 - t)a, so that [a, b] = {4>(t) : 0 ~ t ~ I}. 
We observe that 4>'(t) = b - a. Let g(t) = 1(4)(t)); according to Theorem 
8.15, 9 is differentiable at each point of [0,1], and dgt = dl"'(t) 0 d4>t, or 
g'(t) = f'(4)(t))(b - a). Applying the mean value theorem, Theorem 4.22, 
we find there exists c, 0 < c < 1, such that g'(c) = g(I) - g(O). This 
translates, with c = 4>(c), to the statement I(b) - I(a) = f'(c)(b - a). • 

8.18 Corollary. Let U be a convex open set in R n, and let I : U -+ R. 
Suppose that I is differentiable at each point of U, and that IIdlpll ~ M 
for all p E U. Then 

I/(b) - l(a)1 ~ Mlb - al 

for all a, b E U. 
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There is no mean value theorem for vector-valued functions of several 
variables, but a vector-valued version of the estimate in the last corollary 
doe; hold, and is very useful. 

8.19 Corollary. Let V lJe a convex open set in R" aml f : V -> R"'. If 
f is differentiable at each point of V, and if IIdfp II ~ M for every p E V, 
then we have If(b) - f(a)1 ~ Mlb - al for all a, bE V. 

Proof. Let u E Rm, lui = 1, and define rp: Rm -+ R by rp(t) = U· t. We 
note that drp = dJ at each point, since rp is linear, and IIdrpll = lui = 1. Now 
define 9 = <I> 0 f. Then dgp = d<l>r(p) 0 dfp, by the chain rule, and so 

Applying the last corollary, we have 

u· (f(b) - f(a)) = g(b) - g(a) ~ Mlb - al 

for every unit vector u E Rm. But we may choose such a unit vector u so 
that U· (f(b) - f(a)) = If(b) - f(a)l. I 

8.20 Corollary. Let V be a connected open set in Rn. Iff: U -> Rm is 
differentiable at each point of V, and f' (p) = 0 for every p E V, thell f is 
constant. 

Proof. Fix Po E V, and let V = {p E V : f(p) = f(po)}. Then V 
is nonempty, and V is clOHed in V since f is continuous. Furthermore, 
V is open: for if p E V, we may choose an open hall B centered at p 
which lies entirely in V; the last corollary applies, with M = 0, to yield 
If(q) - f(p)1 = 0 for every q E B, so B c V. Thus V is open, as well as 
closed. Since U is connected, it follows that V = u. I 

8.4 Partial Derivatives 

Let V be an open set in R n, and f : U -+ R. If p = (PI,".' Pn) E U, 
then (for j = I. ... ,n) the function t ....... f(PI"",PJ-l,t,PJ+l" .. ,Pn) is 
defined in an interval (PJ - h, Pj + h) for some h > 0, so it makes sense to 
ask if it has a derivative at Pj; if it does, we call that derivative the jth 
partial derivative of f at p, or the partial derivative with respect to the jth 
courdinate function Xj, and denote it by Djf(p), or by (Df/DxJ)(p). We 
may define the partial derivatives of a vector-valued function, i.e., a map 
f: U -+ Rm, in the same way. In other words, 

D.f( ) - r f(p + hej) - f(p) 
) p - h~ h ' 

provide<! this limit exists. 
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8.21 Proposition. Let U be open in Rn, and suppose that f : U -+ Rm 
is differelltiable at p E U. Then D,f(p) exists for each j, 1 ::; j ::; n, and 
dfp{h) = L;'~I h'/J,f(p), for h = (hi, ... ,hn). 

Proof. If I- = dfp, WI' are given that 

f(p + hej} - f(p} = L(hej} + r(h), 

where r(h)jh -. 0 ali h -+ O. Since L is linear, we have 

f(p + he)) - f(p) _ L(.) r(h) 
h - e) + h ' 

which shows that. D)f(p) exists and equals Le)" It follows that 

as claimed. • 
This proposition can also he formulated as a description of the ma­

trix f'(p) of the linear transformation dfp associated to the map f = 
(11,···, 1m), namely, 

f'(p)= [fJlf(p) fJ2 f(p) ... /J"f(p)], 

where Djf is the column vector [Dj l1, ... , D)lmJ t , that is 

where the left-hand side denotes the entry in the ith row and jth column 
of the matrix f'(p). Let us express the chain rule (Theorem 8.15) in terms 
of partial derivatives. In the situation of Theorem 8.15, if h = go f, we 
have h'(p} = g'(f(p)) f'(p), and thus 

m 

Djh;(p) = Z)Dkg;)(f(p))(Djlk)(p). 
k=1 

With the classical notation, it is customary to write Yk = !k(Xl, ... ,xn ) 

and Zj = g) (YI,' .. ,Yrn), and write the chain rule (suppressing the points 
at which functions are to be evaluated) in the form 
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8.22 Example. The converse of Proposition 8.21 is false: the existence 
of the partial derivatives of 1 at a point, or even throughout an entire 
neighborhood of a point, does not imply that 1 is differentiable at the 
point. Indeed, it does not even imply that 1 is continuous at the point. 
Consider the example 

{ 
2st . 2 2 

I( s t) - -2--2 If s + t > 0; 
, - .'1 + t 

o if s = t = O. 

It is e88Y to see that 1 is differentiable at each point other than the origin, 
and that Dd(O,O) = D 2 /(0,0) = 0, since l(s,O) = 0 = 1(0, t) for all real 
s and t. But I(t, t) = 1 for all t i- 0, so 1 is not even continuous at (0,0). 

However, with a slightly stronger assumption, we can deduce differentia­
bility. 

8.23 Theorem. Let U be open in Rn, and let 1 : U --+ R. Suppose that 
for each j, 1 $ j $ n, DJI exists in a neighborhood of p E U, and is 
continuous at p. Then 1 is differentiable at p. 

Proof. Let r(h) = I(p + h) - I(p) - L:;=I hj Djl(p); we must show that 

r(h)/lhl --+ 0 88 h --+ O. Let k j = L:i=1 hie; for j = 1, ... , n, and let 
ko = O. Thus kl = hlel and k n = h. By applying the mean value theorem 
in one variable n times, we find 

n 

r(h) = ~]/(p + k j ) - I(p + kj-d - hj Djl(p)] 
j=1 

n 

= L [/(p + k j _1 + hjej) - I(p + kj-d - h) Djl(p)] 
j=1 

n 

= L hJ [D)I(Qj) - Djl(p)] , 
j=1 

where Qj = p + k j _ 1 + (}jhjej for some (}j E (0,1). By hypothesis, we can, 
given any ( > 0, find 6 > 0 such that IDjl(q) - Djl(p)l < (In whenever 
Iq - pi < 6. Now if Ihl < 6, it follows that Ikjl < 6 for each j, and hence 
that IQj - pi < 6 for each j. We conclude that 

whenever Ihl < b. I 

If I: n --+ R, then Djl(p) exists for p in some (possibly empty) subset 
U of fl, so it is possible that DkDjl(p) exists at some p E U, for some 
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k. This is a second-order partial derivative. Similarly, we can have partial 
derivatives of order T for any positive integer Tj such a partial derivative will 
have the form D 3t D h ... D i. I, where each ji is an integer from {I, ... , n}. 
It is customary to write D;I for DiDil, etc. The notation 

OXiJ)Xh ... ox). 

is also rommonly Ilsf'd. The followinp; result makes it murh ca.'licr to <\('1\1 
with hip;ill'r order partial derivntiv('s. 

8.24 Theorem. Let n be an open set in Rn, let I : n --+ R, and suppose 
that D;/, D)I and DiD)1 exist in a neighborhood of pEn, and that 
DiDil is continuous at p. Then D)D;/(p) exists, and, in fact, DiD;/(p) = 
DiDil(p)· 

Proof. We may assume without IOHS of generality that n = 2, i = 1, 
and j = 2. Let p = (a, b), and choose 6 > 0 so that (s, t) E n whenever 
Is - al < 6 and It - bl < 6. Let 

~(h, k) = I(a + h,b + k) - I(a + h,b) - I(a,b + k) + I(a, b). (8.5) 

Then 

I· I· ~(h,k) I· D2/(a+h,b)-D2/(a,b) DDI( b) 
1m 1m -hk = 1m h = 1 2 a, , 

h-Ok-O h-O 

and similarly 

lim lim ~~~k) = D2Dd(a,b), 
k-Oh-O 

provided, of course, that this limit exists. Let get) = I(a + h, t) - I(a, t). 
Then 9 is differentiable on the interval [b,b + kJ (or [b + k,bJ if k < 0), 
and g'(t) = D2f(a + h, t) - D2/(a, t). Now, by the mean value theorem 
(Theorem 4.22), we have 

~(h, k) = g(b + k) - g(b) = kg'(b + Ilk) 

for some 0 < Il < 1. Another application of the mean value theorem gives 

D2f(a + h, b + Ilk) - D2f(a,b + Ilk) = hDID2/(a + >.h, b + Ilk) 

for some 0 < >. < 1. Combining these last two equations, we get 

~(h, k) 
~ = D 1D2f(a+>.h,b+llk). 

Since DID21 is continuous at (a, b), we see that 

lim ~(hhk' k) = DI D2f(a, b), 
(h,k)-(O,O) 

and this is more than we need to obtain the desired conclusion. I 
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8.25 Definition. Let I : 0 -+ R, where 0 is an open set in Rn. We say 
that I is of class C r in 0, or I E Cr(O), if all the partial derivatives of 
I of order r exist and are continuous throughout O. (This implies that all 
partial derivatives of order less than or equal to r exist and are continuous.) 
We say that I is of class Coo if I is of class C r for every positive integer r. 
We define COCO) to be the set of all continuous functions on O. 

Thus 
COCO) J CI(O) J ... J Cr(O) J Cr+I(O) 

and COCCO) = n~o Cr(O). Similarly, we say that a vector-valued function 
r is of class C r if f = (ft, ... ,1m) where each /j is of class cr. 

If I is of class C r , r > 1, then by a repeated application of Theorem 8.24 
any mixed partial derivative of order r of I can be brought into a standard 
fonn: 

D],Dh ··· Djrl = Dr' D~~··· D~n I, 
where the nonnegative integers 0i are obtained by 0, = #{k : jk = i}. 
It is clear that 2:~1 0i = r here. In the context of partial derivatives, an 
n-tuple a = (OJ, ... , on) of nonnegative integers is called a multi-index, 
and k = 2: 0i is called the order of 0, and written 101. The corresponding 
partial derivative has multi-index notations: 

Dr' D~~ ... DOn I = DO I = 00'1. 
n 8xo 

We note that for any multi-index 0,101 = r, there are many ways to write 
DO as Dj, ... Djr . How many ways? Well, we may select the 01 positions 
where ik = 1 in 

( r) r! 
01 = ol!(r-ad! 

ways; the 02 positions where jk = 2 may be chosen from among the re­
maining r - al available spots in 

( r - ( 1) (r - ad! 
02 = 02! (r - 01 - (2)! 

ways, and so on. Combining the possibilities, we find that the number of 
distinct ways of expressing DO as a sequence of first-order partial deriva­
tives is 

(r) r! r! 
a =0!=01!02!···On!' 

which is called a multinomial coefficient. 
The multi-index notation makes it easier to deal with polynomials in n 

variables; if x = (XI, . .. ,xn ), we write XO as shorthand for the monomial 
xf I x~~ ... x~". Thus, the general polynomial in n variables, of degree ~ r, 
has the form 2:loJ~r coxQ. 

The following theorem, known 88 Taylor's heorem in n variables, may be 
r~garderl as a generalization of the mean value theorem. 
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8.26 Theorem. Let U be an open convex set in Rn, and suppose that 
f : U ~ R is a function of class Cr+l , r ~ O. If p E U and q = p + h E U, 
we have the Taylor formula: there exists (), 0 < () < 1, such that 

Proof. Fix p+h E U, where h = (h l , •.. ,hn ), and define g(t) = f(p+th) 
for 0 ~ t ~ 1. Then 9 is of class C r + 1 on an interval containing [0, 1], so by 
Taylor's theorem for functions of one variable (Theorem 4.33), we have 

r g(kl(O) g(r+ll«() 
f(p+h)=g(l)=L~+ (r+l)! 

k=l 
(8.7) 

for some (), 0 < () < 1. But according to the chain rule, 

n 

g'(t) = L Dd(p + th)h i , 

i=l 

so 

and, in general, 

J • .... j. 

= L (~)Daf(p+th)hO. (8.9) 
!<>!=k 

Substituting (8.8) into equation (8.7), we obtain the desired formula. • 

The first term on the right in equation (8.6) is called the Taylor poly­
nomial of order r for f at Pi it is the unique polynomial Pr(x) of degree 
~ r with the property DO Pr(P) = DO f(p) for every a with lal ~ r. The 
proof is left as an exercise. Other versions of Taylor's theorem give different 
expressions for the remainder term f(q) - Pr(q). 

8.5 Inverse and Implicit Functions 

Let U be an open set in Rn, and let f : U ~ Rm be differentiable at 
p E U. If f is injective, and maps U onto an open set V in Rm, it does 
not follow that the inverse function g : V -+ U is differentiable at p. [The 
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simplest example is with n = m = 1, and f(t) = t3 . It is easy to see that f 
is everywhere differentiable, and maps R bijectively to itself, and that the 
inverse function 9 is continuous everywhere (g(t) = t1/3 for all t, of course), 
but 9 is not differentiable at 0.1 Indeed, it is a simple consequence of the 
chain rule that if the inverse function g to f is differentiable at q = f(p), 
then dfp must hf~ invertible; for by Theorem 8.15, we have df(p) odg(q) = 

1m, and dg(q) 0 df(p) = In, where 1m and In are the identity mappings of 
Rm and Rn, respectively. 

This incidentally shows that necessarily m = n in this situa­
tion. This is hardly surprising, but the corresponding fact in 
the context of continuous mappings is rather deep; it turns out 
to be not at all easy to show that there is no bicontinuous map 
of an open set U in Rn onto an open set V in Rm when n ~ m. 
Differentiable functions are much easier to understand than the 
most general continuous functions. 

The following theorem is called the inverse function theorem: 

8.21 Theorem. Let n be an open set in Rn, and let f : n ~ Rn b(! It 

mapping of class C r , r ~ 1. 1£ pEn, and dfp is invertible, then there exists 
a neighborhood U ofp such that f is one-one on U, V = f(U) is open, and 
the inverse g of flu is of class cr. 

Proof. The proof is notationally much simpler when we make some simple 
normalizing assumptions, so we first prove: 

8.28 Lemma. Let n be a neighborhood of 0 E Rn, and suppose that 
f : n -+ Rn is differentiable in n, with f(O) = 0, dfo = I, and that df is 
continuous at O. Then there exists a neighborhood U of 0 such that: 

(a) for a11s1 ,s2 E U, If(sd - f(s2)1 ~ ~Isl - s21; 

(b) f(U) contains a neighborhood V of 0; and 

(c) there is a function g : V -+ U such that f(g(t)) = t for all t E V, 
8.1ld such that g is differentiable at 0, with dgo = l. 

Proof. From the continuity hypothesis, we know there exists 6 > 0 such 
that III - df.1I < ~ for all s with lsi :s: 6. Let U = {s : lsi < 6}. Define 
F(s) = s-f(s) for s E U. Then dF = I -df, so IIdF.1I :s: ~ for aIls E U. Now 
for every SI,S2 E U it follows from Corollary 8.19 that IF(sd - F(s2)1 $ 
! lSI - S21, so 

If(sd - f(52)1 = lSI - S2 - [F(st} - F(52)1I 

~ lSI - S21 - IF(5t} - F(52)1 

~ lSI - S21- !Is l - s21 = !Is l - 521· 
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We have established (a). 
Choose (' with 0 < 4( < {Y, and let V = {t : It I < (}. Let K = {s : 

lsi :-::; 4f}, so K is a compact subset of U. Let t E V. Define the real­
valued function 'P on K by 'P(s) = If(s) - t1 2 . Clearly, 'P is continuous 
on the compact s('1. K, so it IL"!sumes a minimum on K. Now if lsi = 4(, 
then If(s)1 ~ Isl/2 = 2(, so 'P(s) ~ (2t - Itlrl > (2. On t.he other hand, 
'P(O) = Itl2 < f2. Hence 'P assumes its minimum value at an interior point 
s of K. Hence we have d..p(s) = O. Now an easy calculation shows that 

n 

DJ'P(s) = 2 ~)!i(S) - ti)Dj!.(s) 
i=1 

for j = 1, ... , n, in other words, that df.(f(s) - t) = O. Since df. is non­
singular, this implies that f(s) = t. Thus feU) ::) V, and we have proved 
(b). 

For each point t E V, we put get) to be the point s E U for which 
f(s) = t; this point exists by (ii), and is unique in consequence of (i). The 
inequality of (i) shows that Ig(td - g(t2)1 :-::; 21tl - t21; in particular, that 
g is continuous in V. Now f(h) = h + r(h), where r(h)/Ihl -+ 0 fl."! h -+ O. 
Hence 

Ig(h) - hi = Ig(f(h) - r(h)) - g(f(h»)1 :-::; 2Ir(h)l, 

which shows that g is diffewntiahle at 0, with dgo = I, i.e., (c) holds. • 

Here is another proof of (b). Choose f so that 0 < 2f < b, and 
put V = {t : It I < f}, K = {s : lsi :-::; 2f}. Given t E V, define 
the function F by F(s) = t + s - f(s); then dF = I - df, so 
IIdF.1I < 1/2 for all S E U. Hence, by Corollary B.19, we have 

(B.lO) 

for all SI, S2 E U. In particular, if s E K, then IF(s) - F(O)I :-::; 
~Isl, so IF(s)1 :-::; Hisl + Itl) < 2(; thus, F maps K into it­
self. Inequality (B.lO) says that F is a contmciion mapping of 
K into itself; since K is complete (as a closed subset of Rn) 
the contraction mapping theorem (Thcorcm 6.14) t.plls liS that 
F has a (unique) fixed point s E K, but F(s) = s means 
f{s) = t. Thus feU) ::) V. The advantage of this proof over 
the one above is that it carries over to the case of differen­
tiable mappings between infinite-dimensional complete normed 
linear spaces, whereas the proof above relies essentially on the 
mapping having domain a subset of R n, since it uses the com­
pactness of closed bounded sets. 

The proof of Theorem 8.27 is obtained from Lemma B.28 by an affine 
change of variables. Lpt. q = f(p). Define maps </>, 'I/J : Rn -+ Rn by </>{x) = 
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x - p, 1jJ(y) = df;'(y - q). Thus <I>(p) = ° = t/l(q), <I>'(p) = I, t/l'(q) = 
f'(p) -I. Define F on the open set <1>(0) by F = t/l 0 f 0 <1>-'. Then F(O) = 0, 
F' is continuous at ° and F'(O) = I. Applying Lemma 8.28, we find there 
exist open neighborhoods Uo and Vo of 0, and a map G : Vo --- Uo, such 
that FoG = Ivo' and G is differentiable at 0. Define V = t/l-'(Vo) and 
U = <1>-' 0 F-1(VO) = f-l(V). Then U and V are open neighborhoods of 
p and q, respectively .. Define g = <1>-' 0 G 0 t/l; then g is differentiable at q, 
and g(V) = U. Also, 

fog = (t/l-l 0 F 0 <I>)(r l 0 G 0 t/l) = Iv. 

Applying the argument with p replaced by x E U, we conclude that g ill 
differentiable at every y E V. Hence by the chain rule, if y = f(x), then 
f'(x)g'(y) = I, so g' = (f'r'. Since the elements of A -I are Coo functions 
of the elements of A for any matrix A, it follows that g' is of class C k , and 
thus g is of cl88S Ck+', whenever f' is of daB!! C k • Since f is of claSH cr, 
taking k = r - 1 shows that g is also of daB!! cr. • 

The following diagram may make it easier to follow the argument just 
given: 

pEU 
r 

qEV --+ 

l~ l~ 
OE Uo 

F 
OE Vo --+ 

We close this chapter with the very important implicit function theorem. 
The reader should first go through the proof of this theorem thinking of 
the special case n = m = 1. The notation in the statement of the theorem 
indicates that we are identifying Rn+m with Rn x Rm. 

8.29 Theorem. Let 0 be an open set in Rn+m, and let f : n --+ Rm be 
a mapping of class C r , r ~ 1. Let P = (a, b) E 0, and let E be the "level 
surface" of f through p: 

E = {q EO: f(q) = f(p)}. 

Define S E .?(Rn,Rm) by S(h) = dfp(h,O) and T E .?(Rm) by T(k) = 
dfp(O, k). Suppose that T is invertible. Then there exist a neighborhood U 
ofp E Rn+m, a neighborhood W ofa in Rn, and a mapping g: W ___ Rm 
which is of class C r , such that 

Enu = {(s,g(s)}: SEW}. 

Furthermore, dg,. = - T-' S. 
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Proof. We may assume f(p) = O. Define the map F : n -+ Rn+m by 
F(s. t) = (s. f(s. t»); c\parly. F is of class C r in n. and we can easily verify 
that 

dF(h. k) = dF(h,O) + dF(O, k) = (h, df(O, k»), 

and, in particular, dF p(h, k) = (h, Tk), so that our hypothesis guarantees 
that dF p is nonsingular. We can thus apply the inverse function theorem: 
there exists a neighborhood U of p (contained in 0), and a neighhorhood V 
of F(O) = (a,O) in Rn+m, such that F maps U one Dne onto V, and such 
that the inverse mapping G of V onto U is of class cr. We may assume 

Figure 8.1. The construction in Theorem 8.29 

(shrinking if necessary) that V has the form V = {(s, t) : Is - al < (, It I < f} 
for some f > o. Let W = {s ERn: Is - al < d. Since G(s, f(s, t») = (s, t) 
for all (s, t) E U, it follows that G has the form G(u, v) = (u, q,(u. v») 
for 811 (u, v) E V, where q, : V -+ R'" is a mapping of dass cr. Define 
g: W -+ Rm by g(s) = q,(s,O). Then, for any (s, t) E En U, we have 

(s,t) = G(s,O) = (s,q,(s,O») = (s,g(s»). 

i.e., t = g(s). Conversely, if 5 E W, then 

f(s,g(s») = f(s,q,(s,O») = o. 
It is a routine application of the chain rule t.o find an expression for the 

differential of the explicit function g. The equation f(s,g(s») = 0 which 
holds throughout a neighhorhood W of a can be read as f 0 H == 0, where 
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H(s) = (s,g(s») = G(s,O). Then dfp 0 dH. = OJ but it is easy to see that 
dH.(h) = (h,dg.(h»), so we have 

dfp 0 dH.(h) = Sh + T(dg.(h» = 0, 

I 

The hypothesis that T is invertible is equivalent to the assertion that the 
last m columns of the matrix f'(p) are linearly independent. If this matrix 
is only 8S8umed to have rank m, then there exist m linearly independent 
columns, and a permutation transformation changes the situation to that 
hypothesized in the theorem. In terms of matrices, we have g'(a) = _B- 1 A, 
where A, the matrix of S, is the m x n matrix formed from the first n 
columns. and B, the matrix of T, is the m x m matrix formed from the 
last m columns, of f'(p). 

With the classical notation, this can be expressed as follows: let Yj 
xn+i for j = 1, ... ,mj then 

&y = _(8f)-18f 
& &y &' 

where 
&y = 8(Y}"",Ym) = [8Y;] 
& 8(Xl,""Xn ) 8xi 

is the Jacobian matrix of y = g(x) and the right-hand side refers to the 
matrices 

respectively. 

8.6 Exercises 

1. Prove Proposition 8.5. 

2. The trace norm of a linear map is usually much easier to compute than 
the operator norm. Find IILII and IILlltr when L : R2 -- R2 has the matrix 

ILl = [~ ~]. 

3. Let T E .5f(Rn). Show that the series 
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converges to an element of jf(Rn), which we denote by eT. Show that 
if S, T E jf(Rn) and ST = TS, then eS+T = eSeT . Deduce that eT is 
invertible for every T E jf(Rn). 

4. Show that if T E jf(Rn) and III -Til < 1, then there exists S E jf(Rn) 
such that eS = T. Find an example of an invertible T E jf(Rn) such that 
there is no S with eS = T. 

5. Let n be open in Rn, and suppose that 1 and 9 are real-valued func­
tions differentiable at pEn. Show that 1 9 is differentiable at p, and that 
d(lg)p = I(p)dgp+g(p)qlfp. 

6. Let f : R -+ Rn be differentiable, and suppose that If(t)1 = 1 for all real 
t. Show that f' (t) . f( t) = 0 for all t. What is the geometric meaning of this? 

7. Let p, V, T be positive real variables, connected by the relation pV = kT, 
where k is a positive constant. Then each of p, V, T is an (implicitly defined) 
function of the other two variables. Show that 

Bp BV aT 
BV aT Bp = -1. 

Show that this equation holds if we only assume the relation F(p, V, T) = 0 
for all p, V, T in the domain of F, for some function F of class C l with 
DjF(p, V, T):I 0 for all p, V, T and j = 1,2,3. 

[The aim of this problem, found in calculus texts, is to demonstrate 
that the Leibniz "fraction" notation for derivatives can lead to paradoxical­
looking results when used for partial derivatives; it also intends to induce 
a preference in the reader for the notion of function over the notion of 
variable. The equation is the ideal gas law from freshman physics.] . 

8. If 1 : n -+ R, where n is open in Rn, and if u is a unit vector in Rn, 
the directional derivative of 1 at p in the direction u is defined as 

D I( ) - 1· I(p + hu) - I(p) 
u p - 1m h . 

h .... O+ 

(a) Show that if 1 is differentiable at p, then Du/(p) exists for every unit 
vector u, and Du/(p) = d/pu. 

(b) By considering the function 1 : R2 -+ R defined by 

8 2t 
1(8, t) = -4--2 

8 + t 
for (8, t) :I (0,0), and 1(0,0) = 0, show that 1 need not be differen­
tiable at p even if Du/(p) exists for every unit vector u. 
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9. A function / : Rn\{o} -+ R is called homogeneous 01 degree kif /(tx) = 
tk /(x) for every x E R n , x -1= 0, and every t E R, t > O. Show that if I is 
homogeneous of degree k and differentiable, then 2:7=1 x j Djl(x) = kl(x). 

10. Show that if / : n -+ R, where n is an open subset of Rn, and if each 
partial derivative D}/ exists at every point of n and is bounded, then / is 
continuous in n. HINT: Imitate the proof of Theorem 8.23. 

11. Let f: R 2\0 -+ R2 be defined by 

(
s2 - t2 st ) 

f( s, t) = s2 + t2' s2 + t 2 . 

Find the rank of dfp for all p -1= O. Describe the image of f. 

12. Define I or. R2 by /(0,0) = 0, and 

/( ) = st(.'j2 _ t 2) 
s, t s2 + t 2 

for (.'j, t) -1= (0.0). Show that I is of class Cl in R2, and that the mixed 
partial derivatives DIDd and D2Dd exist at every point of R2, but that 
DJ Dd(O, 0) -1= D2 Dd(0,0). 

l:t Ld (l = (oJ,"" on) and 0 = (/31,"" On) be multi-indexes, and let 
x =- (r1, .... xn) be the identity map of Rn (Le., let x j be HII' jth ('()ordinll.t(' 
fUlIctioll on R", for j = 1, ... ,11). O"II4~rvl~ thaI. dx J . [0, ... , I, ... ,01 (I.hl! 
row vector with all elements 0 except for 1 in the jth place), and that 
df = 2:;=1 D}I dx}. Show that 

Do x J3 (O) = {O! ~f 0 = /3; 
o If 0 -1= /3. 

Deduce that if c ... E R for each 0 with 101 ~ r, then 

P(x) = ~ cOxo 
L-, o! 

lol$r 

is the unique polynomial of degree ~ r satisfying DO P(O) = Co for each 0 

with 101 ~ r. 

14. Show that continuity of the differential is essential in the inverse func­
tion theorem by considering the function / : (-1, 1) -+ R defined by 
1(0) = 0 and /(t) = t + 2t2 sin(l/t) for t -1= O. Show that / is every­
where differentiable, and even that I' is bounded, that 1'(0) = 1, but that 
I is not injective in any neighborhood of O. 

15. Show that if U is open in Rn, and f : U -+ Rn is continuously differ­
entiahle, with f'(p) nonsingular for every p E U, then feU) is open. 
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16. Let f: R2 -+ R2 be defined by 

f(x,y) = (eX cosy, eX sin y). 

(a) Show that f is injective on the strip {(x,y): -71" < y < 7I"}. 

(b) If g is the inverse function, find g/(O, 1). 

17. Let f: R2 -+ R2 be defined by f(x,y) = (x2 - y2,2xy). Show that dfp 
is invertible for all p i- O. Find an explicit formula for the inverse function 
g which the inverse function theorem says exists in a neighborhood V of 
(1,0) = f(I,O). 

18. Define g : R2 -+ R2 by g(x, y) = (ycosx, (x + y) sin y), and f : R2 -+ 

R3 by f(x, y) = (x2 - y, 3x - 2y, 2xy + y2). 

(a) Show that g maps a neighborhood of (0,71"/2) bijcctively to a neigh­
borhood of (71"/2,71"/2). 

(b) If h = f 0 g-l, find the matrix h'(7I" /2,71"/2). 

19. The equations 

uz - 2e."z = 0, 

tl - x 2 - y2 = 0, 

,,2 _ xy log" - 1 = 0, 

d('line z (implicitly) 111111 fUllctioll of (u, v), aud (u, v) /\IIll fuudioll of (r, y), 
thus Z 8.'1 a function of (x, y). 

Describe the role of the inverse and implicit function theorems in the 
above statement, and compute 

az ax (0, e). 

(Note that when x = 0 and y = e, U = e2 , v = 1, and z = 2.) 

8.7 Notes 

There are many good texts on linear algebra, and we have run through 
some familiar results largely to establish some notation and terminology; 
the last theorem in the first section, and its corollary, have an analytic 
flavor, and may well have not been mentioned in the usual linear algebra 
course. Determinants, mentioned in passing in this section, will play an 
important role later on. It is interesting that the theory of determinants 
was developed before that of matrices; it has its roots in the eighteenth 
century (and was studied in China independently of any contact with Eu­
ropean mathematics). The Swiss mathematician Cramer found his famous 
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rule in 1750. but no general definition of determinants seems to exist be­
fore Cauchy (1815), and a definition immediately recognizable to modern 
readers first appeared with Jacobi (1841). Jacobi was above all an analyst, 
and all determinants to him were functional determinants (which Sylvester 
(1853) called Jacobians: the name has stuck.) Cayley, also in 1841, enclosed 
the array in two straight lines, and made major contributions to the theory; 
a few years later, he and Sylvester created matrices. 

I know little about the developments that led to the inverse function 
theorem and the implicit function theorem, two quite important theorems 
that seem not to be attributed to any individual. Jacobi had shown that a 
set of n functions of n variables are functionally related if and only if their 
functional determinant (Jacobian) vanishes identically. The notion of rank 
of a matrix first appeared in the work of Sylvester some yean:! later. 



9 
Measures 

In Chapter 5 we defined the Riemann integral of a real function lover a 
bounded interval [a, bj by 

b n 1 I(x) dx = lim L 1({j)(Xj - xJ-d, 
a j=1 

where x j -I ~ {J ~ x j for each j, and the limit is taken over increasingly 
fine partitions a = Xo < XI < ... < Xn = b of the interval. We found that 
this limit existed whenever I was continuous on [a, bj, in fact, whenever 
I was bounded, with a set of discontinuities D which was "small," in the 
sense that for any f > 0, there existed a finite collection of open intervals 
{( ak, bk ) : k = 1, ... r} such that 

r r 

k=1 k=1 

This is a fairly rich class of functions, including as it does not only every 
continuous function, but also some functions which have infinitely many, 
even uncountably many, discontinuities (recall that the Cantor set is small 
in the above sense.) However, the class of Riemann integrable functions 
does have at least one glaring weakness: it is not stable under pointwise 
convergence. That is, if In is Riemann integrable for each n, and if In(x) --+ 

I(x) for every x, a ~ X ~ b, it is entiff~ly possible that I is not Riemann 
integrable. (For instance, take a = 0 and b = 1, and s('t In{x) = 1 if 
x = min! for some integer m, and In{:r) = 0 oth('rwise. Then each In is 
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Riemann integrable, and In converges pointwise to the function I, where 
I(x) = 1 if x is rational, and I(x) = 0 when x is irrational. We have seen 
that I is not Riemann integrable.) It would be agreeable to have a way of 
integrating functions which, while giving the same result when applied to 
continuous functions, has the property that the ordinary limit processes of 
analysis can be carried out freely. Also, it would be nice to have a less ad 
hoc treatment of the integration of unbounded functions, or functions on 
unbounded intervals, than we were able to give before. Finally, we want 
to develop integration in Rn for n > 1, and the Lebesgue theory that we 
are about to develop makes it possible to do this with the same ease as 
for n = 1. In fact, the theory makes it possible to do integration in a V(~ry 
general setting. The definition of integral that we will introduce in the next 
chapter is based on the theory of measure, pioneered at the end of the last 
century by Emile Borel. This is a mathematical model applicable to the 
geometric notions of length, area, or volume, and to the physical notion 
of mass. It is also an appropriate mathematical model for the notion of 
probability, when "events" are interpreted as sets. 

9.1 Additive Set Functions 

It turns out to be impractical to try to assign a "length" to every subset of 
R, for instance. We will have to content ourselves with having a reasonably 
large class of "measurable sets." The next two definitions clearly single 
out the most essential property of measurement: that an object can be 
measured by breaking it up into smaller pieces, measuring those, and adding 
the results. 

9.1 Definition. Let X he a set. A collection PI of SllbSt!ts of X is called 
an algebra if: 

(a) 0 E .rd; 

(b) jf A E .rd, then AC E .rd; and 

(c) jf A E .rd and B E .rd, then Au BE.rd. 

ThU8, an algebra of subsets of X is a nonempty collection c108()d under 
the operation of complementation, and closed under union. Since An H = 
(AC u Be f·', an algebra is also closed under the operation of intersection. 
Also, an obvious induction argument generalizes (c) above to the statement 
that Un = 1 A j E .rd whenever AI, ... ,An E Ill, The two simplest examples 
of alge~ras are the trivial algebra {0, X}, and 9(X), the collection of all 
subsets of X. 
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9.2 Definition. Let J.I. be a function whose domain is an algebra PI of 
slliJ.'If'ts of X. Wf' sny that Il is finitely additive, or simply additive, if 
J.I.(A U B) = 11(A) + 11(B), whenever A, BE PI and An B = 0. 

We obscrv(' that if Il is finitdy additive on PI, an easy induction argument 
shows that 

J.I.( U Ak) = tJ.l.(Ak), 
k=1 k=1 

whenever AI, ... , An are pairwise disjoint e\t'ments of PI. 
Note that w(~ careh~ssly omit.ted to say what kind of values tht' set func­

tion J.I. took. Well, all that is needed is that there he sollie llIeaning for 
addition; vailles in R or R", for instance, would make sense, or values 
which were linear transformations on some (fixed) vector space. However, 
the kind of values we will restrict ourselves to in the sequel are nonnegative 
extended real values; Le., J.I.(A) is to be either a nonnegative real number, 
or the symbol 00, with the addition rule t + 00 = 00 + t = 00 for any t. 
We note that if J.I. is additive, then for any A, B E PI with A c B we have 
B = Au (B n AC), so J.I.(B) = J.I.(A) + J.I.(B n AC) 2: J.I.(A). We express this 
property with the phrase "J.I. is monotone." Note also that if J.I. is additive, 
then J.I.(0) = 0, unless J.I.(A) = 00 for every A. 

9.3 Example. Let X be any nonempty set, and define J.I. on 9I'(X) by 
J.I.(A) = #A, the number of points in A, if A is finite, and Il(A) = 00 if A is 
infinite. We call this set function counting measure on X. It is easily seen 
to be additive. 

9.4 Example. Let X be any nonempty set, fix x EX, and define Ox : 
/3'(X) -+ R by b..,(A) = I if x E A, and Iir(A) = 0 if .r. ¢ A. This set 
function is called the unit point ma.~.~ at x. It is clearly additive. 

9.5 Example. Let X = R, and let J be the collection of all semiclosed 
intervals (a, bl, where -00 ~ a ~ b < 00, together with the open intervals 
of form (a, 00). (The case a = b was included so that 0 E J.) We note 
that J is closed under finite intersections, but not under complements or 
finite unions. Let PI be the class of all sets which can be expressed as finite 
unions of sets in J. Then PI includes the complement of every element of 
.', and hence is closed under complements as well as intersections. Thus 
JiI is an algebra. Let J.I. ( a, bJ) = b - a. Every A E PI can be expressNi as a 
disjoint union of intervals in J: A = U;=l Ij , with I} E J and Ij n h = 0 
for j =f. k. We can define J.I(A) to be E;=l p,(Ij), provided we show that 
this sum depends only on A, and not on the particular decomposition into 
disjoint intervals. This can be done; we omit the details. Thus we can assign 
a "lengt.h" to each S(~t in PI. 
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9.6 Example. We can generalize the last example to Rn. Let X = RTl, 
and let J be the collection of all semiclosed "intervals" of the form 

where -')C::; (Ij ::; bj ::; +'XI for j = l, ... ,n and we interpret x J ::; bj as 
x) < ')C if b} = ')C. (We may occasionally use the more compact notation 
I = {x : a < x ::; b}.) We observe that J is closed under intersections, 
but not under complements or unions. Let d be the cllUls of all sets which 
can be expressed as finite unions of sets in J. We can check that the 
complement of any I E J is an element of d, and it follows that d is an 
algebra. If I is an interval as above, define IJ.(/) = n;=1 (bj - a}). Thus IJ. is 
the usual "volume" of a box in Rn. Now every A E d can be expressed as a 
finite union of disjoint intervals Ik E Jj we want to define IJ.(A) = '£ lJ.(h), 
but in order to do this, we must show that this formula is unambiguous. 
In other words, it must be shown that if 

r 8 

A = U I j = U I~, 
i=1 k=1 

where II, ... , I r are pairwise disjoint intervals, as are I;, ... , I;, then 

r 8 

LIJ.(/j) = LIJ.(I~)· 
j=1 k=1 

This can be done without much difficulty, but we omit the argument here. 

9.7 Example. Again, let X = R, and let d be the algebra of Example 
9.5. Let 9 be a nondecreasing real function on R, and define the set function 
IJ.g by IJ.g(a,b]) = g(b) -g(a), and IJ.g(A) = '£;=11J.9(/i) if A is the disjoint 
union of It, ... , I r, with each Ii E J. One can show that IJ.g is well-defined 
(that IJ.g(A) is independent of the particular decomposition of A into inter­
vals), and is finitely additive. Any finitely additive IJ. on d which is finite 
on bounded intervals is of the form IJ.g for some nondecreasing g. Simply 
define g(x) = 1J.([O,x») for x > 0, and g(x) = -1J.([x,O») for x::; o. 

9.2 Countable Additivity 

The last two definitions carry the absolutely minimal properties of our 
intuitive idea of measure. They are not sufficiently restrictive to enable us 
to deal effectively with limit processes, so we impose further conditions. 

9.8 Definition. A collection III of subsets of X is called a q-algebra if the 
following hold: 
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(a) 0 E .r#; 

(b) A C E .r# whenever A E .r#; and 

(c) if Ak E .r# for k = 1,2, ... , then U:::l Ak E .r#. 

In other words, a a-algebra is an algebra which is closed under countable 
unions. The algebras {0, X} and 9'(X) are a-algebras, while the algebras 
of Examples 9.5 ancl 9.6 lue not. By taking complements, one sees that 
a a-algebra can also be described as an algebra closed under countable 
intersections. 

It is not hard to see that the intersection of any nonempty collection of 
algebras (or a-algebras) of subsets of X is again an algebra (or a-algebra). 
In particular, given any class .9' of subsets of X, we may take the inter­
section of all algebras (resp., a-algebras) of subsets of X which contain .Y 
(this is a nonempty collection since it contains 9'(X»; this is the smallest 
algebra (resp., a-algebra) which contains .9', and we refer to it as the alge­
bra (resp., a-algebra) genemted by .9'. In Examples 9.5 and 9.6 above, the 
algebra .r# is exactly the algebra generated by the collection J. We could 
describe the algebra generated by .9' more constructively, as the set of all 
finite unions of finite intersections of sets in .9' and their complements. If 
.9' consists of the singletons (sets with exactly one point) in X, then the 
algebra generated by .9' consists of the sets which are either finite or have 
finite complement, and the a-algebra generated by .9' consists of those sets 
which are either countable or have countable complement. In general, it is 
not so easy to describe the sets in the a-algebra generated by a family .9'. 

9.9 Definition. Let X be a topological space. The a-algebra generated 
by the closed subsets of X is called the Borel algebra, or the class of Borel 
sets of X. 

Thus, every closed set is a Borel set, and every complement of a closed 
set, i.e., every open set. Every countable intersection of open sets is a Borel 
set, and every set which can be expressed as a countable union of such 
countable intersections, etc., etc. 

The a-algebra fiB of subsets of R generated by the intervals (-00, al is the 
Borel algebra; for any interval (a, bl can be expressed as (-00, bln( -00, ajC, 
so (a, bl E fiB, and any open interval is the union of intervals (a, bnl, so any 
open interval, and hence any open set, belongs to 91. Thus every Borel 
set belongs to !fA; on the other hand, since every (-00, al is closed, every 
member of fiB is a Borel set. If we restrict ourselves to intervals (-00, al 
with a rational, we still get all Borel sets. Similarly, the a-algebra generated 
by the semiclosed intervals J of Example 9.6 coincides with the Borel sets 
of Rn; so does the a-algebra generated by bounded open intervals with 
rational endpoints, for instance. It is hard to think of a subset of Rn which 
is not a Borel set, but there are plenty of them. 
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9.10 Definition. Let /-I. be a set function whose domain is a class d of 
subsets of a set X, and whose values are nonnegative extended reals. We 
say that /-I. is countably additive if 

whenever (Ak) is a sequence of pairwise disjoint sets in d whose union is 
also in PI. (If PI is a q-algebra, the last clause can of course be omitted.) 

A measure on X is a countably additive nonnegative set function whose 
domain is a q-algebra of subsets of X. 

The set functions of Examples 9.3 and 9.4 above (counting measure, the 
unit point mass) are easily seen to be measures. If /-I. is defined on 9'(X) by 
/-I.(A) = 0 if A is finite, and /-I.(A) = 00 if A is infinite, we have an example 
of a finitely additive set function which is not countably additive (assuming 
X is infinite.) The set function /-I. of Example 9.5 above can be shown to be 
countably additive; we don't call it a measure because its domain is not a 
q-algebra. 

A measure on a topological space X whose domain is the Borel algebra 
is called a Borel measure. (Be warned though, that some authors use Borel 
measure to refer to a measure defined on the Borel sets with the additional 
property that compact sets have finite measure.) 

We next observe that the countable additivity property can also be ex­
pressed as the "continuity from below" of the set function /-I.. 

9.11 Proposition. Let /-I. be a finitely additive set function, defined on the 
algebra PI. Then /-I. is countably additive if and only if it has the following 
property: if An E d and An C An+ I for each positive integer n, and if 
U~=I An E d, then /-I. (U:'I An} = limn_oo /-I.(An). 

Proof. Suppose /-I. is count ably additive. If we set BI = AI, and Bn = 
An \An- I for n > 1, we see that An = Uk=IBk, and that the sets Bk are 
pairwise disjoint, so 

"" 00 n 

/-1.( U An} = /-1.( U Bk} = lim '"' /-I.(Bk) = lim /-I.(An). n-oo~ n-oo 
n=1 10=1 10=1 

r-oow suppose that /-I. is finitely additive, and has the "continuity from 
below" property. If {An} is a sequence of pairwise disjoint sets in PI, and 
we put Bn = U~=I Ak, then Bn C Bn+! for every n, so /-I.(Bn) --+ /-I.(B), 
where B = U:=l Bn = U~=I An· But since /-I. is finitely additive, /-I.(Bn) = 
L~=l/-l.(Ak)' so /-I.(Bn) --+ L~=I/-I.(Ak)' Thus /-I. is countably additive. • 

Here are some ways to get new measures from old ones. 
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9.12 Proposition. Let d be a l1-aJgebra; if 1-', v are measures on d, 
t E R+, and A Ed, then the following are measures on d: 

(a) I-' + v, defined by (I-' + v)(E) = I-'(E) + veE); 

(b) tl-', defined by (tl-')(E) = tl-'(E); and 

(c) I-'A, defined by I-'A(E) = I-'(A n E). 

We leave the proof!! to the reader. We can obviously generalize item (a) 
in this list to any finite sum of measures. 

The collection of nonnegative set functions with domain d have a natural 
order relation: if Jl and v are nonnegative set functions with the same 
domain d, we say I-' :s; v if I-'(A) :s; yeA) for every A E d. Similarly, we 
can define the set function I-' V v, the maximum of I-' and v, by the natural 
(I-' V v)(A) = max{I-'(A), yeA)}; this idea extends to taking the supremum 
of an arbitrary collection of such set functions (all having the same domain 
d, of course). In general, if I-' and v are measures, it does not follow that 
I-' V v is a measure. (The reader is invited to give a simple example where 
it is not even finitely additive.) However, we have the following result: 

9.13 Theorem. Let d be a l1-aIgebra of subsets of the set X, and Jet 
JIt be a collection of measures with domain d. Suppose that JIt has the 
property: for any 1-'1, Jl2 E JIt there exists 1-'3 E JIt such that 1-'1 :s; 1-'3 and 
1-'2 :s; 1-'3· I£v is defined by veE) = sup{I-'(E) : I-' E JIt}, then v is a measure 
ond. 

Proof. Certainly, v is a well-defined, nonnegative set function with domain 
d; what we must prove is that v is countably additive. Let {An} be a 
disjoint sequence in d. Then for each I-' E JIt, we have 

whence 

(9.1) 

We have not yet used the key hypothesis. Fix the positive integer n, a,nd 
for each k, 1 ~ k :s; n, choose Ck with Ck < V(Ak). By the definition of v, 
there exists for each k some I-'k E JIt with I-'k(Ak) > Ck. By the hypothesis 
of the theorem (extended to n elements of JIt by an ohvious induction) 
there exists I-' E JIt such that I-'k :s; I-' for k = 1, ... ,n. Then 
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and since Ck < V(Ak) were arbitrary, we conclude that 

for every n, and hence that 

(9.2) 

Combining inequalities (9.1)s and (9.2), we see that v is countably additive. 
and thus a measure. • 

9.14 Corollary. Let {I-'n} be 8 nondecreasing sequence of measures, and 
define J.' by J.'(A) = sUPJ.'n(A). Then p. is 8 measure. 

9.15 Example. Here is an application of Theorem 9.13. Let X be any 
set, and suppose p : X -+ [0,00). Define the set function J.' with domain 
9'{X) by p.{A) = E::rEA p{x). Then p. is a measure. For J.' = sUPF P.F, 
where the sup is taken over all finite sets F, and P.F, defined by P.F = 
E::rEFP(x)b::r, is a measure in view of Proposition 9.12. When p(x) == 1, we 
recover the counting measure of Example 9.3 above. In the general case, 
we have theorems about series of positive terms, which we met in Chapter 
2. For instance, if X is the disjoint union of count ably many subsets X n , 

we have 
00 

L p(x) = L L p(x); 
::rEX n=1 ::rEXn 

as a special case, when X = N x N, we obtain, whenever amn 2': 0, that 

00 ex:> 00 00 00 

LLamn=LLamn=L L amn , 
m=ln=1 n=1 m=1 k=2m+n=k 

in particular. the convergence of any of these three double series implies 
the convergence of the other two. 

9.3 Outer Measures 

It is often a nontrivial task to construct measures. For instance, we can 
define the length of any open subset of R without any trouble, since each 
open set has a unique expression as a disjoint union of countably many 
open intervals, and from there we can easily find the only candidate for 
the length of a closed set; but there is no obvious way to express a Borel 
set in terms of open and closed sets, so that we can write a formula for 
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its length. There is no canonical way to express an open set in R2 as the 
disjoint union of intervals, and thus no obvious way to define the area of 
8n open set in R 2 • We begin hy considering a class of set functions which 
hu:k (in gl'rwrll.l) til(! desired udditivity property of rn('lUluw~. 

9.16 Definition. Let X be a set. An outer measure on X is a nonnegative, 
extended-real valued function J1.. whose domain consists of al1 subsets of 
X, and which satisfies: 

(a) Jl·(0) = 0; 

(b) if A c B, then J1.·(A) ~ J1.·(B); and 

(c) for any sequence (An) of subsets of X, we have 

Property (b) is generally referred to as monotonicity, and property (c) 
as countable subadditiVity. The next lemma describes a general method for 
constructing outer melUlures. 

9.17 Lemma. Let <C be a collection of subsets of the set X, having the 
property that there is a countable subcollection of <C whose union is X. 
Let A be a nonnegative real-valued function whose domain is <C. If J1.. is 
defined by Jl. (0) = 0, and 

Jl·(A) = inf{~A(Cn): Cn E <C, Q1 Cn ~ A}. (9.3) 

for A eX, A f= 0, then J1.. is an outer measure on X. 

Proof. The hypothesis guarantees that the set on the right-hand side of 
equation (9.3) is not empty; if we agree that the inf of the empty set is 
+00, we can diHpen!w. with it. Properties (a) and (b) of Definition 9.16 are 
obviouHly HatiHfied; the iHsue is countable subadditivity. Let An be a subHet 
of X, for each pOHitive integer n. Let f > O. For each n, we may choose 
Cn,k E <t' (k = 1,2, ... ), such that 

00 

An C U Cn,k and 
k=1 

00 

L A(Cn,k) ~ J1.·(An) + 2fn' 
k=1 

according to (9.3); then (since the countable family {Cn,k : n, k = 1,2, ... } 
covers U:::'= 1 An) it follows that 

00 00 00 

Jl·(U An} ~ LA(Cn,k) = LLA(Cn,k) 
n=1 n,k n=1k=1 
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n=1 n=1 

and since { > 0 was arbitrary, the lemma is proved. • 
9.18 Example. Th£! singl£! most important example of t.hl! const.ruction 
given by Lemma 9.17 is Lebesgue outer measure on Rn, which is obtained 
by taking <t' to be the class of all bounded open intervals {x : a < x < b}, 
and 

n 

A({a < x < b}) = TI(bj - aj). 
j=1 

We denote Lebesgue outer measure by mO. We would obtain the same outer 
measure by taking «[ to be the set of all bounded intervals in the class J 
of Example 9.6, and A to be the p. of that example. 

Let us verify that m°(l) = A(l) for any interval I. First of all, it is clear 
that m*(l) ~ A(I), by considering coverings by a single open interval. Let 
a < A(/). Then we can find a closed bounded interval J c I, with A(J) > a. 
Now if {Cd is any sequence of open intervals whose union contains I, 
then by the Heine--Borel theorem there exists n such that J c U~=I C k · 

Then A(J) ~ 2:7 A(Ck) (for finite unions, this is elementary), and hence 
A(J) ~ 2:~1 A(Ck), so a < A(J) ~ m*(l); since a W8.'l an arbitrary 
number with a < A(/), we conclude A(/) ~ m*(l), and thus m*(/) = A(I). 

9.19 Example. Let 9 be a nondecreasing real-valued function on R, and 
define Ag on the collection of bounded open intervals by Ag ( a, h» = 
g(b-) - g(a+). (Recall that g(a+) is defined as limh_o+ g(a + h), tlw limit 
from the right at a; similarly, g( b-) is the limit from the left of 9 at b.) 
The outer measure p.; obtained by application of Lemma 9.17 is known as 
the Lebesgue--Stieltjes outer measure associated to g. The reason for using 
g(b-) - g(a+) instead of just g(b) - g(a) will appear later. 

9.20 Example. Another important example of an outer measure on Rn is 
obtained as follows: fix a nonnegative real number p. For each lJ > 0, let <t'6 
be the collection of all subsets C of Rn with diamC ~ fl. Define A6(C) = 

(diamC)P, and let .x:;,* be the re8ulting outer measure. It is obvious that 
.x:;,*(A) ~ .Jt6~(A) if 0 < lJ' < fl. Let 

£O(A) = lim .Jt6*(A) = sup .Jt6°(A); 
6-0 6>0 

from Theorem 9.13, or directly, we see that £0 is again an outer mea. 
sure; it is called Hausdorff p-dimensional outer measure on Rn. The same 
idea makes sense in any separable metric space. With p = 0, we recover 
the "coWlting measure" of Example 9.3 above. With p = 1 (the original 
version of this construction, due to Caratheodory), we get a definition of 
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length which can be shown to coincide with the usual idea for paths. It was 
Hausdorff's great idea not only to consider values of p different from 1, but 
to consider values of p which are not integers. It is not hard to see that if 
.~(E) = 0, then .lI"q(E) = 0 for every q > p. The Hausdorff dimension of 
E is defined to be sup{p ~ 0 : .Jr>,,(E) > o}. It is not hard to verify that 
the Hausoorff dimension of a countable set is 0, that of a rC<'tifiable curve 
is 1, that of an opcn set in R n is n. But this notion of dimension does 
not always yield an integer; for instance, the Hausdorff dimension of the 
Cantor set turns out to be log 2/ log 3. 

9.4 Constructing Measures 

We now show how to obtain measures from outer measures. The following 
definition may seem artificial, but it turns out to be a very useful technical 
tool. 

9.21 Definition. Let X be a set, and let J1.0 be an outer measure OIl X. 
We say that a subset E of X is J1.0 -measurable if, for every A eX, we have 

(9.4) 

In other words, a J10 -mca.'iurable set splits every set up into two pieccs 
on which J1.. is additive. Of course, we always have 

since J1.0 is subadditive; it is the opposite inequality which is at issue. Let us 
note that this is immediate when J1. ° (E) = 0, so every set of outer measure 
o is measurable. 

9.22 Theorem. If J1.0 is an outer measure on X, and vii is the collection of 
all J1.0 -measurable subsets of X, then vii is a u-algebra, and the restriction 
of J10 to vii is a measure on X. 

Proof. We begin by showing that vii is an algebra. It is obvious that 
o Evil, and that EC E vii whenever E Evil. Suppose that E E vii and 
FE vii. Then for any A C X, we have 

and using An EC in the role of the test set A in (9.4), also 
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substituting, we have 

whence, using the subadditivity of J.L* and DeMorgan's law, 

J.L*(A) ::::: J.L* (A n E) u (A n EC n F») + J.L*(A n EC n FC) 

= J.L* (A n (E u F») + J.L* (A n (E U F)C) 

which proves that E U F is J.L*-measurable (as we saw above, the opposite 
inequality is automatic). Thus ...;t is an algebra. 

We next establish the formula: for any E1 , •.• ,En E ...;t, with E) n Ek = 0 
when j f: k, and any A eX, 

n ,. 

J.L*(A n U Ej) = EJ.L*(A n Ej ). (9.5) 
j=1 )= 1 

We proceed by induction. When n = 1, this is simply the definition of 
...;t. Suppose that (9.5) is established for some integer n, and suppose that 
E1, ••• , En+l are pairwise disjoint J.L*-measurable sets. Let F = U;=I Ej . 

Then F is J.L*-measurable, since ...;t is an algebra. Applying the criterion 
(9.4) to the "test set" A' = A n (U;~: Ek) and the measurable set F, and 
observing that A' n F C = An En+l, we have the desired formula (9.5) for 
n + 1, concluding the proof that (9.5) holds for all n. Taking A = X, we 
have, in particular, established that J.L* is finitely additive on ...;t. 

Now let {En} be a pairwise disjoint sequence of J.L* -measurable sets, let 
Fn = U;=l Ek, and let F = U:=I En. Then, for any A c X, we have 

J.L*(A) = J.L*(A n Fn) + J.L*(A n F~) 
::::: J.L*(A n Fn) + J.L*(A n F C) since J.L* is monotone 

n 

= E IL*(A n Ek) + IL*(A n FC) by (9.5) 
k=l 

for every positive integer n, whence 

()(, 

ILO(A)::::: EJ.L*(AnEk) +J.L*(AnFc) 
k=l 

::::: IL*(A n F) + ILO(A n Fe) 

proving that F E ...;t. Now an algebra which is closed under countable 
disjoint unions must be, in fact, closed under arbitrary countable unions; 
thus we have established that ...;t is a u-algebra, and (taking A = F above) 
that J.L* is count ably additive on ...;t. I 
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9.23 Definition. Let mO be Lebesgue outer measure on Rn (see Example 
9.18). An mO -measurable set will be cal1ed Lebesgue measurable, and the 17-

algebra of Lebesgue measurable sets will be denoted by .L. The restriction 
of m ° to.L will be cal1ed Lebesgue measure, and denoted by m. 

We note that any E eRn with mO(E) = 0 is Lebesgue measurable, and 
m(E) = 0, but that we do not yet know that intervals are measurable. We 
recall that the Cantor set C c R is a subset, for each positive integer n, of 
a set Cn which is the union of 2n disjoint closed intervals, each of length 
3-n. Thus mO(Cn):S (2/3)n, and it follows that mO(C) = O. In particular, 
C is Lebesgue measurable. 

9.24 Theorem. Suppose that the outer mea'lure J-l0 was constructed from 
a .o;et function A nmlll "('overing cia'!.,;" <c hy the proc('(iure of Lelllllla 9.17, 
hut with tJw special cirCulllstance that '6' is an algebra, alld A coulltably 
additive on <c. Then each E E <c is J-l°-measurable, and J-l°(E) = "\(E). 

Proof. Let E E <C, and A c X. For any l > 0, there exist Fn E <t'such 
that 

00 00 

A c U Fn and J-l°(A):S L ..\(Fn) :S J-l°(A) + l. 
n=1 n=1 

Set F{ = FI , and F~ = Fn\(U~:: Fk) for n > 1 (i.e., "disjointify" the 
sequence). Then since F~ C Fn for each n, and ..\ is additive on the algebra 
<C, we have 

00 

J-l°(A) + l ~ L "\(F~) 
n=1 
00 

= L["\(F~ n E) + "\(F~ nEG)] 
n=1 

which, since l > 0 is arbitrary, shows that E is J-l°-measurable. Now, obvi­
ously, we have J-l°(E) :S "\(E); taking A = E above, we see that 

00 

J-l°(E) ~ L "\(E n F~) = "\(E), 
n=1 

using the countable additivity of ..\ on <c. I 

9.5 Metric Outer Measures 

Theorem 9.24 gives us a way of extending a countably additive set function 
from an algebra to a u-algebra containing it, but we will not exploit this im­
portant result in the sequel. We will instead use the next theorem, to avoid 
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the preliminary stage of constructing a countably additive set function in 
the process of constructing Borel measures. We want yet more terminology. 

9.25 Definition. Let (X, p) be a metric space. If subsets A and Bare 
subsets of X, we Ray that A and B are well separated if 

inf{p(x,y}: x E A, y E B} > o. 

9.26 Definition. We say that the outer measure J1.. on the metric space 
X is a metric outer measure if it satisfies the condition 

for any pair of sets A, B which are well separated. 

9.27 Theorem. Let J1.- be a metric outer measure on the metric space X. 
Then every Borel set is J1.. -measurable. 

Proof. We separate out the essential part of the argument as: 

9.28 Lemma. Let J1.- be a metric outer measure on the metric space X, 
and suppoBe that {En} is a sequence of sets in X with En C En+ I for all 
n, with E = U::'=I En. If En and E\En+1 are well separated for every n, 
then J1.-(E) = limJ1.·(En}. 

Proof of Lemma. Since En C En+ I, the sequence (J1.. (En)) is increasing, 
80 L = limJ1.·(En} exists. Since J1.·(En) $ J1.·(E} for every n, it is clear 
that L $ J1.·(E). If L = 00, the opposite inequality is free, 80 let us assume 
that L < 00. Let Al = EI and An = En \En - I for n > 1. Then An 
and U;::n+2 Ak are well separated, so (by an obvious induction from the 
condition of Definition 9.26) we have, for any m, 

and 

~ J1.·(A2n ) = J1.. (91 A2n) $ J1.·(E2m) $ L 

from which we see that the series E::'=I J1.·(An ) converges. Then from 

J1.·(E) = J1.. ( En U U Ak) $ J1.·(En) + f: J1.·(Ak} 
k=n+1 k=n+1 

I 
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Returning to the proof of the theorem: it suffices to show that each closed 
set F in X is Jlo-mea.'lurable. Let A be any subset of X, and let E = A\F 
and En = {x E A : p(x,y) ~ lin for al\ y E F}. Clearly, En C En+l for 
all n. Since F is clolled, for any x f. F, we have p(x, y) ~ {) > 0 for every 
y E F, so U En = F:. If x E En, and y E E\En+1, there exists z E F such 
that p(y, z) < I/(n + I), but p(x, z) ~ lin, so p(x,y) ~ p(x, z) - p(z,y) > 
lin - l/(n + 1); thus En and E\En+! are wel\ separated for every n. 
Applying the lemma, we have JlO(E) = limJlO(En ). But since F and En 
are weB separated, we have JlO(A) ~ JlO(F U En) = "O(F) + JlO(En) for 
every n, so passing to the limit we have "O(A) ~ "O(F) + Jlo(E). Thus F 
is Jlo -measurable. • 

It is easy to see that mO is a metric outer measure (Exercise: prove this!), 
and hence, by Theorem 9.27, we know that every Borel set is Lebesgue 
measurable. (We will see later that not every Lebesgue measurable set ib·a 
Borel set.) We saw earlier that m°(I) = ..\(1) (the length, or volume, of I) 
for every interval I; thus Lebesgue measure is an extension of the natural 
notion of volume, from the class of intervals to the CT-algebra of all Lebesgue 
measurable sets, a class which includes all Borel sets, and al\ subsets of sets 
of measure zero. 

It is also not hard to see that p-dimensional Hausdorff outer measure 
is a metric outer measure (see the exercises at the end of this chapter), 
so every Borel set is measurable with respect to this outer measure; the 
measure obtained by restricting to the measurable sets is cal\ed, of course, 
p-dimensional Hausdorff measure. 

9.6 Measurable Sets 

In this section, we discuss the relation between Lebesgue measurable sets 
and Borel subsets of Rn; it turns out that every Lebesgue measurable set 
differs from some Borel set by a set of measure zero. We then show that 
not every subset of R is Lebesgue measurable, and, in fact, give a stronger 
version of that statement. 

9.29 Theorem. If A is a Lebesgue measurable subset of Rn, there exist 
Borel sets F and G, with F cAe G and m(G\A) = m(A\F) = o. We 
may take F to be the union of a sequence of compact sets, and G to be the 
intersection of a sequence of open sets. 

Proof. We establish first: 

9.30 Lemma. For any bounded measurable set B in Rn, and any f > 
0, there exist compact K and open U, with K C B C U, such that 
m(U\K) < f. 
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Proof. From the definition of the outer measure m·, we see that there 
exists an open U :J B with m(U) < m(B) + ~£. Let I be a bounded 
open interval containing B; there exists an open V, with I :J V :J I\B, 
such that m(V) < m(I\B) + ~£. Since B is measurable, we know m(J) = 
m(B) + m(I\B), so 

f' l 
m(I\V) = m(I) - m(V) ~ m(I) - m(I\B) - 2 = m(B) - 2' 

Let K = J \ V: K is deJliCd in I, since V is open, and a suhsd of JJ, hpJWI' of 
E, so K is in fact closed; since it is also bounded, K is compact. We have 
K C Be U, and m(U\K) = m(U\B) + m(B\K) < l, as claimed. • 

Returning to the proof of the theorem, given any measurable set A, we~ 
may write A as the union of a disjoint sequence of bounded measurable 
sets An: for each n, and each positive integer j, we can find, according to 
the lemma, compact Kn,} and open Un,j such that K n,] C An C Un,j and 
m(Un.} \Kn.}) < 2- n /j. Let F = Un,j Kn,j' Then Fe A and 

00 00 

m(A\F) = L meAn \ U K n,}) 
n=l }=l 

since the An are disjoint. Now, since m(An\Kn,j) < 1/j, it follows that 
meAn \ U} Kn,j) = 0 for each n, and therefore m(A\F) = O. Let G j = 
U:=I Un,}. Then G} is open, G j :J A, and 

Thus, putting G = nn Gn , we have A C G and m(G\A) = 0, as desired. • 

Thus, every measurable set is "essentially" a Borel set, in the sense that 
the set-theoretic difference is a null set for Lebesgue measure. It is a fact 
(which we have not yet shown, but will appear in the exercises in the next 
chapter) that there exist Lebesgue measurable sets which are not Borel 
sets. Another, less constructive way to prove this runs roughly as follows: 
it can be shown that the class of Borel sets in R can be put in one-to­
one correspondence with the real numbers, as can the Cantor set C; since 
m(C) = 0, every subset of the Cantor set is measurable, and thus there are 
as many Lebesgue measurable sets as there are subsets of R; but there is 
no one-to-one correspondence between any set and the set of all its subsets 
(Theorem 1.7). 

Next we show that not every subset of R is Lebesgue measurable. The 
same statement applies to Rn for any n, of course. We begin with a remark 
whose proof is completely obvious. 
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9.31 Proposition. Lebesgue outer measure is translation invariant; i.e., 
foranysllbset A ofRn, and any x ERn, m*(A+x) = m*(A), whereA+x 
denotes {a + x: a E A}. 

9.32 Proposition. There exists a subset ofR which is not Lebesgue mea­
surable. 

Proof. The argument we give really takes place in the circle, rather than 
t.he \illf'. LI't. us ddilll' IlII O(lNlltioll ("addition lIIod 1") on the intervlll 
[0,1), 8.'l follows: for O:S x < 1,0 :S y < 1, define 

r. { x + y, if x + y < 1; 
x ( ) Y = x + y - I, if x + y ~ 1. 

It is a simple consequence of Proposition 9.31 that if A C [0,1) and x E 
[0, I), we have mO(A ill x) = mO(A). Now define a relation on [0,1) as 
follows: say that x'" y if and only if x - y is a rational number. It is easy 
to see that '" is an equivalence relation, and thus decomposes [0, 1) into 
equivalence classes {Eo}oEJ; thus, 

[0,1) = U Eo, and Eo n Efj = 0 for 0::/= {j. 
oEJ 

Now let A be a set which contains exactly one point from each Eo (the 
existence of such a set is the content of the "axiom of choice" of form8.l 
set theory). Let {q1, q2, ... } be an enumeration of the rational numbers in 
[0,1). Then A has the following properties: 

(A!D qj) n (A ffi qk) = 0 whenever j ::/= k; 

U Affiqj = [0,1). 
j=1 

Indeed, if xffiqj = yffiqk, then x - y = qk -qj (up to an integer), so x'" y; 
but if x and y are elements of A, this implies x = y, and hence j = k. 
Similarly, for any x E [0,1), there exists a E A such that x'" a, i.e., x - a 
is rational; then x = a ffi q, where q = x - a or x - a + 1 is a rational in 
[0,1). Now it is apparent that the set A cannot be Lebesgue measurable, 
for if it were, countable additivity would imply that 

00 00 

1 = m([O, 1)) = L m(A ffi qj) = L m(A), 
j=1 j=1 

which is, of course, impossible since the right-hand side is either ° or 00. • 

This example of an unmeasurable set is striking, but there is an even 
more striking example. We first prove a lemma which is interesting in its 
own right. 
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9.33 Lemma. If A is a Lebesgue measurable subset ofR, with m(A) > 0, 
then A - A = {x - y: x,y E A} contains a neighborhood ofO. 

Proof. We can a.'!!;UUle m( A) < 'XI without loss of generality. TlwlI there 
exists a HCquence of open intervals {In} such that 

A C U In and L m(In) < ~m(A). 
n=l n=l 

Now, if m(A n In) ~ ~m(In) for every n, then 

oc 3 00 

m(A) ~ L m(In n A) ~ 4 L m(In) < m(A), 
n=l n=l 

a contradiction. Thus there exists an interval I such that m(InA) > ~m( I). 
Now if Ixl < ~m(I), then x E A-A. For ifnot, then (A+x)nA = 0; but then 
m((InA)+x)u(InA») = 2m(InA) > ~m(I). Since m{IU(I +x») < ~m(I), 
this is a contradiction. I 

9.34 Theorem. There exists a subset A ofR with the property that AnB 
is unmeasurable for every Lebesgue measurable set B with m(B) > O. 

Proof. Let ( be irrational, and let G = {n + Tn( : m, n E Z}. We recall 
that G is dense in R (Dirichlet's theorem, Theorem 1.23). We imitate the 
previous construction of an unmeasurable set, with the countable dense 
subgroup G of R playing the role that Q played. Thus, we observe that for 
any two rea) numbers x and y, either x+G = y+G or the sets x+G and y+G 
are disjoint; using the axiom of choice, there exists a set X which meets 
each coset x+G in exactly one point. Thus (x+G)n(y+G) = 0 if x, y EX 
and x i- y, and X +G = R. We define H = {2m+n( : m, n E Z}, so H is a 
subgroup of G, and G\H = H + 1. Let A = X +H. Then AC = X +H + 1. 
We make the following observation: A - A and AC - AC are disjoint from 
H + 1. For instance, if A - A meets H + 1, there exist XI,X2 E X and 
hI, h 2 , h3 E H such that Xl + hi - (X2 + h 2 ) = h3 + 1; this implies that 
XI -X2 = h3+1 +h2 -hi E G, so Xl = X2, and hence that hI -h2 -h3 = 1, 
which is impossihle. Similarly, if AC - AC k meets H + 1, there exist Xl, X2 E 

X and hI, h2' h3 E H such that Xl + hI + 1 - (X2 + h + 2 + 1) = h3 + 1, 
which again leads first to Xl = X2, and then to hI - h2 = h3 + 1, which is 
impossible. Since (as is easy to see) H + 1 is dense in R, we see that neither 
A - A nor AC - AC contains any interval. Thus any measurable subset of 
either A or AC must have measure 0, according to Lemma 9.33. Hence if B 
is any measurable set with m(B) > 0, and An B is measurable, then also 
B\(AnB) = BnAc is measurable, so 0 < m(B) = m(BnA)+m(BnAC) 
implies that either An B or AC n B has positive measure, contradicting 
what we have proven. Thus An B is not measurable for any measurable B 
with m(B) > O. I 
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9.7 Exercises 

1. If IL is a finitely additivl' wal-vahll'd Sl't function on 1.1\1' algl'hra d, t.hen 
IL( Eu F) = /L( E) + l.t( F) -IL( En F). Can you write a corresponding formula 
for /L(E U F u G)? for arhitrary finite unions? 

2. Show that if /L is a measure with domain d, and En E d for each 
positive integer n, then 

(In other words, countable additivity implies countahle subadditivity.) 

3. Show that if /L is a measure, with domain d, and if En E d with 
En+l C En for every n, and if /L(E!l < 00, then 

Show that this conclusion may be false if we leave out the assumption 
/L(E!l < 00. 

4. For any sequence of suhsets En of a set X, we define 

00 00 

liminf En = U n Em. 
n=l m=n 

Let /L be a measure, with domain d. Show that for any sequence {En} of 
sets in d, we have /L{lim inf En} :s lim inf /L{ En}. 

5. For any sequence of subsets En of a set X, we define 

00 00 

lim sup En = n U Em, 
n=l m=n 

i.e., as the set of points which belong to En for infinitely many n. Let JL be 
a measure, with domain d. Show that if {En} is a sequence of sets ill d 
such that L:::"=l JL{En) < 00, then /L{lim sup En} = o. 
6. A real number x will be called a Liouville number if, for each positive 
integer n > 2, there exist integers Pk and qk, with qk -+ +00, such that 

0< Ix - Pk I < ~. 
qk qi: 

(We showed in Chapter 1 that Liouville numbers are transcendental.) Show 
that the set of Liouville numbers has Lebesgue measure O. 
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7. For ear:h suhset E of 1= [0,1], define mo(E) = 1 - m°(J\E); motE) iii 
called th(~ mner meA-sure of E. Show that Eel iii mO-me8lillrabl(! if and 
only if motE) = mo(E). HINT: Show that if motE) = mote), then for any 
interval J c I we have mO(J) = m·(J n E) + mO(J nEe). 

8. Let p. be a mea.'iure, with domain Iif. Define, for E and Fin Iif, 

pee, F) = p.(E n F C ) U (F n E C )). 

Show that p is a pseudometric on Iif, i.e., that pee, F) = p(F, E) for all 
E. F E Iif. and that pee, F) :$ pee, G) + p( G, F), for any E, F, G E Iif. 

9. Let P. be a measure on a set X with domain Iif. Let .% = {N E Iif : 
p.(N) = O}, and let .% be the collection of all subsets of elements of .%. 
Let Iif = {E uN: E E Iif, N E .%}. Show that Iif is a a-algebra, and 
that p. has a natural extension to a measure ]l with domain Iif, such that 
if E E Iif and ]lee) = 0, then every subset of E belongs to Iif. 

10. Show that if X and Y are topological spaces, and I : X -+ Y is a 
continuous mapping, then I-I (B) is a Borel set in X whenever B is a 
Borel set in Y. HINT: Consider {E C Y : rl(E) E ~(X)}, where ~(X) 
is the u-algebra of Borel sets in X. 

11. For each subset A of the positive integers N, let sn(A) = #{k E A : 
k :$ n}, and define 

deAl = lim sn(A), 
n-oo n 

provided this limit exists. Let Iif denote the collection of those A for which 
this limit exists. (We call deAl the density of A.) 

(a) Show that d is not countably additive on Iif. 

(b) Show that Iif is not an algebra. 

HINT: Let A be the set of even numbers, and define B by the rule: k E B 
if either k is even, and 22n :$ k :$ 22n+ I for some n, or k is odd and 
22n- 1 :$ k:$ 22n. Which of A, B, An B are in Iif? 

12. Show that for any E > 0 there exists a dense open subset G of R such 
that m·(G) < E. 

13. Let Jl. be a measure, defined on the a-algebra of Borel sets of a metric 
space X, such that Jl.(X) = 1, and Jl.({x}) = 0 for every x EX. Show that 
for any x E X and any E > 0, there exists an open neighborhood U of 
x with Jl.(U) < E. If X is separable, show that there exists a dense open 
subset G of X with Jl.( G) < E. 
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14. W(' rail a numher T E [0, I] .~at(mic if the decimal expansion of T eon­
tains sonll~where tl\{' s('quen("e 666; in other words, if x = L'J'" (lk 10-- k, 

wlwre ak E {O, I, ... ,9} Ilnd there exists n sueh that an = a,,+ I = a n +2 = 6. 
Show that "almost all" numbers in [0, I] are satanic, i.e., that m([O,I]\S) = 
0, where S is the set of satanic numbers. 

lr;. Show that Lelwsgue Stidtjes outer mel\Sure is a metric outer measure. 

16. Show that Hausdorff p-dimensional outer measure is a metric outer 
measure. 

17. Let g be a nondecreasing function on R, continuous from the right, 
and let p. = p.g be the Lebesgue-Stieltjes measure associated with g (see 
Example 9.19 for the definition of Lebesgue-Stieltjes outer measure). Show 
that p.((a,bJ) = g(b) - g(a) for every a < b. 

18. Show that there exists E C [0,1] such that 

m*(E) = m*(lO,I]\E) = 1. 

HINT: Use the construction of Theorem 9.34. 

9.8 Notes 

9.1 The word field is often used in this context instead of algebra, espe­
cially in probability theory; similarly, one often sees the term u-field 
used instead of u-algebra. 

9.2 Emile Borel showed in 1895 that there is a measure on the u-algebra 
generated by the open intervals in R which agrees with the usual 
length of intervals. Radon first discussed the idea of mea.o;ure in spaces 
more general than Rn. 

9.3 Lebesgue had introduced Lebesgue outer measure in 1902, but the 
general notion seems to have originated with Caratheodory in his 1918 
book. Caratheodory introduced one-dimensional Hausdorff measure in 
1914; the general idea was published by Hausdorff in 1919. 

9.4 Definition 9.4 and Theorem 9.22 are due to Caratheodory. Theorem 
9.24 was first proved by Frechet in 1924; the proof given was found 
(independently) by Hahn and Kolmogorov, the latter in his ground­
breaking book on probability (1933). 

9.5 The concept of metric outer measure, and Theorem 9.27, arc due to 
Caratheodory. Metric outer measures are also known as Caratheodory 
outer measures. 
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9.6 The existence of a nonmeasurable set was first demonstrated by Vitali 
in 1905. Theorem 9.34 was proved by Van Vleck (an American) in 
1908. 

9.7 The result of Exercise 5, known as the first Borel-Cantelli lemma, 
is frequently used in probability. Lebesgue defined inner measure for 
bounded subsets of R, and defined a bounded set to be measurable if 
its inner and outer measures agreed. 



10 
Integration 

We now turn to the topic of integration. While our main interest is in 
Lebesgue integration in R n, we develop the general theory of integration 
with respect to an arbitrary measure---it is not harder to do, and there will 
be occlISion to use the extra generality. 

10.1 Measurable Functions 

Until further notice, let X be a set, PI a u-algebra of subsets of X, and I' a 
measure with domain PI. Let R denote the set of extended real numbers. 
The algebraic operations on R extend partially to R = [-00, +00]: we put 

(a) ±oo + t = ±oo if t E R; 

(b) +00 + (+oo) = +00, and (-oo) + (-oo) = -00; 

(c) t{±oo) = ±oo if t > 0, t{±oo) = =f00 if t < 0; 

(d) +00 + (-oo) is undefined; and 

(e) o· (±oo) = o. 
While (a)-{d) are natural choices, reflecting our experience with limits, 

we take special note of (e), which is a convention not derived from any 
theorem about limits. 

10.1 Definition. Let f : X -+ R. We say that f is PI-measurable if: 
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(a) I-I (+rx;,) E Jd, 1-1(-00) E Jdj and 

(b) I-I(U) E Jd for every open U cR. 

When there is no possibility of ambiguity, we will simply say measur­
able, instead of Jd-measurable. The following lemma offers us a menu of 
convenient tests for measurability: 

10.2 Lemma. For any I : X -4 R, the following are equivalent: 

(8) I is "'-measurablej 

(b) {x: I(x) > t} E Jd for every real t; 

(c) {x: I(x) ~ t} E Jd for every real t; 

(d) {x: I(x) < t} E Jd for every real t; 

(e) {x: I(x) ~ t} E Jd for every real t; and 

(f) I-I(B) E '" whenever B is a Borel set in R, or when B = {+oo} or 
B={-oo}. 

Proof. Clearly, (a) implies (b), since 

{x: I(x) > t} = rl({+oo}) u rl(t, +00»). 

Clearly, (b) is equivalent to (c), since {x: I(x) ~ t} = {x : I(x) > t}e. 
We see that (c) implies (d) by observing that 

00 

{x: I(x) < t} = U {x: I(x) ~ t - lin}. 
n=1 

Clearly, (d) is equivalent to (e) in the same way that (b) is equivalent to 
(c). 

Suppose that (e) holds. Since I-I({+oo}) = n:;"=dx : I(x) ~ n}, and 
I-I({-oo}) is the complement ofU:;"=dx: I(x) ~ -n}, we see that the 
sets I-I ({ +oo}) and r l ({ -oo}) belong to 11/. Now consider the family 
~ of all subsets G of R such that I-I (G) E "'. It is clear that C§ is a (7-

algehra. Since (e) holds, ~ contains every interval [t, +00) in R; it follows 
that ~-f contains every Borel set (see the discussion after Definition 9.9). so 
(f) holds. 

Obviously, (f) implies (a). I 

10.3 Lemma. If I is measurable, so are III and p. If I and 9 are mea­
surable. so are 1+ g and Ig, If In is measurable for n = 1,2"", then so 
are sup In, inf In, lim sup In, lim inf In' 

Proof. Use the last lemma, and observe 
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(a) {x: If(x)1 < I} = {x: f(x) E (-t.t)}; 

(b) {x: f2(x) < t} = {x: f(x) E (-v't, v't)} for t ~ 0; 

(c) {x: U + g)(x) < t} = UqEQ{x : f(x) < t - q, g(x) < q}; 

(d) fg = HU + g)2 - U _ g)2); 

(e) {x: SUPn fn(x) > t} = Un {x: fn(x) > t}; 

(f) {x: infnfn(x) < t} = Un{x: fn(x) < t}; and 

(g) lim sup fn = infn sUPm~n fm, and lim inf fn = sUPn infm~n fm. • 

We also remark that if f ill mefI.Hurable, so are f+ and f-. For instance, 
r = 4u + Ifl), so Lemma 10.3 applies. 

10.4 Definition. For each subset A of X, we define the characteristic 
function or indicator function of A by 

1A(X) = {01" if x E A; 
if x tI. A. 

It is obvious that 1A is .cd-measurable if and only if A E .cd. 

10.5 Definition. A real-valued function! on X is called simple if it as­
sumes only finitely many distinct values. 

It is easy to see that f is simple if and only if f can be expressed as a. 
finite linear combination of indicator functions; if Cl, ... , en are the distinct 
values of f, and Ai = {x: f(x) = Cj}, then f = L~cjlAj is one such 
expression, which we call the canonical representation of f· Clearly, f is 
measurable if and only if each Aj E .cd in the canonical representation of f. 

10.6 Lemma. Iff is a nonnegative measurable function, then there exists 
a sequence Un) of nonnegative simple measurable functions, such that 0 $ 
fn(x) $ fn+t(x) for all n E N and all x E X, and such that limfn(x) = 
f(x) for all x EX. 

Proof. It suffices to put 

where An •k = {x: (k - 1)2-n < !(x) $ k2- n } and Bn = {x: !(x) > n}. 
It is routine to verify that the sequence Un) has the desired properties. I 
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10.7 Corollary. If I is a measurable function, then there exists a sequence 
of simple measurable functions which converges pointwise to I; when I is 
bounded, there is such a sequence where the convergence is uniform. 

Proof. We apply Lemma 10.6 to the functions 1+ and 1-. Note that if 
the function I in Lemma 10.6 is bounded, then the construction yields 
simple In with I(x) - In(x) ::; 2-n for all n ~ sup I, 80 the convergence ill 
~~~. . 
10.8 Definition. Suppose P(x) is a proposition, for each x E X. We say 
that P(x) holds almost everywhere (abbreviated a.e.) or for almost all x 
(abbreviated a.a. x) if the set F = {x : P(x) is false} Ed and Il(F) = o. 
If there i'J more than one measure that might be referred to, we write a.e. 
(Il) or Il-a.a. x. 

Here is an example of the usage. 

10.9 Theorem. If I is a Lebesgue measurable function on K", there exists 
a Borel measurable f~ction 9 such that I = 9 a.e. 

Proof. The phrasing here implies that the measure Il is taken here to be 
Lebesgue measure m. The theorem asserts that there is a Borel measurable 
9 such that m{x : I(x) :f g(x)}) = o. This is true if I = lA, where A is 
Lebesgue measurable, by Theorem 9.29, 80 it's true for any simple Lebesgue 
measurable I. By Corollary 10.7, combined with Lemma 10.3, it follows for 
any Lebesgue measurable I. • 

10.2 Integration 

In this section we define the integral of certain functions, with respect to a 
measure Il. We begin with nonnegative simple functions, extend to nonneg­
ative measurable functions, and then to the class of summable (integrable) 
functions. This section also includes the three basic limit theorems of in­
tegration theory: the monotone convergence theorem, Fatou's lemma, and 
the dominated convergence theorem. 

10.10 Definition. Let I be a nonnegative simple measurable function. 
H I = L:~=l Ck1A. is the canonical representation of I as a finite linear 
combination of indicator functions, we define 

If A E d, we define 
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We observe that 0 ~ J f dp. ~ 00, and that J f dp. = 0 if and only if 
p.(Ak) = 0 for each k with Ck :f; 0, i.e., if and only if f = 0 a.e., while 
J f dlL < 00 if and only if p.(Ak) < 00 for each k such that Ck :f; O. (Recall 
our convention that 0 . 00 = 0.) 

10.11 Lemma. If f and 9 nre nonnegntive simple mensurable functions, 
tllen: 

(a) J f £1IL ~ J gdlL if f ~ g; 

(b) J(J + g) dp. = J f dp. + J gdp.; 

(c) J(tf) dlL = t J f dp. for ellCII t ~ 0; and 

(d) tlle function E ...... JE f dp. is a measure on PI. 

Proof. Let 
m 

f = LajlA), 
J=I 

be the canonical representations of f and g. We sec that X = U;'=l Aj = 

U;=I ilk, each of these unions being disjoint. Then 

J fdlL = faJ'L(AJ) = faj tp.(Aj n ilk) = LaJp.(Aj n Bk) 
J=I J=I k=1 J.k 

and, similarly, 

J gdJL = LbkJL(Ai n Bk). 
i.k 

Suppose f ~ g. Then for each j, k, we see that aj ~ bk whenever Aj n Bk :f; 
0, so J f dJL ~ J gdp., and (a) is proved. 

Now let {CI,' .. ,c,.} be the distinct values assumed by f + g. Then 

J (J + g) = t CiP.( {J + 9 = cd) 
i=1 

= tCip.( U AjnBk) 
1=1 0) +b.=c, 

,. 
= LCi L p.(AJ n Bk) 

= L(aj + bk}JL(Aj n Bk} 
i.k 
m n n In 

= L L>jJL(Ai n Bk} + L L bkJL(Aj n Bk} 
i=lk=l k=l j=1 
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so (b) is proved. The truth of (c) is obvious, and (d) is an immediate 
consequence of Proposition 9.12. • 

We now extend the domain of integration to a larger class of functions. 

10.12 Definition. If f is a nonnegative measurable function, we define 

! f dp. = sup{! gdp.: 0 $ 9 $ f, 9 simple mea.<;urable}. 

It is trivial that 0 $ f f dp. $ +ov, that f f dp. $ f grip. wh(mever f $ g, 
and that f f dp. retains its previous meaning when f is simple. 

10.13 Proposition. If f ~ 0 is a mea.<;urable function, then f f dp. = 0 if 
and only if f = 0 a.e. 

Proof. If f = 0 a.e., then 9 = 0 a.e. whenever 0 $ 9 $ f, so f f dp. = O. 
Now suppose that f f dp. = 0, and let E = {x : f(x) > o}. Then E = 
U:=l En, where En = {x: f(x) ~ lin}. Let gn = (l/n)IEn; then gn is a 
simple measurable function with 0 $ gn $ f, so (lln)p.(En) = f gn dp. $ 
f fdp. = O. Thus p.(En) = 0 for each n EN, and hence IL(E) = O. • 

The next theorem generalizes Lemma 1O.11(d). 

10.14 Theorem. Let f ~ 0 be a mea.<;urable function, and define the set 
function v on Jd by v(A) = fA f dp.. Then v is 11 measure on .rd. 

Proof. Let .Y he the set of all simple measurable functions g, with () $ 
9 ~ f· For each 9 E .Y, define the set function Vg by vg(A) = fA gd/l; each 
Vg is a mca.'iure, by Lemma 10.11(d), and v = sup{Vg : 9 E .51'}. WI' observe 
that if 9 ~ It, then Vg ~ Vh; also, for any g, hEY, we have max{y, It} E Y. 
Thus. if J( = {vg : 9 E .Y}, then J( is a collection of mea.'!ures satisfying 
the hypotheses of Theorem 9.13, and it follows from that theorem that v 
is a measure. • 

Before extending the definition of the integral to a larger class of mea­
surable functions, we obtain a key result about passing to the limit under 
the integral sign. It is known as the monotone convergence theorem, and is 
due to Beppo Levi. 
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10.15 Theorem. If Un) is a sequence of measurable functions, with 0 $ 
In $ In+l for every n, then 

J lim In dJl. = lim fIn dJl.. 
n-(X) n-oo 

Proof. We note that 1= SUPn In is measurable by Lemma 10.3, so J I dJl. 
is defined. Since In $ In+l' we have J In dJl. $ J In+l dJl., SO limJ In dJl. 
exists (in R), and since In $ I for every n, lim J In dJl. $ J I dJl.. The 
reverse inequality is not as trivial. 

Let 9 be a simple measurable function, with 0 $ 9 $ I. Fix f, 0 < f < 1. 
Let An = {x EX: In(x) ;::: (1 - f)g(x)}, and observe that An C An+l 
for all n, since the sequNlce In is monotone increasing. Also, observe that 
U::':l An = X, since lim In = sup In ;::: g. Hence 

since E ...... J E 9 dJl. is a measure by Lemma 10.11, it follows from Proposi­
tion 9.11 that lim J In dJl. ;::: (1 - f) J 9 dJl. for every f > o. It follows that 
lim J In dJl. ;::: J 9 dJl.j since 9 was any nonnegative simple function with 
9 $ I, it follows that lim J In dJl. ;::: J I dJl.. I 

We note that this theorem gives an alternate proof of Theorem 10.14 
above, based on the observation that 1A is the limit of the increasing se­

quence {IAn}' if A is the union of the increasing sequence {An}. 

10.16 Corollary. If I;::: 0 and 9 ;::: 0 are measurable functions, then. 

Proof. ChoOtle, Itlling Lmnllla 10.6, IIi III pIe In which increase to I, and 
simple gn which increase to g. Then In + gn are simple, and increase to 
1+ gj since J Un + gn) dJl. = J In dJl. + J gn dJl. by Lemma 10.11, this corollary 
now follows from Theorem 10.15. I 

We next give another very useful result relating pointwise limits and 
integration. The following theorem is known as Fatou's Lemma. 

10.17 Theorem. If Un) is a sequence of nonnegative measurable func­
tions, then 

J lim inf In dJ1. $ lim inf J In dJl.. 
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Proof. Let gn = infm~n 1m; then each gn is a nonnegative measurable 
function, gn ~ gn+ 1 for each n, and lim gn = lim inf In, so 

j lim inf In dp. = j limgn dp. = lim j gn dp. 

by the monotone convergence theorem (Theorem 1O.15). But for any m 2: 
n, we have gn ~ 1m, SO I gn dp. ~ Ilm dp., and SO 

j gndp. ~ inf jlmdp., 
m~n 

SO lim I gn dp. ~ lim inf I In dp.. • 
10.18 Definition. Let I be a measurable function. We define 

if at least one of the integrals on the right is finite. We say that I is 
integrable, or summable, and write I E L(p.}, if both I 1+ dp. < +00 and 
I 1- dp. < +00, so that I I dp. is a real number. 

10.19 Proposition. If I is a measurable function, then I is sum mabIe if 
and only if I III dp. < +00. If I is summable, 9 is measurable, and Igl ~ III, 
then 9 is summable. 

Proof. Since III = r + r, Corollary 10.16 shows that IE L(p.} if and 
only if III E L(p.). It follows that if I E L(p.) and if 9 is a measurable 
function with Igl ~ III, then 9 E L(p.). • 

10.20 Proposition. The summable functions form a vector space, and 
integration is a linear operation on L(p.); i.e., if I,g E L(p.) and c E R, 
then cl E L(p.) and 1+ 9 E L(p.); furthermore, I(c!) dp. = c I I dp. and 
I U + g) dp. = I I dp. + I 9 dp.. 

Proof. The statements regarding cl are trivial. Since 11+ gl ~ III + Igl, 
I +g is summable whenever I and 9 are, by Proposition 10.19 and Corollary 
10.16. Now 1+ 9 = U + g)+ - U + g)- = r - r + g+ - g-, so 

U + g)+ + r + g- = U + g)- + r + g+, 

so by Corollary 10.16 it follows that 

jU+9)+dp.+ j rdp.+ j g-dp.= jU+9}-dp.+ j rdp.+ /9+dP., 

which leads to the desired I U + g) dp. = I I dp. + I 9 dp.. • 

The third and last of the major results about passing to the limit under 
the integral sign is known as Lebesgue's dominated convergence theorem. 
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10.21 Theorem. Suppose that (f n) is a sequence of measurable functions, 
that In -+ I, as n -+ 00, and that I/nl $ 9 for all n, where 9 is summable. 
Then I is summl1ble, and I I dlJ. = limn _ oo I In dlJ.. 

Proof. The summability of I follows from Proposition 10.19, since III $ g, 
and 9 is summable. Since g±ln ~ 0 for every n, we can apply Fatou's lemma 
(Theorem 10.17) to get 

19d1J.± 1 IdlJ.= 1{9±f)dlJ.$liminfl{g±ln)dJ.L' 

Now 

and 

liminf I{g - In)dlJ. = 1 gdlJ. -limsup 1 IndlJ. 

as we saw in Chapter 2; utilizing linearity (Proposition 10.20), we have 

lim sup 1 In dlJ. $ 1 I dlJ. $ liminf 1 In dlJ., 

which gives the theorem. • 
Theorem 10.21, as well as Theorem 10.15, refer to pointwise convergence: 

the hypothesis is that In{x) -+ I{x) for every x E X, as n -+ 00. It is easy to 
see that the hypothesis may be weakened to almost everywhere convergence: 
In{x) -+ I{x) for all x E Y, where Y E d and IJ.{X\Y) = O. For if we put 
gn = ly In and 9 = ly I, then gn -+ 9 everywhere, and I gn dlJ. = I In dlJ., 
etc. We note that some sort of condition beyond pointwise convergence 
(such as monotonicity in Theorem 10.15, or the dominating function in 
Theorem 10.21) is necessary in order to "pass to the limit under the integral 
sign." For instance, with X = [O,IJ and IJ. = m (Lebesgue measure), if 
In = nl(O,l/n), we see that In (x) -+ 0 for every x, but I Indm = 1. This 
example shows incidentally that the inequality in Fatou's lemma may be 
strict, even when the lim inf is a limit. 

10.3 Lebesgue and Riemann Integrals 

In this section we fix a closed bounded interval [a, bJ in R, and examine 

the relation between the Riemann integral J: I(x) dx studied in Chapter 5 
and the Lebesgue integral I I dm = /ta,b] I dm. 

10.22 Proposition. Iff is continuous on [a, b], then J: f(x) dx = J f dm. 
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Proof. Let u.s call a function 9 : [a, b] -+ R a step lunction if there exists 
a partition (Xk)f:=O of [a, b], and a sequence (Ck)f:=l such that get) = Ck for 
all t E (Xk-l,Xk), 1 ~ k ~ n. Step functions are a special case of simple 
functions, and it is very easy to see that if 9 is a step function, then the 
Riemann and Lebesgue integrals of 9 coincide. Now if I E C([a, bJ), there 
exists a sequence of step functions (gn) which converges uniformly to I (see 

the proof of Theorem 3.20). It follows that J: I(x) dx = lim J: gn(x) dx (by 
Theorem 5.34), and that J I dm = lim J gn dm by the analogous theorem 
for Lebesgue integrals, or by the dominated convergence theorem. • 

10.23 Theorem. A bounded real-valued function on [a, b] is Riemann in­
tegrable if and only if it is continuous at almost every point of [a, b]; in this 
case. its Riemann integral and Lebesgue integral are equal. 

Proof. Let I be a bounded real function on [a, b]. Let oZ = {g E C[a, b] : 
9 ~ n. and let %' = {h E CIa, b] : I ~ h}. The classes %' and oZ are not 
empty, since I is bounded. We set 

I. = sup{g : 9 E oZ} and r = inf{h : h E %'}. 

We observe that for any real t, {x : rex) < t} = UhE'''{x : hex) < t}, 
which is open in [a, b] since every hE%' is continuous. Similarly, for any 
real t, {x: I.(x) > t} is open in [a,b]. In particular, we see that rand 
I. are Borel measurable, with I. ~ I ~ r· If rex) = I.(x), then for any 
f > 0 the set 

{y: I/(y) - l(x)1 < f} :::> {y: r(y) < I(x) + l} n {y: I.(y) > I(x) - l} 

is a neighborhood of x, so I is continuous at x. Conversely, if I is continuous 
at x, it is not hard to construct a function hE%' with hex) < I(x) + l 
for any given l > 0, so rex) = I(x); similarly, I.(x) = I(x). ThuH I is 
continuous at x if and only if I.(x) = rex). Since I. ~ I :::; r. it follows 
that if r = I. a.e. then 1= r a.e., and hence I is LebeHgue rnclUmrable, 
and J I dm = J r dm = J I. dm. 

Suppose that I is Riemann integrable. We see from Theorem 5.17 that 

so J: I ~ J I.dm ~ J rdm ~ J: I· Hence J rdm = J I.dm, and thus r = I. a.e. by Proposition 10.13, so I is continuous almost everywhere. 
We next observe that there exists a sequence (hn ) in %' such that 

hn+l ~ hn for every n, and limhn(x) = r(x) for every x E [a,b]. In­
deed, we know there exists a countable subset ~ of C([a, b]) which is dense 
in C([a, b]), with its usual topology of uniform convergence. (We can take ~ 
for instance to be the set of polynomials with rational coefficients.) Then 
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it is clear that r = inf{h: h E ~nOU}. If ~nOU = {H},H2, ... }, 
we can take hn = min{H}, H 2, ... , Hn}, and have the desired sequence. 
Similarly, there exists a sequence (gn) in 2 with gn ~ gn+1 for all n, 
and lim gn = f. pointwise. It follows from the monotone convergence the­
orem that J r dm = lim J hn dm, and J I. dm = lim J gn dm. Hence if 
r = I., there exist continuous functions 9 ~ I and h ~ f such that 
J hdm - J gdm < t. By Theorem 5.17, I is Riemann integrable. • 

10.4 Inequalities for Integrals 

In this section, we obtain a handful of inequalities which are very useful in 
many situations in analysis. The first is known as Chebyshev's inequality. 

10.24 Proposition. Let f be a nonnegative measurable function, and let 
t be a positive real number. Then 

J.L({x: f(x) ~ t}) ~ ~ J fdJ.L. 

Proof. If A = {x : f(x) ~ t}, then tlA ~ I, so tJ.L(A) ~ J f dJ.L from the 
definition of the integral. • 

We remark that we gave this argument earlier, in proving Proposition 
10.13. The next result is called Jensen's inequality. 

10.25 Theorem. Let J.L be II mellsure, with J.L(X) = 1. Iff is II summable 
function on X, taking values in IUJ interval J, IUJd 'I' is II. convex functioll 
on J, then 

Proof. Let r = J f d,l; since II(X) = 1, we see that (" E J, sorp(c) is defined. 
Because 'I' is convex, there exists (see Corollary 4.16) a real number m with 
the property that 

rp(y) ~ rp(c) + m(y - c) for all y E J; 

in other words, such that the line with slope m through the point (c, rp(c» 
lies under the graph of '1'. It follows that 

rp(J(x») ~ rp(c) + m(J(x) - c) (10.1 ) 
..... 

for all x EX. This implies that f[rp(/) 1- dJ.L < 00, so J '1'(/) dJ.L is well-
defined. Integrating the inequality (10.1), and using the fact thatJ dp. = 1, 
we arrive at 
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as was to be proved. Note that the possibility that f cpU) dlJ. = +00 if! not 
excluded. • 

10.26 Corollary. Let Pj > 0, j = 1, ... , n, with L Pj = 1. If cp is a convex 
function on the interval J, and x j E J for j = 1, ... , n, then 

This corollary follows from Theorem 10.25 if we take X = {1, ... , n }, 
and define IJ.( {j}) = Pj· 

10.27 Corollary. If IJ. is a measure with IJ.(X) = 1, and f is a 1I0llllcgativc 
sUUlUlable fUlIctioll 011 X. tllen 

exp(J log f dlJ. ) $ J fdjj. 

Proor. Apply Theorelll 1O.2lJ with cp(x) "" (~x. !tllli with lOll.! pillyilll!; till' 

role of f. Note that the case flog f dlJ. = -00 is not excluded; the inequality 
is of course then trivial (we take exp( -00) = 0 by convention). • 

Taking X = {I, ... ,n}, and 1J.({j}) = lin for each j, the last corollary 
reduces to the inequality 

( 
n ) lin 1 n IIXj $ ~LXj, 

]=1 ]=1 

which is the classical inequality of the geometric and arithmetic means. The 
next inequality is sometimes referred to as Liapounov's inequality. 

10.28 Corollary. Let IJ. be a measure with IJ.(X) = 1 and 1 $ P < 00. 

Then for any nonnegative measurable f, we have 

proor. Take J = [0,00) and cp(x) = xP in Theorem 10.25. • 
10.29 Theorem. Let PER, 1 < P < 00, and let q = pI(p - 1). If f and 
g are nonnegative measurable functions, then 
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Proof. If I gq dJl = 00, then the inequality is trivial. If I gq dJl = 0, then 
9 = 0 a.e., and again the result is trivial. The inequality is unaffected if we 
multiply 9 by a constant, so we may assume that I gq dJl = 1. Define the 
measure u by u(£) = IE gq dJl; then u(X) = 1, and I h du = I hgq dJl for 
any measurable function h. In particular, we have . 

1 f grilL =, 1 f Y I - 'I !/' ellL = 1 f 9 I - q du 

$ (1 fPg(l-q)p dU) lip (by Corollary 10.28) 

= (1 fPdlL) lip (since p + q = pq), 

which WIlS to he proV(~d. I 

10.30 Definition. Let 1 $ p < 00. We say that IE LP{Jl} if I is measur­
nh/e nnd I IfIP fl,L < 00; we define tile LV-norm of I 8.'1 

Ilfllp = (1 IflP dJl) lip 

We say that I E Loo(Jl} if there exists C < +00 such that III $ C a.e. {Jl}; 
we define 11/1100 to be the infimum of all such C. 

The next result is known as Holder's inequality. We note that when p = 2, 
then also q = 2, and the theorem becomes the Schwarz (Cauchy-Schwarz­
Bunyakovsky) inequality. We note that taking 9 = I, we can deduce Corol­
lary 10.28 from the HOlder inequality. 

10.31 Corollary. Let I E LV{Jl} and let 9 E Lq(Jl). where (lip) + (1Iq) = 
1. Then I 9 is summable, and 

Proof. If 1 < P < 00, this follows at once from Theorem 10.29. If p = 1, 
then q = 00, and the result is obvious. I 

10.32 Theorem. Let 1 $ p $ +00. If I and 9 belong to LP{Jl), then so 
does I + g. and III + gllp $ IIll1p + IIglip' 

Proof. The cases p = 1 and p = 00 are trivial, so assume 1 < p < 00. The 
integrability of II + glP follows from the elementary inequality (a + b)" $ 
2P (aP + bP), valid for any positive numbers a and b. We will make use of the 



236 10. Integration 

following calculation: if h ~ 0 is any measurable function, and q = pi (p- 1), 
then 

UHin~ th(~ Hijlrler inequality, we havf! 

III + yll: = j II + yiP-III + !II dJ.l. 

:s jl/+9IP- 1(1/1+191)dJ.l. 

:s11/111I1/+9IP- 1 1i +1I911111/+9IP- 1 1l P q P q 

= (1I/11 p + 11911p) III + 911:- 1 , 

so dividing both sides of this equation hy III + 911p- 1 yields thf! Uworem. 
P 

(If III + 9i1 p = 0, there was nothing to prove.) I 

The result of the last theorem is known as Minkowski'8 inequality. Let us 
define the distance between two elements of V(J.I.) hy p(f,g) = III - gllp. 
Obviously, p(f,g) ~ 0 for all I and 9 in V(J.I.), and p(f, f) = 0; Minkowski's 
inequality easily implies that p(f,h) :S p(f,g) + p(g, h) for any I,g,h E 

V(J.I.). Thus p is a pseudometric on V(J.I.); it fails to be a metric hecause 
p(f,g) = 0 does not imply that I = 9. It does, of course, imply that I = 9 
a.e. (J.I.), and we usually slur the distinction between functions which are 
equal and those which are merely equal almost everywhere. To obtain a 
true metric space, one can consider the set of equivalence classes under the 
relation ==, defined by I == 9 if and only if I = 9 a.e. (J.I.). We next show 
that this metric space is complete. 

10.33 Theorem. Let In E V for each n E N. If the series E II In lip 
converges, then there exists F E V such that the series E In converges to 
F in V, i.e., such that 

Proof. Let Fn = E;=l!k and Gn = E;=l Ifkl, so IFni :S Gn for every n. 
Obviously, {Gn } is an increasing sequence; denote its limit by G. Thus G 
is a measurable function, 0 :S G :S 00. By Minkowski's inequality we have 

(/ G~ dJ.l.) lip :S ~ (/ IfklP dJ.l. ) lip :S ~ IIlkll p = M < 00 

for every n: by the monotone convergence theorem (Theorem 10.15) we see 
that f GP dJ.l. = lim f G~ dJ.l. :S MP < 00 (in particular, that G < 00 almost 
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everywhere). It follows that the series L In converges absolutely a.e. (It), 
i.e., that Fn ...... F a.e., where F is a measurable function with IFI ~ G, so 
F E LP. Also, we have 

IF - F"I = I f Ikl ~ f Ilkl ~ G, 
k~ nIl k~"tl 

so IF - Fn IP ~ GP for ('v(~ry n. Thus we can apply the dominated conver­
gence theorem (Theorem 10.21) to conclude that f IF - FnlPdlt ...... ·0 as 
n ...... 'Xi. • 

10.34 Corollary. For each p, 1 ~ P < 00, LP is a complete metric space; 
tJlI.J.t is, if (9n) is Ii Cuuchy sequellce ill LP, then there exists 9 E LP such 
that IIg - gnllp -+ 0 as n ...... 00. 

Proof. Choose an integer nl such that IIgn - gm lip < 1/2 for all n, m ~ nl; 
inductively, choose Ttl < Tt2 < ... such that IignHI - gn. lip < 2- k for every 

k. Let Ik = gn. -gn._I' where gno = 0, so Ilfkllp < 2-k and L~=I fir = gn.· 
By Theorem 10.33 there exists 9 E LP such that IIg - gn. lip ...... 0 as k -+ 00. 

Since {gn} is Cauchy, it follows also that IIg - gnllp ...... 0 as Tt ...... 00. • 

Theorem 10.33 and Corollary 10.34 are both known as the Riesz-Fischer 
theorem. 

10.5 Uniqueness Theorems 

The construction of Lebesgue measure was natural and intuitive, given that 
the goal was to have countable additivity, while retaining the elementary 
idea of the volume of a rectangular parallelepiped (at least, one with sides 
parallel to the coordinate planes-we have yet to see that Lebesgue measure 
is invariant under rotations). It is worthwhile to see that in fact there is only 
one Borel measure on K' which does this. We will prove some much more 
general results, since the effort is about the same. We begin by developing 
a powerful technical tool. 

10.35 Definition. A class 9' of subsets of a set X is called a 1T-system if 
it is closed under finite intersections, i.e., if AnB E 9' whenever A, BE 9'. 
A class ,z of subsets of a set X is called a A-system if it contains X and is 
closed under proper differences and increasing limits, i.e., if: 

(a) X E'z; 

(b) If A c B, with A and B in ,z, then B\A E ,z; and 

(c) 1£ An E'z and An CAn+-! for every positiveintegern, then U~ An E 
,Z. 
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Some examples of 1T-systems: all open intervals in R", or all bounded open 
intervals, or all bounded left-open and right-closed intervals with rational 
endpoints; or all intervals of the form {x: -00 < Xj ~ aj}, or just those 
with rational aj. It is obvious that any O"-algebra is both a 1T-system and a 
A-system, and the converse is nearly as obvious. 

10.36 Lemma. If d is both a 1T-system and a A-system, then d is a 
0" -algebrll. 

Proof. Using (a) and (b), we see that d is closed under complementation, 
and hence under finite unions, so d is an algebra. If (An) is a sequence 
in d, then Bn = U~=l Ak Ed for each n, and Bn C Bn+l, so by (c) we 
have U:=l An = U:=l Bn E d. Thus d is a O"-algebra. • 

The next result is the tool we want; it is known as Dynkin's 1I"-A theorem. 

10.37 Theorem. If the A-system !L' contains the 1I"-system 9, then it 
contains the O"-algebra generated by 9. 

Proof. Let d be the intersection of all A-systems containing 9. It is easy 
to see that d is a A-system, with 9 cdc !L'. I claim that d is a 
1I"-system. For each A E d, let r.fA = {B Ed: An BEd}; it is easy to 
see that r.fA is a A-system. for any A E d. It is also clear that if A E 9, 
then ~A :) 9. Thus r.fA = d whenever A E 9, since d is the minimal 
A-system containing 9. But this says that An BEd whenever A E 9 
and BEd, i.e., that A E r.fB whenever A E 9 and BEd. Thus.~ c ~B 
for all BEd, so again it follows that r.fB = d for every BEd; but this is 
just the assertion that d is closed under intersections, i.e., is a 1I"-system. 
It follows from Lemma 10.36 that d is a O"-algebra. • 

10.38 Theorem. Let 9 be a 1I"-system, and let d be the O"-algebra gen­
erated by 9. If J.I. and v are finite measures with domain d such that 
J.I.(X) = v(X) and J.I.(A) = v(A) for every A E 9, then J.I. = v. 

Proof. Let.:L' = {A Ed: J.I.{A) = v(A)}; the claim is that!L' = d, and by 
Theorem 10.37, it suffices to show that!L' is a A-system. Now if A and Bare 
in !L', and A C B, then J.I.(B\A) = J.I.(B) - J.I.(A) = v(B) - v(A) = v(B\A), 
since J.I. and v are finite. Thus B\A E !L'. If A = U:=l An, where An E !L' 
and An C An+l for every n, then 

(using Proposition 9.11), so A E!L'. Since we were given X E!L', it follows 
that !L' is a A-system. I 
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The hypothe!lis in the last theorem that I' and v are finite cannot be 
omitted. [Consider, for instance, I' counting measure on R, and v defined 
by v(A) = LqEQ lA(q) (in other words, v is counting measure on the 
rationals Q, regarded as a measure on R). Then J.l(A) = v(A) = 00 on 
all open intervals, a 7r-system which generates the Borel sets, but certainly 
J.l(A) does not equal v(A) for every Borel set.] However, it can be weakened 
enough to cover the cases we are most interested in. 

10.39 Corollary. Let !JII be a 7r-system, d the u-algebra generated by 
!JII, and I' a measure with domain d. Suppose that X = U';:I K j , where 
K j E !JII, K j C K j + l , and J.l(Kj ) < +00 for each j. Ifv is a measure with 
domain d sllch that v(A) = IL(A) for all A E .tJI, then I' = v. 

Proof. Define the measures J.lj and Vj by J.lj(A) = J.l(A n K j ), vj(A) = 
v(A n K j ) for A E d. Then Theorem 10.38 gives J.lj = Vj for each j, and 
Proposition 9.11 tells us that 

J.l(A) = .lim J.lj(A) = lim vj(A) = v(A) 
)-00 )-00 

for every A E d. I 

We single out the special case of Corollary 10.39 which interests us the 
most. 

10.40 Corollary. If I' and v are Borel measures on Rn such that J.l(I) = 
v(I) < 00 for every bounded interval I, or just for every bounded interval 
with rational sides, then I' = v. 

We are now in a position to quickly prove that (the restriction to Borel 
sets of) Lebesgue measure is essentially the only Borel measure on R n 

which is translation invariant, and finite on bounded sets. 

10.41 Theorem. If I' is a Borel measure on Rn which is translation in­
vllTiant and finite on bounded intervals, then t/ICTC is a cOIlstant C slJch 
tJ/at J.l(A) = C meA) for every Borel set A. 

Proof. Let I = [O,1)n = {(XI, ... ,xn) : 0 $ Xj < 1, 1 $ j $ n} and 
let C = 1'(/). Let k l , ... , kn be positive integers, and let J = {O $ Xj < 
l/kj' 1 $ j $ n}. Then I is the union of (k l k2 ··· kn ) translates of J, 
which are pairwise disjoint, so 1'(/) = kl ... knJ.l(J), i.e., J.l(J) = Cm(J). 
Now any interval la, b) with rational sides, i.e., with bj - aj rational for 
each j, 1 $ j $ n, is the disjoint union of translates of such a J, so the 
measures I' and Cm agree on all such intervals. By Corollary 10.40, I' and 
Cm agree on all Borel sets. I 
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10.6 Linear Transformations 

Theorem 10.41 allows us to obtain a change-of-variables formula. 

10.42 Theorem. Let T : Rn -+ Rn be a nonsingular linear transforma­
tion. Then m(T(A») = Idet TI meA) for every Borel set A. 

Proof. Let I-IT(A) = m(T(A») for every Borel set A. (We note that T(A) 
is Borel whenever A is Borel, since T- 1 is continuous, so this definition 
makes sense.) It is clear that I-IT is a measure, and since 

I-IT(A + x) = m(T(A + x») = m(T(A) + Tx) = m{T(A») = ILT(A), 

we see that I-IT is translation invariant. By Theorem 10.41, we conclude 
that there exists CT such that I-IT = CTm. Now it is clear that if Sand 
T are two such transformations, then CST = CSCT . If 0 is an orthogonal 
transformation, i.e., if oto = I, or equivalently, 10xi = Ixl for all x E 

Rn, then O(B) = B, where B = {x E R" : Ixl ~ I}. It follows that 
l-Io(B) = m(B), and since 0 < m(B) < 00, we conclude Co = 1. Recall 
that detO = ±I, since 1 = det(OtO) = detOtdetO = (detO)2. If D is a 
transformation represented by a diagonal matrix, with nonnegative entries 
dj , and I = {x : 0 ~ Xj ~ 1, 1 ~ j ~ n}, then D(I) = {x : 0 ~ Xj ~ 
dj , 1 ~ j ~ n}. It is then clear again that CD = d1d2 • .. dn = detD. We 
now apply one of the more interesting theorems in linear algebra: any linear 
transformation T on R" can be expressed in the form T = 0 1 D02 , where 
0 1 and O2 are orthogonal, and D is diagonal with nonnegative entries. We 
have CT = COl CDCO • = det D = I det TI, as claimed. I 

Another proof of this theorem would express T as the product 
of elementary matrices, permutation matrices, and a diagonal 
matrix, corresponding to the usual way in which one computes 
determinants or solves systems of linear equations by elemen­
tary row operations. This is a more direct and elementary proof, 
but I wanted to call your attention to the factorization theorem 
used above. 

10.43 Corollary. IfS is a subspace ofRn, withdimS < n, thenm(S) = O. 

Proof. We can find a nonsingular transformation which maps S into the 
hyperplane {x: Xl = OJ, which obviously has measure zero. The corollary 
now follows from Theorem 10.42. I 

10.44 Corollary. If T is any linear transformation of R n into itself, and 
A is a Lebesgue measurable set in Rn, then T(A) is Lebesgue measurable, 
and m(T(A)) = I det Tlm(A). 
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Proof. If T is singular, this follows from the last corollary. Assume T 
Ilollsingular; by Theorem 9.29 we can express A as the union of a Borel set 
alld a set of measure zero; the set of measure zero is a subset of a Borel set 
of measure zero, and the corollary follows from Theorem 10.42. I 

We remark that if A is a Borel set in Rn, and T: Rn --+ Rm is linear, it 
dol's not follow that T( A) is a Borel set. 
Theon~m 10.42 has all equivalent formulation in t.erms of int<'grals, rather 

t hall measures. 

10.45 Theorem. If T : Rn --+ Rn is an invertible linear transformation, 
iJ.lld f is a lIw/Lo;urahlt, flllJ('t.iOIl 011 R". wit.ll eitlwr f ~ 0 or f slImmahle, 
1111'11 

J f dm = I det TI J f 0 T dm. 

Proof. If f = lA, where A is a measurable set in Rn, then f oT = IT-l(A), 

so 

J fdm = m(A) = IdetTlm(T-1(A») = IdetTI J foTdm, 

and the theorem is true for such f. Then it holds, by the linearity of inte­
g;rals, for any simple measurable f, and then by the monotone convergence 
theorem, for any nonnegative measurable f, and finally, by consideration 
of f = f+ - f-, for every sum mabie f. I 

10.7 Smooth Transformations 

The next theorem deals with a more general change of variable result than 
Theorem 10.42 or Theorem 10.45. 

10.46 Theorem. Let U and V be open subsets ofRn, and suppose I{J is a 
nmtinllously differentiable bijective map of U onto V, such that I{J-l is also 
mntinllously differentiahle. Then, for allY nonnegative measurable function 
.r on V, we have 

(10.2) 

where J", = det I{J' is the Jacobian determinant of I{J, and, in particular, 

(10.3) 

(or every measurahle st't A cU. 
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Proof. We observe that equation (10.3) is just the special case of equation 
(10.2) obtained by taking f = 1<p(A)' We also observe that it suffices to con­
sider Borel measurable functions, since every Lebesgue measurable function 
is almost everywhere equal to a Borel measurable function (Theorem 10.9). 

We carry out the proof with a short sequence of lemmas. Let us introduce 
some terminology and notation. A cube with center ~ is a set of the form 

(This describes a "half-open" cube, which will be convenient for our pur­
poses. Closed and open cubes are defined similarly.) If Q is a cube with 
center (, and ( > 0, let Q< denote the concentric cube with sides multiplied 
by 1 + f; thus. for the cube Q above, 

Q' = {x ERn: (] - (1 + l)h ~ x] < (] + (1 + f.)/t, 1 ~ j ~ n}. 

It is dear that m(Q<) = (1 + ()"m(Q) for any cube Q. 

10.47 Lemma. For each ~ E U, let T{ be the affine map approximating t.p 
near~, i.e., T{(x) = t.p(~) + t.p'(~)(x - ~). For any compact subset K of U, 
and any ( > O. there exists 6 = 6(K,() > 0 such that, for any cube Q C U 
with center ~ in K and diameter < 6, we have 

(10.4) 

Proof. Let M = sUP{EK 1I(t.p')-l(~)II; since K is compact and t.p' is con­
tinuous. we know M < 00. The definition of the derivative of a map­
ping tells us that for any 11 > 0 there exists 6 = 6(~, 11) > 0 such that 
It.p(x) - T{(x)1 < 71lx - ~I whenever 0 < Ix - ~I < 6. Since K is compact, 
and 'P' is continuous, we can choose 6 = 6(71) so that this holds for every 
~ E K. It follows, since T{-ly - T{-lZ = [t.p'(~)J-l(y - z), that 

IT(-lt.p(X) - xl = IT(-l[t.p(X) - Tdx)JI ~ M71lx - ~I, 

so that, if 71 > 0 is chosen sufficiently small (71 < (/(M fo) will do), we 
have T(-lt.p(x) E Q" or equivalently, t.p(x) E T(Q<), whenever x E Q with 
Q a cube of diameter less than 6 and center ~ E K. I 

10.48 Lemma. If B is a Borel subset of U, then 

m{t.p(B») ~ !aIJcpldm. (10.5) 

Proof. Let C be a compact subset of t.p(B), and put K = t.p-l(C), so K is 
a compact subset of U. Let ( > O. For each i EN, let K; = {x : p(x, K) ~ 
Iii}, where p(x, K) = inf{lx - yl : y E K}. Then K; is compact, and for 
sufficiently large i, say i ~ io, K; C U. We note that KHI C K; for all 
i, and n. K; = K. Since the function A ...... fA IJcpl dm is a measure, and 
fK,lJcpldm < 00 for i ~ io, it follows that fK IJ."ldm = IimfK,lJcpldm. 
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D ) 

Figure 10.1. A picture for Lemma 10.47. 

Hence there exists i ~ io such that fK. Pop I dm < fK IJopl dm + f. Since 
1\". iH cOIIIIIIU·t, till! (,(Jllt.inllollH fllnction .lop is IIniformly contillllollR on K .. 
~" tllf'r«' pxiHl.s tJ > 0 such that IJop(x) - Jop(y)1 < l for all x,y E K j with 
Ix - yl < tJ. We may assume that 6 :s 6(K" f) of Lemma 10.47; we llIay also 
assllme that 6 < Iii, so that every cube Q of diameter less than () which 
meets K is entirely contained in K j • Since K is bounded, we can find a 
finite disjoint sequence of cubes QI , ... ,Q N such that: (i) K c U;=l Qj; 
(ii) Qj n K 1= 0 for each j; and (iii) diamQj < 6 for each j. Then we have 
C = <p(K) c <P(U;=1 Qj), a disjoint union, so (denoting the center of Qj 
by ~j) 

N 

:s Lm{TeJ(Qj}) (by Lemma 10.47) 
j=1 

N 

= L I det <p'(~}}1 m(Qj} (by Theorem 1O.42) 
j=1 

N 

= L(I + l}npop({j}1 m(Qj} 
j=1 

N 

:S(I+ltLl (IJopl+l)dm 
j=1 QJ 

:s (1 + f)n f (IJopl + l) dm. 
lK. 

Since fK,lJopl dm < fK lJopl dm + f, and f > 0 was arbitrary, we conclude 
that 

m(C} :s i lJopl dm:S l'Jop, dm. 

Since C was an arbitrary compact subset of <p(8), it follows from Theorem 
9.29 that m(<p(8)) :s f8lJopldm. • 
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10.49 Lemma. For every nonnegative Borel measurable function I on V, 
we have l I dm :S l (f 0 cp)!J'I' I dm. (10.6) 

Proof. When I = lA, where A is a Borel suhset of V, this is exactly 
the statement of the last lemma, with B = cp-l (A). Hence (10.6) holds 
whenever I is a nonnegative simple Borel measurable function, and taking 
monotone limits, it holds for every nonnegative Borel measurable I. • 

We conclude the proof of Theorem 10.46 by recasting the last lemma, 
with cp-l now playing the role of cp, and (f ocp)IJ'I'1 in the role of I. For any 
differentiahle maps cp and 1/1, the chain rule tells us that (cpo1/1)' = (cp' o'lj) )1/1', 
and taking determinants, it follows that J'I'O'" = (J'I' o1/J)J",. Hence, for any 
nonnegative Borel measurable function I on V, 

1 (f 0 '1') I J'I'I dm:S f (f 0 cp 0 cp-l )(1 J'I' I 0 cp-l )lJ'I' .11 dm 
u Jv 

= l 1!J'I'o'l'-11 dm = l I dm, 

so that we have, in fact, equality in (10.6), Le., we have estahlished (10.2), 
and the theorem is proved. I 

10.8 Multiple and Repeated Integrals 

Finally, we turn to the very important topic of computing integrals over 
R" by repeated integrals over R. We fix for now the positive integers k 
and I, and put n = k + I; we identify R" with Rk x RI. If I is a function 
defined on R". and y E RI, we denote by I(·,y) the function on Rk such 
that x ...... I(x,y); I(x,·) is defined in an analogous manner, for x E Rk. 
(We are dropping the convention of boldface letters for points of R n in this 
section.) 

10.50 Lemma. If I is a Borel measurable function on R", then for every 
y E RI the function 1(·, y) is Borel measurable on Rk, and for every x E Rk, 
the function I(x,·) is Borel measurable on RI. 

Proof. In view of Corollary 10.7, it suffices to prove the lemma when I 
is a simple Borel measurable function, and hence it suffices to prove the 
lemma when I = lA, where A is a Borel set in R". Let'§ be the collection 
of all Borel sets A in R" such that the lemma holds for lA. If A has the 
form A = B x C, where B is a Borel set in Rk and C is a Borel set 
in R/, then lA(X,y) = lB(X)lc(y) for any x E Rk, Y E RI, and it is 



10.8 Multiple and Repeated Integrals 245 

obvious that A E ';f. If Aj E ';f and AJ C AJ+ 1 for j = 1,2, ... , then for 
A = UJAJ' we have lA = limlA" lA(x,') = limlA,(x,·), etc., and so 
dearly A E ';f. If A E ';f, BE ';f, and A C B, then it follows that B\A E ~, 

since l8\A = 18 - lAo Obviously, Rn E ~, so ~ is a .A-system, containing 
all intervals, and thus by Theorem 10.37, ~ consists of all Borel sets, as 
was to be proved. • 

10.51 Theorem. 1£ f is a nonnegative Borel measurable function on Rn, 
then the functions F ami G defined by 

F(x) = ( f(x,') dm, 
JR' 

G(y) = { f(·,y)dm JRk 
are Borel measurable, on Rk and RI, respectively, and we have 

{ f dm = { F dm = ( G dm. 
JRn JRk JR' 

Proof. Using Lemma 10.6 and Theorem 10.15, it suffices to prove the 
theorem when f is simple, and hence it suffices to prove it for the special 
case f = lA, where A is a Borel set in Rn. Let ~ again denote the collection 
of all "good" sets, i.e., all Borel A such that the theorem holds for f = lAo 
If A = B xC, where Band C are Borel sets in R k and RI, respectively, 
then f(x,·) = lB(X)lc, so F = m(C)18; similarly, G = m(B)lc, so 

{ Fdm = ( Gdm = m(B)m(C) = { fdm, 
JRk JR' JRn 

so A E ~. Thus, in particular, every interval in Rn belongs to the class 
~. If Aj E ~ and Aj C Aj+\ for i = 1,2,0", then Uj Aj E ~, as is 
easily seen from the monotone convergence theorem (Theorem 10.15). Let 
K j = {x E Rn : Ixd :5 i, 1 :5 i :5 n}. For each positive integer i, let ~j 
denote the set of all Borel sets A such that An K j E ~. If A E ~j for every 
i, then A E ~, since A is the union of the increasing sequence (A n K j ). 

But it is easy to see that each ~j is a .A-system; for if A and B are in ~j, 
with A c B, then lB\A = 18 - lA, and the integral of lA over any K j 

is finite, as are the corresponding integrals over the projections of K j onto 
R k and RI, so we can subtract (this subtraction was not available to us in 
~f; that's why we "localized"). Thus each ~j is a .A-system, containing the 
1l"-system of all intervals, and hence ~j is the algebra of all Borel sets. It 
follows that ~ contains all Borel sets. . I 

The more familiar way to write the conclusion of Theorem 10.51 is by 
using "dummy variables": 

{ ( f(x,y)dm(y)dm(x) = { ( f(x,y)dm(x)dm(y), 
JR~ JR' JR' JR~ 
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both sides being equal to fRn !(x, y) dm(x, y). It is important to realize 
that the conclusion of Theorem 10.51 does not require that the integrals in 
question are finite. However, without the hypothesis that! is nonnegative, 
we do require the integrability of !. 

10.52 Theorem. Let! be a Borel measurable fUlJction un Rn and .'JIJP­
pose that! is summable, or, what is the same according to Theon~m 10.51, 
that either 

or 

[ [I!(x, y)1 dm(y) dm(x) < +00 
JR~ JR' 

[ [ 1!(x,y)1 dm(x) dm(y) <+00. 
JR' JRk 

Then !(x,·) is integrable for almost all x E Rk, !(" y) is integrable for 
almost all y E R', and 

[ [ !(x, y) dm(y) dm(x) = [ ! dm 
JR> JR' JRn 

= [ [ !(x, y) dm(x) dm(y). 
JR,JR~ 

Proof. It suffices to apply Theorem 10.51 to the functions !+ and !-. I 

Theorems 10.51 and 10.52 are usually referred to as Fubini's theorem, 
but we will call them theorems of Fubini-Tonelli (see the notes at the end 
ofthis chapter.) These theorems were stated for Borel functions; naturally, 
we want to use these theorems when the given function ! is only known 
to be Lebesgue measurable. The correct theorem then becomes somewhat 
clumsier to state, since it is no longer true that !(x,·) is measurable on 
R' for every x E Rk, but only almost every x, etc. The validity of the 
interchange of order of integration in this case follows from Theorems 10.51 
and 10.52 and the fact (Theorem 10.9) that any Lebesgue measurable ! 
is equal almost everywhere to a Borel measurable function g. We omit the 
details. 

The discussion above can be transferred to the following setting: let X 
and Y be sets, equipped with a-algebras PI and ~, respectively, and let Jl 
and v be measures with domains PI, ~. We let PI x ~ denote the a-algebra 
of subsets of X x Y generated by {A x B : A E PI, B E ~}. Assume Jl and 
v are a-finite, i.e., that X = U':l X j , with Xj E PI and Jl(Xj ) < 00 for 
each j, and a similar statement (or Y. Then there exists a (unique) measure 
-\ = Jl x v on X x Y, with domain PI x~, such that -\(A x B) = Jl(A)v(B) 
for every A E PI, B E~, and 
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for any PI x ~-measurable f which is either nonnegative or A-summable. 
The a-finiteness condition is necessary here; if X = Y = [0, I], p. is 
Lebesgue-Borel measure and v is counting measure, then for f = 1 D, 

where D = {(x,y) : x = y}, we have Jf(x,y)dv(y) = 1 for every 
x, so J J !(x, y) dv(y) dJ-l(x) = 1 I but J f(x, y) dl'(X) = 0 for all y, so 
J J !(x,y)dJ-l(x)dv(y) = O. 

The Fuhini Tonelli theorem is one of the most frequently used tools 
in analysis. Here is one application, a generalization of the integration-by­
parts formula (Theorem 5.32). We will write J: f(x) dx for Ira.bJ f dm when 
m is Lebesgue measure on R, and denote Lebesgue measure on R2 by m2. 

10.53 Theorem. Let f and 9 be summable over the interval [a, b], and 
suppose F(x) = F(a) + J: f(y) dy, and G(x) = G(a) + J: g(y) dy. Then 

1b F(x)g(x)dx = F(b)G(b) - F(a)G(a) -lb G(x)f(x)dx. 

Proof. Let T = {(x, y) : a ~ y ~ x ~ b}. Then 

1b F(x)g(x) dx = 1b (F(a) + 1x 
f(y) dY)9(X) dx 

as claimed. 

= J IT(x, y)f(y)g(x) dm2(X, y) + F(a) 1b g(x) dx 

= 1b lb g(x) dx f(y) dy + F(a)[G(b) - G(a)] 

= 1b [G(b) - G(y)lf(y) dy + F(a)[G(b) - G(a)] 

= F(b)G(b) - F(a)G(a) -lb 
G(x)f(x) dx, 

10.9 Exercises 

I 

In the following exercises, PI is a u-algebra of subsets of a set X, and J-I is 
a measure with domain PI. Measurability will refer to measurability with 
respect to PI, unless otherwise indicated. 

1. Show that if f : X -+ R is measurable, and 9 : R -+ R is continuous, 
t.llI'r1 go f is measurable. 
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2. Let C be the Cantor set, so x E C if and only if there exist an E {0,2} 
such that x = E:=I an 3-n . Define 10 : C -+ [0,1] by 

Show that 10 is surjective. Show that 10 can be extended to a continuous 
nondecreasing map I of [0,1] to itself. (The function I is known as the 
Cantor function.) 

3. Use the example of Exercise 2 to show that if I is continuous on [0,1] 
and A is a Lebesgue measurable subset of [0,1], it need not follow that 
I (A) iH Ld}f!HglW IIleaHurabk 

4. Let F(x) = Hx + I(x»), where I still denotes the Cantor function. 

(a) Show that F is a strictly increasing continuous function mapping [0, 1] 
onto itself, so that C = F- 1 is a continuous map of [0,1] onto itself. 

(b) Show that B = C-I(C) is a Borel set, and m(B) = !. 
(c) Show that there exists a Lebesgue measurable set E c [0,1] such that 

C- 1(E) is not measurable. This gives an example of a Lebesgue mea­
surable set which is not a Borel set. Show that there exists a Lebesgue 
measurable function 9 such that 9 0 C is not Lebesgue measurable. 
(Compare Exercise 1.) 

5. Use Fatou's Lemma to do Exercise 4 of the last chapter. Use the mono­
tone convergence theorem to do Exercise 5 of the last chapter. 

6. Let I be a nonnegative measurable function, and let II(A) = fA I dJ.L for 
each A E Ill. Suppose I is summable, i.e., that II(X) < 00. Show that II is 
continuous with respect to J.L in the following sense: for each f > 0, there 
exists 6 > ° such that II(A) < f for every A E III with J.L(A) < 6. HINT: If 
not, th(~ff~ iH Hornf~ ( > 0 Hueh that for every n tlWff~ exiHtH An E: J with 
J.L(An) < 2-n and II(An) ~ l. Let A = lim sup An (see the exercises in the 
last chapter). Show that II(A) ~ f and J.L(A) = 0, which is impossible. 

7. Suppose J.L(X) < 00. Let I be a measurable function, and define F : 
(0,00) -+ [0,00] by F(t) = J.L({x : I/(x)1 > t}. (F is sometimes called the 
distribution function of I.) 

(a) Show that if f I/IP dJ.L < 00 for some p > 0, then F(t) ~ CC P for 
some constant C, and all t > O. (The assumption J.L(X) < 00 is not 
necessary for this part.) 

(b) Show that fill dJ.L < 00 if and only if E::"=l F(n) < 00. 

(c) Show that if there exists a constant C such that F(t) ~ CCP for all 
t > 0, then f I/lr dJ.L < 00 for all r, 0 < r < p. 
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8. With the notation of the last exercise, show that if I E L{IJ), then 
tF{t) --+ 0 as t --+ +00. 

9. Let Un} be a Requence of measurable functions. Show that if 

then E::"=I In converges a.e. to a summable function, and 

In particular, if In ~ 0 for every n, then E I In dlJ < 00 implies E In < 00 

a.e. 

10. Let I be integrable with rCllpcct to Lebesgue measure on R. Define 
F{x) = ~o.:rl I dm for x ~ 0, and F{x) = - ~:r.ol I dm for x < O. 

(a) Show that F is continuous on R. 
(b) Show that if F{x) = 0 for all x, then 1=0 a.e. 

11. Let Un} be a sequence of measurable functions. We say that (f n) con­
verges in measure to I if for every f > 0, 

lJ({x: I/{x) - In{x)1 > f}) --+ 0 as n --+ 00. 

Show that if IJ is a finite measure, and In --+ I a.e., then In --+ I in measure. 
Give an example of a sequence which converges in measure, but does not 
converge a.e. 

12. Let Un} be a sequence of measurable functions, and suppose that for 
every f > 0, 

n=1 

Show that In --+ 0 a.e. 

13. If ( : X --+ R n, we say that ( is measurable if (-I (U) E .PI for every 
open U eRn. Show that (= (h, ... , In) is measurable if and only if lie is 
measurable for k = 1,2, ... , n. We say that ( is integrable if each component 
!Ie is integrable, and define I (dlJ = (J h dlJ, ... , I In dlJ)· Show that if ( 
is integrable, then I I (dlJl :5 11(1 dlJ· 

14. Let I : Rn --+ R be integrable, and f > O. Show that there exist disjoint 
compact sets K I, ... , K r in R n, and real constants CI, ... , Cr, such that if 
we put h = E;=l Cj lK), then we have I II - hi dm < f. Show that there 
exists a continuous function g, vanishing outside a bounded subset of Rn, 
with III - gldm < f. 
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15. Use the result of the last exercise to show that if I is integrable on Rn, 
then J I/(x + t) - l(x)1 dx --+ 0 as t --+ O. 

16. Show that 

lim r(1 + ::)ne-2X dx = 1. 
n~-x, Jo n 

17. Show that if In, I are integrable, and In --+ I a.e., then f lIn - I I dJ.t --+ 0 
as n --+ oc if and only if f I/nl dp. --+ fill dp. as n --+ 00. HINT: Reread the 
proof of the dominated convergence theorem. 

18. Suppose p.(X) = 1, and that I and g are positive measurable functions 
such that I g ~ 1 a.e. Show that f I dp. . f g dJ.t ~ 1. 

19. Suppose p.(X) < 00. For each bounded measurable I on X, show that 
the function p 1-+ log II/lIp is convex on (0,00). 

20. Suppose p.(X) = 1. Let I be integrable, and let <p(r) = 11/1Ir' Show 

that <p is increasing on (0,00), and that limr-+o<p(r) = exp(Jlogl/ldp.) 

and limr~'>C <p(r) = 11/11"". 

21. Show (by a symmetry argument) that 

1 
m( {x : 0 ~ Xl ~ X2 ~ ... ~ X,. ~ l}) = , 

n. 

and deduce (by using a linear transformation) that 

22. Let xi = (x}, ... ,xj) ERn, j = O, ... ,n. Let K be the convex set 
spanned by Xl, ... , Xn , i.e., 

Show that m( K) is the absolute value of 

lXb x~ 
1 .. 
-det : : 
n! Xn xi 

1 1 
... ~:l' 
... 1 

23. Explain the formula m(A) = JJrdrdO for area in polar coordinates, 
in tl'rms of the contents of this chapter. 
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24. Use the Fubini-Tonelli theorem to show that the graph of a measurable 
function has measure zero. 

25. Let f(x, y) = (x2 - y2)J(x2 + y2)2 for 0 < x, y ~ 1. Compute and 
compare the iterated integrals 

Reconcile your result with the Fubini-Tonelli theorem. 

26. Let f be a real-valued function on R2, with the properties that f(·, y) 
is Borel measurable for each y, and f(x,·) is continuous for each x. Show 
that f is Borel measurable. 

27. Let f be a measurable function, and E a measurable subset of Rn. Use 
t he Fubini~ Tonelli theorem to show that 

llfl P dm = 100 ptp-1m{x E E: If(x)1 > t} dt. 

(The integrand involves the distribution function of Exercises 7 and 8.) 

2H. Let f and g be integrable functions on R n. Show that for almost 
;,Il x E Rn, the function y .- f(x - y)g(y) is integrable. Let h(x) = 
r f(x - y)g(y) dm(y). Show that h is integrable, and that J Ihl dm ~ 
(.f If I dm) (J Igl dm). (The function h is called the convolution of f and 
'1· ) 

2!1. Use the results of this c:hapter to compute Wn = m(Bn), where Bn 
I" the unit ball in Rn. HINT: Obtain a formula for Wn+2 in terms of Wn . 

Clearly, WI = 2, and Wo = 1. 

:m. Let f : U -+ R be of class C2, where U is an open set in R2. Let 
(' = {x E U : df(x) = O}i C is called the set of critical points of f. 
Show that f(C), the set of critical values of f, has measure O. HINT. Let 
r = Au B, where B = {x E C : DjDkf(x) = 0, i,i = 1,2}, and 

\ ;c= C\lJ. Show that m(A) = 0 hy using the implicit function theorem, 
Illd that m(LJ) = 0 by Ilsing Taylor's theorem. 

to.10 Notes 

rIle modern approach to integration began with Lebesgue's thesis, in 1902. 
["he approach taken here is somewhat different from that of Lebesgue, 
I,ut the underlying idea of measurable functions, and sums of the form 
~ ('kJl.( Ek ) was there from the heginning. Lehesgue dealt originally only 
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with functions on the line, and Lebesgue measure. The extension to in­
tegrals in any dimension space, even infinite-dimensional space, occurred 
gradually over the following decades. 

There are other approaches to the Lebesgue integral which have their 
advantages. One approach, originating with the work of Daniell (1917-18), 
begins with a linear functional I defined on a space ,f of functions on a 
set X, for instance, the Riemann integral thought of as a linear functional 
on the continuous functions on [a, bj, or perhaps just on the space of step 
functions. It is assumed that I is positive, i.e., that I(f) ~ 0 for every IE ,f 

with I ~ 0, and that I is continuous in the following sense: if In E ,f and In 
decrease to 0 pointwise, then lim(fn) = o. One then extends the functional 
to the class of limits of increasing sequences in ,f, then to differences of 
functions in this class, etc. The integral is then defined on a large class of 
functions without explicitly invoking the concept of measure; finally, one 
can define the measure of a set as the integral of its indicator function. 
Such a program is carried out, for instance, in [12J. 

When n = 2, the statement of Corollary 10.26 reduces simply to the 
definition of a convex function; the original proof of this corollary (by the 
Danish mathematician J.W.L. Jensen) was by induction on n, and the orig­
inal proof of Theorem 10.25 was by reducing it to the corollary. The integral 
inequality of Corollary 10.27 is also known as the inequality of the arith­
metic and geometric means. Holder proved his inequality for finite sums, 
deriving it from an equivalent inequality of Rogers, and F. Riesz extended 
it to integrals. Minkowski proved his inequality (actually, a different, less 
symmetrically stated inequality equivalent to what we call Minkowski's in­
equality) for finite sums; the deduction from HOlder's inequality, and the 
extension to integrals, are due to Riesz. Another proof of the Holder in­
equality begins with the elementary inequality ab $ aP /p + bq /q, valid for 
a, b ~ 0; integrated, this yields f If g\ dp. $ 1 if f If\P dp. = f \g\q dp. = 1, 
and the general case follows by homogeneity_ 

The change of variable formula (Theorem 10.46) is due to Jacobi. 
As we mentioned, Theorem 10.52 is usually referred to as Fubini's theo­

rem. It was well-known in the nineteenth century that f: fed I(x, y) dx dy = 
1: f: I(x, y) dydx when I is continuous on the rectangle {a $ x $ b, c $ 
y $ d}; it was proved by Lebesgue in 1904 for I a bounded measurable 
function. Fubini stated the theorem for not necessarily bounded measurable 
functions in 1907, but his proof was unconvincing. The first proof gener­
ally regarded as correct was given by Tonelli in 1909. Whose name should 
be attached? The appellation "Fubini-Tonelli theorem" may be coming 
into use. 



11 
Manifolds 

In this chapter we formulate the notion of a manifold, which generalizes 
the familiar ideas of a (smooth) curve or surface. The intuitive idea of a 
curve in R2 or R3 is that of a subset C of R2 or R3 which locally looks 
like a segment of the real linej in other words, if pEe, there should be 
a neighborhood U of pin R3 and an interval (a,b) in R, together with a 
hijective map a : (a, b) -+ en U which is bicontinuous. If p is an endpoint 
of C, the interval (a, b) should be replaced by an interval la, b) or (a, b]. 
This formulation is purely topological, i.e., defined in terms of continuitYj 
we want to restrict our attention to differentiable curves, which should 
Illean that a and a- I are required to be differentiable. We have to explain 
what we mean by a-I being differentiable, since its domain is not an open 
subset of R3. We will also formulate the notion of the tangent space to a 
differentiable manifold, generalizing the familiar ideas of tangent line to a 
('urve or tangent plane to a surface, and discuss the idea of orientation. . 

11.1 Definitions 

Notation. Throughout this and the following chapters, we will denote by x 
the identity function on Rn (or its restrictions), and denote the associated 
coordinate functions by Xl, x2 , ..• , Xnj thus, for example, x 2 (aI, ... , an) = 
112· This annoying use of superscripts will make it awkward to write poly­
nomial functions, but will make some complicated expressions a little easier 
in later chapters. When n =- 2 or 3, we will sometimes use x, y, and z to 
Ilfmote the coordinate functions. In Chapter 8, we defined the notion of 
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differentiability of a function at a point which was interior to its domain. 
We now wa.nt to extend the idea of differentiability. 

11.1 Definition. Let A be a subset ofR". A map f : A --+ Rn is said to 
be of class C r if for each pEA, there is an open neighborhood U of p in 
R" , and F of cIa<;s C r defined in U, such that F( q) = f( q) for all q E UnA. 
We say that / is smooth if it is of class Coo. A function f : A --+ B is called 
a diffeomorphism iff is bijective, a.nd both f and f- I are smooth. 

It is clear that if A is open, this definition gives the same meaning to 
the class C r as we had before. In general, if f is smooth on A c R", 
the differential df of f is not well-defined (except at interior points of A), 
sin('~ the extended map F i!! not uniquely determined. For ill!!tance, if 
A = {(8, t) E R2 : t = O}, the 0 function on A is the restriction to A of the 
coordinate function x 2 (the function y) as well as the 0 function on R 2. 
But if A is contained in the closure of its interior, and f is of class Cion 
A, then df, a.nd its matrix f', are unambiguously defined on A. 

Notation. Let R~ = {u E R" : u" :::: OJ; we refer to R~ as the upper 
hal/space in R". 

It follows from the remark above that if f is smooth in an open subset 
V of R~, then df is well-defined in V. 

11.2 Definition. Let k be a positive integer. A k-dimensional manifold (or 
simply k-manifold) in Rn is a subset M of R n with the following property: 
for each p EM, there exists a map 0, satisfying: 

(a) if k > 1, the domain Va of 0 is an open subset of R" or R~; 
if k = 1, Va is an open subset of R or R+ or R_ = (-00, OJ; 

(b) 0 is a smooth map of Va into Rn, and its differential dot is nonsin­
gular at each point t E Va; a.nd 

(c) 0 is injective on Va, its image Ua = o(Va) is an open subset of M 
containing p (i.e., Ua is open in the relative topology of M), and 0- 1 

is continuous on Ua . 

The space RO could only be interpreted to mean a zer<~·dimensional 
vector space, thus consisting of one point, {o}. Then (a) and (b) above are 
automatically satisfied, and only (c) has content: it asserts that 0(0) is an 
open subset of M. Thus we arrive at the definition: 

11.3 Definition. A manifold of dimension 0 in Rn is a subset M of Rn 
which consists entirely of isolated points. 
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If we replace the word "smooth" by C r in Definition 11.2, we arrive at 
the idea of a manifold of class cr. When r = 0, we have the notion of 
topological manifold. We will stay with the concept of Coo manifold. 

Any map a having the properties (a)-(c) of Definition 11.2 is called a 
local coordinate for M at p, and the image Ua of a will be referred to as a 
roordinair patrh at p. Ohviollsly, such an 0 is also a local coordinate for AI 
at q, and U'" is a coordinate patch at q, for any q E U"" It is straightforward 
to see that any open subset of a coordinate patch is also a coordinate patch, 
or to Pllt it another way, the wstriction of a local coordinate to an open 
subset of its domain is also a local coordinate. It follows that a (relatively) 
open subset of a k-manifold in R" is again a k-manifold in R". 

11.4 Lemma. If 0 is It /oC'lt/ coordinate for tile 1lI11IJifo/d M in R", tlJ('IJ 
0-1 is smooth on Ua . 

Proof. Let p E U"" and suppose p = oCt). Since a'(t) is nonsingular, 
the vectors a'(t)el, ... , a'(t)ek are linearly independent; hence, there exist 
vectors Vk+I, ... , Vn such that 

o'(t)el, ... ,o'(t)ek, vk+l,"" v" 

form a basis for R". Define a map G of Va X R"-k -+ R" by 

" 
G(lll, .. ·,u")=a(ul,,,,,Uk)+ L Ujv); 

j=k+l 

it is evident that G is smooth, and that 

if 1 $ j $ k; 
if k + 1 $ j $ n. 

Thus G'(t,O) is nonsingular, so according to the inverse function theorem 
(Theorem 8.27), there exists an open neighborhood V of (t,O) in Rn which 
G maps injectively onto an open set U, with p E U, and a smooth F defined 
on U such that FoG is the identity on V. But if q E Un M, then q = 
a(ul, ... ,Uk) = G(UI, ... ,Uk,O, ... ,O), so F(q) = (UI, ... ,Uk,O, ... ,O) = 
(o-I(q), 0); thus a-I agrees on Un M with the restriction ofthe smooth 
function (FI , ... , Fk)' Le., a-I is smooth. • 

11.5 Corollary. Let M be a k-manifold in Rn. A ma.p f : M -+ R m is 
smooth on M if and only if f 0 a is smooth on Va for every local coordina.te 
a for M. 

Proof. If f is smooth (see Definition 11.1) there exists, for each p E M, a 
neighborhood U of pin R" and a smooth F : U --+ Rm such that F = f 
on M n U. Then f 0 a = F 0 a is also smooth, for any local coordinate a. 
On the other hand, if f 0 0 is smooth in Va' then since a-I is smooth in 
U'" hy Lemma 11.4, it follows that f = (f 0 a) 00- 1 is smooth in Un. • 
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11.6 Definition. Let M be a manifold in Rn. For each pair 0 and {3 of 
local coordinates such that Ua n U{3 f= 0, let Va{3 = (3-I(Ua n Uo), and 
define the transition function C{JaO : Va{3 ---+ VOa by C{Ja{3 = 0- 1 0 (3. 

It is clear that VaO is an open subset of Rk or Ri, and that C{JoO maps 
Vo{3 bijectively to V{3a; evidently, C{J;.J = C{JOa· Applying Lemma 11.4, and 
the chain rule, we see that C{Ja{3 is smooth, and since it has a smooth inverse, 
that C{J~o is always nonsingular. In other words, C{Ja{3 is a diffeomorphism of 
Voo onto VOa· 

11.7 Definition. Let M be a manifold in R n. We say that p lies Oil the 
boundary of M, and write p E 8M. if p E M and there exi.'1ts a locill coor­
dinateo at p such that Va C Ri, and p = o(u) with U = (Ul, ..• , Uk-I, 0). 

We observe that if p E 8M, and (3 is any local coordinate at p, then 
V{j C Ri, and xk({3-I(p») = 0. (Recall that Xk denotes the kth coordinate 
function in Rk.) For if p = (3(t) = o(u), and t is in the interior (relative 
to Rk) of V{j, then C{Joo(t) = u, and by the inverse function theorem, there 
is an open neighborhood N (in Rk) of t which C{Jo{3 maps onto an open set 
(in Rk) containing u; but ift lies in the interior (relative to Rk) of V{3, this 
implies that u lies in the interior of Va, contrary to the definition of 8M. 

11.8 Lemma. 1£ M is a manifold of dimension k in R n, then 8M is a 
manifold of dimension k - 1, with empty boundary. 

Proof. Let p E 8M, and let 0 be a local coordinate at p. Let Va = {u E 
R k - l : (u,O) E Va}, SO Va is an open set in R k - l . Define 6: : Va -> 8M 
by 6:(u) = o(u, 0). It is easy to verify that it is a local coordinate at p for 
8M. • 

11.9 Example. Any open subset U of Rn is a manifold of dimension n 
in Rn; one coordinate patch suffices, with the identity map serving as 
local coordinate (global, in this case.) The halfspace R~ is a manifold of 
dimension n; again, one local coordinate suffices. The boundary 8U of an 
open set U is empty; of course, bdry U, the boundary of U regarded as a 
subset of the metric space Rn, is not empty unless U = Rn. We see that 
8R~ = bdry R~ = Rn-l x {O}, a manifold of dimension n - 1 in Rn. 

11.10 Example. If V is an open set in R k, and f : V -> R n-k is a smooth 
map, then the graph 0/ /, 

{(t, f(t») : t E V} 

is a k-manifold in Rn. For instance, M = {(t,sin(l/t) : t f= O} is a one­
dimensional manifold in R2. This example shows that the closure of a 
manifold need not be a manifold. 
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11.11 Example. The closed ball Bn = {u ERn: lui S I} is a manifold 
of dimension n in R n. This time more than one local coordinate is needed. 
Here is one way to cover Bn with coordinate patches: let Vo = Uo = 
{u : lui < l}, and let 00 be the identity map. Define 9 : Rn -+ R by 
g(u) = (1 - un) - L;~II u~. Then 

V = {u: g(u) > 0, 0 SUn < I} 

is an open subset of R~. We put VI = ... = V2n = V, and define 

OI(U) = (Vg(U),UI, ... ,Un-I), 

02(U) = (-Vg(u),uI, ... ,un-d, 

03(U) = (UI' yfg(u), U2, ••• ,Un-I), 

02n(U) = (UI, ... ,Un-I, -V g(u»), 

and observe that IOj(u)12 = 1 - Un, SO OJ maps V into Bn, and V n 
{un = O} into sn-I = {u E Rn : lui = I}. It is clear that each OJ is 
injective. We verify that oj is nonsingular in the case j = 2n: writing 
02n = (fl, ... ,1"), we have Djfk = oJ for 1 S j S n, 1 :S k < n, so 

det(o~n)(u) = Dnl"(u) = 1/ (2V g(u») > o. Thus 02n is nonsingular, and 
since each OJ is the composition of 02n with a permutation of coordinates 
and possibly a reflection in the last coordinate, each oj is nonsingular. Now 
the inverse function theorem tells us that each OJ is an open map, so all the 
requirements for a local coordinate are satisfied. We note that if lui = I, 
then Uj =f. 0 for some j, so u E Ok{V) for k = 2j - 1 or k = 2j. In this 
example, we see that 8Bn = sn-I = {u ERn: lui = 1} is the boundary of 
Bn in the usual sense. We could have covered B n with just two coordinate 
patches, instead of 2n + 1, but the procedure chosen seems natural, and 
generalizes to a large class of manifolds. See Theorem 11.17 below. 

11.12 Example. The set M = {(UI,U2,U3): u~ + u~ = I, -1 S U3:S I} 
is an example of a 2-manifold (or surface) in R 3j it is easily covered by four 
coordinate patches. You can check that 8M is the union of the two circles 
{u~ + u~ = 1, U3 = I} and {u~ + u~ = 1, U3 = -I}, which, of course, is 
not the boundary of M in the usual sense: bdry M = M, as is easily seen. 

11.13 Example. Let 0 < a < b and consider the map ( : R2 -+ R3 
defined by 

(s,t) = (bcoss,bsins,O) + acost(coss,sins,O) + asint(O,O, I)j 

the image of ( is a 2-manifold without boundary (a two-dimensional torus 
in R3), and the restriction of ( to any small enough open set is a local 
coordinate. It is not hard to see that M is obtained by rotating the circle 
{(b+ acost,O,asint): 0 S t S 27r} about the z-axis. 



258 11. Manifolds 

11.14 Example. Again, let 0 < a < b, and now define g: R x [-a,a] -+ 

R J by 

g(s, t} = (bC08 s, bsin s, O) + t(sin ~(cos s, sin s, O) + cos ~(O, 0,1»; 

the rectangle [0,211"} x [-a, a] is mapped by g onto the image M of g in a 
one-one way, the segment 21r x [-a, a] is mapped onto the same line segment 
{(1, 0, t) : -a :$ t :$ a} as the segment 0 x [-a, a], but this segment is traced 
out now in the opposite direction. This compact Ilurface ill known as the 
Mobius strip, or Mobius band. You can check that 8M is the I-manifold 
{g(s,a} : 0:$ s :$ 41r}, which is the diffeomorphic image of a c~rcle. 

11.15 Example. Let f : R -+ R2 be defined by f(t) = (t 2 , tJ ). Then 
M = f(R) is not a manifold, even though f is a bijective smooth map 
of R onto M, and has a continuous inverse; r fails to be a coordinate 
because f'(O) = (0,0), 80 that f- 1 is not smooth. In fact, if 0 ill allY 
smooth map of an open VcR into M, with, say, 0(0) = (0,0), then 
necessarily 0'(0) = (0,0). To see this, write 0 = (g,h); since get} ~ 0 
for all t E V and g(O) = 0, it follows that g'(O) = O. Since h2 = g:l, we 
have 2h(t}h'(t) = 3g2 (t)g'(t} for t E V, and hence 2h'(t} = 3g!(t}g'(t}, so 
h'(O} = o. Thus 0'(0} = 0; there exists no local coordinate for M at (0,0). 

11.16 Example. One can construct a subset M of R2, such that M = 
feY), where V is an open interval in Rand f is a smooth mapping of V into 
R 2, such that f is one-one on V, and f' is never 0 (thus, is nonsingular), 
yet M is not a manifold. Take M to be a lemniscate, for instance, (Le., a 
figure eight, if you've forgotten). Let V = R, and 

f(t) = (t(l + t2 ) t(l - t2»). 
l+t4' l+t4 ' 

verifying the assertions is not at all hard, but a sketch tells the story best. 
The problem here is that r- 1 is not continuous on M; if we removed the 
origin from M, we would be left with a manifold. (By the way, M is de­
scribed in polar coordinates by the equation r2 = cos 28; can you verify 
this?) 

11.2 Constructing Manifolds 

11.11 Theorem. Let n be an open set in R n, and let I{) be a smooth 
real-valued function on n. Let M = {p En: I{)(p) ~ O}, and r = {p En: 
I{)(p) = O}. Suppose M '" 0, and that dl{)p '" 0 for every pEr. Then M is 
an n-manifold, and 8M = r. In particular, r is an (n -I)-manifold ill Rn. 
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Proof. Let Uo = {p : cp(p) > O}; then Uo is open, and the identity map 
serves as a local coordinate. Let pEr; since dcpp 1= 0, there exists k, 
I ~ k ~ n, such that Dkcp(P) 1= 0, and we may suppose k = n. Let 
F(u) = (UI, ... ,Un-I,CP(U»); then F is a smooth map of n into Rn, and 
dFp is nonsingular, since itl'! determinant il'! DnCP(P)' Hence, by the inverse 
function theorem, there exists a neighborhood if of P such that F maps if 
diffeomorphically onto an open set ii in Rn; if U = M () if, then F(U) = 
V = ii () R':-. Thus 0' = F- I is the desired local coordinate at p. Since 
x"(F(p» = 0, Wf' :-we that p E 8M. I 

The reader should examine Example 11.11 above in the light of this 
theorem. 

It is easy to see that 8M C bdry M in general; in the setting of Theorem 
11.17, we have equality in the important special case that M is compact. 
This is left as an exercise. 

11.18 Theorem. Let n be an open set in R n, let f be a smooth mapping 
ofH into Rn-k, and let At = {p En: f(p) = o}. Iff' IJll.'J maximal rank 
lit ('neh point of M, i.e., f' has rank n - k everywhere in !vI, thell M is a 
manifold of dimcnsion k, with cmpty boundary. 

Proof. Let p E M. The hypothesis is that the linear map dpf maps Rn 
onto Rn-k. Without loss of generality, we can suppose that ek+l, ... ,en are 
mapped to a linearly independent set (i.e., a basis) in Rn-k (i.e., the last 
11 - k columns of f'(p) are linearly independent). According to the implicit 
function theorem (Theorem 8.29), there exist an open neighborhood U of 
pin Rn, an open set V in Rk, and a smooth function g: V -+ Rn-k, such 
that M () U = {(u,g(u» : u E V}. Thus the map Q : V -+ Rn defined by 
o(u) = (u,g(u» is a local coordinate for M at p. I 

Another look at the proof of Lemma 11.4 will convince you that any 
k-dimensional manifold without boundary in R n is locally of the form de­
scribed in Theorem 11.18. In the course of proving that lemma, we found, 
for any p EM, a neighborhood if of p in R n, and smooth functions 
F I , ..• , Fn such that M () if = {q E if : Fk+I(q) = ... = Fn(q) = o}. 
The map (Fk + I, ... , Fn) had a derivative of maximal rank since the map 
(FI' ... , Fn) had a nonsingular derivative. 

If we drop the hypothesis in Theorem 11.18 that f' has maximal rank, 
then M is not necessarily a manifold (of course, it might be: consider 
!(u, v) = u2 ), as shown by the example !(u, v) = UV, for instance. A more 
elaborate example is the set M of Example 11.16, which can also be de­
scribed as {(u,v): (u2+v2 )2 = u2 _v2 }. Another example: !(u,v) = u3 _V2 

(see Example 11.15). 
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11.3 Tangent Spaces 

If AI is a manifold of dimension k ~ 1 in R n, p EM, and (} a local 
coordinate at p, aCt) = p, then dat(Rk) is a k-dimcnsional subspace of 
Rn (since dot is nonsingular.) Furthermore, this space does not depend on 
the choice of local coordinate a; for if {3 is another local coordinate at p, 
{3( u) = p, then, as we have seen, {3 = aorpo{3, where rpo{3 is a diffeomorphism 
of the neighborhood Vo{3 of u onto the neighborhood V{3o of t; since (drpo{3)u 
is nonsingular, it maps R k onto itself, so dot and d{3u = dat 0 (drpo{3)u have 
the same range. 

11.19 Definition. Let M be a manifold of dimension k in Rn, and let 
p E M. 1£ a is a local coordinate with a(t) = p, we refer to Ow subspace 
dot(Rk) as the tangent space to M at p, and denote it by Tp(M). The 
elements ofTp(AI) are called tangent vectors at p to M. 

11.20 Definition. 1£v E Rn and for every T E Tp'(M) we have v .1 T (i.e., 
(v, T) = 0, where (., -) refers to the usual inner product in Rn), we say that 
v is normal to M at p; the set of normal vectors thus forms a subspace of 
dimension n - k of R n • 

Although we have defined the tangent space Tp(M) to be a 
linear subspace of R n, we visualize it as the affine subspace 
p + Tp(M), i.e., as having its origin located at p. Thus, Tp(M) 
is to be regarded as distinct from Tq( M) if P t= q, even if da and 
d{3 happen to have the same range for some local coordinates a 
at p and {3 at q. A better definition of the tangent space would 
then be: Tp(M) = (p.dot{Rk»). We have chosen the sloppier 
form in order to avoid excessive notation. 

We give the following definition for more accuracy: 

11.21 Definition. 1£ M is a k-manifold in Rn, we define the tangent bun­
dle of M to be the set 

T{M) = ((p,h): p EM, hE Tp{M)}. 

Thus T{M) is a subset of R2n; it is not hard to see that T{Af) is a 
manifold of dimension 2k. For instance, if a is a local coordinate for M at 
p. with a{t) = p, then a local coordinate for T(M) at (p, h) is furnished by 
the map (a, dot) of Vo x Rk to T(M). Thus, T(M) is locally diffeomorphic 
to the Cartesian product Uo x Rk. In general, though, it is not true that 
T(M) is diffeomorphic to M x Rk. A map X : M -+ T(M) with the 
property that X(p) E Tp(M) for all p E M is called a vector field on Mj it 
may be continuous, or smooth, in the sense that these words apply to any 
map of Minto R2n. 
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We can form the tangent space without explicit use of local coordi­
nates, as the next proposition shows. It also provides some justification 
for the terminology, since it is a familiar idea that the tangent vector to a 
parametrized curve i >-+ "'(i) is its derivative "'('(i). 

11.22 Proposition. Let M be a k-manifold in Rn, k ~ 1, and suppose 
p EM, P ~ 8M. Ifh ERn, then h E Tp(M) if and only if there exists 
~ > 0 and a smooth "'( : (-f, f) -+ M, with "'((0) = p and "'('(0) = h. 

Proof. Recall that "'(' (0) is the matrix of the linear map d",(o : R -+ R n , 

in other words, is the (column) vector d"'(ol = lims_o(...,.(s) - ",((O»/s, the 
usual derivative of a function of one variable. Let 0 be a local coordinate 
at p, with oCt) = p. If h E Tp(M), so h = o'(t)k for some k E Rk, let 
"'(s) = oCt + sk). Then "'('(0) = o'(t)k by the chain rule. On the other 
hand, if h = "'('(0) for some smooth map "(: (-f,f) -+ M, with "'((0) = p, 
then put r = 0- 1 0"'( (we can assume ",(((-f,f») C Un, by using a smaller 
f if necessary). Since "'( = 0 0 r, we have "'('(0) = o'(t)f'(O) E Tp(M). • 

When p E 8M, this proposition is no longer true, since we can't be sure 
that t + sk E V,. for -f < s < ~, or even for 0 $ s < f. However, we can 
~how that if hE Tp(M), then either h or -h is of the form "('(0), for some 
smooth "'(: [0, f) -+ M, with "'((0) = p. We omit the (easy) details. 

Suppose I is a smooth function on the k-dimensional manifold M in Rn 
(see Definition 11.1). Thus, given a point p E M, there is a neighborhood 
U of pin Rn and a smooth function F defined on U, such that F = I in 
U n M. When k < n, F is not uniquely determined, and, in general, we 
may have F and G smooth in U, with F = G on M n U but dFp :f: dGp • 

The next proposition shows that dIp makes sense as a linear function on 
1~(M). 

11.23 Lemma. tP.t M he a k-dimp.nsional manifold in Rn, and p E M. 
If F is smooth in a neighborhood U of p, and F = 0 on U n M, tlJen 
dFp(h) = 0 for every h E Tp(M). 

Proof. We can aS8ume that U is a coordinate patch, say U = U"" and that 
a(t) = p. Then F 0 0 vanishes identically on Va' so its derivative vanishes 
at t; by the chain rule, we then have dFp 0 dOt = 0, i.e., dFp(h) = 0 
whenever h = dodk) for some k E Rk; this is exactly the statement of the 
Lemma. • 

11.24 Proposition. Let M be a manifold in Rn, and let I be a smooth 
real-valued function on M. There is a (unique) map dl which assigns to 
each p E M a linear map dIp: Tp(M) -+ R, with the property that 
d/p(h) = dFp(h) for every h E Tp(M) and every smooth function F defined 
in a neighborhood U of p such that F = I on M n U. 
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Proof. If F and G are smooth functions in a neighborhood U of p such 
that F = G = / on M n U, then the lemma applied to F - G shows that 
dFph = dGph for every h E Tp(M). I 

If M is a manifold in R n , and f : M -+ Rm is smooth, then applying 
Proposition 11.24 to each coordinate of f shows that dfp iH a well-defined 
linear map of Tp(M) into Rm. 

11.25 Proposition. Let M be a k-manifold in Rn, and let N be a j­
manifold in Rm. If f : M --+ Rm is a smooth map, with f(M) c N, then 
dfp(Tp(AJ») c Tr(p)(N), for every p E M. 

Proof. See the exercises at the end of this chapter. I 

We can use the last lemma to obtain yet another characterization of the 
tangent space in an important special case. 

11.26 Proposition. Let n be an open set in Rn, and let f be a smooth 
mapping of n into R n-k. If f' has maximal rank at each point of M = 
{p En: f(p) = O}, so that according to Theorem 11.18, M is a manifold 
of dimension k, then for each p EM, we have 

Tp(M) = {h ERn: f'(p)(h) = o}. 

Proof. See the exercises at the end of this chapter. I 

11.4 Orientation 

11.27 Definition. Let V be a vector space of dimension k over R. If 
(vJ, .... Vk) and (WI •... ,Wk) are (ordered) bases for V, we may write 
Wj = E~=I a~ v,; we say that (VI, ... , Vk) and (WI, ... , Wk) 118ve the same 
orientation if det (a~) > O. 

It is easy to see that this defines an equivalence relation on the set of all 
ordered bases, and that there are exactly two equivalence clasHcH. We call 
these the two orientations of V. 

Let us say that the basis (WI, .. " Wk) is a de/ormation of the basis 
(Vi .... , Vk) if there exists a continuous one-parameter family of bases to 
which these belong; in other words, if there exist continuous functions fi : 
[0,1] --+ V, 1 $ j $ k, such that fj(O) = Vi and fj(1) = Wj for each j, 
and such that (fl(t), ... ,fk(t») is a basis of V for each t, 0 $ t $ 1. Let 
fj(t) = E:':I a~(t)vi' and let ~(t) = det(aii(t»). Since the determinant of 
a matrix is a continuous function of its entries, and each a~ is a continuous 
function, A is a continuous function on [0,1] which never vanishes, and 
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6(0) = 1, hence 6(1) > o. Thus any basis to which (VI, ... , Vk) can be 
deformed has the same orientation. It is a good problem in linear algebra 
to show that in fact (VI, ... , Vk) can be deformed into any basis with the 
same orientation. 

Consider the special case V = R k. The orientation to which the natural 
hasil! (el, ... , ek) belongs will be called the usual orientation of R k; a basis 
with the same orientation as the natural basis is often said to be positively 
oriented or, when k = 3, to define a right-handed system of coordinates. If 
V is a proper subspace of Rn, it is impossible to single out either orientation 
as the "usual" one. 

If M is a k-manifold in R n, and 0 is a local coordinate, then 0 defines an 
orientation on each tangent space Tp , p E Ua ; we refer, naturally enough, 
to the orientation of the basis (o'(t)el, ... , o'(t)ek), where p = o(t), of 
Tp. This idea leads to the following definition: 

11.28 Definition. We say that the manifold M is orientable if there is a 
collection C of local coordinates for M such that: 

(a) U"E"Ua = M; and 

(b) if 0, {3 E C and U" n U (3 :j:. 0, then 0 and {3 define the same orientation 
on Tp(M), for each p E U" n U(3. 

By an orientati"n of M, we will mean a collection tJ satisfying (a), (b), 
and also: 

(c) if {3 is a local coordinate on M such that {3 and 0 define the same 
orientation on Tp for every 0 E C such that U" n U(3 :j:. 0 and every 
p E Ua n U(3, then {3 E C. 

In other words, an orientation of M is a maximal collection of local coor­
dinates satisfying (a) and (b). Finally, by an oriented manifold we mean a 
manifold M, together with an orientation of M. 

This idea makes sense for manifolds of dimension 2: 1. We define an 
orientation on a zero-dimensional manifold M to be a function on M which 
takes the values ± 1. 

The next lemma shows that orient ability and orientation can be defined 
without any explicit reference to the tangent space. 

11.29 Lemma. The manifold M is orientable if and only if there is a 
collection C of local coordinates for M such that: 

(a) for each p EM, there is an 0 E C with p E Ua ; and 

(b) if o,{3 E C and Ua n U{j :j:. 0, then det CP~(J > 0 in Vn(J. 
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Proof. Let 0 and (J be local coordinates, and RUpp<me p = oCt) = {:J(u). 
Then. since the orientation of Tp defined by 0 is the orientation of the 
basis (Au 1, ... , A Uk) for any positively oriented basis (UI,' .. , Uk) of R k , 
where A = o'(t), and since {:J = 0 0 'POlO in a neighborhood of u, we see by 
the chain rule that 0 and {3 define the same orientation at p if and only 
if det 'P~{J(u) > O. The equivalence of conditions (a) and (b) of the lemma 
with those of Definition 11.28 is now clear. • 

11.30 Proposition. If M is an orientable manifold, there exist at least 
two distinct orientations of M; if M is connected, there are exactly two. 

Proof. If tJ is a collection of local coordinates satisfying (a) and (b) of 
Definition 11.28 (or Lemma 11.29), it can be enlarged to satisfy (c) of 
the definition in the obvious way. That is, there exists an orientat.ion on 
any orientable manifold. If 0 is a local coordinatf~ on M, wit.h clomain 
\~, a IlI'ighborhood of 0 E R k or R~, df'fine it with domain \~. = {t : 
(--il,tl ..... tk) E v,.}. hy It(t ..... ,tk) = ft(-i l .i1 ..... lk) Own· wp U~I' 

th" spf'Cial dispt'nsatioll ill Defillition 11.2 for Va ill the ca.w k = 1). It is • not hard to II(!(! that U" =: (Jr. anel that ft and tt define opposit.l· oril'lIt.atiollS 
Ilt. I'I\(·h point. of (J". 111'111'1', jy = {(} : () E h} ill all orilmt.at.ioll of AI dist.ill!'t. 
11'0111 h. WI' will ('Iill it tIll' orit'lItlitioll "p!,(lHitl' t 1/ h. But SUppOlil' t.hllt. AI 
iH 1'011111'('1.1'11, /lnd t.hat h /l1lI1 h' art! ori(mtationll of 111. For /lily (t ( h, 
:J (, Il', and p Eo Un n Uo. let €uJj(p) = sgn det'P~/I(U), where p = {:J(u). 
Clf'arly. f,,(1 it; a continuous function on Ua n Uo. But if"f and" are any 
other local coordinates at p, with "f E tJ and fJ E tJ', then €Ol{J(P) = €..,6(P), 
since (as is easily seen) 'P..,6 = 'P..,01 0 'P0l{J 0 'P{J{j. Thus we may define the 
continuous function € : M -+ {-I, I} unambiguously by e(p) = €olO(P), 
where 0 and {3 are local coordinates at p with 0 E tJ and {3 E tJ'. Since M 
is connected, either € = +1 on M or € = -Ion M. But this means that 
either tJ' = tJ or that tJ' = if. • 

11.31 Lemma. If M is an orientable manifold, so is 8M. 

Proof. We may assume that M has dimension k > 1. We proceed as in 
Lemma 11.8. For any local coordinate 0: at p E 8M, let Vol = {u E R k - 1 : 

(u.O) E Va} and &(u) = o:(u,O). Let {3 be another local coordinate at p. 
Then VaO and VOoI are open subsets of R~, 80 Xk('Paj3(t») ~ 0 for t E Vaj3, 
with equality holding if tk = O. It follows that Dk(Xk('PaO»)(t) ~ 0 if 
t E VaO and tk = O. Since 

det 'P~{J(u,O) = det 'P~t3(U)Dk(Xk('POl{J»)(U,O) > 0, 

it follows that & and i:J induce the same orientation on Tp(8M) whenever 
0: and {3 induce the same orientation on Tp(M). • 

Convention. If M is an oriented manifold of dimension k, we define the 
positive orientation of 8M to be ;, = {& : a E tJ} if k is even, and the 
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opposite orientation if k > 1 is odd. (Here we are using the notation of 
Lemma 11.31.) If k = I, we take the orientation on 8M which is +1 at 
points p where Vo C (-00,01, and -1 at points p where V", C [0, +00), 
where 0: is a local coordinate at p belonging to the given orientation of M. 

The reason for this mysterious convention will appear later. 
Any n-manifold in Rn is orientable; we take the standard orientation of 

M to be the collection of all local coordinates 0: such that det 0' > 0 on 
Vo. (In other words, the standard orientation is the orientation obtained by 
using the identity map as local coordinate.) But if k < n, a manifold of di­
mension k in Rn need not be orientable. The basic example is the Mobius 
strip (Example 11.14 above). (Showing that the Mobius strip is not ori­
entable is a good exercise.) Next we give a characterization of orientability 
for a hypersurface, as we call an (n - 1 )-manifold in Rn. 

11.32 Proposition. If M is a manifold of dimelL<iion n - 1 in R", then 
t.Jwm is a orw-to-on(! cormspondence between orientations of M and con­
tinuous unit normal vector fields on M. 

Proof. Ld n h(~ 1\ l()(~al coordinate for M, We 8SIIOciate to each p = o( t) E 
(I" Il IIlIit. lI0rl/lILl wct."r yep) lUI follnw,,: Hinc(1 Til hlUl climf't1Hiotl n-·l, 1.11I'rf' 
ILW (1xadly two unit V(!CtorH orthogonal to it.. ChootlC yep) t.o he t.he one 
Hll(~h llmt. 

(v(p),a'(t)el, ... ,a'(t)en-d 

is positively oriented. It is clear that the map p ...... yep) is continuous 
(in fact, smooth) on U"" and easy to see that we get the same yep) if we 
replace 0 by any local coordinate at p which defines the same orientation 
on Tp. Thus, if (j is an orientation, we get a globally defined continuous 
unit normal vector field v. Conversely, given such a normal vector field, 
we can define the associated orientation to consist of all local coordinates 
o such that (v(a(t»,a'(t)el,." ,a'(t)en-d is positively oriented, for all 
t E V",. It is straightforward to check that if 0 and {3 satisfy this condition, 
then they define the same orientation on Tp for any p E Uo n Up, 80 this 
class of local coordinates is indeed an orientation of M. • 

Remark. If M is a manifold of dimension n in Rn, we consider M to be 
oriented with the standard orientation; then the associated positive orien­
tation of 8M (described by the convention above) is the one for which the 
associated unit normal vector always points out of M. 

11.5 Exercises 

1. Let 0 < a < b, and let f : R2 - R3 be the map defined in Example 
11.13. Let { be an irrational real number, and define g : R _ R3 by 
get) = C(t,{t). 
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(a) Show that g is smooth and injective, with g'(t) ::I 0 for all t E R. 

(b) Show that g(R) is a dense subset of the manifold of Example 11.13. 

(c) Show that g(R) is not a manifold, but g(J) is a I-manifold in R:J for 
any bounded interval J c R. 

2. Show that if M is a compact manifold in Rn, then 8M is also compact; 
if also M is n-dimensional, then aM = bdry M. 

3. Let U be an open set in Rn, and suppose that r = bdry U = V\U is 
an (n - 1 )-manifold. with ar = 0. Show that M = U Uris an n-manifold. 
Give an example where aM ::I r. 

4. Show that if M and N are k-manifolds in Rn, it does not follow that 
M U N is a k-manifold. Give some sufficient conditions for M uNto be a 
manifold. 

5. Prove Proposition 11.25. (You may find Proposition 11.22 helpful.) 

6. Prove Proposition 11.26. 

7. Let M be a k-dimensional manifold in Rn, and 9 a smooth function on 
M. Show that if 9 has a local maximum (or minimum) at p E M, then 
dgp = O. 

8. Let n be an open set in Rn, f = (fi, ... ,/k) : n -+ Rk a smooth 
map, M = {p En: f(p} = OJ, and suppose that f'(p} has rank k at 
each p EM. Let G be a smooth function defined in an open set in R n 

containing M, and let 9 denote the restriction of G to M. Show that if 
9 has a local maximum (or minimum) at p E M, then there exist scalars 
A •..... Ak such that dGp = r:,~=IA)d/~. (The nlJmh(~rs A) are knownll..'! 
Lagrange multipliers.} 

9. Let A be a symmetric n x n real matrix, and define G : Rn -+ R by 
G(t) = (At, t); let g: sn-l -+ R be the restriction of G to the unit sphere 
sn- 1 = {t E Rn : It I = I}. Use the last exercise to show that if 9 attains 
a maximum (or minimum) value at a point t, then t is an eigenvector for 
A, i.e., that there exists A E R such that At = At. 

10. Let M and N be 2-manifolds in R3. Show that if the tangent spaces 
to M and N do not coincide at any point of M n N, then M n N is a 
I-manifold, and the tangent line to MnN at p E MnN is the intersection 
of the tangent planes to M and N at p. 

11. Let M and N be manifolds in R n , with dimensions k and I, respectively, 
and suppose that k+l > n. Let p E MnN. We say that M and N intersect 
tmnsversally at p if dim[Tp(M) n Tp(N)] = k + 1 - n. Show that if M 
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and N intersect transversally at each point of M n N, then AI n N is a 
manifold. 

12. Id~~ntify the sd AI" of n x n matrices with R"> in tlw obvious way, i.e., 
by listing the rows one after the other. Let O(n) be the set of all orthogonal 
matrices. 

(a) Show that O(n) is a compact manifold, without boundary, of dimen­
sion ~n(n - 1). 

(b) Show that T is a tangent vector to O(n) at I (the identity matrix) if 
and only if T is skew-symmetric, i.e., Tt = - T. 

13. Show that the Mc>hius strip is not orientahle. 

14. Let M he a compact n-manifold in Rn, and let p E 8M. If v is a 
unit normal vector to 8M at p, show that one of the following alternatives 
holds: 

(i) there exists lJ > 0 such that p + tv t. M for all 0 < t < 6; or 

(ii) there exists 6 > 0 such that p + tv E AI for all 0 < t < 6. 

We say v points out of M if (i) holds. Verify the remark made after Propo­
sition 11.32. 

11.6 Notes 

Mathematicians first began the systematic study of curves and surfaces 
with the tools of analysis in the latter part of the eighteenth century. The 
pioneering figures in this new subject of differential geometry were ab~ve 
all Monge and (a little later) GauSH. The daring !-Itep of imagining higher­
dimensional objects with somehow the essential character of surfaces, i.e., 
manifolds of dimension greater than two, was first taken by Riemann. Rie­
mann had previously, in his investigations of complex function theory, come 
to the idea of an abstract surface, i.e., a surface not presented as a subset 
of R3 (or a~y R" for that matter, but that issue did not arise). 

It is not uncommon in the literature to see the word "manifold" used 
only in the sense of manifold with empty boundary; in such cases, what we 
have called simply a manifold is referred to explicitly as a manifold with 
boundary, or sometimes bordered manifold. 

It can be shown that a connected I-manifold is diffeomorphic to either 
the circle SI = {(u,v) E R2 : u2 + v2 = I} or to an interval J c R. 
This is an elementary fact, but hardly trivial. The reader is invited to find 
a simple proof. A proof can be found in [9]. In particular, any compact 
connected I-manifold with empty boundary is diffeomorphic to the circle. 
There is also a classification of compact 2-manifolds with empty boundary; 
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any such surface which is orientable is diffeomorphic to the 2-sphere, with 
some number 9 ~ 0 of "handles" attached (attaching one handle to a 
sphere produces a torus, for example). Classification of manifolds of higher 
dimension is much more difficult (in general, imp088ible for dimension ~ 4) 
and is a lively area of research. 



12 
Multilinear Algebra 

12.1 Vectors and Tensors 

Throughout this chapter, V will denote a vector space of dimension n over 
the reals. 

12.1 Definition. We denote by V· the space ~(V. R) of all linear func­
t.ionals on V. The elements of V· are sometimes referred to as covectors. 

Thus, 0 E V· means that 0 : V --+ R, and o(av + bw) = ao(v) + bo(w) 
for every a, b E R and every v, w E V. The space V· is called the dual 
space, or conjugate space, of V; it is itself a vector space, with the natural 
operations of functions (to wit, (0 + ,BHv) = o(v) + ,B(v), etc.). 

When V = Rn, it is common practice to write the elements of V as 
column vectors (n x 1 matrices). Let ej be the jth standard basis vector, 
i.e., the column having 1 in the jth place and zeros elsewhere. Given any 
(} ERn. we put ai = o(ej), and find that for any x = L:xjej, we have 
(}(x) = L:xjo(ei) = L:ajxj • As we saw in Chapter 8, if we write the n­
tuple a = (ai) as a row vector (1 x n matrix), then o(x) is just the matrix 
product ax. Let ek denote the row vector with 1 in the kth place and 0 
dsewhere; we see that el , ... , en form a basis for Rn. and that ek(ej) = bj, 
where oj is the Kronecker delta, standing for 1 if j = k and for 0 if j i= k. 
We generalize this observation. 

12.2 Theorem. If (u I , ... , un) is a basis of V, then there exists a b&<;is 
(u l , ... , un) of V·, called the dual basis to (UI,"" un), with Uj(Uk) = b~. 
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Proof. Define the elements iiI, ... , iin of V' as follows: if x = 2:~ XjUj, 
then uk (x) = xk for k = 1, ... , n. Evidently, each iik is a well-defined lin­
ear function on V, and uk(Uj) = li1- Suppose that 2:ajuj = 0; then 
(2:ajUJ)(Uk) = 0, which gives ak = 0 for every k. Thus u1 , •.. ,u" 
are linearly independent. If a E V·, let aj = a( Uj)' and observe that 
a(x) = 2:xja(uJ) = 2:ajXj = (2:ajuj)(x) for every x E V, i.e., that 
a = 2:~ aju}. Thus (u l , ... ,un) span V·, and thus form a basis of V'. • 

12.3 Corollary. The spaces V and V· have the same dimension. 

12.4 Corollary. If x E V, and x i- 0, there exists a E V· such that 
o(x) i- O. 

12.5 Proposition. There is a natural isomorphism of V onto V". 

Proof. By "natural," we mean one that does not depend on the choice 
of a basis; the isomorphism of V and V· found above was obtained by 
first choosing a basis. For each x E V, define I(x) : V· -+ R by the 
rule I(x)(a) = o(x). That I(x) is a linear function on V· is simply the 
definition of addition and scalar multiplication in V'; thus I(x) E V". It's 
easy to see that I : V -+ V" is linear: 

I(ax + by)(o) = o(ax + by) = aa(x) + bo(y) = a/(x)(a) + bl(y)(a), 

so I(ax + by) = al(x) + bl(y). If I(x) = 0, then a(x) = 0 for every 
a E V', so x = 0 by the last corollary; thus, I is injective, and since 
dim V" = dim V by the previous corollary, I is also surjective, i.e., an 
isomorphism. • 

12.6 Corollary. If (aI, ... ,an) is a basis of V·, then there exists a basis 
(UI •... , un) of V such that aj(uk) = li~, i.e., such that a j = ui . 

12.7 Definition. Let r be a positive integer. Bya covariant tensor of rank 
r on V, we mean a map a : vr -+ R which is linear in each variable sepa­
rately. We denote the set of covariant tensors of rank r on V by the symbol 
Tr, or Tr (V') if there is more than one vector space under discussion. 

Thus, we ask that for each j, 1 ~ j ~ r, for any real t, and any set of 
vectors VI, ... Vj, vj ... , Vr , we have 

a(vI"",VJ +V~"",Vr) =a(VI, ... ,Vj, ... ,vr)+a(VI, ... ,vj, ... ,vr ) 

and 
a(VI,'" ,tVj, ... , Vr ) = ta(VI,"" v r ). 

We see that a covariant tensor of rank 1 is simply an element of V·. A 
covariant tensor of rank 2 is a bilinear function on V x V; an example of 
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such a tensor is an inner product on V, i.e., an element 'Y E T2 with the 
additional properties that 'Y(x,y) = 'Y(y,x) for all x,y E V, and 'Y(x, x) ~ 
0, equality holding only if x = O. 

There is also a notion of contmvariant tensor. In this book, we wiJI only 
consider covariant tensors, and wiJI often omit the adjective covariant. 

It is clear that Tr is a vector space, with the natural operations of func­
tions. There is also a multiplication of tensors, in a natural way. If 0 and 
,j Ilre dements of V', WI' ("lUI combine them to get a tensor of rank 2 a.~ 
follows: let 'Y( v, w) = o( v )Ii( w); we call 'Y the tensor product of 0 and Ii, 
and write 'Y = 0 ® /3. A similar construction is possible with tensors of any 
rank. 

12.8 Definition. 1£0 is Ii tensor of rank rand {3 is a tensor of rank s, we 
define their tensor product 0 ® /3 by the formula 

It is clear that 0 ® /3 is a tensor of rank r + s. It is quite obvious that 
the tensor product is associative, i.e., that (0 ® (3) ® 'Y = 0 ® (/3 ® 'Y) for 
any three tensors 0, /3, 'Y of any ranks. 

Another notation for the space T r of tensors of rank r is 

T r = V· 0··· ® V· .... , .. 
r times 

but this does not mean that every tensor of rank r is the product of r 
tensors of rank 1 (linear functionals). 

12.9 Theorem. 1£ (u I, ... , un) is a basis for V, then the set 

{ - 11 - jr . 1 < . < 1 < . < } U ®···®U . _JI _ n, ... , _Jr _ n (12.1) 

is a basis for Tr. In particular, the dimension of T r is nr. 

Proof. It is immediate from the definition of the tensor product that 

uJi ® ... ® \ijr(Uk" ... , Uk.) = 6t:~·:i:> 

where the multi-index Kronecker delta is defined by 

If f:h ... Jr are scalars such that 

if(h,·.·,jr) = (k1, ... ,kr ); 

otherwise. 

""' c· . uh .0. ••• .0. ujr = 0 ~ JI ... )r '<Y '<Y , 

it follows that ch ... jr = 0 for all it, ... , Jr. Thus the set of tensors (12.1) is 
linearly independent. 



272 12. Multilinear Algebra 

Let a be a tensor of rank r and define, for each r-tuple JI, ... ,jr, 

Then given any vectors VI"",Vr E V, we have, for j = l, ... ,r, an ex­
pansion Vj = L~=I vjuk, where vj = iik(Vj), from which multilinearity 
gives 

a(VI,"" v r ) = L vi'~2 ... vtra(uj" ... , UjJ 

= Lah"'}riih 0"'0iijr (VI,""Vr ), 

where the sums are taken over all possible r-tuples (jl, ... ,jr). This Hhows 
that the set (12.1) spans the space of tensors of rank r. • 

It is convenient to extend the concept of tensor to the case r = 0: a tensor 
of rank 0 will mean a scalar. Thus tensors of rank 0 form a space of dimen­
sion nO. The tensor product of a scalar with a tensor will be interpreted as 
the usual product. 

12.2 Alternating Tensors 

12.10 Definition. We say that a E Tr is alternating if a(vl, ... , v r ) = 0 
whenever there exist j to k such that v j = V k • 

We denote the set of all alternating tensors of rank r by the symbol Ar, 
or Ar(v*) if there is any chance of confusion with tensors defined on some 
other vector space. 

This definition allows every tensor of rank 0 or 1 to be classified as 
alternating. If a and /3 are tensors of rank 1 (i.e., elements of V*), the 
2-tensor a 0 /3 - /3 161 a is alternating. 

12.11 Proposition. If a EAr and 1 ~ j < k ~ r, then for all VI,.'" Vr , 
we have 

a(VI"'" Vj_l, Vk, Vj+I,"" Vk-I, Vj, Vk+I,.'" v r ) = -a(vl"'" vr ). 

Proof. It is obviously sufficient to establish the formula in the case r = 2. 
We have, using linearity in the second variable, 

a(v, w) = a(v, v) + a(v, w) = a(v, v + w), 

a(w, v) = a(w, v) + o(w, w) = o(w, v + w), 

and hence, by linearity in the first variable, 

o(V, w) + o(w, v) = o(v + w, v + w) = 0, 
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whence o:(v, w) = -o:(w, v). • 

We remark that if a tensor has the "antisymmetry" property described 
in Proposition 12.11, it is evidently alternating; for if x E R and x = -x, 
then x = O. If we were to consider vector spaces over a field of characteristic 
2, however, the properties would not be equivalent. 

12.12 Proposition. 1f 0: E Ar, and VI, ... , Vr are linearly dependent ele­
ments of V, then n (v I , ... , V r) = O. 

Proof. There exist scalars ('I, ... ,cr , not all 0, such that E;=I civj = O. 
Ld k = max{j : cl 'I OJ. If k = 1, then VI = 0, and the desired conclusion 
follows since n is multilinear. If k > 1, we can write Vk = E~:: blvj' where 
/,1 = - cJ / ck , and hence 

k-I 

O:(VI, ... , v r ) = O:(VI, .. ·, Vk-I, L fYv}' Vk+I,"" v r ) 
j=I 

since 0: is alternating. 

k-I 

= L fYO:(VI, ... , Vk-I, Vj, Vk+I,···, v r ) 

J=I 
= 0, 

12.13 Corollary. 1fr > n, then Ar = (0). 

• 
Proof. If r > n, any set of r vectors in V is linearly dependent. • 

Let Sr denote the set of permutations on r letters, i.e., the set of all 
one-one mappings of {I, 2, ... , r} onto itself. It is a familiar fact that Sr is 
a group with r! dements. 

12.14 Definition. Let a E Sr. We put 

e(a) = n sgn (a(k) - a(j»), 
j<k 

and call e( 0") the sign of 0". 

We recall that sgnx is the sign of x, i.e., 

sgn x = { ~/Ixl if x =/: 0; 
if x = O. 

12.15 Proposition. Suppose r E Sr is a transposition, i.e., there exist 
1 $ i < j $ r such that r(i) = j, r(j) = i, and r(k) = k IInless k = i or j. 
Then e(r) = -1. 
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Proof. We note that r(k) < r(l) whenever k < l, except in the cases where 
k = i and l :s j, or l = j and i :s k (or both); there are 2(j - i) + 1 such 
cases, so £(r) = (_1)2J-I = -1. I 

12.16 Proposition. For any a, r E Sr we have c:(ar) = £(a)£(r). 

Proof. We observe that 

( IT ((l7r)(k) - (I7rHj)) 
€ I7r) = sgn k _ . 

j<k J 

_ II (a(r(k») - a(r(j») r(k) - r(j») 
- sgn 

. T(k)-r(j) k-j }<k 

_ II (a(T(k») - a(T(j»)) II (r(k) - r(j») 
- sgn T(k) _ r( .) sgn k _ . 

}<k J j<k J 

= II (a(m) - a(l») II (r(k) - r(j») sgn m _ l sgn k _ . 
l<m j<k J 

= £(a)c:(r). 

which was to be proved. I 

Suppose a E Sr, and a r} ... rk, where each rj is a transposition. 
Then by Propositions 12.15 and 12.16, we have c:(a) = (_1)k. Now any 
permutation can be expressed as a product of transpositions, and in many 
different ways; according to what we have just observed, it always takes 
an even number, or it always takes an odd number. This is not an obvious 
fact. 

12.11 Definition. Let 0: be a tensor of rank T, and a E Sr. We define a 
new tensor 0'0: of rank T by the formula 

for all Vi •... , Vr E V. 

Evidently, the map 0: ..... 0'0: is a linear mapping of T r onto itself, for any 
a E Sr, and it is easy to see that O'To: = O'(To:) for any a, r E Sr. We can 
restate Proposition 12.11 above in the form: if 0: EAr, (r > 1), and r E Sr 
is a transposition, then To: = -0:. Hence, if a E Sr, and a = rl ... rk where 
each TJ is a transpOllition, we can conclude that 0'0: = (--1 )ko:. In other 
words: 

12.18 Proposition. If 0: is an alternating tensor, and a E Sr, then 0'0: = 
£(a)o:. 
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12.19 Definition. If 0 is a tensor of rank r, we define 

Ao = L e:(q) (70; 

(7ESr 

we call Ao the alternation of 0, and refer to A as the alternation operator. 

For instance, with V = R", if 0 = ei ® ek , then 

Ao(v, w) = n(v, w) - new, v) = vJwk -l,ktd, 

i.e., A(eJ ® ek ) = ei ® ek - ek ® ei. Similarly, we compute that 

A(e l '" e2 0 e:l)(u, v, w) = u 1v2W 3 - U 1v3w2 + u2V 3W l 

_U2V 1W 3 + U3 v 1W 2 _ u3 V 2W 1 , 

which is the 3 x 3 determinant made from the first three coordinates of u, 
v, and w. 

The next proposition sums up the basic properties of the alternation 
operator; up to a constant factor, it is a projection of Tr onto A r. 

12.20 Proposition. For any 0 E T r , and T E Sr, we have: 

(a) T(Ao) = e:(T)Ao; 

(b) Ao is an alternating tensor; 

(c) if 0 is alternating, then Ao = r!o; and 

Proof. For any 0 E Tr, T E Sr, we have 

T(Ao) = T ( L e(q) (70) = L e(T)e(ru) T(70 
(7ESr (7ESr 

= e(T) L e(q') (7'0 = e(T)Ao. 
(7'ESr 

Thus (a) is proved. We observed earlier that (a) implies (b). If 0 itself is 
alternating, then Ao = r! 0, since by Proposition 12.18 every one of the r! 
terms in the defining sum is equal to o. Finally, (d) is proved in exactly 
the same way as (a). I 

Notation. We will denote by a single capital letter a finite sequence (or­
dered r-tuple) of integers from {I, ... , n}; thus, I = (i}, ... , ir); we put 
III = r, the length 0/ I. We say that I is increasing if i 1 < i2 < ... < ir. 
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12.21 Definition. Let (UI, ... , un) be a basis for V. We put 

iiI = A(iiil ® ... ® iii r ), 

for each r-tuple I = (i l , ... , ir). 

12.22 Proposition. The set 

{iiI: III = r, I increasing} 

forms a basis for Ar(v*). 

(12.2) 

Proof. Observe that if I = (iI, ... , ir) and J = (jl, ... , ir) are increasing 
sequences, then 

iiI (uh, ... , uJJ = A(iiil ® ... ® iiir)(Uh' ... ' UjJ 

= L c:( U )iiil ® ... ® iiir (Uj"(Il' ... , Uj,,(r» 
uESr 

= O!" 

the Kronecker delta, and hence, using Proposition 12.20, that for any r­
tuples I and J, not necessarily increasing, 

- I( ) I U u ,I ,.··,Ujr =C:J, 

where c:~. the "Kronecker epsilon," is defined to be 0 unless the sequence I 
is a rearrangement of the sequence J, and to be c:(u), if the permutation u 
transforms I to J. It is now easy to see that the set (12.2) is linearly inde­
pendent, for if 0 = L c/ii/, then o( Ujl , ... , Ujr) = CJ, for each increasing 
J = (jl, ... , ir); it follows that 0 = 0 only if every CJ = O. Using The­
orem 12.9 and Proposition 12.20, we see that {iiI: all r-tuples I} spans 
Ar. By Proposition 12.20 (d), we see that iiI = 0 unless I contains no 
index twice, i.e., unless I is a permutation of an increasing r-tuple; for if 
0= iii with i j = ik for some i ~ k, then TO = 0 for a transposition r, so 
Aa = c:(r)Ao = -Ao. The same proposition shows that if 1= u(J), then 
iiI = c:(u)iiJ • Thus the set (12.2) spans Ar, and hence is a basis. • 

12.23 Corollary. The dimension of Ar is (~), for r = 0, ... , n. 

Proof. There is a one-to-one correspondence between increasing sequences 
of length r in {I, ... , n} and subsets of {I, ... ,n} with cardinality r; the 
number of such subsets is (~), so this is the dimension of Ar by the last 
proposition. • 

In particular, we see that An is one-dimensional, and is spanned by the 
alternating tensor iiI2·.·n . 
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12.3 The Exterior Product 

We next introduce a multiplication of alternating tensors; it is easy to see 
that the tensor product of alternating tensors is usually not alternating. 

12.24 Definition. If 0: E Ar and /3 E A", we define 

O:I\/3=A(~®~), r. s. 

so 0: 1\/3 E ArH. We refer to 0: 1\/3 as the exterior product or wedge product 
of 0: and fl. 

If r = ° or s = 0, we see that 0: 1\ /3 is just the usual product of a scalar 
and a tensor, since Ao: = r! 0:, A/3 = s! /3. We will soon see that the factors 
1/r! and lis! serve another useful purpose. 

12.25 Proposition. If 0: is a tensor such that Ao: = 0, then 

A(o: ® (3) = A(/3 ® 0:) = 0 

for every tensor /3. 

Proof. Let r be the rank of 0: and let s be the rank of /3. Let 

T = {r E Sr+1I : r(j) = j for j = r + 1, ... , r + s}, 

so T is a subgroup of Sr+II' isomorphic in an obvious way to Sr. Observe 
that for rET, T(o: ® (3) = To: ® /3. The left cosets of T partition Sr+II' so 
we may choose 0"1, ••• ,0"1' such that 

Then 

O"jTnO"IcT = 0 if j '" k and 

A(o: ® (3) = L e(O") 17(0: ® (3) 
17ESr+. 

l' 

l' 

Sr+1I = U O"jT. 
j=1 

= L L e(O"jr) 17jT(o: ® (3) 
j=1 rET 
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= t c((1j) "J ([ L c(r) TO] 0 (j) 
]=1 TESr 

p 

= LC((1j)"i(A00{j) = 0, 
j=1 

as was to be proved. 
To see that also A({j00) = 0, we observe that {j00 = "(00{j), where (1 is 

the permutation which sends (1, ... ,r+ s) to (r + 1, ... , r +s, 1, ... ,r), and 
recall that A "-y = c( (1 )A-y for any tensor -y of rank t and (1 E St (Proposition 
12.20); thus A(o 0 (j) = 0 implies that A({j 0 0) = o. • 

12.26 Corollary. Suppose that 0,0' are tensors of rank r such that Ao = 
Ao:'. Then A(o 0 (j) = A(o' 0 (j) for every tensor (j. 

Proof. We have A(o 0 (j) - A(o' 0 (j) = A((o - 0') 0 (j) = 0, since 
A(o - 0') = O. I 

12.21 Theorem. The exterior product is associative: for any 0 E Ar, 
{j E A·, and -y E At, we have 

111 
(0/\ (j) t'l"( = 0 /\ ({j /\ -y) = "1"1 ,A(o 0 (j 0 -y). 

r. s. t. 

Proof. Since 0 /\ {j is alternating, we have 

o/\{j 00{j 
A( )' =o/\{j=A-, -, ; r + s . r. s. 

it follows from the last corollary that 

( (o/\{j) -y) 
(0/\ (j) /\ -y = A ( )' 0, 

r + s. t. 

- A(00{j 0 2) 
- r!s! t! 

and, similarly, that 

( 0 (j0-Y) 
0/\ ({j /\ -y) = A "1 0 -, -, ' r. s. t. 

( 12.3) 

and since the tensor product is associative, the proof is complete. I 

The formula (12.3) above obviously extends to a product of any number 
of factors; in particular, we have 
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12.28 Proposition. 1£ 0: E Ar, {J E A a, then 0: A {J = (-1 t a {J A 0:. 

Proof. Let u be the permutation 

(1, ... , r + s) ....... (r + 1, ... ,r + s, 1, ... ,r) 

so that {J ® 0: = "(0: ® {J). It is easy to calculate that e(U) = (-Ita, and 
from Proposition 12.20 we deduce that {J A 0: = e(U)O: A {J. • 

12.29 Proposition. A finite subset {o: I, ... , o:r} of V· is linearly inde­
pendent if and only if 0:1 A ... A o:r =F O. 

Proof. SUPPolle thill. fr I, ... ,{\,r Ilr(' lin('arly d(!pmldl'llt. If {\'I = 0, it. is 
obvious that 0: 1 A· . ·Ao:r = O. If Oi = o:j for some i < j, then 0 1 A·· ·Aor = 0 
by the last proposition and associativity. If 0 1 i= 0, there is some k, 1 < 
k ~ r, such that ok is a linear combination of 0 1, ... ,ok-I. Then 

(
k-I ) I k I k-I . o A··· A 0 = 0 A··· /\ 0 /\ L cjoJ 
1=1 

k-I 
~ I k I . = L...J CjO /\ .•• A 0 - A oJ = O. 
j=l 

Next suppose that 0 1, .•• , or are linearly independent. Then they can 
be extended to a basis of V·, and so, by Proposition 12.2, there exists a 
basis VI,'" ,Vn of V such that oj = vj for j = 1, ... ,r. But then 

• 
12.30 Example. Let 1111 IICC what all this algebra lookll like whcn V 
R3. The spaces Al and A2 are both three-dimensional; Al = V· can be 
identified with R3 viewed as row vectors, and A2 has as a basis the set 
1/1 = e2 A e3 , 1/2 = e3 A e1, and 1/3 = el /\ e2 • We calculate easily that if v 
and ware elements of A I, then the components of v A w in terms of the 
basis 1/1 , 1/2 , 1/3 form a row vector which coincides with the familiar cross 
product of the row vectors v, W. We calculate also that if vj (j = 1,2,3) 
are any three row vectors, then 

Vi /\ v2 A v3 = L vlv;v~eijk 
i,j,k 

= (detvj)e I23 , 

in other words, that the ext.erior product of three row vectors correspo'lds 
to the triple scalar product of the vectors. 
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12.4 Change of Coordinates 

12.31 Definition. Let Wand V be finite-dimensional Vf.'CtOf spaces. Ilnd 
let A : W -+ V be a linear transformation. The adjoint of A is the linear 
map A· ofTr(V·) into r(w·) defined by 

(A·a)(wl, ... , w r ) = a(Awl, ... , Awr ) 

fOf every a E Tr(v*) and all WI, ... , Wr E W. 

Suppose that Xl! ... , Xn is a basis for V, that YI, ... , Y m is a basis for 
W, and that AYj = L~=l a~xk (i.e., that (a~) is the matrix of A with 
respect to the given bases.) Let us calculate the matrix of A· with respect 
to the induced bases for the spaces of tensors over v· and w·. 

Let us take first the case r = 1. Suppose a E V* and Ck = a(xk), so 
a = L~=l Ckxk. We can write A·a = L;:l djyj. Our object is to express 
the coefficients dj in terms of the coefficients Ck. Suppose W E W. Writing 
W = L;:l1L.JYj. we have 

m 

(A*a)(w) = a(Aw) = L wia(AYj) 
j=l 

j=lk=l j=lk=l 

in other words, dJ = L~=l a~ck for j = I, ... , m. 
The case of general r is just as easy to calculate, although the notation 

gets a little thick. Suppose now that a is a tensor of rank r, and that 

i1,· .. ,I,. 

We want to find the coefficients dil .. -i, in the expression 

A·a = L dil···j,yil ® ... ® yj, 
j1,···,j,. 

in terms of the coefficients C;1 ... i ,. To this end, let WI, ... , Wr E W, and 
write 

m 

Wj = LW~Yk (j = I, ... ,r) 
k=l 

so that 
m " m 

AWj = LwJAYk = LLwJa~xi' 
k=l i=lk=l 
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and hence 

""' r. . ai' ... air W k , ••. wk. 
~ '"11"'lr "1 kr 1 r , 

which expresses that 

A• ~ = ""' d y-k, .0. .0. y-k. ... L..." k,···k. '<Y ••• '<Y , 

k,., ".k. 

where 
(12.4) 

il,···,i r 

the formula we were after. 

Calculations such as we have just made would look cleaner, or at 
least would use less ink, if we adopted the Einstein summation 
convention: if the same index occurs as both a subscript and 
superscript in a monomial, summation over all values of that 
index is understood. Thus the transformation law we have just 
obtained for the components of covariant r-tensors would be 
written simply 

using the summation convention. 

Let us next calculate the transformation rules for alternating tensors. If 
Q E Ar(v·), we can write 

where the primes indicate summation over (strictly) increasing r-tuples. 
We want to express the coefficients dJ in terms of the C/. Since A·a = 
E' c/A·xJ, and 

A·;cI = A·(A(xi , ® ... ®xir )) 

= A(A·(xi, ® ... ® Xi.)) 

= A( L a;~ ... a~~yj, ® ... ® yjr) 
J 

= """ ""' e(u)ai,1 ... ai,r y-j, 1\ ... 1\ y-}r L..." L..." 1.(1) 1.(.) , 

J aES. 



282 12. t-Iultilinear Algebra 

we conclude that dJ = L:~ C/~~' where 

~I = '"' e(a)ai1 ... air 
.J ~ Jo(l) J,,(q' 

(TESr 

in other words, ~~ is the determinant of the r x r matrix formed from 
the rows numbered il,' .. ,ir and the columns numbered iI, ... , jr of the 
matrix (a ~ ). Especially interesting to us is the case m = n = r; t he spaces 
An(v·) and An(w·) are one-dimensional, and the action of A· is simply 
multiplication by det(aj). Some authors define the determinant of a linear 
transformation A : V ....... V as the adjoint map A· restricted to A"(V·). 

The most important special case of all these transformation formulas is 
probably the case where W = V and A is the identity transformation. Then 
the formulas we have derived are those which express the components of 
a given tensor with respect to a new basis in terms of the old components 
and the matrix effecting the change of basis. 

12.5 Exercises 

1. 'Which of the following functions on R4 x R4 is a tensor? 

(a) o(x, y) = xlyl + x 2y J + x4yl. 

(b) o(x,y) = (x. y)2. 

(c) o(x,y) = Xl + x 2 + X3y 3 + x4y4. 

2. Explain how an inner product on the n-dimensional vector space V gives 
rise to an isomorphism of V with V·. Use this to associate with any inner 
product '"'( on V, in a natural wayan inner product l' on V·. 

3. Let V be an n-dimensional vector space with an inner product '"'(. Let 
VI •... , Vn be a basis of V, let vI, ... , v n be the associated dual basis, and 
let T be the isomorphism of V onto v· that the inner product gives rise to. 
Let g}/r = '"'((Vj. Vk) and let gjk = i'(vj , vk). Show that (gjk) is the matrix 
of T with respect to the given bases, and that (glk) is the inverse matrix 
to (gjk). 

4. Compute c( a) when a is the element of S5 defined by 

a(j)=2j+1 (mod 5) (1$j$5). 

How many terms are there in the product defining e(a)? Express a as the 
product of transpositions, as economically as you can. 

5. A tensor 0 of rank r is called symmetric if (To = 0 for every a E Sr. 
Show that the set of all symmetric tensors of rank r forms a subspace of 
Tr, and find its dimension. 
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6. Let n be the tensor of rank 3 on R4 defined by 

n(x, y, z) = x2 y2 Z4 + X 3 y l Z2. 

Find An, and express in terms of the standard basis el (III = 3) for A3. 

7. Show that if Q E A I, then Q A Q = O. Give an example of Q E A2 such 
that nAn 1= O. 

H. Show that I'vl'ry covariant h'nsor n has 1\ unique ('xpres.o.;ion of the form 
n = {j + "1, where (3 is alternating and A'Y = O. 

9. An alternating r-tensor n is called elementary, or an r-covector, if there 
exist VI, ... ,vr in VO such that 

(12.5) 

According to Proposition 12.29 such an Q 1= 0 if and only if VI, ... , vr are 
linearly independent. If Q 1= 0 has the form (12.5), define 

W,. = {x E V: vj(x) = 0, j = 1, ... ,r}. 

Show that Wo is a subspace of V, and that it depends only on Q, and not 
on the particular rcprpscntation (12.5). Show that W .. = W{1 if and only if 
there exists a nonzero constant c such that Q = c/3. 

10. Let w be a nonzl'ro e\l'mrmt. of An. Show that for each nEAr, n 1= 0, 
there exists fl E A',-r such that Q A fl = w. Is;J unique'! 

11. Define an inner product on Ar = Ar(Rno) by decreeing that the stan­
dard basis elements el form an orthonormal set. Show that for each r, 
o ~ r ~ n, there is a linear map w ........ *w of Ar onto An-r with the 
properties: 

(a) I * wi = Iwl for every wEAr; 

(b) w A *w = IwI 2eI2 ... n; and 

(c) * * w = (_1)r(n-r)w for all w. 

Here we use the usual notation: Iwl 2 = (w, w). 

12,6 Notes 

Multilinear algebra seems to have begun in the middle of the nineteenth 
century in the work of Grassman and Mobius. Grassman introduced the 
exterior product for multivectors. His work rf'mained obscure for many 
years, but the algebra of alternating multilinear forms (the direct sum of 
all the Ak) is called the Grassman algebra today, a term first introduced by 
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E. Cartan in the 19208. The theory of tensors, covariant and contravariant, 
developed gradually in the latter part of the century; it was systematized 
and popularized most notably by Ricci and Levi-Civita in their work on 
differential geometry at the turn of the century and later. The position of 
Gr888man's multivectors as alternating tensors became clear only gradually. 



13 
Differential Forms 

Having studied tensors and alternating tensors from the purely algebraic 
point of view, we now consider functions whose values are tensors, or es­
pecially, alternating tensors. These are called tensor fields, and alternating 
tensor fields are called differential forms. They have many applications in 
geometry and analysis, as well as physics. 

13.1 Tensor Fields 

13.1 Definition. Let U be an open subset of Rn. A vector field in U is 
a map of U into Rn; a tensor field of rank r is a map of U into Tr(Rn*). 
A differential form of degree r (or briefly, r-form) in U is a map W of U 
into Ar(Rn*); in other words, a tensor field of rank r which is alternating 
at each point. 

Thus, if w is a differential form of degreE! r in U, then w : p 1-+ wP' where 
wp is an alternating r-linear function on Rn. In particular, a tensor field of 
rank 0, or differential form of degree 0 in U, is simply a real-valued function 
on U. A tensor field w of rank 1. or differential form of rank 1, is simply a 
covector field: it assigns to each point p E U a linear function wp on R n • 
which may be identified with a row vector of length n. 

13.2 Definition. Let w be a tensor field of rank r ill U. We say that w is 
of class C k if the real-valued function p 1-+ WP(Vi •... ,vr ) is of class C k ,or 
every Vi,"" Vr ERn. 
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Notation. Recall that Xl denotes the jth coordinate function on Rn; thus, 
xJ ( ai, ... , an) = a;. If I is a differentiable real-valued function on U, then 
dIp is a linear mapping of Rn to R, for each p E U, given by 

n 

d/p(h l , •.. , hn) = l)D;f)(p)h;, 
;=1 

so df is a I-form in U; if I is of class C k , then dl is a I-form of class Ck-I. 

We observe also that dx~ (h I, ... , h n) = h;, or in other words, dxJ is a 
constant mapping of U into R no: it assigns to each pER n the element Ell 
of the basis dual to the natural basis el, ... ,en of Rn. Thus if w is any 1-
form in U, then w can be exprl!8fled uniquely in the form w = L:;" 1 I) dx} • 
where the h are real-valued functions in U. Since, as we saw in the last 
chapter. the alternating tensors i/, with I an increasing r-tuple, form a 
basis of Ar (Rn.). we see that if w is an r-form in U, then w can be uniquely 
expressed in the form 

w = L'aldx1 , 

1 

where the prime indicates that the sum is over all increasing r-tuples I = 
(ill ... , ir ), each al is a real-valued function on U, and dx1 = dX i1 1\ ... 1\ 

dx'r. It is easy to see that w is of class C k if and only if each function al 
is of class C k • 

In particular, if I is a differentiable function, we have the formula 

It will be convenient for us to consider mainly functions and forms of 
class Coo; as before, such functions or forms will be called smooth. 

Notation. We denote the space of all smooth r-forms in the open set U of 
Rn by nr(U). 

13.2 The Calculus of Forms 

The algebraic operations on alternating tensors naturally give rise to the 
analogous operations on forms; thus, if w is an r-form in U, and I is a real­
valued function in U, then Iw is the r-form defined by (fw)p = I(p)wp; if 
wand" are r-forms, then w + TJ is again an r-form, defined by (w + TJ)p = 
wp + TIp; if w is an r-form, and TJ is an 8-form, then w 1\ TJ is the (r + 8 )-form 
defined by (w 1\ TJ)p = wp 1\ TJp. The algebraic operations on smooth forms 
result in smooth forms, obviously. Our next definition extends the mapping 
I ..... df of n°(U) into Ol(U). 
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13.3 Definition. Let w = E' al dx l be a smooth r-form in U. We define 
the (r + 1 )-form d;..v by 

d;..v = L:' (da/) /\ dx l 

1 

and call it the exterior differential of w. 

13.4 Proposition. The exterior differential has the following properties: 

(a) d is a linear map ofW(U) into W+l(U); 

(b) ifw E !Y(U) and 17 E {la(U), then 

d(w /\ 1/) = d;..v /\ 1/ + (-1 r w /\ d17; 

(c) for any wE W(U), d(d;..v) = o. 
Proof. The linearity of d is quite obvious. We prove (b) first for the case 
r = s = 0: if a and b are smooth functions in U, then 

j j 

which is (b) for this case (recall that the wedge product when one factor is 
of rank 0 is taken to be the ordinary product by a scalar). Now, in general, 
if w = E' al dx l E {lr(u), and 17 = E' bJ dxJ E {l8(U), we have 

d(w /\ 17) = d( (L:' al dx l ) /\ (L:' bJ dxJ ) ) 
1 J 

= L:' L:' d(albJ dx l /\ dxJ) 
1 J 

(using the linearity of d), and for each I, J we have 

d(albJ dx l /\ dxJ) = d(albJ) /\ dxl /\ dxJ 

= (bJ 001 + al dbJ) /\ dxl /\ dxJ 

= bJ dal /\ dxl /\ dxJ + al dbJ /\ dxl /\ dxJ 

= (001 /\ dxl ) /\ (bJ dxJ) 

+( -lnal dx / ) /\ (dbJ /\ dxJ ), 

where we used Proposition 12.28 for the last equality, which gives (b). 
Assertion (c) essentially is a formulation of the equality of mixed partial 

derivatives. If f is a smooth function, then 

d(df) = d(t.(Dkf) dxk) = t. d(Dkf) /\ dxk 

= t(tVj(Dkf)dxi) /\dxk 
k=1 j=1 
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thus establishing (c) for the case r = o. In the general case, we have 

from (b); but d(dar) = 0 as we have just seen, and d(dx I ) = 0 by the 
definition of d. It follows that d(dw) = 0 for any smooth w. I 

13.3 Forms and Vector Fields 

Since An(Rn.) is one-dimensional, to each n-form on U we can associate 
a real-valued function on U. Since An-l(Rn.), as well as AI(R"·) = R"·, 
is a space of dimension n, to each (n - 1) form on U, as well as to each 
I-form on U, we can associate a vector field on U. We next spell out such 
a correspondence, and relate it to the differential operator d. 

13.5 Definition. Let Wo = dx 1 1\ ... 1\ dxn; for each j, 1 :5 j :5 n, we put 

rr = (-I)j dx l 1\ ... 1\ cJ,x1-1 1\ dx1+l 1\ ... 1\ dxn. 

The mysterious factor ( -I)j can be justified by the relation dx j 1\ rf = wo, 
for each j, I :5 j :5 n. We note that dx j 1\ 17k = 0 if j i= k. 

Every wE on(u) can be uniquely expressed in the form w = gwo, where 
9 is a smooth function on U. We denote 9 by ~(w). Every wE on-leu) 
can be uniquely expressed in the form w = 2:;=1 gjrf, where each g} is a 
smooth function on U. Let us then define the map ~ of on-leU) to the 
space r of smooth vector fields on U by ~(w) = (g), . .. , gn). Similarly for 
I-fonns: if w = 2:~ gj dxj , let ~(w) be the vector field (gl, ... , gn). The 
correspondence ~ lets us interpret the differentiation operator in terms of 
vector fields. For instance, if w = 2:~ gj ~, then 

In vector analysis, one defines the gradient of the function 9 to be the 
vector field 

gradg = (Dig, ... , Dng), 

and the divergence of the vector field g = (gl, ... , gn) to be the function 

n 

divg = LDjgj ; 

j=l 
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thus we have 
cI>(dg) = gradg, cI>(dw) = divcl>(w) 

for smooth functions 9 and smooth (n - I)-forms w. We summarize in the 
diagrams: 

grad 
---+ 

nn-l 

In the special case n = 3, the mapping d : n 1 (U) ~ n2(U) can also be 
interpreted in terms of vector fields. If w = L~ gk dxk , then 

3 ( 3 ) 
dw = ~ f;(D]gk)dx1 I\dxk = ~(Dj9k - Dk9j)dx1l\dxk 

= (D2g3 - D3 g2)dx2 l\dx3 - (D 1g3 - D3gd dx1 1\dx3 

+ (D1g2 - D29d dx 1 1\ dx2; 

thus, we see that when w is a smooth I-form in R3, we have 

cI>(dw) = curl cI>(w) , 

w here the curl of a vector field g = (gl, 92, 93) in R3 is defined by 

(sometimes denoted by Rot g)o The diagram for n = 3 is thus 

Other notations use the vector operator "nabla" 

using this symbol, we can write 

grad 9 = 'i/9, divg = 'i/o g, curlg = 'i/ x g, 

where the 0 is the formal dot product or inner product, and x refers to the 
cross product of vectors in R3; in our terminology, 
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13.4 Induced Mappings 

Suppose now that V is an open set in R m, that U is an open set in R" , and 
that r is a smooth map of V into U. Then r induces a map f* : ~"}T(U) -+ 

nr(v), as follows: 

In other words, f* is obtained by putting together the adjoint maps [f'(p)]* 
of Ar(R"*) -+ Ar(Rm*) induced by the linear maps f'(p) of R" -+ Rm at 
each point p of V (see Definition 12.31). 

Let us calculate the meaning of f* in terms of coordinates. Note that 

(fO dxf)p(vJ, ... , v r ) = dx l (f'(p)vJ, ... ,f'(p )vr) 

= (dr' /\ ... /\ dlir)p(vl, ... ,vr ), 

since f'(p)v is the vector with coordinates d/~(v), ... , dl;(v). It follows 
that 

r* (E' CI dx l ) = E' (C[ 0 f) dl l , 

I I 

(13.1 ) 

where we write dl l for dr' /\ ... /\ dJir when 1= (iJ, ... , ir)' Consider, in 
particular, the special case r = n = m. Now dr = Lj(Dir) dxi , so 

df /\ ... /\ df" = ,,--. dXl' /\ ... /\ ,,--. dxln 1 (" all . ) (" al" .) 
~ ax}' ~ axln 
;'=1 i"=1 

all ar 
= " (0') -_ ... -- dx 1 /\ ••• /\ dx" 
~ axa(l) axa(n) 

aESn 

(ali) I· = det -. dx /\ ... /\ dx" 
ax} 

= (detf')dx l /\ ... /\ dx", 

so that in view of (13.1) we have 

co (w) = (det C')w 0 C = Jr w 0 C, 

a formula which will be basic. 

13.6 Proposition. The map C* is linear, and satisfies: 

(a) r*(w /\ 1]) = (COw) /\ (C*1]) for any wE nr(u), 1] E n6(U); and 

(b) f*(dw) = d(COw) for any wE nr(u). 

( 13.2) 
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Proof. If A : V -+ W is a linear map of vector spaces, the induced map 
AO of tensors is linear, and preserves the tensor product (and hence the 
wedge product on alternating tensors); this establishes the linearity of fO, 
and assertion (a). But to verify (b) we only need to observe that d(dJiI 1\ 

... 1\ df'r) = 0 by Proposition 13.4, that (b) holds when w is a O-form by 
the chain rule, and use the formula (13.1) above for fOw. • 

The next proposition follows easily from the definition, and the chain 
rule. We omit the proof. 

13.7 Proposition. If f : V -+ U and g : W -+ V are smooth, where U, V, 
and W are open sets in Rn , Rm , and RI, respectively, then (fog)" = gO ofo. 

13.5 Closed and Exact Forms 

13.8 Definition. Let w E fY(U). We say that w is closed if dw = O. We 
say that w is exact if there exists TJ E nr-I(U) such that w = dTJ. 

Proposition 13.4 shows that the closed r-forms make up a subspace n~ of 
the vector space nr(u), and that the exact r-forms constitute a subspace 
n~ = d( nr -I) of n~. The quotient space n~ /n~ is called the de Rham 
cohomology group of U. We will not discuss this topic beyond giving the 
following fundamental theorem, known as Poincare's lemma. 

13.9 Theorem. Let U be a convex open set in Rn, and let r be a positive 
integer. Then every closed r-form in U is exact; in other words, if w E nr (U) 
and dw = 0, then there exists TJ E nr-I(u) such that dTJ = w. 

Proof. Fix a point Xo E U. Let 

U = {(x, t) E R n +1 : tx + (1 - t)Xo E U}. 

Then if is an open set, since U is open, and U :::> U x [0,1], since U is 
convex. We begin by constructing a map:J : nr+I(U) -+ nr(u) as follows: 
each W E nr +1 (U) has a unique expression in the form 

w = 2:'aldxl + 2: 'bJdxJ I\dxn+l, (13.3) 
1/1=r+1 IJI=r 

where the primes indicate that the sums are taken over all increasing in­
dices, and I, J are from {l, ... ,n}. We put 
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Because U ::> U x [0,11, the integrals involved are well-defined, and are 
smooth functions on U, 8O:JW E nr(u). We note that 

d(:Jw) = ~'~ ( Dj 11 bJ(-' t) dt)c.txi /\ dxJ 

= ~'~(11(DjbJ)(.,t)dt)c.txi /\dxJ , (13.4) 

the interchange of differentiation and integration being justified by the 
bounded (even uniform) convergence of the difference quotients to the 
derivative. On the other hand, if wE nr(U), then 

:J(dW) = :J(~'dal /\dxl 

+ L'dbJ /\ dxJ /\ dxn+1) 

J 

=:J( L' (Dn+1al)dxn+l /\ dxl 
I 

+ L' t,(DjbJ)c.txi /\ dxJ /\ dxn+l) 
J j=l 

= (-lt~' (11 
(Dn+lal)(-,t) dt)dxl 

+ ~'~(11 (DjbJ)(-, t)dt)c.txi /\ dxJ 

= (-It L'[al(-, 1) - al(-, O)ldxl + d(:Jw) , (13.5) 
I 

where we have used the fundamental theorem of calculus and equation 
(13.4) above. Define the maps 9i : U -+ U (i = 0, 1) by 9i(X) = (x,i); then 
9i(dxi ) = dxi for 1 :S j :S n, and 9i(dxn+1) = 0, 80 9:w = L:~(al 0 9i)dxl , 
if w has the form of (13.3) above. Thus equation (13.5) can be rewritten as 

:J(dW) = d(:Jw) + (-ltfgiw - 90wl. (13.6) 

Now let F : U -+ U be defined by F(x, t) = tx+ (1- t)Xo, 80 F* : nr(u) -+ 

nr(U). Given wE W(U) with dw = 0, set w = F*w and 11 = (-ly-1:Jw. 
By equation (13.6) above, 

d11 = ±:J(dW) + 9iw - 90w. (13.7) 

Since dW = d(F*w) = F*(dw) = 0, and since g:w = g: F*w = (FogitW, we 
see that giw = w (since Fog1 is the identity map of U) and gow = 0 (since 
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Fogo is the constant map x 1-+ Xo). Hence we conclude from equation 
(13.7) that d." = w. I 

13.6 Tensor Fields on Manifolds 

Let M be a k-manifold in Rn. Bya tensor field of rank r, or a differential 
form of degree r, on M we mean a function w which assigns to each p E M 
an element wp of r(T;(M»), or respectively, of Ar(T;(M)). We say w is 
smooth if for every local coordinate 0: for M the induced tensor field (or 
differential form) o·Cw) is smooth in v, •. We denote by or = W(M) the 
set of all smooth r-forms on M. It is clear that or is a vector space, and 
the wedge product w /\ ." E or+a whenever w E or and ." E oa. 

Let us observe that to check smoothness, it suffices to verify that for 
every p EM there exists a local coordinate 0: with p E Uo such that o:·Cw) 
is smooth; for if (3 is another local coordinate with p E Up, then (3 = o:o!.poP 
in VoP, where !.poP is a diffeomorphism of VoP onto Vpa , so (3. = !.p~po:o, 

and thus (3·(w) is smooth if and only if o:O(w) is smooth. 
Let 0: be a local coordinate for M and let y = 0:- 1, so Y = (yl, ... ,yk) is 

a smooth mapping of Uo to Vo. Since yoo: is the identity map of Vo, dyodo: 
is the identity map of Rk, so dyi(o:'(t)ej) = 6; for i,j = 1, ... , k. That is, 
dy~, ... ,dy~ form a basis of T; (M), dual to the basis 0:' (t )e l , ... ,0:' (t )ek 
for Tp(M) (here, p = o:(t». Thus, every r-form win Uo can be expressed 
in the form w = 2:' CI dyl, where the sum is over all increasing r-tuples 
I = C iI, ... , i r ), each C I is a real function in U 0, and dyl is the abbreviation 
for dyi. /\ dyi~ /\ ... /\ dyir. It is clear that w is smooth if and only if each 
CI is a smooth function; indeed, o:O(w) = 2:'Ccl 00:) dt l /\ .•• /\ dtk in Vo. 
We define dw by putting it equal in Uo to 2:' dCI 1\ dyl; the verification 
that the resulting (r + I)-form is independent of the choice of 0: is routine, 
and will be omitted. The notions of closed and exact forms are applicable 
to forms on manifolds. Let us call a coordinate patch Uo on M convex if 
the corresponding Vo is convex. We see from the Poincare lemma that if w 
is a closed form on M, then the restriction of w to any convex coordinate 
patch is exact; this fact can be phrased as: closed forms are locally exact. 

13.10 Example. Besides differential forms, other tensor fields on mani­
folds are of interest. We mention here only one kind of example. A Rie­
mannian structure on the manifold M is a smooth tensor field 'Y of rank 
2 on M such that "Yp is an inner product on Tp(M) for each p E M. Any 
smooth tensor field of rank 2 can be expressed in local coordinates in the 
form "Y = 2: gij dyi ® dyi, where each gij is a smooth function in the. coor­
dinate patch Uo ; "Y gives an inner product at each point if and only if the 
matrix (gij) is symmetric and positive definite at each point. We note that 
gijCP) = "Y(o:'(t)ei,o:'(t)ej), where p = o:(t). If "Y is the natural llieman-
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nian structure, i.e., the restriction to Tp(M) of the usual inner product on 
R", we see that 

where a = (0 1 .... , on). 

13.7 Integration of Forms in Rn 

If U is an open set in R"', each w E on (U) can be, as we have remarked 
earlier, expressed uniquely in the form w = 9 dx1 /\ dx2 /\ ... /\ dxn , where 
9 is a smooth function in U; so it seems that talking about n-forms in U 
is an unnecessarily complicated way of talking about functions in U. The 
advantage of forms over functions appears only when we consider coordi­
nate systems other than the usual rectangular coordinates; it appears in 
the context of integration. 

13.11 Definition. Let w be an n-form in the open set U C Rn, so w = 
gdx 1 /\ .• ·/\dxn = gwo; let A be a measurable subset ofU. We define fA w 
to be fAg dm, where m is Lebesgue measure on R n, provided this integral 
exists. 

Thus, for instance, f K W is well-defined whenever w is continuous and K 
is a compact subset of U. 

13.12 Lemma. Let U and V be open sets in Rn, and let r.p be a one-one 
smooth mapping of U onto V, such that det r.p' > 0 everywhere on U . Then 
for every continuous n-form won V, and every compact subset K ofU, we 
have 

1 w = f r.p°w. 
op(K) iK 

Proof. If w = 9 dx 1 /\ ••• /\ dxn , then 

r.p°w = (g 0 r.p) dr.pl /\ ... /\ dr.pn = (g 0 r.p) (det r.p/) dx 1 /\ ... 1\ dxn 

by formula (13.2) above, so the lemma is just a restatement of the change 
of variables formula (Theorem 10.46) from Chapter 10: 

/, 9 dm = f (g 0 r.p) I det r.p/l dm, 
f(K) iK 

since the Jacobian of r.p, det r.p/, is assumed positive. I 

In the next chapter, we will develop integration of forms over manifolds, 
based on this lemma. 
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13.8 Exercises 

1. Characterize the smooth functions f on Rn with the property dx 1 1\df = 
O. 

2. Let 9 h(~ a smooth function in the open set U eRn. Characterize the 
smooth functions f in U with the property df 1\ dg = O. 

:t Find the exterior differential of: 

(a) Xl dx l + x 2 dx2 + ... xn dxn; 

(b) x 2 dx l - xl dx2 ; 

( C) x dy 1\ dz + y dz 1\ dx + z dx 1\ dy; 

(d) f(x, y) dx. 

4. Show that if wand TJ are closed forms, then so is w 1\ TJ. Show that if w 
is closed and TJ is exact, then w 1\ TJ is exact. 

5. Suppose that w E 0 1 (U). Show that if there exists a function f, smooth 
and never zero in U, such that fw is closed, then w 1\ dJ..J = O. [Such an f 
is called an integrating factor for w.] 

6. Show that a closed O-form in a connected open set U C Rn must be a 
constant function. Conclude that if TJ is an exact I-form, and P E U, that 
there exists a unique function 9 such that dg = TJ and g(p) = O. 

7. Let U = R2\{0}, and consider the following elements of OI(U): 

xdx + ydy 
w = ---=----=-_::_=_ 

x2 + y2 ' 
xdy - ydx 

1/ = x 2 + y2 . 

Show that wand TJ are closed, that w is exact, and that TJ is not exact. 

8. Translate the formula d( dJ..J) = 0 and the Poincare lemma into theorems 
about vector fields in R3. 

9. Let w be a smooth k-form in the open set U C Rn. Suppose that 
vo, ... , Vk E Rn, and define the smooth functions f and g} (j = 0, ... , k) 
in U by 

and 
gj(p) = wp(vo, ... , V"j, ... , Vk), 

where the hat indicates that the vector with index j is to be omitted. Show 
that 

k 

f(p) = L(-l)jVgj(p) ·Vj. 

j=O 
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10. Let w be the 2-form on R3 given by 

w = x dy 1\ dz + y dz 1\ dx + z dx 1\ dy, 

and let f be the mapping of R2 into R3 defined by 

f(u,v) = (sinuC08v,sinusinv,cosu). 

Calculate f·(w), and then calculate fD f·(w), where 

D = {( u, v) : 0 :5 u :5 71", 0:5 v :5 271"}. 

13.9 Notes 

While Grassman's work of 1844 used his new algebra to study geometry 
(the first geometry of higher dimensions), and Cayley, in the same period, 
used his more accessible algebra for similar purposes, the theory of ten­
sor fields began with Riemann's general theory of manifolds (1854), and 
W88 developed by Beltrami and Christoffel in the following decades. The 
fonnalism of tensors (originally called the "absolute differential calculus") 
is due to Ricci, and was developed by Ricci and his student Levi-Civita. 
The name "tensor calculus" is apparently due to Einstein, whose general 
theory of relativity made tensor calculus famous allover town. The use of 
differential forms as a fundamental concept of differential geometry is due 
to Elie Cartan, in our century. 



14 
Integration on Manifolds 

In this chapter, we define the integral of a k-form over a compact ori­
ented k-manifold, and prove the important generalized Stokes' theorem, 
which can be regarded as a far-reaching generalization of the fundamen­
tal theorem of calculus. We also define the integral of a function over a 
(not necessarily oriented) manifold, and describe the integral of a form in 
terms of the integral of a function. The classical theorems of vector analysis 
(Green's theorem, divergence theorem, Stokes' theorem) appear as special 
cases of the general Stokes' theorem. Applications are made to topology 
(the Brouwer fixed point theorem) and to the study of harmonic functions 
(the mean value property, the maximum principle, Liouville's theorem, and 
the Dirichlet principle). 

14.1 Partitions of Unity 

We begin by constructing a very useful gadget, the purpose of which is to 
help us pass from the local to the global. 

14.1 Theorem. Let {Uo}oEA be a collection of open sets in Rn and let 
U = UoEA Uo. There exists a sequence {tPj}~l of real-valued functions 
with the following properties: 

(a) each tPj E coo(Rn), IlIId vanishes outside a compact subset ofUo , for 
some a = a(j) E A; . 
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(b) for each compact subset K of V, rPj = 0 on K for all bllt finitely 
many j; and 

(c) for each j, 0 $ rPj $ I, and Lj rPj = 1. 

Proof. We carry out the proof with a sequence of lemmas. 

14.2 Lemma. For any open set VeRn, there exists a sequellce of com­
pact sets (K;);';l such that K; C int Ki+l for every i and U::l K; = V. 

Proof. Let K; be the set of all points p satisfying the two eonditiom;: 
B(p,l/i) C V and Ipi $ i. The verification that (K;) has the desired 
properties is easy. • 

14.3 Lemma. There exists a sefluerlce (~)'t= 1 of open balls, such tJlat: 

(a)V=UjV,; 

(b) for each j, there is some a E A such that V} c V,,; and 

(c) for each compact K C V, K n \.'J = 0 for all but finitely many j. 

Proof. Let (K j ) be the sequence of Lemma 14.2. Let ['0 = Kl and let 
L. = KO+l \int K; for i ~ 1; thus V = U; L i , and L; n K i - 1 = 0. For each 
pEL" there existli an a E A with p E Va' Since U'" and K~:~ I are open, 
there E!xists " > 0 such that the open ball Vp = B(p,6) satisfies V p C Vn 
and Vp n K i - I = 0. Since L; is compact, we can choose a finite set F. such 
that L, C UPEF. \'-'p' Then {Vp : p E U::'O F, } is a countable collection of 
open balls, which may be enumerated as (\.'J) ~ I' Properties (a) and (h) 
are immooiat(!. If K is any compact subset of U, then K C K". for SOllie 

TTL, since Uint Km = U. Since Vp n Km = 0 if p E Fi with i > m, we see 
that ~ n K = 0 for all but finitely many j. • 

14.4 Lemma. Let V = {u : lu - pi < 6} be an open ball in Rn. There 
exists a function t/J of class Coo on R n such that t/J( u) > 0 if u E V, and 
w(u) = 0 whenever u 'I. V. 

Proof. ConsidE'r the function 9 on R, defined by 

(t) _ {O if t $ 0, 
9 - e-(\/t) if t > O. 

Then g( t) > 0 for all t > 0, and 9 is of class C?C, as we saw in Example 
4.39. Let I(t) = 9(1 - t); then I is of class Coo, I(t) = 0 for t 2 1, and 
I(t) > 0 for t < 1. Finally, put 

W(u) = 'eu ~2PI2). 
It is clear that t/J has the desired properties. • 

We now return to the proof of Theorem 14.1. Let (\.'J)~l be the sequence 
of open halls of Lemma 14.3. For each j, let Wj be a function as descrihed in 
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Lcmma 14.4, so 1/1) is of class Coo, vanishes outside \'J (which is contained 
in a compact subset of some Ua), and is strictly positive in \tj. If N is any 
hounded open set with closure contained in U, only finitely many \tj meet 
N, so 1/' = Lj Wj is well-defined, and of class Coo, on U. Furthermore, 
1/' > 0 everywhere on U. We put ¢j = Wj/W' It is clear that (¢j)~1 has 
t.he desired propert.ies. • 

14.5 Definition. A collection of functions (¢)~ I witll the propertie.<; of 
TlworcIlI 14.1 is CIlII{'(lll C"'"' partition of unity, subordinate to the covering 
{U" }OEA of U. 

A f(·latpd idpf\ is tlH' ("ut-off fundion. 

14.6 Corollary. Let K be a compact subset of the open set U in Rn. 
There exists 11 fUlIctioll ¢ E coo(Rn) such that ¢ = 1 on K and vanishes 
()utside II compad subset of U, with 0 ~ ¢ ~ 1 everywhere. 

Proof. Let (¢)'f=l be a partition of unity, subordinate to the trivial cover 
{(fl. Since K is compact, J = {j : ¢j(u) f:. 0 for some u E K} is finite, by 
property (b) of Theorem 14.1. Then ¢ = LjE) ¢j has the desired proper­
ties. • 

Here are two typical applications of partitions of unity. 

14.7 Proposition. Lt,t A he 11 subset of Rn. If f is II smooth function 011 

A. tJum t/J('f(! f·xist.o; 1111 opt'n set U Ilnd 11 smooth function F on U, such 
tllI1/. A c U Ilwi F(t) = f(t) for 1111 tEA. 

Proof. According to Definition 11.1, for each pEA there exists an open set 
Up and a function Fp which is smooth in Up and agrees with f on A n Up. 
Let U = UPEA Up and let (¢j)'f'=1 be a Coo partition of unity subordinate 
to the cover {Up: pEA} of U. For each j, there exists p = p(j) such 
that ¢j vanishes outside a compact subset of Up; thus the function ¢jFp 
vanishes outside a compact subset of Up, and so may be regarded as a 
smooth function on U (i.e., identify it with its extension by 0 to all of U). 
Put F = L ¢) Fp()); it is straightforward to see that F has the desired 
properties. • 

14.8 Proposition. Let M be a manifold of dimension k in Rn. Then At 
is orientable if and only if there exists a non vanishing k-form on At; more 
precisely, if and only if there exists an open set W containing M, and a 
smooth k-form w in W, such that at each p E M the restriction of w(p) to 
Tp(M) (an element of Ak(T~(M))) is not O. 

Proof. If there is such an w, we can define an orientation (j of M as 
follows: if 0 is 11 local coordinate at p E M, o(t) = p, let 0 E (j if 
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w( a' (t )e}, ... , a' (t )ek) > O. (H k = n, we already used this method to 
define an orientation of M, having available in that case the form w = 
dx l " ... "dxn .) 

Now suppose that M is orientable; let (J be an orientation of M. For 
each p E M, let a E (J be a local coordinate at p, with a(t) = p. Then 
a' (t )el , ... ,a' (t )ek are linearly independent vectors in R n, so there exists 
wp E Alt(Rn-) such that wp(a'(t)el, ... , a'(t)ek) = 1. (ICvJ, ... , Vk are lin­
early independent, there exist vi ERn- (1 $ j $ k) such that Vi(Vi) = 6f; 
then Vi " ... "vk(vt. ... , Vk) = 1.) Since a is smooth, there is a neighbor­
hood Vp of t, contained in Va, such that wp(a'(u)el, ... ,a'(u)ek) > 0 for 
all u E Vp. Let Wp be a neighborhood ofp in Rn such that a-I(Wp) C Vp. 
H q E WpnM, and (j E (J is a local coordinate at q, say (j(ii) = q = a(u), 
then 

where "PafJ is the transition function, so (j = () 0 "PafJ; since det("P~fJ) > 
0, we see that wp«(3'(ii)e}, ... , (j'(ii)elt) > O. Let W = UPEM Wp. Let 
(4)i)~1 be a partition of unity subordinate to {Wp : p EM}; thus for 
each j, 4>j is a smooth function vanishing outside a compact subset of 
W p , for some p = p(j). Define w by w = Lj 4>jWp (j). Since the sum 
is locally finite, w is a smooth k-form in W. For any q EM, and any 
local coordinate (j E (J at q, say with (j(u) = q, we have 4>j(q) ;:: 0 
and wp«(j'(u)el, ... ,(j'(u)elt) > 0 whenever q E Wp; since L¢j = 1 
everywhere, we conclude that w(q)«(j'(u)el, ... , (j'(u)ek) > o. :thus w is 
never 0 on any Tq(M), as was to be proved. • 

14.2 Integrating k-Forms 

Next we turn to the main goal of this chapter: to define the integral of a 
k-form over an oriented k-martifold, and to prove the generalized Stokes' 
theorem. 

Recall that we defined (at the end of the last chapter) the integral of a 
k-form '1, defined in an open subset V of Rlt, by Iv 7J = Iv gdm, where 
'1 = gdx l " •.. "dxk and m denotes Lebesgue measure on Rk, provided 
this latter integral exists. We can use the same definition with V open in 
Rt, instead of R k . 

14.9 Lemma. Let M be an oriented k-manifold in Rn, where 1 $ k $ n. 
Let w be a continuous k-form in Rn, vanishing outside a compact set K. 
Suppose a and (j are local coordinates for M, and K C fj a n fj fJ. Then 
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Proof. The hypothesis on w assures US that the integrals in question are 
well-defined. We observe that 

{ {3·(w) = { {3·(w) = { (0 0 lPotJ)*(w) 
lV/1 lVo/1 lvo/1 

= ( lP:tJ(o·(w)) lVB(I 
= ( o·(w) = ( o·(w), 

lvRO lvo 

using Lemma 13.12, and taking account of the fact that detlP~tJ > 0 when 
(} and {3 are coordinates for the oriented manifold M. • 

This lemma makes the following definition possible: 

14.10 Definition. Let 1 ~ k ~ n. Let M be a k-dimensional oriented 
manifold in R n and 0 a local coordinate for M. If w is a continuous k­
form on Rn which vanishes outside a compact subset of Uo , we define 
IM w = Ivo o·(w). 

A function or form which vanishes outside a compact set is said to have 
compact support. (The support of a function or form f is the smallest closed 
set F such that f vanishes outside F.) We can now use a partition of unity 
to extend this local definition to a global one. 

14.11 Definition. Let M be an oriented k-manifold in Rn and let w be 
11 continuous k-form which vanishes outside a compact set. Let (4)j)~l be 
a partition of unity subordinate to the collection {Uo : 0 E C}, where C 
is the orientation of M. We define 

We observe that the sum has only finitely many nonzero terms, since w 
has compact support. Let us also observe that this definition makes sense, 
i.e., that it does not depend on the choice of partition of unity. Suppose 
that (WIc)k=l is another partition of unity subordinate to {Uo : Q E C}. 
Then 
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the interchanges of summation with summation and integration being jus­
tified by the fact that all sums are finite sums. Thus f M w is well-defined. 

It is clear that f M W depends only on the values of w on M: if w( p) = 1]( p) 
for every p EM, then f M w = f M 11· In fad, we Ii(~ that more ill true; the 
integral depends only on the action of w on the tangent space of M. That 
is, if wand T/ are k-forms on Rn such that 

for every p EM and every Tl,···, Tk E Tp(M), then fM w = fM T/. (For in 
this case, we have o*(w) = 0*(T/) for any local coordinate 0.) Thus we have 
actually defined the integral of a k-form on M, although we have always 
referred above to forms defined in open sets containing M. 

The next theorem generalizes Lemma 14.9. 

14.12 Theorem. Let M and N be oriented k-manifoJds in Rn and sup­
pose that g is a diffeomorphism of M onto N, i.e., that g : M -+ N is 
smooth and bijective and that g-1 is also smooth. Then for any smooth 
k-form w on N, vanishing outside a compact set, g*w is a smooth k-form 
on M, and we have 

lw= fMg*w. 
Proof. If 0 is a local coordinate for N, then 0 = g 0 /3 for some local 
coordinate /3 for M, with V.8 = Va (namely, /3 = g-1 00). We may assume 
that w vanishes outside a compact subset of Ua . Then 

as claimed. • 
We have put aside the case k = o. Recall that a O-manifold is just a 

subset M of Rn such that no p EM is a limit point of M; then a subset of 
M is compact if and only if it is finite. Recall that an orientation on M is 
a function f : M -+ {I, -l}. If 9 is a O-form (i.e., a function) on M which 
vanishes outside a compact subset of M, i.e., outside a finite subset of M, 
we make the natural definition: 

Suppose that f is a one-1:>ne smooth mapping of the closed interval [a, bJ 
into Rn. such that f'(t) is nonsingular for all t E [a, bJ. Then M = f([a, bJ) 
is a compact I-manifold and 8M = {p,q}, where p = f(a) and q = f(b). 
(It can be shown that every connected compact I-manifold in Rn with 
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nonempty boundary arises this way.) We can take 8S local coordinates 
on M 

o(t) ,.~ f(a + t), 
{3(t) = f(b + t), 

t E v.. = [0, II - (I), 

t E Vtj = (a - b, OJ, 

and it is easy to check that 'P~{1(t) = 1 for all t, so these local coordinates 
define an orientation on M. With this orientation, the induced orientation 
on aM is given by e(q) = +1, e(p) = -1. If 9 is any smooth O-form (Le., 
smooth function) on M, then 

f dg = f f*(dg) = f d(f*g) 
1M l/a,bl l/a,bJ 

= l b
(g 0 f)'(t)dt = g(q) _ g(p) = f g. 

a IBM 
This is the case k = 1 of the next result, which is known as Stokes' theorem 
for manifolds. 

14.13 Theorem. Let M be a compact oriented manifold of dimension k, 
and let W be a smooth (k - I)-form in an open set containing M. Then 

f dw = f W. 

1M IBM 
If aM = 0, we take the right-hand side of this equation to be O. 

Proof. Let tJ be the orientation of M and let (4)j)~1 be a partition of 
unity subordinate to {Ua : 0 E tJ}. Then, since w = 2:j 4>jW, we have 

f dw = f d(L: 4>jW) = f L: d(4)jw) = L: f d(4)jw), 
1M 1M j 1M j j 1M 

the interchange of summation with integration or with exterior differenti­
ation being justified by the fact that the sums are finite. Also, 

f W = L:l 4>jW IBM j 8M 

according to Definition 14.11. Thus it suffices to prove the theorem for the 
special case that W vanishes outside a compact subset of Ua for some local 
coordinate 0 E tJ. Let TJ = o*(w), so TJ is a smooth (k - I)-form in Va, 
vanishing outside a compact subset of Va, and dTJ = d(o*w) = o*(dw). We 
may regard TJ as a smooth (k - I)-form on Rk or Rt, by extending it to 
be 0 outside Va. Then 

f W = f TJ. 
IBM 18R~ 
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Thus we have reduced the proof of Stokes' theorem to verifying the fol­
lowing special cases: 

14.14 Lemma. If,., E nk-I(Rk) vanishes outside a compact subset ofRk, 
then JR' d,., = O. If,., E nk-I(R~) vanishes outside a compact subset of 

R~, then JR. d,., = JaR. TJ· 
+ + 

Proof. Let 

rr = (_l)k-l dx1 /\ ••• /\ dxj - 1 /\ dxi+l /\ ... /\ dxk 

for 1 ::; j ::; k. Then TJ}, . .• ,TJk provide a basis for A k-l at each point of 
Rk, so we ca.n write 

k 

TJ = 2:9j~, 
j=1 

where 9} is a smooth function for each j. Since dxj /\ rr = dx 1 /\ ••• /\ dxk, 
we see that 

k 

drl = 2:(D}9}) dx l /\ ... /\ dxk. 
j=1 

So if TJ E nk-J(Rk) vanishes outside a compact set, we have 

and this integral can be computed by iterated integrals over R, in any 
order. But, by the fundamental theorem of calculus, 

for any j, 1::; j ::; k, and any U = (Ul, ... ,Uj-J), v = (Uj+J, ... ,Uk). 
(For gj(u, t, v) = 0 for all u, v if It I is sufficiently large.) It follows that 
JR. d,., = O. 

Similarly, if TJ E n k- J (R~) vanishes outside a compact subset of R~, we 
have 

1, d,., = 1+00/ 00 ... /00 t(Dj 9j)(U) dUI ... dUk, 
R+ 0 -00 -00 j=1 

where again the integrals can be computed in any order. Integrating the 
term Djgj first with respect to Uj, we get 0 as above, for any j, 1 ::; j < kj 
the remaining integral is 

f foo (Dkgk)(U, t) dt dm(u), 1R ..... 10 
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and 100 
(Dkgk)(U, t) dt = gk(U, 00) - gk(U, 0) = -gk(U,O), 

since gk vanishes outside a bounded set. Thus we have 

Now we compute 

Since dxk = 0 on 8Rt, we see that rf = ° on 8Rt for 1 $ j < k, and thus 
the integral reduces to one term: 

f 1]= f gk1]k=±(-I)k-l f gA:(u,O)dm(u), 
JOR~ JOR~ JR~l 

where the sign ± 1 is determined by the orientation given to 8Rt. Now 
recall the convention made in Chapter 11 about the orientation of 8M; it 
was designed for the express purpose of having fOR. gT/A: = - fR~l gdm, 

+ 
so that the lemma is proved, and with it the formula of Stokes is established . 

• 
14.3 The Brouwer Fixed Point Theorem 

In this section, we use Stokes' theorem to prove the following theorem, 
known as Brouwer's fixed point theorem. Recall from Chapter 11 the no­
tations 8 n = {x E Rn : Ixl $ I} and sn-l = {x E Rn : Ixl = I}; we 
observed there that 8 n is an n-manifold and sn-1 = 88n • 

14.15 Theorem. Let f be a continuous map of 8 n into itself. Then r has 
a fixed point: there exists p E 8 n such that f(p) = p. 

We shall approach this theorem with some preliminary results. 

14.16 Lemma. Thereisnosmoothmapg: 8 n _ sn-l with the property 
that g(p) = p for every p E sn-1• 

Proof. Suppose that such a g = (gl, ... , gn) exists. Let 

n 
~ . l' 1 -w= L.,..(-1),- x'dx A···Adx; A···Adxn , 

;=1 
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so w is a smooth (n - I)-form in Rn, with dJ.v = ndx1 /\ ••• /\ dxn. We 
observe that 

n 

g*(w) = L(-I)i- 1g1 dg 1 /\ ••. /\dgi /\ ... /\dgn , 

j=1 

so that g*(w) = w on sn-l (since g is the identity map on sn-l), while 

d(g*(w») = g*(dJ.v) = ndg1 /\ ••• /\ dgn . 

But the equation 
n 

L(gi)2 = 1 
]=1 

on Bn, which expresses the fact that g maps Bn into sn-l, implies that 

throughout Bn, so that the differentials dg 1 , .•• , dgn are linearly dependent 
at each point of Bn, and hence (Proposition 12.29) dg 1 /\ ••• /\ dgn = 0 
identically in Bn. Applying Stokes' theorem, we have 

but, on the other hand, 

a contradiction. 

hn-l w = hn-l g*(w) 

= ( d(g*(w») iBn 
= ( ndg1 /\ .•. /\ dgn = 0, iBn 

• 
14.17 Theorem. Let f : Bn --+ Bn be a smooth mapping. There exists 
p E Bn such that f(p) = p. 

Proof. If f(p) =F p for every p E Bn, we can construct a smooth g : Bn --+ 

sn-1 such that g(p) = p whenever p E sn- 1 , as follows: for each p E Bn, 
we put 

g(p) = p + t(p - f(p»), 

where the nonnegative number t = t(p) is chosen so that Ig(p)1 = 1. An 
examination of this condition shows that it is equivalent to a quadratic 
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equation in t which has exactly one nonnegative solution t; furthermore, 
g(p) = p if and only if t = 0 if (and only if) Ipi = 1. One also sees that the 
discriminant of this quadratic is strictly positive, so that the solution t(p) 
is a smooth function of p, and hence the resulting function g is smooth. 
Applying the last lemma, we have reached a contradiction. • 

To deduce Theorem 14.15 from Theorem 14.17, we use the next two 
lemmas. 

14.18 Lemma. If f : Bn -+ Bn is continuous and £ > 0, there exists a 
smooth g : Bn -+ Bn such that Ig(p) - f(p)1 < 2£ for every p E Bn. 

Proof. Apply the Weierstrass polynomial approximation theorem to each 
component of f to obtain h : B n -+ Rn with each component of h a 
polynomial, such that Ih(p) - f(p)1 < £ for every p E Bn. Then put 
g(p) = h(p)/(1 + f), and we have g(Bn) c Bn and If(p) - g(p)1 < 2£ for 
every p E Bn. • 

14.19 Lemma. Suppose that gk is a continuous map of Bn into itself for 
each positive integer k, and that gk(P,.) = Pk for some PIc E Bn. If (g,.) 
converges uniformly to f, then f(p) = P for any limit point p of (p,.). 

Proof. Let £ > O. There exists a neighborhood N of P such that If(p) -
f(q)! < f for all q E N, and there exists m such that If(q) - gk(q)1 < £ for 
all q E Bn, whenever k ~ m. If k ~ m is chosen so that IPk - pi < ( and 
Pk EN, it follows that 

If(p) - pi = If(p) - f(p,.) + f(p,.) - g,.(p,.) + gk(P,.) - pi 

::; If(p) - f(p,.)1 + If(Pk) - g,.(Pk)1 + Ip,. - pi 

< f + f +£ = 3£, 

and since f > 0 was arbitrary, it follows that f(p) = p. • 
Proof of Theorem 14.15. By Lemma 14.18, there exists a sequence 
(gk)f=t of smooth maps of Bn into itself, such that g,. converges uni­
formly to f on Bn. By Theorem 14.17, for each k there exists Pk E B n 
with gk(Pk) = p,.. Since Bn is compact, there exists a limit point p of 
{p,.}, and the theorem follows by applying Lemma 14.19. • 

14.4 Integrating Functions on a Manifold 

In this section, our goal is to define the notion of k-dimensional volume 
in a manifold of dimension k. The simplest case is a k-dimensional linear 
subspace of Rn. Let al,'" ,a,. be a set of k vectors in Rn. We begin by 
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finding a formula for the Uk-dimensional volume" of the "box" spanned by 
8}, ... ,a", 

" B(8}, ... ,8,,) = {2:>jaj: 0::; tj ::; I} 
J=} 

which meets our minimum expectations. These expectations are: if each 
of the vectors aj lies in the subspace {p : xj(p) = 0 if j > k}, then we 
want the volume of B(a}, ... ,ak) to be the usual volume (i.e., Lebesgue 
measure) ofthe corresponding box in R"; furthermore, the volume of a box 
should be invariant under rotations and reflections. The desired formula is 
found in the following proposition. Let A be the n x k matrix [8}, ... ,a,,]. 

14.20 Proposition. Let .Ln," denote the set of n x k real matrices, where 
1 ::; k ::; n. Let YeA) = [det At Aj1/2 for A E .Ln ,'" Then V is the unique 
Donnegath-e function on .Ln ,,, which satisfies the conditions: 

(a) VeT A) = YeA) whenever T is an orthogonal n x n matrix; and 

(b) if 

A=[~], 
where B E .L",,, and 0 is the (n - k) x k matrix of zeros, then 
YeA) = I det BI· 

Proof. Note that det AI A is a positive semi-definite matrix, Hillce 

(AI Ax, x) = (Ax, Ax) ~ ° 
for every x E R", so that det At A ~ 0, and V is well-defined. (If k = n, 
then, of course, detAtA = (detA)2, so YeA) = IdetAI.) If T E .Ln,n is 
orthogonal, then TtT = I, the n x n identity matrix, so det[(T A)I(TA)] = 
det(AtT'T A) = det(At A), and property (a) follows. If A has the form de­
scribed in (b), then At A = Bt B, so det(At A) = det(Bt B) = det Bt det B = 
(det B)2, and property (b) holds. Now if F : .Ln ,,, -+ [0,00) has the proper­
ties (a) and (b), and A E .Ln,,,, we can always find an orthogonal T which 
maps the space spanned by the k columns of A into R" x {O}, i.e., such 
that 

TA = [ ~ ] 

• 
We note that the matrix At A has the inner product (8.j, aj) as the entry 

in the ith row and jth column; det At A is called the Gram detenninant. 

14.21 Lemma. Let C E .L",,,, A E .Ln,k, and let B = AG. Then V(B) = 
I det CIV(A). 
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Proof. We have 

y2(B) = det(B' B) = det(AC)'(AC») 

= det( Ct(A' A)C) 

= (det C)2 det(A' A) = (det C)2y2(A), 

IIUel the lemllla follows. • 
14.22 Definition. Let A be an n x k matrix, and let I = (i l , ... , ik)' 
w/ll're 1 -;:; i) < i"l < ... < i k -;:; 71. We denote hy A I til(' k x k IlIlltrix 
formed with the rows of A numbered i l , ... , ik' TIlliS, (A I H.,. = a::. for 
1 -;:; j,m -;:; k. 

14.23 Proposition. The volume Y(A) oftlw box spannoo by tlw columns 
of A can also be computoo by thl! formula 

y2(A) = L'det[(AI)'AI ] = L'(detAI )2, 
1/1=k 1/1=k 

where tlw sl1m is taken over all increasing k-tupJes I. 

Proof. The formula is trivial for k = 1 or k = n, but not so obvious for 
1 < k < n. Let A E .~n.k' and define F: (Rn)k -+ R by F(bl , ... , bk) = 
F( lJ) = det [31 A. Similarly, define G : (R n)k -+ R by 

G(b), ... ,bk ) =G(LJ) = L'det[(BI)IAI ] = L'(det LJI)(det AI). 
IIj=k I 

It is obvious that F and G are each linear in each variable separately, 
i.e., are tensors of rank k. Suppose b i = ej. for some {jl, .. . ,jk} = J C 
{l, ... ,n}. Then BI has a row of zeros for every I i= J, so detBI = 0 
for I i= J, and thus G(B) = det(BJ)tAJ). But, in fact, BtA = (BJ)tAJ 
for such B, so we conclude F(B) = G(B) for all such B, and hence, by 
linearity, for every B E .,(In.k. In particular, F(A) = G(A). • 

The motivation for the next definition should be clear; if a is a local 
coordinate for the manifold M, the image under a of the k-dimensional 
box 

{t: t6 -;:; tl -;:; t~ + hj } = to + LJ(h)e), ... ,hkek) 

in Va is "approximated" in R n by the k-dimensional box 

which has k-dimensional volume 
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14.24 Definition. Let M be a k-manifold in Rn, and let a be a local 
coordinate for M. If 1/J : M -+ R is a Borel function vanishing outside a 
compact subset of Uo , such that 1/J is either bounded or nonnegative, we 
define 

{ 1/JdV = j1/JdV = ( 1/J(o(t))V(o'(t))dm(t). 1M Ua 1va 
Since V(a') is a positive continuous function on V"' the right-hand side of 

the above equation is well-defined under the hypothe;is on 1/J. It is not hard 
to verify that the value does not depend on the choice of local coordinate 
o. This follows from Lemma 14.21 above. and the usual change of variables 
formula for integration in Rn. It is trivial that the map 1/J -+ 1M 1/J dV is 
linear, and order-preserving. 

14.25 Definition. Let M be a k-manifold in Rn, and suppose 1/J : M -+ R 
is either a nonnegative Borel function, or a bounded Borel fUIlction wlJiclJ 
vanishes outside a compact subset of M. Let (cPJ)'f=1 be a Coo partition 
of unity subordinate to the collection of all coordinate patche; for M. We 
define 

The right-hand side above makes sense since each cPj1/J vanishes outside a 
compact subset of some coordinate patch, and since there are only finitely 
many nonzero terms, except in the case when all terms are nonnegative. 
The verification that the result is independent of the choice of partition of 
unity is exactly the same as the corresponding fact concerning the ddillitioll 
of 1M w when w is a k-form. Taking 1/J to be an indicator functioll, we can 
define the volume of any Borel subset of M: if A is a Borel subset of M, 

We will sometimes write V k instead of V if we are in a context where there 
is more than one dimension to consider. 

Note that we have defined a volume measure on any manifold. and can 
integrate any positive Borel function, whether or not the manifold is or i­
entable; to integrate forms, an orientation is essential. We next show that 
the integral of a k-form can, in fact, be expressed as the integral of a func­
tion with respect to k-dimensional volume. 

14.26 Lemma. Let T be a k-dimensional linear subspace of R n, and let 
(u}, ... ,Uk) be an orthonormal basis of T. lfw E Ak(Rn.) and 81, ... ,8k E 

T, we have 
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the sign is positive if (a\, ... ,ak) is a ba.,is of T having the same orien­
tation a<; (u\, ... , Uk), and negative if (a\, ... ,ak) is a basis of T having 
the opposite orientation to that of (u\, ... ,Uk). If (a\, ... ,ak) is linearly 
dependent, the sign is irrelevant, since both sides are zero. In particular, if 
(a\, ... , ak) is also orthonormal, then w{a\, . .. ,ak) = ±w(u\, . .. ,Uk). the 
sign being determined by the orientations. 

Proof. Express each a) as a linear combination of U \, ... , Uk: 

(j=l, ... ,k) 

so that 

w{a\, ... ,ak) = L 1Tl1~] ... bf.·W{U)I'···' UJ» 

"""' ..JI)]"')' Lh L], 00 ( ) 
=~c-\2 ... k CT\[T2 ···CTkWU\, ... ,Uk 

= det B W{ U \ , ... , Uk), 

where, of course, B is the k x k matrix (b;), and we used the "Kronecker 
epsilon" symbol: 

~~"."i/0 = c(a) 
if there exists a permutation a such that ji = a(i) for i = 1, ... , k, and 
otherwise equals O. If (a\, ... ,ak) is a linearly independent sequence, then 
det B > 0 if and only if it has the same orientation as (u \ , ... , Uk). In 
particular, if (a\, ... ,ak) is orthonormal, then B is an orthogonal k x k 
matrix, and det B = ±l, according to whether it preserves orientation 
or not. In general, we can find an orthogonal n x n matrix 0 such that 
Ou) = e) for j = 1, ... , k. Then 

(det B)2 = det(B t B) = y 2 (Oa), ... , Oak) = y 2(a\, ... , ak). 

Thus I det BI = Y{a\, ... ,ak)' I 

Now suppose that M is a compact oriented k-manifold in R", and W a 
continuous k-form on M. Let Jo'w be the real-valued function on M defined 
by Fw(p) = w(u\, ... , Uk), where (u\, ... , Uk) is any positively oriented 
orthonormal base for Tp(M). The last lemma shows that this number is 
independent of the choice of basis. Since we can find Uj (p) which depend 
smoothly on P E M and are orthonormal at each p in a coordinate patch 
Ua by applying the Gram--Schmidt process to the columns of o:'(t) (with 
o:{t) = p), we see that Fw is a continuous function on M. The last lemma 
shows that if 0: is a local coordinate for M, then 

Wo(t)(o:'(t)e\, ... ,o:'(t)ek) = Y(o:'(t))Fw(o:(t)), 

and it follows that 

1M W = 1M Fw dV , 

so that integrals of forms can be viewed as integrals of functions. 
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14.5 Vector Analysis 

Let r be an oriented {n -1 )-manifold in R n (also called a hypersurface). Let 
o be a (positively oriented) local coordinate for r. In Chapter 11 we showed 
there exists a smooth unit normal vector field // on r; now we construct 
// more explicitly. Let aj = aj(p) = o'(t)ej for p = o(t), P E Un, and 
let A be the n x (n -1) matrix [al···8n-ll. Thus A is a smooth matrix­
valued function in UOI ' Let Ai be the (n - 1) x (n - 1) matrix obtained by 
deleting the ith row of A (thus, Ai = AI with our previous notation, where 
1= (1, ... , i, ... , k).) Define the vector field Va on Un by 

n 

V" = L(-lF-1(detN)c j . 

)=1 

14.27 Proposition. Tile vector fidd V = v,. is STl/OOUI ill (I,. Ilml Ivl = 
ViA) -,0; for ('Ildl p E.: U,,, yep) .11(,(1'); (v, 81, ... ,a,.._I) i.o; II fJ():;itivl'iy 
oriented basis of R n at each point of U a' 

Proof. The smoothness of v is ohvious, and Ivl 2 = L) I det NI2 = VeAl 
by Proposition 14.23. Let B = [v,al,'" ,an-d. Expanding by cofactors of 
the first column. we find 

n n 

det /3 = L (_I)l-It? detAl = L (Vl)2 = Ivl 2 > 0, 
1=1 )=1 

so (v, al, ... , 8n-I) is positively oriented. For any i, 1 SiS n -1, we have 

n 

ai'v= Lai(-IV-ldetAj =det[ai al an-II =0. 
J=I 

Since ai, ... ,Bn-I form a basis for Tp(f), we have v .1 Tp(f). I 

It follows that // = v flvl is the unique unit normal vector to r which 
makes (//, al .... , a n- d a positively oriented basis for Rn. We have now 
prepared the machinery to interpret Stokes' theorem in terms of vector 
fields when M is an n-manifold in Rn. The following theorem is known a.'! 
the divergena theorem: 

14.28 Theorem. 1£ M is a compact n-manifold in Rn and g is a smooth 
vector field on At, then 

{ divgdV = { g ·//dV, 
1M IBM 

where // is the outward unit normal vector on oM. 
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Proof. Let (8.<; before) 

, '-I I - n ri' = (-I)l dx /\ ... /\ dx1 /\ ... /\ dx , 

for j = 1, ... , n and let w = Lj 9jrr. Thus w is a smooth (n - I)-form on 
M, and 

n ,(na,) 
dw = ~d9j /\.", = ~ a!~ dx l /\ •.. /\ dxn = (divg)dx l /\ ... /\ dxn. 

Thus J M div g d:V = J M dw. We may suppose that the restriction to aM of 
g = (91, ... , 9n) vanislJ(~ outside a compact subset of a coordinate patch 
Vo , where Q is a local coordinate for aM. We observe that 

for any (n - 1) vectors 81, ... ,Bn-I in Rn; we take 8j = Q'(t)ej, so A = 
o'(t). Then we have 

= [ .. ~9}(Q(t))rf(Q'(t)) dm(t) 

= ( L9j(Q(t))(-I)j-1 detAj(t)dm(t) 
iVa j 

= [,. ~(9j(Q(t))vi(Q(t)) dm(t) 

= { g·vd:V. 
i8M 

According to Stokes' theorem, JM dw = J8 M w. • 
We close thill section with an application of the divergence theorem to 

the Laplace operator. 

14.29 Definition. Let! be a function of class C 2 in an open set in Rn. 
We define fl.!, the Laplacian of !, by 

n 

fl.! = L D;! = div grad f. 
j=1 

We say ! is harmonic if fl.! = o. 
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The following formulas are known as Green's identities. 

14.30 Theorem. Let M be a compact n-manifold in Rn, and let u and 
v be smooth functions in an open set containing M. Let v denote the unit 
normal vector field on aM. Then 

[ v~udV= [(v~u+Vv.Vu)dV, IBM uv 1M (14.1) 

and 

kM (u'::v -v~:) dV= !)U~v-v~u)dV. (14.2) 

/If!"', lJu/i}v "" Vu· v; thiH iH ('lil/r·d tilt! 1I0fllilii dl'riVlltivl! of/L. 

Proof. Observe that div(vVtJ) = Vv· Vu + 1J~1l. Apply th(' diwrgl'lI('p 
theorem (Theorem 14.28) to the vector field vVu to get the first formlJla; 
interchange the roles of u and v, and subtract, to get the second. I 

14.6 Harmonic Functions 

Throughout this section, we let M denote a compact n-manifold in Rn, 
so that D = int M is a bounded open set, and r = oM is a compact 
(n - 1 )-manifold. We will develop the basic properties of functions which 
are harmonic in D and smooth on D = M. 

14.31 Lemma. If u is a smooth function on M which is harmonic in D, 
then 

[au dV = O. 
1r av 

Proof. Tak(~ 1J = I in Green',. formula (14.1). I 

Let Wn = V(Bn) = m(Bn) be the n-dimensional volume of the unit ball 
in Rn. (We computed the value of Wn in an exercise in Chapter 10.) Let 
Un = V n-I (sn-I) be the (n - i)-dimensional volume of the unit sphere in 
Rn. We will write B(p, r) for the closed ball of center p and radius r, and 
S(p, r) for its boundary; we will further abbreviate B(O, r) to B(r), and 
S(O. r) to S(r). We note that V(B(p, r)) = wnrn and V(S(p, r») = unrn - 1 . 

14.32 Lemma. For each n E N, Un = T1Wn • lfu is harmolJic in an open 
set containing B(r), then 

udVn - 1 = udVn · 1 1 1 i 
V(S(r» S(r) V(B(r» B(r) 
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Proof. Let v(x} = Ix12. Applying Green's identity (14.2) with these func­
tions, taking M = B(r), and observing that ~v = 2n, and that av/av = 2r, 
we find that 

{ (2ru - r2:U) dVn - 1 = { (2nu - v~u}dVn' 
lS(r) v lB(r) 

and taking hold of ~u = 0 and Lemma 14.31, we see that 

r { udVn_ 1 = n ( udVn. 
lS(r) lB(r) 

(14.3) 

Tllkillll; It I Ilwl,. I I .. 'n', WI' IIiLVI' "" ~ "oW", IUIII dividillll; hot.h lIidl'l-l 
of (lol.:!) hy V(JJ(r)) = wnr" we ohtain the lelllma. • 

The next rcsult is known as the mean value theorem for harmonic func­
tions. We write da for dVn- 1 on S(r). 

14.33 Theorem. Let u be harmonic in D, and suppose p ED and T > 0, 
with B(p, r} c D. Then 

1 1 1 1 u(p) = ---I uda = -- udm. 
anrn- S(p,r) WnTn B(p,r) 

Proof. We may assume without loss of generality that p = o. Suppose 
n > 2. Let v(x) = IxI2- n; it is not hard to verify that ~v = 0 in Rn\{3}. 
Fix l, 0 < l < r, and let M. = B(r}\intB(l}, so that M. is an n-manifold 
in Rn and 8M. = S(r} U S((). Applying Green's identity (14.2), we get 

{ (av au) 
18M. u av - v av da = 0, 

sillce 1L ulld 11 are 1'1l(~h IlIlrlllollk ill Af,. Sillce 

1 au 
-da=O 

S(I) av 

for 0 < t :::; r by Lemma 14.31, and v is constant on S(r) and on S(c), we 
have 1 au V-a do =0. 

8M, v 

Now the outward normal vector v is equal to x/lxl on S(r) and -x/lxl on 
S(l), so av/av = (2 - n)r l - n on S(r) and -(2 - n)(I-n on S(l). Thus we 
have 

,.1-n { uda = ll-n ( uda, 
lS(r) lS(f) 
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for every £ E (O,r), or 

udn = udn 1 1 1 1 
a(S(r)) S(r) a(S(£)) S«) 

for every £ E (0, r). But 

la(;(£)) h«) udn - U(O)I = la(;(l)) h«) (u - u(O)) dal 
~ sup lu(x) - u(O)I, 

Ixl$< 

and since u is continuous at 0 we conclude that 

(\ )) [ udn-u(O) asl-O. a S l 1s«) 

( 14.4) 

This, combined with (14.4) above, proves the first equation asserted by the 
theorem, and the second follows from Lemma 14.32. Thus the theorem is 
proved for n > 2. If n = 2, then for v = Ixl 2- n = 1, we have unfortunately 
that the normal derivatives of v vanish identically, so this argument fails; 
but taking v = log lxi, we can repeat the argument word for word to get 
the desired conclusion. • 

One consequence of the mean value property of harmonic functions, ex­
pressed in Theorem 14.33, is the maximum principle. 

14.34 Theorem. Let u be harmonic in the connected open subset D of 
R n, and suppose that u attains a maximum or a minimum at some point 
p of D. Then u is constant in D. 

Proof. We may assume that u has a minimum at p (else consider -u), 
and that u(p) = 0 (else consider u - u(p)). Let V = {q ED: u(q) = OJ. 
Then V is closed in D since u is continuous. Furthermore, if q E V, and 
fJ > 0 is small enough so that B(q,fJ) C D, we have 

[ udm= 0 
1B(q.6) 

by Theorem 14.33, but u ~ 0 in B(q, fJ) (indeed, throughout D), so we have 
u = 0 a.e. (m) in B(q,fJ). Since u is continuous, {t E B(q,fJ) : u(t) > O} is 
open, so we conclude this set is empty, i.e., B(q, fJ) C V. Thus, V is open 
as well 8.8 closed in D, and since D is connected and V is nonempty, we 
conclude that V = D. • 

Another important consequence of the mean valuE' property is the fol­
lowing, known as Liouville's theorem: 
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14.35 Theorem. Suppose u is harmonic and bounded ill all of R". TlwII 
It is a cow;tallt fUIIctioll. 

Proof. Let pER"; for each r > 0, we have 

11l(p) - Il(O)1 = ~ If lldm - f udml 
w"r lI(p,r) H(O,r) 

1 If f I = -- udm- udm 
w"rn B(p,r)\B(O,r) B(O,r)\B(p,r) 

1 
~ --2CA(r), 

wnrn 

where C is an upper hound for lui and we put A(r) = m(B(O,r)\B(p,r)). 
(So A(r) = m(B(p, r)\B(O, r)) as well.) Now for all r > p = Ipl, we have 
B(O,r) J B(p, r-p), so A(r) ~ m(B(r))-m(B(r-p)) = wn(rn_(r-pn)). 
Thus 

rn (r p)" 
lu(p) - u(O)l ~ 2C - n - = 2C[1 - (1 - (plr)n)] 

r 

for every r > Ipl, so u(p) = u(O) for all p ERn. I 

The next result gives a characterization of harmonicity in terms of the 
first-order partial derivatives of a function. 

14.36 Lemma. Let u be a smooth function on AI. TheIl tt is harmollic in 
D if and only if 

f Vu· Vv dV = f Vu· Vv dm = 0 1M D 

for every smooth I) which vanishes on r. 
Proof. Suppose u is harmonic, and v is smooth and vanishes on r. Then 
from Green's formula (14.1) 

l V~:dVn-l = fM(Vu.vv+V6.U)dV n 

we deduce that IM VU . Vv dVn = O. Conversely, if II is smooth and this 
I~qllation holds whenever 11 is smooth allli vanishes Oil r, Wl' l'onl'iude t.hat 
IM l)6.u dVn = 0 for every smooth 11 vanishing outside a compact suhset 
of D. If 6.u is posit.ive (say) at some point of D, it is positive throughout 
some disk A c D. Bllt a.o.; we have seen, there exists a smooth function v 
which is positive in A and vanishes outside A, which gives If) v6.udm > O. 
It follows that 6.u = 0 everywhere in D. I 

Our final theorem is 1lo.;llally referred to a.o.; the Dirirhift principif, It. 
seems to be due to Riemann, 
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14.37 Theorem. IA!t f be a smooth function defined on r, and let $ be 
the class of all smooth functions u on M whose restriction to r is f. If 
u E $, then u is harmonic in D (i.e., u solves the Dirichlet problem with 
data f) if and only if u minimizes the Dirichlet integral in the c1a.'i.'i .'F: 

f IVul2 dm ~ f IVvl2 dm for every v E $. 1M 1M 
Proof. Let u E $. If v is smooth on M, then v E $ if and only if w = v - u 
vanishes on r. We have 

f IVvl2 dm = f IV(u + wW dm = f (lVu12 + IVwl2 + 2Vu· Vw) dm & & & 
so that if u is harmonic, we see hy Lemma 14.36 that the last term on t1)(~ 

right above vanishes, so 

for every v E $. Conversely, suppose that this last inequality holds. Then 
for every w vanishing on r, the function 

F(t) = f IV(u + tw)1 2 dm 1M 
attains its minimum value at t = O. But 

so F'(O) = 2fM Vu· Vwdm = 0, and since this holds for every smooth w 
vanishing on r, Lemma 14.36 tells us that u is harmonic in D. • 

14.7 Exercises 

1. Let M be a one-dimensional oriented manifold in Rn. (In fact, every 
one-dimensional manifold can be oriented, but we don't prove this here.) 
Show that there exists a unit tangent vector field t on M; show that any 
such field defines an orientation of M. 

2. Let AI be an oriented one-dimensional manifold in Rn. It is usual to 
write ds instead of dV when k = 1. Let w be a smooth I-form defined in an 
open set containing M, and let g be the associated vector field (g = cIl(w) 
in the notation of Chapter 11). Show that 

1M w = 1M g . t ds. 
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3. Let AI be a compact oriented 2-manifold in R 3 , and let g be a smooth 
vector field defined in an open set containing M. Prove the classical theorem 
of Stokes: 

f g. td.'! = f (rurlg)· vda. 
laM 1M 

where ds is the one-dimensional volume element on 8M, d(J is the two­
dimensional volume eh'ment on AI, and t and v are the canonical unit 
tangent vector 011 fJAI and unit normal vector on AI, respectively. 

4. Let AI be a compact oriented k-manifold in Rn. Suppose that w is a 
smooth (k - 1 )-form on AI, with duJ = 0, and u is a smooth function on AI 
which vanishes on 8M. Show that 

f dlll\ w = O. 1M 

5. Let M be a compact oriented k-manifold in Rn. Suppose that W E ni(M) 
and 1] E W(AI), where i + j + 1 = k, and suppose that 1] vanishes on 8M. 
Show that 

f wl\d1] = (_1),-1 f duJ 1\ 1]. 
l~f 1M 

6. Let U = Rn\{o}, and let S = sn-l be the unit sphere in Rn. 

(a) Show that if wE nn-l(U) is exact, then fsw = O. 

(b) Construct an example of a closed W E nn-l (U) such that fs w "I o. 

7. Let AI be the Mohius strip, 8..'i described in Example 11.14 in the chapter 
on manifolds. Let 

xdy - ydx 
W= 

x2 + y2 

so w is a smooth I-form in an open set of R3 which contains AI. Show that 
duJ = 0, hut that faM w = 41T. Reconcile this result with Stokes' theorem. 

8. Use the Brouwer fixed point theorem to prove the following theorem of 
Perron Frobenius: if A = [ajl is an n x Tl matrix with nonnegative entries, 

then there exists vERn with v j ~ ° for all j and L;=l v j = 1 such that 
Av = v. (It might be convenient to prove this first with the additional 
assumption that L;=l a~ = 1 for every i.) 

9. Use the formulas of this chapter to find the two-dimensional volume (i.e., 
surface area) of the torus described in the chapter on manifolds. 

10. Let M be a com pad n-manifold in Rn, so M is the closure of a bounded 
open set D, amI r = UM is a compact hypersurface ill Rn. Evaluate fl' X·V. 
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11. Find the compact 2-manifold M in R2 with area 7r for which 

{ y3 dx + (3x - x 3 ) dy 
JiJM 

is maximal. 

12. Find all functions! which are harmonic in Rn\{o} and which have the 
form !(Ix\) = g(lxl) for some 9 which is smooth on (0, ~). (Functions of 
this form are called "radial.") 

13. Let u be a smooth function with compact support on R2. Show that 
for all x E R2, we have 

u(x) = -21 ( ~u(y) log Ix - yl dm(y). 
7r JR' 

HINT: Apply Green's theorem, with M = {y : fJ ::; Iy - xl ::; R}, where R 
is large and fJ > 0 is small; let fJ -4 O. 

14. Let 9 be a smooth function on R2 with compact support, and define u 
by 

u(x) = 21 ( g(y) log Ix - yl dm(y). 
7r JR' 

(a) Show .that u is smooth on R2. HINT. Use dominated conv!'rg!'uce 1.0 

ju!:!tify differentiating under the integral sign. 

(b) Show that ~u = g. 

15. Let n ~ 3, and let u be a smooth function vanishing outside a compact 
subset of Rn. Show that for all x ERn, 

( ~u(y) 
u(x) = en JRn Ix _ yln-2 dm(y); 

here ('...,. is a constant depending only on n. HINT: Apply Green's theorem, 
with AI = {y : fJ ::; Iy - xl ::; R}, where R is large and fJ > 0 is small; let 
{) -4 O. 

16. Let 9 be a smooth function on Rn, n ~ 3, vanishing outside a compact 
set. and define u hy 

1 g(y) 
u(x) = Cn I I -2 dm(y), Rn X - Y n 

where en is the constant of the last problem. 

(a) Show that u is smooth in Rn. HINT: Use dominated convergence to 
justify differentiating under the integral sign. 

(b) Show that ~u = g. 
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14.8 Notes 

The earliest. form of what we know as Stok('s' theorem (in the language of 
this chapter, the case of a 2-manifold in R2), is due to George Green, a 
self-taught mathematician, who published it in 1828. It was rediscovered 11 
years later by Gauss (Green's work was not widely known before Thomson 
had it reprinted in 1846). It was also rediscovered by Ostrogradski, who 
seems to be the first to publish the divergence theorem for domains in 3-
space. According to Spivak [13], the first statement of the classical Stokes' 
theorem (the case of a 2-manifold in R 3 ) is found in a letter from Thomson 
(later Lord Kelvin) to Stokes, in 1850. Stokes gave the theorem as a problem 
in a prize examination at Cambridge, beginning in 1854, and by the time 
of his death the result was universally known as Stokes' theorem. Proofs 
were published by Thomson, and by Maxwell in his treatise on electricity 
and magnetism (the subject also of Green's essay.) The theorem is also 
attributed to Ampere. 

The concept of partition of unity is due to Dieudonne; it is I think a very 
elegant way to avoid the difficulties of partitioning the manifold into small 
pieces; in specific instances, computation is however more practical by the 
latter procedure. 

Brouwer proved his fixed point theorem around the year 1910. It was one 
of the starting points for the twentieth century development of topology, 
and has found many applications in analysis. 

It can be Mhown that the k-dimensional volume measure we defined on a 
k-manifold M in Rn is in fact (up to a constant mUltiple) the k-dimensional 
Hausdorff measure restricted to M. 

The study of harmonic functions is also known as potential theory (the 
word potential in this context originating again with Green). It originated 
in the eighteenth century, flourished in the nineteenth century with the 
results described in this chapter and many others, and is still going strong. 
The proof of Liouville's theorem that we gave was found in the 1960s by 
Nelson. 
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Iii, see Kronecker" 
liJ , see Kronecker h 
Daniell, P.J., 252 
Darhoux, G., 84, 96 
Dedekind, ft., 21, 2{) 
deformation, 262 
DeMorgan's laws, 2, 212 
dense, 16, 126, 218, 220 
de Rham cohomology, 291 
derivative, 74, 182 

directional, 197 
higher order, 88 
of convex function, 80, 81 
of exponential, 77 
of polynomial, 76 
of trigonometric function, 77 

determinant, 181, 275 
Jacobian, 182 

diagonal matrix, 240 
diameter, 142 
diffeomorphism, 254 
differentiahle, 74, 182, 254 
differential, 76, 182, 261 

of form, see exterior 
differential 

differential calculus, 81 
differential form, 285 

closed, 291 
exact, 291 

differentiation 
of series, 114 

Dini, U., 73 
Dini's theorem, 64 
Dirichlet, P.G.L., 53, 72, 174 
Dirichlet principl(~, 317 
Dirichlet test 

for integrals, 117 
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for series, 43 
Dirichlet's theorem, 16,218 
disconnected, 147 

totally, 149 
distrihution function, 248, 251 
divergence, 288 
div('rgenc(' thl'ofl'lIl, 312 
domain, 3 
dominated convergence theorem, 

230 
dual hasis, 270, 282 
ciual space, 269 
dummy varinhll\ 245 
Dynkin's rr--\ theorem, 238 

{-net, 143 
£(0'), see sign of permutation 
£~, see Kronecker epsilon 
e, 33, 66 
Einstein, A., 296 
empty set, 2 
equicontinuous, 145 
equivalence classes, 2, 217, 236 
Eudoxus, 26 
Euler, L., 53, 73, 96 
Euler's constant, 113 
expansion 

binary, 31 
continued fraction, 38 
decimal, 31 

exterior differential, 287 
exterior product, 277 

(anti )commutativity of, 279 
associativity of, 278 

Fatou's lemma, 230, 248 
Fermat, P., 121 
Fihonacci numbers, 54 
field, 10-13 

of sets, 221 
ordered, 12 

finite induction, 4 
fini!.!' int!'rs!'ct.ion pl'Op('rty, 151 
finitely additive, 219 
fix('d point t h('or('m 
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Brouwer. 305 307 
contraction map, 137 

Fourier, J .. 121 
Fourier coefficients, 164 

uniqueness of. 165 
Fourier series. 164 
Frechet. M .. 153, 182, 221 
Frechet derivative. 182 
Fubini. G .. 252 
Fubini-Tonelli theorem, 245-247 
function, 3, 16 

absolute valuc. 17 
Bord rncaHl1rS\bl(~, 244 
characteristie, 225 
complex. 96 
C'ontinuol1s. 5.5, 57 
convex, 70, 78, 96, 233, 250 
Dirichlet. 56. 100 
exponential, 65-66 
graph of, 3, 251 
greatest integer, 58 
harmonic, 314 
indicator. 225 
inverse, 85 
limit of, 55 
logarithm, 66 
lower semicontinllous, 151 
measurable, 223 

Borel,226 
Lebesgue, 226 

monotone, 56 
nowhere differentiable 

continuous, 75 
periodic. 162 
piecewise linear, 61 
polynomial, 17, 58 
radial,320 
rational, 17,58 
sign, 17 
simple, 225-228, 232 
step, 232 
trigonometric, 66-69 
unifonnly continuous, 61 
upper semicontinuous, 70, 

151 

fundamental thp()rem of C'aiculus, 
110, 111 

Gauss, C.F., 54, 121, 267 
geodesics, 161 
gradient, 288 
Gram determinant, 308 
graph,256 
Grassman, H., 283 
Green, G., 321 
Green's identities, 314 
group, 273 

Hahn, H., 221 
Halmos, P., 25 
Hardy, G.H., 27 
harmonic function, 314 318 
Hausdorff, F., 153, 154, 211 
Hausdorff 

dimension, 211 
measure, 210 
space, 135 

Heine, H.E., 72 
Heine- Borel theorcm, 140, 114, 

210 
Hermite, C., 27 
Herstcin, I., 27 
Holder, 0., 252 
homeomorphic, 127 
homeomorphism, 127 
hyp(~rsurface, 265, 312 

image, 3, 178 
implicit function theorem, 194, 

259 
classical notation, 196 

incommensurability, 8 
indexed family, 4 
induced mapping of forms, 

29(}-291 
inequality 

arithmetic-geometric 
means, 234 

Bernoulli, 30 
Bessel, 168 



Bunyakovsky, .,ee Schwarz 
Cauchy, 129 
Cauchy-Schwarz-

Bunyakovsky, 
235 

Chebyshev, 233 
Holder, 235 
Jensen, 233 
Liapounov, 234 
Minkowski,235 
Schwarz, 108, 165 

infimum, 15 
injective, :1, 178 
inner product, 128, 178, 271, 282 
integers, 4 
integrable, 230 
integral 

change of variables, 112 
improper, 114 
is a measure, 227, 228 
linear change of variables, 

241 
linearity of, 227, 229 
of differential form, 294 
of form over manifold, 301 
of nonnegative function, 228 
of simple function, 227 
Riemann, 98-114, 201, 

231-233 
existence, 101-105 

smooth change of variables, 
241-244 

integration 
by parts, 112, 247 
interchange of limit and, 113 
linearity of, 230 
of series, 113 

interior, 125 
interior point, 124 
intermediate value theorem, 59 
intersection, 1 
interval, 18-19 

closed, 19 
in Rn, 204 
open, 19 
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intervals 
nested sequences, 19 

inverse function, 60, 191 
inverse function theorem, 192, 

257 
isolated point, 125 
isomorphism, 282 

natural, 270 

Jacobi, C.G.J., 252 
Jacobian, 182, 294 

matrix, 196 
Jensen, J.W.L., 252 
Jordan, C., 121 

kernel, 178 
Kolmogorov, A., 221 
Kronecker, L., 54 
Kronecker 6, 269, 276 

multi-index, 271 
Kronecker epsilon, 276, 311 

L(Il),230 
V(Il),235 

completeness of, 237 
Lagrange, J.-L., 95, 96 
Lagrange multipliers, 266 
Ar (alternating tensors of rank 

r), 272 
A-system, 237 
Laplacian (Laplace operator), 

314 
largest integer in, 15 
Lebesgue, H., 173,221,252 
Leibniz, G., 53, 82, 95, 121 
lemniscate, 258 
level surface, 194 
Levi, B., 228 
Levi-Civita, T., 284 
L'Hospital, G.-F.-A, 96 
L'Hospital's rule, 86 
liminf,34 

of sets, 219 
lim sup, 34 

of sets, 219 
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limit point, 125 
Lindemann, F .. 27 
line segment, 185 
linear algebra, 176-181 
linear functional, 269 
linear transformation, 176, 240 

metrics on, 179 
Liouville, J., 20, 27, 219 
Liouville's theorem 

on algebraic numbers, 20 
on harmonic functions, 317 

Lipschitz condition, 138 
local coordinate, 255 
locally connected, 152 
lower semicontinuous, 70, 159 
lower sum, 100 

manifold, 253, 254 
construction of, 258-259 
examples of, 256-258 
orientable, 263 
orientation of, 263 
oriented, 26:3 

map, 3 
closed, 134 
linear, 176 
open. 134 

mapping. see map 
matrix. 176-178 
matrix product, 177 
maximal,13 
maximal rank, 259 
maximum 

existence of, 59, 142 
local, 83. 184, 266 

maximum principle, 316 
Maxwell, J.e., 321 
mean value inequality, 186 
mean value theorem, 83, 185 

for harmonic functions, 315 
for integrals, 108 

measurability criteria, 224 
measurable 

Lebesgue, 213, 215-218 
measurable function, 223 

measure, 206 
Borel,206 
counting, 203 
determined by 7r-system, 

238, 239 
Hausdorff, 215, 321 
inner, 220, 222 
Lebesgue, 213, 215 

Mertens, F., 53 
metric, 127 

product, 132 
standard on R, 128 
standard on R d , 129 
uniform on C(X, V), 145 

metric space, 128-131,214,236 
minimal, 13 
minimum 

existence of, 142 
local, 83, 184, 266 

Minkowski, H., 252 
Mobius, A.F., 283 
Mobius strip, 258, 267, 319 
Monge, G., 267 
monotone 

convergence theorem, 228, 
248 

function, ;'6 
sequence, 33, 64 
set function, 203, 209 

1l*-measurable,211 
multinomial coefficient, 190 
Miintz-Szasz theorem, 174 

nabla (V), 289 
neighborhood, 56, 124 
nested compact sets, 141 
net, 153 
Newton, I., 53, 95, 121 
nonsingular, 178 
norm, 129 
normal derivative, 314 
normal vector, 260 
normal vector field, 312 
null space, 178 
numbers 



algebraic, 20 
complex, 2!i 
extended wal, 11>, 20:1 

operations, 223 
natural, 2, 4 
rational,5 

countahility of, 7 
real, 15 

existence of, 2123 
Ilncollntahility of, 19 

satanic, 221 
transcendental, 20 

open cover, 140 
open set, 123, 215 
operator norm, 179 
orientable, 263 

criterion for, 299 
orientation, 262~265 

positive 
of houndary, 264 

standard, 265 
usual,263 

oriented 
positively, 263 

orthogonal transformation, 240 
Osgood, W.F., 1:17, 153 
Ostrogradski, M.V., 321 
outer measure, 209 

Hausdorff, 210, 221 
Lehesgue, 210 
Lehesgue-Stieltjes, 210, 221 
metric, 214, 221 

7T-system, 237 
Parseval's relation, 169 
partial derivative 

Leibniz notation, 197 
multi-index notation, 190 

partial derivatives, 186191 
higher order, 189 
mixed,189 

partial order, 3 
partition, 2, 98 
partition of unity. 298, 299 

path, 159 
length of, 159 

permutations, 273 
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Perron Frobenius theorem, 319 
Picard's theorem, 138 
piecewise smooth, 168 
Plato, 26 
Poincare lemma, 291 
point mass, 203 
power series, 90 

of matrices, 181 
power set, 2 
precompact, 144 
primitive, 110 
projection map, 133 
pscudometric, 166, 220, 236 

radius of convergence, 90 
Radon, J., 221 
range, 3,178 
refinement, 98 
relation, 2 

equivalence, 2, 217 
Ricci, G., 284 
Riemann, B., 53, 121, 267 
Riemann integral, see integral 
Riemann sum, 99 
Riemann-Lebesgue lemma, 168 
Riemannian structure, 293 
Riesz, F., 252 
Riesz-Fischer theorem, 237 
Rogers, L.J., 252 
Rolle, M., 96 
root, existence of, 18 
row vector, 183, 269 
Russell, B., 27 

Schwarz, H.A .• 109 
second axiom of countability, 131 
Seidel, P., 73 
selection, 98 
separable, 126, 220 
sequence, 4, 28 

Cauchy, 36, 136 
convergent, 28 
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divergent, 28 
in topological space, 135 
monotone, 33 
of functions, 62 
of measures, 208 
uniformly Cauchy, 63 

series, 39 
absolutely convergent, 40 
alternating, 43 
Cauchy product of, 49 
comparison test, 40 
conditionally convergent, 40 
engineers test, 39 
for e, 42 
Fourier, 122, 164 
geometric, 41 
harmonic, 30, 41, 42 
partial sum, 39 
ratio test, 42 
rearrangement of, 45 
root test, 41 
telescoping, 41 
trigonometric, 174 
unordered, 47 

set, 1 
Borel, 205, 214, 215, 220, 

224 
closed,124 
convex, 96, 152 
directed, 53 
finite, 6 
infinite, 6 
Lebesgue measurable, 248 
unmeasurable, 217 

Sierpi6ski, W., 154, 174 
a-algebra, 204, 238 

generated by, 205 
a-field. 221 
sign of permutation, 273 
simple function, 225 

canonical representation, 
225 

smooth, 254, 255 
fOnDS,286 

space 

door, 150 
Euclidean, 123 
Hausdorff, 135 
Hilbert, 130 
metric, 128 
topological, 123 

square root algorithm, 31 
Stokes, G., 73, 321 
Stokes' theorem, 303 

classical case, 319 
Stone, M., 158, 174 
Stone's theorem, 157 
Stone--Weierstr8fol8 theorem, 158 
subgroup, 218 
subsequence, 34 
subspace, 131 
summable, 230 
summation by parts, 44 
summation convention, 281 
support line, 81 
supremum, 15 
surface, 253, 257 
surjective, 3, 178 
symmetric tensor, 282 

Tr (tensors of rank r), 270 
tangent bundle, 260 
tangent space, 253, 260 
tangent vector, 260 

characterization of, 261, 262 
Taylor, B., 96 
Taylor polynomial, 89, 191 
Taylor's theorem, 89, 96, 120 

in n variables, 190 
tensor 

alternating, 272 
covariant, 270 
elementary, 283 
rank of, 270 

tensor field, 285 
of class C k , 286 

tensor product, 271 
tensors of rank r 

basis for, 271 
Thomson, W. (Kelvin), 321 



Toeplitz, 0., 26 
Tonelli, L., 252 
topological space, 220 
topologies 

partial ordering of, 124 
topology, 123 

hase for, 131 
discrete, 124 
metric, 128 
of uniform convergence, 232 
product, 132, 134 
rdat.ivf', l:Jl 
stronger, finer, 124 
trivial, 124 
usual of R, 124 
wcaker, coarser, 124 

torus, 257 
dense line in, 265 
densc linc on, 266 

total order, 3 
totally bounded, 142 
trace norm, 179 
transition function, 256 
translation invariant, 217 
translation operator, 97 
transpose, 178 
transposition, 274 
trigonometric polynomials, 162 
triple scalar product, 279 
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Tychonoff, A., 153 

uncountable, 6 
uniform continuity, 142 
uniform metric, 145 
uniformly continuous, 131 
union, 1 
unmeasurable set, 218 
unordered sums, 208 
upper halfspace, 254 
upper sum, 100 
Urysohn, P., 15:1 

Van Vlcek, E.B., 222 
vector field, 260, 288 

normal, 265 
Vitali, G., 222 
volume, 307-311 

wedge product, see exterior 
product 

W('ierstrass, K., 27, 72, 73, 153, 
173 

Weierstrass 
AI-test, 64 
approximation theorem, 155 

well separated, 214 
well-ordered, 4 
Weyl, H., 170 
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