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Preface 

" ... that famous pedagogical method whereby one begins with the general and 
proceeds to the particular only after the student is too confused to understand 
even that anymore." 

Michael Spivak 

Th).s text was written as an antidote to topology courses such as Spivak 
describes. It is meant to provide the student with an experience in geomet­
ric topology. Traditionally, the only topology an undergraduate might see is 
point-set topology at a fairly abstract level. The next course the average stu­
dent would take would be a graduate course in algebraic topology, and such 
courses are commonly very homological in nature, providing quick access 
to current research, but not developing any intuition or geometric sense. 
I have tried in this text to provide the undergraduate with a pragmatic 
introduction to the field, including. a sampling from point-set, geometric, 
and algebraic topology, and trying not to include anything that the student 
cannot immediately experience. The exercises are to be considered as an in­
tegral part of the text and, ideally, should be addressed when they are met, 
rather than at the end of a block of material. Many of them are quite easy 
and are intended to give the student practice working with the definitions 
and digE;)sting the current topic before proceeding. The appendix provides 
a brief survey of the group theory needed. The choice of topics addressed 
is my own, and fairly random at that, and was dictated by the fact that 
the text is used in a semester course. I often augment the text with articles 
from the general scientific and undergraduate math journals, which is a 
gentle way of getting the student to read and discuss mathematics. 

This book originated as a set of lecture notes for a course in geomet­
ric topology at Vanderbilt University, and later at Canisius College. The 
present text has been used for a course taught to senior math majors. I 
have also taught a similar course for sophomores and juniors who have had 
a course in linear algebra but not in group theory, in which case I covered 
Chapters 1, 2, 4, 5, 6, 7, and 10. 

This text was prepared using the Afi;tS-'lEX macro package and the 
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macros supplied by Springer-Verlag New York. Portions of the text were 
prepared with the support of a Canisius College faculty fellowship. I would 
like to thank Metod Alif, Terry Bisson, Jim Catalano, Alex Douglas, 
Richard Escobales, Jim Huard, Mike Mihalik, Ray Mullican, John Ratcliffe, 
Tina Romance, Karl Schroeder, and Marlene Trzaska for many corrections, 
comments, and suggestions . .AJJ.y mistakes remain my own. 

L. Christine Kinsey 
Canisius College 
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Chapter 1 

Introduction to topology 

''when George drew out a tin of pineapple from the bottom of the hamper ... we 
felt that life was worth living after all ... there was no tin-opener to be found ... I 
took the tin off myself and hammered at it till I was worn out and sick at heart, 
whereupon Harris took it in hand. We beat it out flat; we beat it back square; we 
battered it into every form known to geometry - but we could not make a hole 
in it. Then George went at it, and knocked it into a shape, so strange, so weird, 
so unearthly in its wild hideousness, that he got frightened." 

Jerome K. Jerome 

1.1 An overview 

The first thing we must do is firmly put down any notion you may have 
that we're about to start making maps .. The only thing topology and to­
pography have in common is their derivation from the Greek T01Too-, or· 
space. Topology is a relatively new field of mathematics and is related to 
geometry. In both of these subjects one studies the shape of things. In ge­
ometry, one characterizes, for example, a can of pineapple by its height, 
radius, surface area, and volume. In topology, one tries to identify the more 
subtle property that makes it impossible to get the pineapple out of the tin, 
no matter what shape it is battered into, as long as one does not puncture 
the can. 

In a geometry course, one studies at first simple figures such as tri­
angles or quadrilaterals and their properties, such as the lengths of the 
sides, the measures of the angles, and the areas enclosed. Next, one devel­
ops a definition of when figures are geometrically the same or congruent. 
Congruent figures will have equal geometric properties: lengths, angle mea­
sures, areas, etc. One can study the set of functions, called isometries or 
rigid motions (such as rotations), which preserve congruence (so that f(Ll) 
is congruent to Ll). One develops theorems to tell when figures are con­
gruent (side-angle-side congruence, etc.). One identifies the properties of 
certain Classes of figures, such as the angle-sum theorem for triangles or the 
Pythagorean Theorem for right triangles. 
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We wish to emulate this course of study for topology and the more elu­
sive properties not detected by geometry. "Since length and angle measure 
are adequately covered in geometry, one decides to ignore these factors. 
Any two line segments, even of different lengths, are considered to be topo­
logically equal, since by stretching one could be turned into the other. All 
angles are equal, since one could be bent to form the other. Thus, a square 
is the same topological shape as a rectangle or any other quadrilateral. By 
straightening one of the angles, a rectangle is seen to be the same as a trian­
gle. One is also allowed to flex or bend lines into squiggles or curves. Thus, 
in topology, one considers the example13 in each row of Figure 1.1 below to 
be same in topology, since they differ only in the geometric properties of 
length, angle measure, and curvature. 

=~ 

Fig. 1.1. The figures in each row are topologically the same 

One concentrates, instead, on how a line segment and a circle differ. 
It set:lms obvious that the line and circle differ in some way not explicitly 
described by length or curvature or any other classical geometric property. 
The essence of this difference is the property that the circle or ring divides 
the plane into a region inside the circle and another region outside, but the 
line segment does not divide the plane. Even an infinite line, which does 
divide the plane, does so in a manner intrinsically different from the circle. 
We wish to quantify those properties in which line and the circle and similar 
figures differ and to define when objects are to be considered topologically 
equal and what properties are preserved by this type of equality. 

Two objects are topologically identical if there is a continuous defor­
mation (to be more precisely defined later) from one to the other. The 
bending and stretching that we allowed in Figure 1.1 are examples of such 
continuous deformations. Thus, topology is sometimes called the study of 
continuity, or, a more hackneyed term, "rubber-sheet geometry," as one 
pretends everything is formed of extremely flexible rubber. A mathemati­
cal cliche (included only in the interest of cultural literacy) is illustrated in 
Figure 1.2. 



1.1 An overview 3 

Fig. 1.2. Turning a doughnut into a coffee cup 

To return to the analogy with the development of geometry, note that a 
crucial step is the definition and study of congruence. Congruence provides a 
notion of geometric equality: a sort of local equality relevant in a geometry 
class, but not at all appropriate in courses in linear algebra or calculus 
or topology. Congruent figures will have the same geometric properties: 
lengths of corresponding sides, angle measures, area, volume, perimeter, 
and curvature. Congruence is an example of a common construction in 
mathematics. 

(1.1} Definition. An equivalence relation, "', on a set of objects is a relation 
on the set such that: 

(1) For each x in the set, x"' x. [reflexivity] 
(2) If X"' y, then y rv x. [symmetry] 
(3) If x "'y andy"' z, then x"' z. [transitivity] 

An equivalence relation is a relation between objects that acts like 
equality. For example, if one is intimately acquainted with triangle A, and 
also knows that triangle B is congruent to A, as ir:t Fig. 1.3, then one knows 
quite a bit about B: the lengths of its sides, the measures of the angles, the 
area, and perimeter. 

Fig. 1.3. Congruent triangles 

These triangles are not equal, however, since they consist of different 
points. Congruence, a geometric equivalence relation, says nothing about 
the positioning of the figures, or their color, or smell, or what they taste like. 
Congruence only carries information about the geometric properties. An-
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other geometric equivalence relation is similarity. Similar figures will have 
equal angle measures and proportional sides and areas but will not have 
equal lengths. Similarity picks up some, but not all, geometric data. The 
appropriate equivalence depends on the context and the purpose intended. 
Different fields in mathematics usually require different equivalences, de­
fined for the objects in which one is currently interested and the properties 
one wishes to preserve. We wish to define and study a notion of topolog­
ical equality that will determine when objects are the same topologically, 
though they may differ geometrically or in other ways. 

(1.2) Definition. Let A and B be topological spaces. Then A is topologically 
equivalent or homeomorphic to B if there is a continuous invertible function 
f : A --+ B with continuous inverse f-1 : B --+ A. Such a function f is 
called a homeomorphism. 

This definition will be discussed in more detail in the next chapter; 
where it will also be shown that this is an equivalence relation,· but one can 
assume that you have some familiarity with the concepts of continuity and 
invertibility from previous courses. An operation that is not continuous is 
cutting a figure in two. The inverse of cutting is pasting, which reverses 
the cutting operation, and thus is also not a homeomorphism. Consider the 
examples of Fig. 1.4. 

Fig. 1.4. More examples 

Try · the following exercise, using your ·intuitive idea of topological 
equivalence: 

t> Exercise 1.1. Classify up to topological equivalence, i.e., sort by topo­
logical types: 

ABCDEFGHIJKLMNOPQRSTUVWXYZ0123456789 
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One also wishes to identify topological properties, just as in geome­
try one studies the properties of length, angle measure, area, volume, and 
curvature. A topological property is one which all topologically equivalent 
spaces share. Thus, if one knows that object A has topological properties 
X, Y, and Z, and that B is homeomorphic to A, then B must also have 
properties X, Y, and Z. Also, if C does not have property X, it follows that 
C cannot be homeomorphic to A or B. This text will pursue the search for 
topological properties through the three main subfields of topology in order 
to see a bit of each. 

Chapters 2 and 3 are devoted to an introduction to point-set topology. 
One can think of this as the study of topological objects under a microscope, 
looking for properties that are decided at the level of points. An example of 
such a property is connectedness, which means just want one thinks it does, 
though, as is common in mathematics, writing down a formal definition 
is another matter entirely. Thus, the figure on the left in Figure 1.5 is 
connected, but removing a single point gives the figure on the right, which 
is not connected. Therefore, these figures cannot be homeomorphic. 

C>G 
Fig. 1.5. The figure on the left is connected, whereas that on the right ·is not 
connected 

Geometric topology takes a more macroscopic view, looking for more 
global properties. Such a property is that of enclosing a cavity or hollow, 
one of the essential differences between a sphere and a disc. 

Fig. 1.6. Sphere and disc 

The particular approach to geometric topology we will take is. combi­
natorial, in which the objects under study will be divided into nice pieces. 
This is a common mode of attack in mathematics - breaking a problem up 
into nice, manageable, predictable components, and then studying the com-
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ponents and the way in which they are put together. Chapters 4 and 5 are 
devoted to an introduction to the problems and techniques of combinatorial 
topology. 

Algebraic topology is the search for something computable to identify 
topological properties, such as something that will say a(X) = 0 if X is 
connected, but a(X) = 1 if X is not connected, or (3(X) = 1 if X encloses 
a cavity but (3(X) = 0 if X does not. In keeping with the subtlety of 
the properties with which we are dealing, numbers alone will not usually 
suffice, and so it is necessary to use the more sophisticated group theory. 
The requisite group theory is developed in the Appendix; just enough for 
our purposes. Homology theory, one of the two main types of algebraic 
topology, is developed in Chapters 6 and 7, and homotopy theory is briefly 
described in Chapter 9. 

Chapter 11 discusses ways in which topology affects subjects you have 
already studied; specifically; calculus and differential equations. 

A natural question is, of course, why bother? Aside from parlor tricks, 
such as the doughnut-intD-'coffee cup routine mentioned earlier, and remov­
ing one's vest without ta.J,cing off one's jacket (borrow clothes at least two 
sizes too large before attempting this), a number of exciting and useful 
applications will be proven, mostly in Chapter 10. 

Theorem. Everyone has at least one whirl or cowlick on his head. 

Theorem. At any moment there are two locations on the equator exactly 
opposite each other with the same temperature. 

Theorem. One needs no more than seven colors to color any map drawn 
on the surface of a doughnut so that no two adjacent areas have the same 
color. 

Theorem. Given a sandwich consisting of a mass of bread, a mass of cheese, 
and a mass of ham (each mass may consist of several parts), it is possible 
to divide the sandwich in two by a single knife slice so that each part has 
half of each component. 

Theorem. One cannot comb the hair on a coconut. 

Theorem. At any time, there is a point on the earth where the wind is not 
blowing. 



Chapter 2 

Point-set topology in IRn 

"Strange as it may sound, the power of mathematics rests in its evasion of all 
unnecessary thought and on its wonderful saving of mental operations." 

Ernst Mach 

In any mathematical study, the first thing to do is specify the type or 
category of objects to be investigated. In topology, the most general possi­
ble objects of study are sets of points with just enough structure to be able 
to define continuous functions. This, however, leads to a far more abstract 
study than is our purpose. We will, in this chapter, restrict our attention to 
subsets of real n-space, JRn, with all the natural structure to which we are 
accustomed. This provides a class of objects with structure simple enough· 
to be amenable to study while sufficiently rich in possibilities. Point-set 
topology is rather like looking at these sets of points under a microscope 
and identifying characteristics visible in that context. As in the beginning 
of any study, a great number of definitions, notation, and examples must 
be absorbed before proceeding. This pattern is rather like that commonly 
followed in calculus classes, where it is necessary to thoroughly understand 
limits and local behavior before proceeding to differentiation and integra­
tion. By basing everything firmly on the structure of euclidean space, many 
of the intricacies of general point-set topology can be avoided, but I have 
tried not to go so far in that direction as to give proper mathematicians 
the horrors. A number of simple proofs are included in the exercises. 

2.1 Open and closed sets in JRn 

All of the point sets in this chapter will be subsets of real euclidean n-space, 
JRn = {x = (x1,x2,··· ,xn): Xi areal number} where x denotes a point 
with n coordinates. For example, JR1 or lR is the real line, JR2 = {x = (x, y)} 
is the standard euclidean plane, and JR3 = { x = ( x, y, z)} is 3-dimensional 
space. Generally, one uses x to denote a real number and x to denote a 
point in JRn for n > 1. 
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Given two points x = (xl,x2,··· ,xn) andy= (Yl!Y2,···Yn) in ~n, 
the euclidean distance between x and y is measured by 

llx- Yll = J(xl- Y1)2 + (x2- Y2) 2 + · · · + (xn- Yn) 2 

The disc or ball centered at x with radius r in whichever space we are 
talking about is denoted by Dn(x, r). Formally, 

Dn(x,r) = {y E lRn: llx- Yll < r} 
We make use of the standard conventions whereby (a, b) denotes the 

open interval (a, b) = { x E lR : a < x < b} and [a, br denotes the closed 
interval [a, b] = { x E lR : a :s; x :s; b }. If the boundary or perimeter of a set 
pictured in the plane is drawn using a solid black curve, then those points 
on the boundary are to be considered to be included in the set. If drawn 
with a dashed or grey curve, the points on the edge are excluded. 

In JR1, D 1 (x,r) is an open interval centered at x (Fig. 2.1). 

x-r X x+r 

In JR2 , D 2(x,r) is a disc (not including the perimeter) with center x and 
radius r (Fig. 2.2). 

X 

Fig.2.2. D2(x,r) 

In JR3 , D 3(x,r) is a solid ball (not including the bounding sphere) with 
center x and radius r. · · · 

{2.1) Definition. These discs, Dn(x,r), are called (disc} neighborhoods ofx 
in lRn. 
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For arbitrary sets of points in ~n, we define the various ways a point 
x may lie in relationship to the set A. Let ~n - A designate all points not 
in A; this is called :the complement of A. Of course, any point x is either in 
A or in ~n - A, but we want to distinguish if x is buried in the middle of 
A, or on its fringes, or well outside of A. 

(2.2) Definition. Let A be a set of points with A s ~n. 
(1) A point x is an interior point of A if there is a neighborhood N of 

x so that 

xENsA 

i.e., the disc is totally enclosed in A. 
(2) A point x is an exterior point of A if there is a neighborhood N so 

that 

xE N s JR.n -A 

i.e., the disc is totally outside of A. Another way of saying this is 
NnA=0. 

(3) A point xis a limit point of A if every neighborhood N ofx contains 
at least one point of A. Thus, 

NnA¥:0 

Note that every point of.A is by this definition a limit point of A. lfx 
itself is in A and is the only point in A which lies in a neighborhood 
N {i.e., N n A= {x}), then xis called an isolated point of A. Ifx 
is a limit point of A such that every neighborhood of x contains a 
point y rf. A, then x is called a frontier point of A. 

Fig. 2.3. Point x is interior to A, y is exterior, and z is a frontier point of A 
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Note that the frontier points are also limit points by the definition. H a 
point x is a limit point but not a frontier point, then the statement "every 
neighborhood of x contains a point y rf. A" must be false, so "there is a 
neighborhood of x which contains no points not in A" must be true; thus, 
"there is a neighborhood of x which contains only points of A" is true, so 
x is an interior point of A. Therefore, 

{limit points of A}= {frontier points of A} U {interior points of A} 

The three options of interior, exterior, and frontier are both inclusive 
(i.e., every point in JRn must be either interior, exterior, or a frontier point of 
A) and mutually exclusive (i.e., a point cannot be both interior and exterior 
to A, etc.). Also, note that interior points are elements of A and exterior 
points are in the complement of A, whereas limit points and frontier points 
may lie in A or in its complement. 

One way of picturing the definition above is to imagine that one is 
looking through a microscope. As one increases the magnification, the field 
of view includes points closer and closer to x (Fig. 2.4). 

Fig. 2.4. The point x is interior to the shaded set A 

The point x is interior to A if, under high enough magnification, the field 
of view contains only points of A, exterior if only points outside of A, and 
a frontier point if, under all possible changes of magnification, the field of 
view contains both points of A and points of JRn - A. 

(2.3) Definition. A set A is open if every x E A is an interior point. 

(2.4) Definition. A set A is closed if every x rf. A is an exterior point. 

Many sets are neither open nor closed; for example, let A be a disc 
including the left semicircle, but not the right, as in Figure 2.5. In this 
example, x is a point in A that is not an interior point, so A cannot be 
open. The point y is not in A but is also not exterior to A, so A is not 
closed. 
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X y 

Fig. 2.5. A set which is neither open nor closed 

(2.5) Definition. A set A\:; JR.n is bounded if A\:; Dn(o,r) for some r. 
Thus, the set A can be enclosed in some sufficiently large disc. 

Bounded sets seem, in a sense, finite, since they do not go on forever. 
However, it will later appear that this is not the correct notion for topolog­
ical finiteness. 

1> Exercise 2.1. Determine whether the following subsets of JR.2 are open, 
closed, and/ or bounded. 

(1) A= {llxll :::; 1} 
(2) B={llxll=1} 
(3) C= {llxll < 1} 
(4) D ={the x-axis} 
(5) E = JR.2 - {the x-axis} 
(6) F = {(x, y): x andy are integers} 
(7) G = { (1, 0), (1/2, 0), (1/3, 0), (1/4, 0), ... , (1/n, 0), ... } 
(8) H = JR.2 

(9) I = 0, the null set. 

(2.6) Definition. The interior of a set A, denoted Int(A), is the set of all 
interior points of A. 

Note that Int(A) \:; A for any set A, but some sets have no interior .. 
For example, let A consist of a single point x, then 

Int(A) = 0 \:;A= {x}. 

(2.7) Definition. The frontier of a set A, denoted Fr(A), is the set of all 
frontier points of A. 

Frontier points may be either in A or not, as in the example in Fig. 
2.5, where both x E A and y fl. A are frontier points. 

(2.8) Definition. The closure of A, denoted Cl(A), is the set AU Fr(A). 
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Note that A s; Cl(A) for any set A. 

t> Exercise 2.2. Show that Cl (A) = {limit points of A}. 

t> Exercise 2.3. Find the interiors, frontiers, and closures of the sets in 
Exercise 2.1 above. 

As an example of the type of argument used in the next set of exercises, 
we prove (with commentary in smaller type): 

(2.9) Theorem. For any set A in ~n, 'the set Cl(A) is a closed set. 

Proof. By Definition 2.8, Cl(A) =AU Fr(A). We must show that Cl(A) is 
closed. By Definition 2.4, this means we must show that if x is an arbitrary 
point with x fl. Cl(A), then xis exterior to Cl(A). This can be restated 
using Definition 2.2: If x fl. Cl(A), then there is a disc Dn(x,r) such that 
Dn(x, r) n Cl(A) = 0. Since x fl. Cl(A) and Cl(A) =AU Fr(A), x cannot 
be interior to A (since Int(A) s; As; Cl(A)).nor can x be a limit point of 
A (since Fr(A) s; Cl(A)), sox must be exterior to A. Thus, there is a disc 
Dn(x,r) with Dn(x,r)nA = 0. Does this mean Dn(x,r)nCl(A) = 0 (and 
so x is exterior to Cl(A) as well as A)? 

Here we have recalled the definitions involved in the theorem (Cl(A) and 
what it means for Cl(A) to be closed) and then restated everything on the com­
mon ground of these definitions (exterior points and intersections of discs with 
the sets involved). 

Let us try a new technique: proof by contradiction. Assume everything in 
the hypothesis is true, but for some reason the conclusion of the theorem (that 
Cl(A) is closed) is false. 

If Cl(A) is not closed, then by Definition 2.4 we have a point x 
which is not in Cl(A) but is not exterior to Cl(A). From the discus­
sion above, x fl. Cl(A) implies that there is a disc Dn(x, r) n A = 0, 
but since x is not exterior to Cl(A), the disc Dn(x, r) must overlap 
Cl(A). So there has to be a point y E Dn(x, r) n Cl(A). The point 
y fl. A because Dn(x, r) n A = 0. Since y E Cl(A) = A U Fr(A), 
y must be a frontier point of A and every disc around y must contain 
points of A. 

Draw a picture of x and y and the disc to help visualize the relationships. 
See Figure 2.6. 

Let r' = r- llx- Yll, and note that Dn(y,r') s; Dn(x,r). Then 
Dn(y, r') is a disc about y and must contain points of A by the comments 
above. However, Dn(y, r') is inside Dn(x, r), so Dn(x, r) contains points 
of A. 

This contradicts the assumptions we have made. 

Thus, y cannot exist and so Dn(x,r) n Cl(A) = 0. Thus, x must be 
exterior to Cl(A). Therefore, Cl(A) is closed. 0 
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Fig.2.6. D"(y,r') ~ D"(x,r) 

Proof by contradiction or reductio ad absurdum is a time-honored tech­
nique used on theorems of the form "If A is true, then B is true." One 
assumes that A is true but that B is false and proceeds in this line of logic 
until coming to a patent absurdity: something like "0=1", or "x is both 
here and there." One is then forced to concede that something is wrong. 
If A really is true (and one has not made a mistake in the course of the 
argument), then B must be true, rather than false. This is all rather like 
ignoring reality until one runs one's head into a brick wall. It is a technique 
I tend to employ often, so you will be seeing it again. This is, perhaps, a 
temperamental idiosyncrasy. It is a grand mathematical tool, but a hell of 
a way to run one's life. 

1> Exercise 2.4. Prove that a set A is closed if and only if Fr(A) ~A. 

1> Exercise 2.5. A set A is closed if and only if A= Cl(A). 

1> Exercise 2.6. For any set A, Fr(A) is closed. 

1> Exercise 2.7. For any set A~ ~n, Fr(A) = Fr(~n- A). 

1> Exercise 2.8. For any set A ~ ]Rn, Fr(A) = Cl(A) n Cl(~n -A). 

1> Exercise 2.9. A set A is open if and only if A= Int(A). 

1> Exercise 2.10. A set A ~ ~n is open if and only if ~n - A is closed. 

1> Exercise 2.11. A set A ~ ~n is closed if and only if ~n - A is open. 

1> Exercise 2.12. If A and B are any sets, prove that 

Cl(A n B) ~ Cl(A) n Cl(B) 

Give an example where Cl(A n B) = 0, but Cl(A) n Cl(B) =f:. 0. 
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t> Exercise 2.13. H A and B are open sets, prove that A U B and A n B 
are open. Give an example of a sequence of open sets A1, A2 , A3 , ••• such 

00 

that n An is not open. 
n=l 

t> Exercise 2.14. H {Aa} is a collection of open sets, prove that Ua Aa is 
an open set. 

t> Exercise 2.15. H A and B are closed sets, prove that A U B and A n B 
are closed. Give an example of a sequence of closed sets B1, B 2 , B3 , ••• such 

00 

that U Bn is not closed. 
n=l 

t> Exercise 2.16. H {Aa} is a collection of closed sets, prove that na Aa is 
a closed set. 

Most of these are simple proofs, involving orily the unraveling of the 
appropriate definitions (as in the first paragraph of Theorem 2.9). 

Note that Exercises 2.13 and 2.14 imply that any union of open sets 
is open, and any finite intersection of open sets is open, but an infinite 
intersection of open sets need not be open. Similarly, Exercises 2.15 and 
2.16 show that any intersection of closed sets is closed, and any finite union 
of closed sets is closed, although an infinite union of closed sets may not be 
closed. 

A sequence in A is an infinite ordered set of points 

{xi}~1 = {xl,x2,x3,···} 

where Xi E A~ ~n. 

(2.10) Definition. A point x is a limit point of a sequence {xi}~1 if every 
neighborhood of x contains an infinite number of the Xi's. 

The difference between a sequence and a set is illustrated by the se­
quence {( -1)k}~1 in~. As a set, this consists of two elements { -1, 1} = B, 
but as a sequence, this is the infinite list {-1, 1, -1, 1, -1, 1, ... }. This se­
quence has two limit points: -1 and +1, both of which are also limit points 
of the set B. Another example is the sequence {1, ~, 1, l, 1, :h 1, i, ... }. As 
a set, {1, ~' 1, 1, 1, ~' ... } is the same as C = {1, ~' l, ~, ... }, but these­
quence has two limit points: 1 since it is repeated infinitely many times, 
and 0 as the limit of the sequence { 1/ n}. Any neighborhood of 0 will be of 
the form D1{0,r) = {x E ~ : lxl < r} for some radius r. Choose some 
{large) integer N so that 1;; < r (or N > :::) . Any n 2:: N will have 
~ :::; 1;; < r, so ~ E D1{0,r) for n 2:: N. Thus, any neighborhood of 0 
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contains infinitely many elements of the sequence {1, ~. 1, ~. 1, ~ •... }, so 
0 is a limit point of the sequence. The set C = {1, ~. ~. ~ •... } has limit 
points {1, ~. ~. ~ •... }U{O}, where {1, ~. ~. ~ •... }are limit points because 
any element of C is a limit point of C (recall the definition of a limit point) 
and 0 is a limit point since any neighborhood of 0 contains points of the 
set C. The following theorem shows that a limit point of a set may also be 
considered as a limit point of some sequence of points chosen from the set. 

(2.11) Theorem. If :x: is d. limit point of a set A in JRn., then there is a 
sequence of points {:x:i}~1 where Xi E A so that :x: is a limit point of the 
sequence {Xi}~1 . 

Proof. If :x: is a limit point of the set A, then every disc about :x: contains 
points of A. We wish to choose a sequence of points Xk in A with limit :x:. 
By Definition 2.2, since :x: is a limit point of A, every disc neighborhood 
of :x: must contain some points of A. Consider the family of discs nn(x, l) 
fork= 1, 2, 3, .... These are discs centered at :x: with radii 1, ~. ~ •... , and 
must contain points of A. Choose Xk E nn (x, l) n A for each k. This gives 
us a sequence of points from A. For any disc Dn(x, r), an integer N may 
be chosen so that it < r (or N > ~). It follows that the discs are nested 
inside each other: Dn(x, r) 2 Dn(x, it) 2 Dn(x, N~1 ), ••. , and SO 

XN,XN+l!XN+2• ... E nn ( x, ~) ~ Dn(x,r) 

Therefore, :x: is a limit point of {:x:k}~1 . 0 

l> Exercise 2.17. Show that x is the only limit point of the sequence con­
structed in Theorem 2.11. 

The converse of Theorem 2.11 is also true: 

(2.12) Theorem. If {Xi}~1 is a sequence with each Xi E A~ JRn, and :x: is 
a limit point of the sequence {Xi}~1 , then xis a limit point of the set A. 

l> Exercise 2.18. Prove Theorem 2.12. 

These theorems show the connection between limit points for sets and 
limit points for sequences. Be careful, though, since if one again consid­
ers the example {1, ~. 1, ~. 1, ~. 1, ~ •... , 1, ~ •... }, Theorem 2.12 says the 
points 0 and 1 are limit points of the set, since they are limit points 
of the sequence. On the other hand, i is a limit point of the set, but 
Theorem 2.11 does not imply that i is a limit point of the sequence 
{1, ~' 1, ~. 1, ~. 1, ~' ... , 1, ~ •... }, but that another sequence can be con­
stl!lcted from this set with ~ as limit point. For example, H, i, i, i, ... } 
is a sequence in the set {1, ~. ~. i, ~ .... } with the desired limit ~· 
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2.2 Relative neighborhoods 

There is a certain difficulty or ambiguity with the material above. For ex­
ample, consider the interval (-1, 1}. Since ( -1, 1) = D 1 (0, 1), this is open in 
JR1 but is not open when considered as a subset of the plane, since any disc 
about a point of ( -1, 1) will overlap with the upper and lower half-planes: 

1 

Fig. 2.7. The interval ( -1, 1) is open in JRl, but not open in lR2 

The real line JR1 itself is both open and dosed, but when considered as a 
. subset of JR2 , it is not open. The definitions above depend on the context in 

which the set is viewed. Note that in Exercise 2.1, I was c;:u-eful to state that 
the sets were viewed as subsets of JR2 • This section will remedy this problem 
by considering more carefully the context of the sets and neighborhoods. 

(2.13) Definition. Let A ~ JRn. A neighborhood of a poini x E A relative to 
A is a set of the form Dn(x, r) n A. 

For example, JR1 ~ JR2 , so JR1 has relative neighborhoods in JR2 that 
look like discs intersected with JR1. This gives exactly the same system of 
neighborhoods as the earlier definition:, since a disc intersected with a line is 
an open interval. Thus, Definition 2.13 coincides with the earlier Definition 
2.1 for this example. To see that this works in all dimensions, one chooses a 
point x E JRk and then one decides to raise the dimension of the surrounding 
space by enclosing JRk inside JRn for n > k, just as one includes the line JR 
inside the plane JR2 , or the plane inside 3-space. In this situation, the point 
x = (x1,x2,··· ,xk) E JRk becomes x = (x11x2,··· ,xk,O, ... ,0) E JRn. A 
disc neighborhood of x in the larger space JRn intersected with the smaller 
space JRk will give 

Dn (x, r) n :IRk = {y E ]Rn : llx - y II -::: r} n :IRk 

= {(yll Y2, · · · , Yk, · · · , Yn) : 

V(xl- YI)2 + · · · + (xk- Yk)2 + · · · + (0- Yn)2 < r} n :IRk 

= {(y11y2, · ·· ,yk) :vf(xl- YI)2 + .. · + (xk- Yk)2 < r} 

= Dk(x,r) 

Thus, the idea of relative neighborhoods gives the same sets regardless of 
the dimension of the surrounding euclidean space. 
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As another example, consider the inte!'Val [-1, 1]. The point x = 1 has 
the set (!, 1] as a neighborhood relative to [-1, 1], since the intersection 
D 1(1, !) n (-1, 1] = (!, 1]. The set (!, 1] of Fig. 2.8 is considered open in 
(-1, 1], since every point in(!, 1] has a neighborhood (relative to (-1, 1]) 
totally enclosed in(!, 1]. This set is clearly not open as a subset of JR. 

-1 0 1 
2 1 

Fig. 2.8. (t, 1] is open in [-1, 1] but not in JR. 

Another example is the cylinder, pictured as a subset of JR3 in Fig. 2.9. 
The point x has for a neighborhood a slightly warped disc, the intersection 
of the cylinder with an open ball in JR3 , and y has for a neighborhood a 
warped half disc. 

Fig. 2.9. The cylinder, with neighborhoods of x and y 

Recall that the definitions of interior, exterior, and limit points refer 
only to neighborhoods, not specifically to discs. These definitions remain 
valid for relative neighborhoods, as do the definitions, theorems, and exer­
cises which follow. One need only keep clearly in mind the context space. 
For example, Definition 2.2 can be restated as: 

(2.2') Definition. Let B ~A. 

(1) A point x E A is an interior point of B relative to A if there is a 
neighborhood N of x relative to A so that 

xEN~B 
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(2) A point x E A is an exterior point of B relative to A if there is a 
neighborhood N relative to A so that 

xENc;;A-B 

(3) A point x E A is a limit point of B relative to A if every neighbor­
hood N relative to A has 

NnB :f 0 

This, in turn, will change the definitions which rely on Definition 2.2'. 
For example: 

(2.3') Definition. Let B c;; A. The set B is open relative to A if every 
x E B is an interior point relative to A, i.e., if every x E B has a relative 
neighborhood N with x E N c;; B. 

Exercise 2.13 can then be restated as: "ff B and C are subsets of some 
set A, and B and C are open relative to A, then B n C and B U C are open 
relative to A." 

The proofs of the theorems and exercises of Chapter 2.1 need only 
minor modifications (just intersect any discs with your background space) 
to remain valid, so we will not repeat them. 

Another way of characterizing the relatively open and closed sets is 
the following theorem: 

(2.14) Theorem. If B c;; A c;; ]Rn. 

(1) B is open relative to A if and only if B =An 0 for some set 0 
which is open in Rn. 

(2) B is closed relative to A if and only if B =An C for some set C 
which is closed in Rn. 

Proof. 

(1) If B is open in A, then every point x E B has a relative neighbor­
hood Nx (with respect to A) with x E Nx c;; B. By Definition 2.13, 
Nx = Dn(x, rx) n A for some radius rx. Let 0 = UxeB Dn(x, rx)· 
By Exercise 2.14, the set 0 is open in Rn. Furthermore, 

onA= (u Dn(x,rx)) nA 
xEB 

= U (Dn(x, rx) n A) 
xEB 
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Clearly, B ~ UxeB Nx, since every x E B is in one of the Nx's. 
Also, since every Nx ~ B, it follows that UxeB Nx ~ B, so 
B = UxeBNx =On A. 

Conversely, if B = A n 0 for some set 0 which is open in JR.n, 
then every point x E B is also in 0. Since 0 is open, there is a 
disc Dn(x, r) with x E Dn(x, r) ~ 0.. Let N = Dn(x, r) n A. Then 
x EN~ 0 n A= B, soB is open in A by Definition 2.3'. 

(2) First note that the set B is closed relative to A if, for every point 
x E A- B, there is a relative neighborhood N with N n B = 0 (this 
is the relative restatement of Definition 2.4). Thus, we have for each 
X E A-B a neighborhood Nx = nn(x,rx)nA withNxnB = 0. Let 
0 = UxeA-B nn(x,rx)· As above, 0 is an open set. By Exercise 
2.11, C = JR.n -0 will be closed. It is easy to see that A-B =On A, 
and soB= CnA. 

Conversely, if B = C n A for some set C which is closed in JR.n, 
then every point x E A - B will satisfy x rf. C. Since C is closed, 
there is a disc Dn(x, r) with X E Dn(x, r) and Dn(x, r) n 0 = 0. 
Let N = Dn(x,r) nA. Then x EN and NnE~ NnC = 0. Thus, 
B is closed in A. 

0 

1> Exercise 2.19. Show that any set A is both open and closed relative to 
itself. 

1> Exercise 2.20. Show that 0 is both open and closed relative to A for any 
set A. 

1> Exercise 2.21. Give an example of sets B ~ A ~ JR.3 where B is open 
relative to A but not open in JR.3 • 

1> Exercise 2.22. Show that A is open relative to X if and only if X - A 
is closed relative to X. 

1> Exercise 2.23. Show that A is closed relative to X if and only if X - A 
is open relative to X. 

2.3 Continuity 

A function f : D -- R is a correspondence which associates to every point 
xED a unique point f(x) E R. The set Dis called the domain off and 
R = f(D) the range. At this point of your training, many of you are s.o 
programmed that if one says to you "f ( x) = 2x", the picture that springs 
to your mind is a line with slope 2 (Fig. 2.10). 
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y = 2x 

Fig. 2.10. The graph of f(x) = 2x 

This is not at all what we want. Think again: if one is given a number, 
f gives you back a number twice ·as large: /(0) = 0, /(1) = 2, f( -2) = -4. 
If given the interval [0, 1), f gives back the interval [0, 2). The function f 
is stretching the real line by a factor of 2. You can feed in any real number 
and get back any real number, so f : :R ---t :R. The action off can be 
pictured as in Figure 2.11. 

0 I >< 
f 

--+ 

-2 0 1 -4 0 2 

Fig. 2.11. The action of f(x) = 2x 

Similarly, g(x) = lxl folds the real line in half (Fig. 2.12). 

0 I >< I X 0 
-2 0 1 0 1 2 

Fig. 2.12. The action of g(x) = lxl 

Think of h(x) = x + 3 as shifting the real line 3 units to the right. 

t> Exercise 2.24. Discuss the action of the functions on :R2 below, describing 
what each does to the points on the x-ax:is, the y-ax:is, the line y = x, and 
the unit square {(x, y) : 0 :::; x :::; 1, 0 :::; y :::; 1} 

(1) f(x,y) = (2x,3y) 
(2) g(x,y)=(-x,-y) 
(3) h(x,y)=(y,x) 
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Finally, we are ready to define and study continuity. 

(2.15) Definition. Let D ~ Rn and R ~ Rm. A function f : D -+ R is 
continuous if whenever A is an open set in R, then f-1 (A) is an open set 
in D. 

Here f- 1 denotes the set;-theoretic inverse off, so that f- 1 is defined 
for any subset A in the range off by f- 1(A) = {x E D : f(x) E A}. 
For example, if f is the function that folds the rectangle in half along the 
dotted line to give the picture in Figure 2.13, and A is the disc shown on 
the right, then f- 1 (A) consists of the two discs on the left. In general, 
f- 1 is not a function. A point y (pictured below) on the fold has a half­
disc neighborhood N relative to the rectangle, which is open relative to the 
rectangle on the right. Then f-1 (N) is a disc, which is open in the rectangle 
on the left. 

f 
A 

Fig. 2.13. The function f folds the strip ii:t half 

It is often easier to work with an alternate definition related to the 
one you may remember from a calculus course: f is continuous at x0 if 
lim:c-+:co f ( x) = f ( xo) = f (lim:c-+:co x). The topological version of this is 

(2.16) Theorem. Let D ~ Rn and R ~ Rm. A function f : D -+ R is 
continuous if and only if whenever x is a limit point of a set B in D, then 
f(x) is a limit point of the set f(B) in R. 

Proof. First we will prove by contradiction that the limit point condition 
implies that the function is continuous. Assume that whenever x is a limit 
point of B ~ D, then f(x) is a limit point of f(B) ~ R, but that there 
is an open set A ~ R with f- 1 (A) not open so that Definition 2.15 is not 
satisfied. If f-1(A) is not open, then there is a point x E f-1(A) that is not 
interior to f-1(A). Thus, every neighborhood Dn(x, r) contains some point 
Xr rt. f-1(A) (otherwise, we would have a neighborhood totally in f-1(A), 
and x would be an interior point). For the sequence of neighborhoo"ds 
Dn(x, i), choose points Xk E nn(x, i) with Xk rt. f- 1(A). The sequence 
(or set) {xk}~1 has limit point x, so by the assumptions the sequence 
f({xk}%"=1) = {f(xk)}%"=1 has limit point f(x). Since Xk rt. f- 1(A), it fol-
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lows that f(xk) ¢A. Thus, there are points not in A arbitrarily close to 
the point f(x), so f(x) is not an interior point. Therefore, A contains a 
non-interior point, so A cannot be open. This contradicts the choice of A, 
so something must be wrong with our assumptions: j-1(A) must be open, 
so f must be continuous. 

Next, assume f is continuous as in Definition 2.15, but there is some 
set B in D with limit point x and f(x) is not a limit point of the set j(B). 
H f(x) is not a limit point, it must be exterior to f(B). Thus, there is a 
neighborhood N of f(x) so that N n f(B) = 0. Note that x E f- 1 (N) 
and, since f is continuous, j-1(N) is open. Thus, x has a neighborhood N' 
enclosed in f- 1 (N) . Since xis a limit point of B, 0 -:j: N' n B ~ f- 1 (N). 
Let y E N' n B. Then f(y) E N and f(y) E f(B) since y E B. This 
contradicts the assumption that f(B) n N = 0. D 

Yet another equivalent definition of continuity is 

(2.17) Theorem. Let D ~ JR.n and R ~ JR.m. A function f : D ----1- R is 
continuous at a point x E D if and only if for any e > 0, there exists a 
8 > 0 such that whenever y ED and !lx- Yll < 8, then llf(x)- f(y)ll <e. 

Proof. Let x E D ~ JR.n and assume that f is continuous at x by Definition 
2.15. Given an e > 0, consider the set A = R n nm(f(x), e). Since this 
set is open in R, the inverse image f- 1(A) is open in D and contains 
the point x. Therefore, there is a relative neighborhood of x of the form 
Dn(x, 8) n D ~ j-1(A). Note that every point y E Dn(x, 8) n D satisfies 
y ED and llx- Yll < 8, and, since f(y) E A, llf(x)- f(y)ll <e. 

H f satisfies the conditions of this theorem for every x E D, then 
we must' show that f is continuous by Definition 2.15. Let A be an open 
set relative to R. We must show that f- 1(A) is open relative to D. Let 
x E f- 1(A). Then f(x) E A and since A is open in R, there is a neighbor­
hood of the form nm(f(x), e) such that Dm(f(x), e) n R ~ A. By the hy­
potheses, for this e there exists a 8 such that for all points y E DnDn(x, 8), 
f(y) E nm(f(x),e) n R ~A. Therefore, D n Dn(x,8) ~ j-1 (A). Thus, 
j-1(A) is open in D. D 

The version of continuity of Theorem 2.17 is used in many analysis 
texts, but not commonly in topology. When dealing with functions of real 
numbers, you may assume that the usual addition, difference, multiplica­
tion, and division (except when dividing by zero) of continuous functions 
is continuous. 

As an example, consider the function that takes the rectangle pictured 
in Figure ·2.14 and cuts it in half along the dotted line. The points along 
the line must go somewhere, so we will put them in the left half, f(A) (this 
is an arbitrary choice - put them anywhere you like). The point x on the 
dotted line in D is a limit point of the right side, B, so as in Theorem 2.11 
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we can choose a sequence {xi}~1 of points in B with limit point x. After 
cutting, we get a sequence {f(Xi)}~1 of points in f(B) with limit point 
along the missing edge ofJ(B), but f(x) is in f(A). Thus, f(x) cannot be 
a limit point of {f(Xi)}~1 , so this function is not continuous. 

A 

X~. . . . f lfWl 
b_j 

··. . 
:J(B) • 

Fig. 2.14. The function f cuts the strip in half 

If one has a function f : D -- R and another function g : R -- S, 
the composition g o f : D -- S is defined, for any x E D, by 

go f(x) = g(f(x)) E S. 

The function f : D -- D defined by f(x) =xis called the identity 
function and is denoted by ln. 

t> Exercise 2.25. Prove that the composition of two continuous. functions 
is continuous. 

(2.18) Definition. A function f : D - R is invertible if there is a function 
g : R -1- D so that 

and 
ln =gof:D ~D 

The function g is etilled the inverse off, and is usually denoted by f-1 . 

The set-theoretic inverse f-1 off is a function if and only iff is 1-1 (or 
a monomorphism): x "I= y implies that f(x) "I= f(y). Another way of stating 
this is: f- 1 is a function if f(x) = f(y) implies that x = y. Iff: ·A -1- B 
has an inverse, the inverse will be a function from B to A if f is onto or 
an epimorphism: every y E B is a value for f, so every y E B satisfies 
y = f(x) for some x EA. Thus, a function f: A-- B is invertible if and 
only iff is 1-1 and onto. 

The example of Figure 2.15 in which f folds the rectangle A along the 
dotted line is not invertible, since if an inverse f-1 did exist it would take 
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the square f (A) and give A back, but to do that the point x would have to 
go to both of the points pictured in A. Thus, f-1 is not a function. 

f 
X • 

Fig. 2.15. Folding the rectangle is continuous, but not invertible 

Note that the example of Figure 2.14 is 1-1 and onto and thus invert~ 
ible. The inverse would take the two squares and glue them back together. 
However, the function is not continuous. 

(2.19) Definition. A function f : X - Y is a homeomorphism iff is 
continuous and invertible and the inverse function f-1 is also continuous. 
The ~paces X and Y are then topologically equivalent. 

An example is the function f(x) = tan ('~~'2:z:) which takes the inter~ 
val ( -1, 1) to (-oo, +oo). This function is continuous and has continuous 

inverse f- 1(x) = 2 tan;1
(:z:). Thus, the interval ( -1, 1) is topologically equiv~ 

alent to ( -oo, oo) = ~. 

(2.20) Theorem. Topological equivalence is an equivalence relation. 

Proof. Recall Definition 1.1. Three things must be shown: reflexivity, sym­
metry, and transitivity. We write A "' B if there is a continuous function 
f: A- B with continuous inverse f-1 : B- A. 

(1) Note that A"' A since the identity function 1A : A -A is con­
tinuous and is its own inverse. 

(2) H A rv B, then B "'A since f-1 : B- A is continuous and has 
continuous inverse f : A - B. 

(3) H A rv B, there is a continuous function f: A -1- B with contin~ 
uous inverse f-1 : B -A, and if B "'C, there is a continuous 
function f' : B - C with continuous inverse j'-1 : C -1- B. 
Then the compositions f' o f : A - C and f-1 o j'-1 

: C - A 
are cont~uous by Exercise 2.25. 

u-1 0 f'-1) 0 U' 0 f) = f-1 0 cf'-1 0 f'> 0 f 

= f-1 o (1B) o f 
= f-1 of= 1A 
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U' 0 n 0 u-1 0 r-1) = f' 0 u 0 f-1) 0 r--1 

= f' o (1B) o f'-1 

= f' 0 !'-1 = 1c 

so f' of and f- 1of'-1 are inverses. Thus, f' of is a homeomorphism 
from A to C, so A"' C. 

0 

Theorem 2.20 implies that one can use topological equivalence like 
equality, in the context of this course. Topologically equivalent spaces have 
the same (topological) shape. For example, we have shown that ( -1, 1) is 
topologically equivalent to JR.1 . 

The example above of f(x) = tan (71"2"') can be modified to give a 
homeomorphism f : [0, 1) --+ [0, oo) by restricting the domain to the half­
open interval [0, 1), since f(O) = 0. We can then use this homeomorphism 
to build another homeomorphism F : Dn(o, 1) --+ JR.n. Any point x in 
Dn(o, 1) can be considered as a vector, and 

X 
x=llxll·w 

where llxll is the length of the vector·x. Since xis a vector in Dn(o, 1), note 
that 0 ::::; llxll < 1. The quantity 11~ 11 is a vector in the same direction as x, 
but scaled to have length one. Define F: Dn(o, 1) --+ JR.n by 

F(x) = { f(llxll) · fxrr• x =1- 0 
0, x=O 

Thus, F(x) is a vector in the same direction as x, but with the length mag­

nified by the function f(llxll) = tan ( 'll"I!:JI) from the example above. The 
function F can be shown to be continuous and invertible, with continuous 
inverse. Thus, F takes the disc of radius one homeomorphically to the disc 
with infinite radius. 

Let § 2 denote the sphere or the skin of a ball. Another example of a 
homeomorphism is defined next. 

(2.21) Definition. Let x be a point on the sphere § 2 • Then § 2 - { x} is 
homeomorphic to JR.2 by stereographic projection. This is defined by placing 
the sphere on the plane so that they are tangent and the puncture is at the 
North Pole. For each y E § 2 , note that the ray from x through y int.ersects 
the plane JR.2 at a unique point. Define s(y) to be the point where this ray 
intersects the plane. 

Stereographic projection can be thought of as stretching open the punc­
tured sphere and laying it out flat. (See Fig. 2.16.) 
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X 

Fig. 2.16. Stereographlc projection 

1> Exercise 2.26. Describe what stereographic projection does to 

(1) the equator 
(2) a longitudinalline.from the North Pole to the South Pole 
(3) a triangle drawn on the punctured sphere. 

Note that we have shown that two spaces, one bounded and one un­
bounded, may be topologically equivalent. We wish to identify properties 
which homeomorphic spaces will share. · 

(2.22) Definition. Property P is a topological property if, whenever set A 
has property P and set B is topologically equivalent to A, then .B also has 
property P. 

Thus, boundedness is not a topological property. 

2.4 Compact sets 

Although boundedness fails to be a topological property, a related notion 
does qualify: 

(2.23) Definition. A set A is (sequentially} compact if every infinite sequence 
of points in A has a limit point in A. That is, if {Xi}~1 is a sequence and 
Xi E A for each i, then there is a point x E A so that x is a limit point of 
{xi}~l· 

There is another type of compactness, which will be briefly described 
in Chapter 3. Note that Definition 2.23 contains two claims: first, that every 
sequence has (at least one) limit point, and second, that this limit point 
will actuallv lie inside the set. 
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The real line, JR., is not compact, since the sequence {1, 2, 3, 4, ... } = 
{ n }~=l consists of points in JR., btit has no linllt point in JR.. Another ex­
ample is the interval (0, 1). The number 0 is a limit point for the sequence 
g, !, ~' ~' ... } = {~}~=2 ~ (0, 1), but 0 rf. (0, 1), so the open interval is 
not compact. 

Compactness can be described by terms of properties we have already 
studied: 

(2.24) Heine-Borel Theorem. A set A~ JR.n is compact if and only if it is 
closed and bounded. 

Proof. First let us assume that A is a compact set in JR.n and show that 
A is closed. We must show that if a point x is chosen with x tf. A, then x 
is exterior to A. Si:iice x tf. A, x cannot be a linllt point for any sequence 
of points in A (otherwise, since A is compact, x would have to be in A). 
H every disc around x contained points of A, then we could construct a 
sequence as we did in Theorem 2.11 with linllt point x. Therefore, there 
must be some disc nn(x, r) with nn(x, r) n A= 0. Thus, X is exterior to 
A, so A is closed. 

We must also show that if A is compact, then A is bounded. H A is 
not bounded, then A sprawls out of the disc Dn(o, k) for every integer k. 
Thus, for each k there is always at least one point Xk such that Xk E A and 
Xk tl. nn(o, k) and so llxkll > k. Since limk->oo llxkll ~ limk->oo k = oo, we 
have a sequence in A with no linllt point. This contradicts the assumption 
that A is compact, so A must be bounded. 

The other implication, that ·if A is closed and bounded, then A is 
compact, requires two lemmata. 

(2.25) Lemma. The cube In= {x = (x1,x2, .. . xn): -1::::; Xi::::; 1} ~ IR.n is 
compact. 

Proof. Let {xk}~1 be any sequence of points in In. We must show that 
{ Xk} has a linllt point X and that X E In. Let If = r. Divide If into 2n 
equal smaller cubes, as pictured in Figure 2.17. 

The infinitely many points of the sequence { xk}r=l are divided among 
these 2n cubes, so at least one of these smaller cubes must contain infinitely 
many of the Xk 's. Call this cube Ilj. Repeat the process to obtain a sequence 
of smaller and smaller nested cubes each containing infinitely many points 
of the sequence. 

For I 1 = [-1, 1], we let a1 = -1, b1 = 1. Divide the interval in half, and 
choose the half with infinitely many of the Xk 's. H both halves have infinitely 
many, just choose whichever you like best. Then either a2 = -1 and b2 = 0, 
or a2 = 0 and b2 = 1, depending on your choice. Take the interval [a2 , b2] 

and repeat to get ak and bk the endpoints of the kth subinterval selected, 
Note that bk = ak + 2JCJ._2. Thus, limk_,.oo bk = limk_,.oo ak, assuming that 
the linllts exist. The ak 's form a bounded monotone sequence and we take 
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D 

EE 
Fig. 2.17. The first subdivision of J\ 12

, and J3 

as axiomatic, by the completeness of the real numbers, that such sequences 
00 

must have limits. Let X= lim.k->oo ak, and note that n h consists of only 
k=l 

one point, x. 
00 

For higher dimensions, to show that n IJ: is a single point x, repeat 
k=l 

the argument for Jl above for each coordinate. We can, thus, show that x 
is a limit point of the sequence {xk}· Since x E IJ: ~ In for each k, the 
point x E In and so In is compact. 0 

(2.26) Lemma. If B is a compact set and A is a closed subset of B, then A 
is compact. 

1> Exercise 2.27. Prove this lemma. Obviously, since this exercise is placed 
in the middle of the proof of Theorem 2.24, you are not allowed to use the 
theorem to prove the lemma. 

Proof of Theorem 2.24 continued. Assume A is closed ai:J.d bounded. By 
changing units we may assume A~ Dn(o, 1) (1 can be 1 inch, 1 foot, 1 mile, 
whatever). Thus, A ~ Dn(o, 1) ~ In, so A is a closed sub~et of In. The 
cube In is compact by Lemma 2.25, so A is compact by Lemma 2.26. 0 

The Heine-Borel Theorem is a fundamental theorem of point-set topol­
ogy and provides a characterization of compactness in terms previously 
~t.mHP.rl. at lP.~Rt for Rll hsets of JR:n. 
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1> Exercise 2.28. Show that compactness is a topological property and give 
examples to show that closedness and boundedness are not. 

Compactness is an important property and is the topologists' form of 
finiteness, in the sense that a compact set does not go on forever. One's 
first impression is that a bounded set should be "finite," but we have seen 
that the interval ( -1, 1) is topologically equivalent to ( -oo, oo). One way of 
thinking about this is to imagine walking along the interval ( -1, 1), towards 
1, but for some reason (an increase in gravity, or the unnerving fact that 
one's legs seem to be getting shorter and shorter), the closer one gets to 1, 
the smaller steps one has to take, so that one never reaches 1. In this sense, 
( -1, 1) is endless. On the other hand, [-1, 1] is compact and does not go on 
forever, since it has ends. No topological property should be based solely 
on distance, as is boundedness, since in topology distance means very little. 

2.5 Oonnected sets 

Another fundamental notion is the number of pieces, or components, an 
object has. If one thinks about what "connected" means, an object X is 
connected, or has only one piece, if all its parts are stuck to each other. 
Now take the idea "stuck to each other" and look at Figure 2.18. 

A B A' B' 
X 

X 
y 

Fig. 2.18. X is connected, but Y is not 

X and Y each have been divided into two parts, where B looks exactly like 
B', and A looks like A' with the point x added on. The point x sort of glues 
A and B together to make X connected, and, beillg absent from Y, is the 
gap where Y falls apart into two pieces. Note that xis in the set A and is 
a limit point of both A and B, so that xis infinitely close to the set B; in 
a sense, x, and so A, cannot be separated from B. This is how the formal 
definition of connectedness is derived. 

(2.27) Definition. A set S is connected if whenever S is divided into two 
non-empty disjoint sets, so that. 

S =AU B, A -:f. 0, B -:f. 0, An B = 0 

then either A or B contains a limit point of the other. 



30 Chapter 2. Point-set topology in JRn 

Note that in Definition 2.27 all possible divisions of 8 must be consid­
ered. For example, the set Y of Figure 2.18 can be divided in a different 
way into sets C and D as pictured in Figure 2.19. 

c D 

Y--------~-------y 

Fig. 2.:!-9. Y is not connected, but this division cannot tell that 

Then Y = CUD, with y E C, and C n D = 0, C =/; 0, D =/; 0, but C does 
contain a limit point of D. This particular division of Y does not see the 
gap, but the earlier division of Y = A' U B' did. 

(2.28) Theorem. The interval [0, 1] is connected. 

Proof. Assume that the interval [0, 1] is divided into two sets A and B so 
that A =F 0, B =F 0, AU B = [0, 1], and An B = 0. Also assume 0 E A. 
Choose some point bE B (b exists since B =F 0). Let x 1 = 0 and y1 =b. 
Consider the intervals [0, b/2] and [b/2, b]. The point b/2 is either in A or in 
B, since [0, 1] = AUB. If b/2 is in A, let x2 = b/2 and Y2 =b. If b/2 is in B, 
let x2 = 0 and Y2 = b/2. In either case, note that x 2 E A and Y2 E Band 
are the endpoints of the chosen subinterval which. has endpoints 'in both A 
and B. Take the subinterval [x2, Y2] and divide it in half again. Of these two 
sub-subintervals one must have endpoints from both A and B, so call these 
endpoints X3 and Y3 where X3 E A and y3 E B. By repeating the bisection 
infinitely many times, we get two sequences with {xi}~1 a sequence in A 
and {Yi}~1 a sequence in B, and Xi and Yi are endpoints of an interval of 
decreasing length. Note that 

b 
llxi- Yill = 2i-l 

Since the interval [0, 1] is compact by Lemma 2.25, these sequences must 
have limit points. Let x be the limit point of {xi}~1 and y be the limit 
point of {Yi}~1 . 

llx- Yll = lim llxn- Ynll = lim 
2 

b 1 = 0 
n-+oo n--+oo n-

Therefore, x = y. The point x is either in A and is a limit point of the 
sequence {yi}~1 in Band so is a limit point of B, or xis in Band a limit 
point of A. Thus, [0, 1] is connected. 0 

(2.29) Theorem. Iff : D ---t R is a continuous function from a connected 
set D onto the set R. then R is connected. 
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Proof. If R = A U B where A ::/= 0, B ::/= 0, An B = 0, we must show that 
either A orB contains a limit point of the other. Let 

E ={xED: f(x) E A}= f- 1(A) 

F = {xED : f(x) E B} = f- 1(B) 

Note that since A ::/= 0, E ::/= 0 and similarly B ::/= 0, F ::/= 0. Also An B = 0 
implies that E n F = 0. The domain D is connected, so either E or F 
contains a limit point of the other. Assume E contains a point x with x 
a limit point of F. Since x E E, we have f(x) E f(E) = f(f- 1 (A)) = A. 
Since x is a limit point of the set F and f is continuous, by Theorem 2.16 
f(x) is a limit point of the set f(F) = f(f- 1 (B)) =B. Thus, A contains a 
point f(x) which is a limit point of B. Therefore, R is connected. 0 

It follows that connectedness is a topological property. 

1> Exercise 2.29. Prove that X is connected if and only if X cannot be 
written as a union of two non-empty disjoint sets which are open relative 
to X.· 

1> Exercise 2.30. Prove that X is connected if and only if X cannot be 
written as a union of two non-empty disjoint sets which·are closed relative 
to X. 

1> Exercise 2.31. Give examples of sets A and Bin R2 which satisfy: 

(1) A and B are connected, but An B is not connected 
(2) A and Bare connected, but A- B is not connected 
(3) A and B are each not connected, but AU B is connected. 

2.6 Applications 

In this section, we use the properties we have learned, continuity and con­
nectedness, to derive some rather amusing and practical applications. 

(2.30} Theorem. Iff : [0, 1] .._ [0, 1] is a continuous function, then there 
is a point t E [0, 1] with f(t) = t. 

Proof. Assume that f(x) is never equal to x. Then consider the function 
g: [0, 1] ~ {±1} defined by 

f(x)- x 
g(x) = lf(x)- x! 

Note that the quantity far is equal to +1 if a is positive, and -1 if a is 
negative. Since f(x) ::/= x, we have not divided by zero in the definition 
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of g, and the continuity of g follows from the continuity of f. Since we 
have assumed that f(O) :f:. 0, it must be that f(O) > 0 and so g(O) = +1. 
Similarly, f(1) :f:. 1, so f(1) < 1 and g(1) = -1. Thus, g is a continuous 
function taking the interval [0, 1] onto the set { -1, 1 }. By Theorem 2.28, the 
interval [0, 1] is connected. Theorem 2.29 states that a continuous function 
must take a connected set to another connected set. However, g takes [0, 1] 
to {-1, 1}, which is not connected. There is a contradiction unless there is 
a point t E [0, 1] with f(t) = t. D 

The theorem above is the one-dimensional version of a famous the­
orem, the Brouwer Fixed Point Theorem. This will be proven for higher 
dimensions in Chapter 10. Points such as t above with f(t) =tare called 
fixed points, since f does not move t. 

1> Exercise 2.32. Let f : m.n - m.n be a continuous function. Show that 
the fixed point set for f, ~(!) = {t E m.n: f(t) = t}, is closed. 

(2.31) Definition. A space X has the fixed point property if every continuous 
function f : X - X has a fixed point. 

Theorem 2.30 above shows that the interval [0, 1] has the fixed point 
property. 

(2.32) Theorem. The fixed point property is a topological property. 

1> Exercise 2.33. Prove Theorem 2.32. [Hint: let X be a space with the 
· fixed point property, and let Y be another space with a homeomorphism 
f : Y - X. Prove that if g : Y - Y is any continuous function, then 
there is a pointy E Y such that g(y) = y, by using the invertible function 
f to transfer the question to X.] 

Let § 1 denote the unit circle, i.e., § 1 = {(x, y) E m.2 : x2 + y2 = 1}. 

1> Exercise 2.34. Give examples of functions which show that m. and § 1 do 
not have the fixed point property. 

In higher dimensions, the n-dimensional sphere is defined as 

(2.33) Definition. Consider then-sphere §n as a subset ofm.n+l. The points 
x = (x1, x2, ... , Xn+l) and -x = ( -x1, -x2, ... , -Xn+l) in §n are called 
antipodal. 
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x = (x,y) 

-x=(-x,-y) 

Fig. 2.20. Antipodal points in § 1 

Thus, antipodal points are diametrically opposite each other (see Fig. 
2.20). The next theorem is the one-dimensional version of another well­
known theorem, the Borsuk-Ulam Theorem, about functions on the circle. 

(2.34) Theorem. Iff is a continuous function from the circle § 1 to a sub­
set of R, then there is a pair of antipodal points x and -x on § 1 with 
f(x) = f(-x). In other words, there is a pair of antipodal points where f 
has the same value. 

Proof. Assume f(x) # f( -x) for all x E § 1 . Define a new function g by 

(f(x)- f( -x)) 
g(x) = lf(x) - f( -x)l 

Then g.is continuous, since f is continuous. and we have not divided by zero. 
Note that 

g( -x) = (!( -x)- f(x)) = -g(x) 
If( -x)- f(x)l 

Thus, if g(x) = + 1, then g( -x) = -1, and vice versa. We have constructed 
a continuous function g from the conneCted space § 1 onto the set { -1, 1} 
which is not connected. This gives a contradiction unless there is, after all, 
a point x where f(x) = f( -x). D 

(2.35) Corollary. At any given moment, there are two points on the equator 
exactly opposite each other with the same temperature. 

Proof. The equator is a circle § 1 • Let f be the temperature function and 
use Theorem 2.34. D 

The following theorem is familiarly known as the pancake theorem, 
since it describes how to divide pancakes in half. Think of A as consisting 
of several (infinitely thin) pancakes and B a pool of maple syrup. The 
theorem then implies, but does not tell one how to locate, that there is a 
single knife slice dividing everything into two equal breakfasts. 
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(2.36) Theorem. Let A and B be bounded subsets of R2 • They may overlap 
and need not be connected. There is a line which divides each region in half. 

Proof. Let S be a circle centered at the origin so that A and B are contained 
within S. We can, by changing units of measurement, assume that S has 
diameter 1. For any point x E S, let Dx be the diameter through x, and let 
Lt be the line perpendicular to Dx at distance t from x, where 0 :::; t :::; 1. 
See Figure 2.21. 

t 

Fig. 2.21. Dx and Lt 

Define two functions: 

fi(t) =area of the portion of A on the x-side of Lt 

h(t) =(total area of A) -ft(t) 

=area of the portion of A on the far side of Lt. 

Note that fi(O) = 0 and /2(1) = 0, and that !I and h are continuous 
functions from [0, 1] to a subset of R. Define a new function f : [0, 1] ~ R 
by 

f(s) = h(s)- !I(s) 
Since !I and h are continuous, so is f, and 

f(O) = h(O)- f1(0) 

= h(O)- 0 

= total area of A 

f(1) = h(1)- !1(1) 

=0-!1(1) 

=-(total area of A) 

If f(s) is never zero, then consider 1 ~f:~ 1 = ±1. This would be a continuous 
function of [0, 1] to { -1, 1}, which is impossible. Thus, there must be a 
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point tx with f(tx) = 0, so fl(tx) = h(tx)· The line Ltx drawn tx units 
from x on the line Dx bisects A. 

The line Ltx also divides the region B into two (probably not equal) 
parts. Do this for each point x E S. Define two more functions: 

g1 (x) = area of the portion of B on the x-side of Ltx 

g2(x) =area of the portion of Bon the far side of Ltx 

Let g(x) = g1(x)- g2(x). Then g is a continuous function from the circleS 
to JR. Note that for any point xES, the line Dx is the same line as D-x· 
For any xES, 

g1(x) =area of the portion of Bon the x-side of Ltx 

=area of the portion of Bon the far side from -x 

= g2(-x) 

g2(x) =area of the portion of Bon the far side of Ltx from x 

= area of the portion of B on the ( -x)-side of Ltx 

=g1(-x) 

Thus, for all x E S, 

g( -x) = gl ( -x) - g2( -x) = g2(x) - g1 (x) = -g(x) 

By Theorem 2.34, there is a point y E S with g(y) = g( -y). For the 
point y, we have g(y) = g( -y) = -g(y), so g(y) must be 0. Therefore, 
g(y) = 0 = gl(Y)- g2(y), so gl(Y) = g2(y). At the pointy E S, B is also 
bisected by the line Lty. D 
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Point-set topology 

"I preach mathematics; who will occupy himself with the study of mathematics 
will find it the best remedy against the lusts of the flesh." 

Thomas Maun 

3.1 Open sets and neighborhoods 

Remember that all of the examples and theorems in the previous chapter 
dealt with sets in Rn and inherited a lot of structure from the standard eu­
clidean structure of Rn. In particular, the definition of our neighborhoods 
Dn(x, r) = {y ERn: IIY- xll < r} makes use of the euclidean distance. It 
is possible to study point-set topology on a much more abstract level, by 
using different neighborhoods. Notice that all the definitions in Chapter 2 
were based on the concept of a neighborhood of a point or on the concept 
of an open set. The definitions of interior, limit point, closed set, connect­
edness, and continuity all can be rewritten to depend only on the ideas of 
neighborhoods and open sets. We defined a neighborhood to be an open 
disc around a point, but this choice was really arbitrary. 

The standard topology on Rn is an example of the following construc­
tion: 

(3.1) Definition. Let X be a set with a function d defined for x, y EX, so 
that d(x,y) E [O,oo) and d satisfies: 

(1) d(x, y) = 0 if and only if x = y 
{2) d(x,y) = d(y,x) for each x,y EX 
(3) d(x, z):::; d(x, y) + d(y, z) for each x, y, z EX. 

Then X is a metric space with metric d. 
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(3.2) Definition. Let X be a metric space. The metric topology on X is 
defined by using sets N as neighborhoods of a point x E X where 

N = Dx(x,r) = {y EX: d(x,y) < r} 

and r is a real number greater than 0. 

Property (3) of Definition 3.1 is called the triangle inequality. These 
properties are obvious properties of the euclidean distance function. Thus, 
the standard topology on !Rn is the metric topology for the standard eu­
clidean metric. Any distance function defines a collection of neighborhoods, 
which, in turn, defines open and closed sets, continuous functions, etc. 

However, it is not always easy or even possible to find a metric, and 
this approach is philosophically repugnant, since it violates one of the fun­
damental notions of topology: the neighborhoods are defined in terms of a 
measure of distance. In topology, distances should not matter, since we con­
sider everything to be elastic. We can remove this objection by redefiniitg 
everything in terms of more general open sets and neighborhoods. 

(3.3) Definition. A topological space is a set X with a collection '13 of subsets 
N ~ X, called neighborhoods, such that 

(1) every point is in some neighborhood, i.e., 

Vx EX, 3N E '13 such that x EN 

(2) the intersection of any two neighborhoods of a point contains a 
neighborhood of the point, i.e., 

The set, '13, of all neighborhoods is called a basis for the topology on X. 

( 3.4) Definition. Let X be a topological space with a basis '13. A subset 0 ~ X 
is an open set if for each x E 0, there is a neighborhood N E '13 such that 
x E N and N ~ 0. The set 'J of all open sets is a topology on the set X. 

Note that this is essentially Definition 2.3 of the previous chapter. It 
is clear that any neighborhood is itself an open set by this definition. It is 
possible to define everything using only open sets, but the smaller collection 
of neighborhoods is usually easier to work with. It is also possible to take the 
collection of all open sets as a basis for the topology, so that a neighborhood 
is by definition any open set. 

We first verify that this abstract definition of an open set satisfies the 
properties that one expects an open set to have. 
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(3.5) Theorem. Let X be a topological space with topology 'J' and basis 13. 

(1) X and 0 are elements of 'J'. 
(2) The union of any collection of elements in 'J' is in 'J'. 
(3) The intersection of any finite collection of elements in 'J' is in 'J'. 

Proof. 

(1) Since each neighborhood N ~ X and Definition 3.3(1) states that 
for each x E X, x E N for some N E 13, it follows that each x E X 
satisfies x E N ~ X for some N E 13. Thus, X is open .. The null set, 
0, is considered open since there are no x E 0, so Definition 3.4 is 
vacuously true. 

(2) If U = U:~: Oa for some collection {Oa} ~ 'J', then for any x E U, 
x E Oa for one of the open sets Oa, so there is a neighborhood N 
with X E N ~ 001.. Then X E N ~ Oa ~ Ua Oa = u, so U1 is open 
and is in 'J'. 

n 
(3) If u = n oi for some finite collection { Oi}f==l ~ 'J', let X E u. 

i=l 
Then x E Oi for each i, and since each Oi is .open, there is a -neigh-
borhood Ni with x E Ni ~ Oi. Note that by Definition 3.3(2), since 
X E Nl n N2, there is a neighborhood N' with X E N' ~ Nl n N2. 
Repeat for x EN' n N3 , etc. The process is finite, so one ends with 
x in a neighborhood N and 

n n 

x E N ~ n Ni ~ n Oi = U 
i==l i==l 

soU is open. 

0 

Note that we proved in Chapter 2 that the open sets in Rn have these 
properties (see Exercises 2.13, 2.14, 2.19, 2.20). 

(3.6) Theorem. Let X be a topological space with basis 13 and topology 'J'. A 
set 0 ~X is open (so 0 E 'J') if and only if 0 can be written as a union 
of elements of 13. 

1> Exercise 3.1. Prove Theorem 3.6. 

1> Exercise 3.2. Let X be a metric space. Show that the collection of neigh­
borhoods defined in Definition 3.2 forms a basis for the metric topology. 
That is, show that these neighborhoods satisfy the conditions of Definition 
3.3. 

Let X be the set of two elements { x, y}. One can figure out all possible 
topologies on X, represented schematically in Figure 3.1. Remember that 
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0 must always be considered as an open set. The first picture indicates the 
topology 'J = {X, 0}, etc. 

Fig. 3.1. Schematic representations of all the topologies on a set with two ele­
ments 

1> Exercise 3.3. Let X= {x,y,z}, the set with three elements. Figure out 
as many topologies for X as you can and represent them both schematically 
and by listing their open sets. 

It is convenient to shift the point of view from the relative position of 
individual points adopted in Chapter 2 (where one focused on whether a 
point was interior or exterior to a given set, for example) to the properties 
of sets of points. The properties studied in this chapter are largely gener­
aliZations of those of Chapter 2, but we do not always choose to adapt the 
definition used in the earlier chapter, but often choose a statement equiva­
lent to it. To define the closed sets, we choose the. analog of Exercise 2.11 
rather than Definition 2.4. 

(3.7) Definition. If C is a subset of a topological space X with topology 'J, 
then C is closed if X - C is open. 

(3.8) Theorem. Let X be a topological spf!.Ce. 

(1) X and 0 are closed sets. 
(2) The intersection of any collection of closed sets in X is closed. 
(3) The union of any finite collection of closed sets in X is closed. 

1> Exercise 3.4. Prove Theorem 3.8. 

Of course, changing the system of neighborhoods used on a space may 
change which sets are considered to be open, and thus change all the prop­
erties t.hat we have studied such as connectedness, compactness, and conti­
nuity, since these are defined in terms of open sets. Consider ~2 with a new 
system of neighborhoods defined by letting a neighborhood of (x, y) be the 
open rectangle centered at (x, y) with width 2a for some a and height 2b 
for some b, i.e.,.let 

N = {( x', y') : x - a s; x' s; x + a, y - b s; y' s; y + b} 



. 40 Chapter 3. Point-set topology 

y+b 

y 

y-b 

x-a x x+a 

Fig. 3.2. A neighborhood of (x, y) in JR2 with the open rectangle (or product) 
topology · 

We need to decide how to compare this topology with the standard topology 
of ~2 studied in Chapter 2. The topologies will, of course, be the same if 
the set of all open sets turns out to be the same. 

(3.9} .Definition. Let X be a topological space with two bases ~ and ~1 • Let 
'J and 'J1 be the collections of all open sets corresponding to these bases. 
Then ~ is equivalent to ~~ if 'J = 'J1

• 

(3.10) Theorem. Let X be a topological space with two bases~ and ~1 • Then 
~ is equivalent to ~~ if and only if 

(1) for each B E ~ and each x E B, there is a B 1 E ~~ such that 
X E B 1 ~ B; 

(2) for each B 1 E ~~ and each x E B 1
, there is a B E ~ such that 

X E B ~ B1
• 

[>Exercise 3.5. Prove Theorem 3.10. 

[> Exercise 3.6. Show that the two bases for ~2 , the standard euclidean 
topology of Chapter 2 and that illustrated in Figure 3.2, are equivalent. 

Equivalent bases give the same collection of open sets, and so the same 
closed sets, connected sets, and continuous functions. We can use these 
bases interchangeably. 

A different structure on ~1 is defined by using the half-open topology: 
Let an interval of the form [a, b) be considered as a neighborhood of any 
x E [a, b). This is not the same topology as the one discussed in Chapter 
2, where neighborhoods of x in ~1 were defined to be intervals of the form 
(x- e, x +e) for some e > 0. To see that these are not equivalent, consider 
the interval [0, 1). This is considered to be a neighborhood of the point 
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0 and, thus, open in the half-open topology, but no interval of the form 
( -e, +e) is contained in [0, 1). 

Two other examples follow, to show you how far-fetched things can get. 
The discrete topology is defined for X any set. Neighborhoods are defined 
to be any non-empty set. In particular, { x} is a neighborhood of the point 
x. It then appears, by Theorem 3.6, that any set is open, and it follows 
from Definition 3. 7 that all sets are closed. Another extreme example is the 
indiscrete topology, defined for any set X. The only allowable neighborhood 
is N = X. Then X and 0 are the only open sets. These are also the only 
closed sets. 

If X is a topological space with a subset A, then A inherits a topology 
from X, called the subspace topology, defined as the relative topology was 
defined in Chapter 2.2: 

(3.11) Definition. Let X be a topological space with topology 'J and let A~ 
X. A neighborhood of a point x E A relative to A is of the form N n A 
where N is a neighborhood of x in X. The topology 'J A generated by this 
basis is called the subspace topology on A induced by the topology 'J on X. 

(3.12) Theorem. Let A be a subset of a topological space X. The open sets 
relative to A are precisely the open sets of X intersected with A; i.e., B . is 
open in A if and only if B = A n 0 for some set 0 which is open in X. 
Furthermore, B is closed in A if and only if B = A n C for some set C 
which is closed in X. 

Proof. Let B =An 0 for 0 open in. X. If x E B, then x E 0, so there is a 
neighborhood N in X such that x E N ~ 0. Thus, x E N nA ~ 0 nA = B. 
The set N n A is a neighborhood for the relative topology on A, so B is 
open in A. 

If B is open in A, then for every x. E B, there is a neighborhood N..:c 
so that the relative neighborhood Nc n A satisfies x E Nc n A ~ B. This is 
true for each x E B since B is open in A. Thus, 

where 0 is defined by 0 = UxeBNI:, and so is open in X by Theorem 
3.5(2). 0 

t> Exercise 3.7. Prove the assertion about closed sets in Theorem 3.12. 
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3.2 Continuity, connectedness, and compactness 

The definition of a continuous function between topological spaces is easily 
adapted from Definition 2.15 of the previous chapter: 

(3.13) Definition. Let X and Y be topological spaces. Then a function 
f : X ~ Y is continuous if whenever a set A is open in Y, f- 1 (A) 
is an open set in X. If we let 'J x denote the topology on X, and 'J y the 
topology for Y, this can be restated as: f is continuous if for every A E 'J y, 
f- 1(A) E 'Jx. 

To see how the topology on, X and Y affects this definition, let us 
consider the jump function f: lR ~ {0, 1} defined by 

f(x) = {~ 
ifx<O 

ifx;?:O 

Let {0, 1} have the discrete topology, so {0} and {1} are.considered to be 
open sets. Let us consider lR with two different topologies. First, let lR have 
the standard topology and note that f-1{0} = ( -oo, 0), which is open in 
the standard topc;>logy, but f-1{1} = [O,+oo) which is not open. The jump 
function is, thus, not continuous with respect to the standard topology. 
Next consider the same function but change the topology on lR to the half­
open topology, and notice that both ( -oo, 0) and [0, +oo) are open, so that 
the jump function is continuous with respect to the half-open top9logy. 

t> Exercise 3.8. Let both X and Y have the discrete topology. Show that 
any function f : X ~ Y is continuous. 

t> Exercise 3.9. Let X and Y be topological spaces. Prove that a function 
f: X~ Y is continuous if and only if for each closed C ~ Y, f-1(C) is 
closed in X. 

t> Exercise 3.10. Let X be a topological space with closed subsets A and 
B such that X= AUB. Let f: A~ Y and g: B-Y be continuous 
functions such that for each x E AnB, f(x) = g(x). Define a new function 
fUg:X-Yby 

{ 
f(x) 

f U g(x) = g(x) 

(1) Prove that f U g is continuous. 

for x E A 

for x E B 

(2) Give an example to show that the condition that A and B must be 
closed is necessary. 
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Connectedness is also easily defined in terms of open sets, by adapting 
Exercise 2.29: 

(3.14) Definition. A topological space X is connected if X cannot be written 
as a union of two non-empty disjoint· open sets. 

The interval [0, 1) is connected in the standard topology (by slightly 
modifying the proof of Theorem 2.28), but is not connected in the half­
open topology, since [0, 1) = [0, ~) U [~, 1) and both [0, ~) and [~, 1) are 
neighborhoods and, thus, open sets. 

1> Exercise 3.11. Show that if X is a non-empty topological space with the 
discrete topology, then the only connected sets are the sets of one element 
of the form {x} for x EX. 

1> Exercise 3.12. Show that if X is a non-empty topological space with the 
indiscrete topology, then any subset of X is connected. 

1> Exercise 3.13. Show that the "flea and comb" space defined as 
X= {(0,1)}U{(x,O): 0 < x:::; 1}U{(~,y): n ~ N,O:::; y:::; 1} is a 
connected subset of R2 with the standard topology. 

1 

0 ... 1 1 1 
4 3 2 1 

Fig. 3.3. The flea and comb space 

(3.15) Theorem. Let X andY be topological spaces and f : X - Y a 
continuous function onto Y. If X is connected, then Y is connected. 

1> Exercise 3.14; Prove Theorem 3.15. 

Note that Theorem 3.15 is the analog of Theorem 2.29 and implies 
that connectedness is a topological property. 

In Definition 2.23 we defined a version of compactness called sequential 
compactness. This was not defined in terms of open sets only, and so we 
use a different definition: 
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(3.16) Definition. Let A be a subset of a topological space X. An open cover 
of A is a collection C) of open subsets of X so that A lies in the union of 
the elements of C), i.e., 

As; U 0 
OECl 

A subcover of C) is a subcollection CJ' s; C) so that A lies in the union of 
the elements of C)'. A finite cover {or subcover) is. a cover C) consisting of 
finitely many sets. 

(3.17) Definition. A topological space X is compact if every open cover of 
X has a finite subcover. 

1> Exercise 3.15. Show that if X iS a topological space consisting of a finite 
number of points, with any topology, then X is compact. 

The space JR.2 is not compact with the standard topology, since the 
collection C) = {D2 (0, n) : n E Z} is a cover of JR.2 by. the open discs of 
radius n, but no finite subcover will cover all of JR.2 • Note that since JR.2 is 
itself open, it is, of course, a finite open cover for itself. A space is compact 
not if it has a finite open cover but if every open cover has a finite subcover. 

Another example, using the standard topology, is {0, 1) as a subset of 
JR.. An open cover of {0, 1) is C)={(~, 1) : n E Z}. Again, no finite subcover 
will cover all of the interval (0, 1), so the open interval is not compact. 

1> Exercise 3.16. Show that any space X with the indiscrete topology is 
compact. 

The Heine-Bore! Theorem 2.24, which stated that a set A ~ JR.n is 
sequentially compact if and only if it is closed and bounded, is true with this 
new definition of compactness and the standard topology on JR.n but is not 
true for all topological spaces. As an example of a space which is closed and 
bounded but not compact, define lR.00 to be the set of all infinite "points" 
x = (xl! x2, xs, ... ) where Xi E JR. and only a finite number of the xi's are 
non-zero. A metric on this space is defined for points x = (x1,x2 ,xs, ... ) 
andy= (y1, Y2, Ys, ... ) by 

00 

d{x,y) = 2)xi- Yi) 2 

i=l 

1> Exercise 3.17. Prove that the formula above defines a metric on lR.00
• 

Give lR.00 the topology induced by this metric as in Definition 3.2. Define 
Xi = (0, 0, ... , 0, 1, 0, ... , 0, ... ) E lR.00

, where Xi has a 1 in the ith coor­
dinate and 0 everywhere else. Consider the subset A = { x 1, x2, x3, ... } of 



3.2 Continuity, connectedness, and compactness 45 

llt00
• Note that for any two points Xi and Xj. in A, the distance between 

them is 

d(xi, xi) =JO + · · · + 0 + (1 - 0)2 + 0 + · · · + 0 + (0- 1)2 + 0 + .. · =v'2 

1> Exercise 3.18. Prove that the set A defined above is bounded. 

1> Exercise 3.19. Prove that llt00 -A is open, and, thus, A is closed. 

1> Exercise 3.20. Prove that A is not compact. 

However, compare Theorem 3.18 below with Lemma 2.26: 

(3.18} Theorem. If X is a compact topological space and A is a closed subset 
of X, then A is compact. 

Proof. Let C) be an open cover of the closed subset A of the topological 
space X. Then each 0 E <9 is an open set in X. Since A is closed, X - A 
is open. Define an open cover C)* of X by 

<9* = <9 U (X - A) 

Since X is compact, C)* has a finite sub cover <9*' = { 0 1 , 02, ... , On}, where 
one of the sets Oi may be X-A. IfCJ*' includes X-A, let c:>' = <9*'-{X-A}, 
so that <9' ~ <9. If <9*' does not include X- A, let c:>' = <9*', so again c:>' ~ C). 
In either case, c:>' is a finite subcover of C) and will cover A, since omitting· 
X - A will not leave out any points of A. 0 

Also, compactness remains a topological property: 

(3.19) Theorem. Let X be a compact topological space and f: X~ Y a 
continuous function from X onto a topological space Y. Then Y is compact. 

!>Exercise 3.21. Prove Theorem 3.19. 

With this new definition, compactness by Definition 3.17 implies the 
sequential compactness of Definition 2.23, but for certain rather strange 
spaces the converse is not true. The example above of llt00 as a closed and 
bounded space which is not compact is not sequentially compact either. 
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3.3 Separation axioms 

The separation axioms are a way of cataloging how weird a topology is. 

(3.20) Definition. A topological space X is a To space if for every pair of 
distinct points x, y E X, there is an open set containing one of the points 
but not the other. 

(3.21) Definition. A topological space X is a T1 space if for every pair of 
distinct points x, y E X, there are open sets U and V so that x E U but 
y ¢. U, andy E V but x ¢. V. 

(3.22) Definition. A topological space X is a T2 or Hausdorff space if for 
every pair of distinct points x, y EX, there are disjoint open sets U and V 
so that x E U and y E V. 

Here is .an· example of .a To space which is not T1 : Let X consist of two 
points x and y, and define a topology by letting the open sets be 

'J'= {0, {x}, X} 

Note that this topology satisfies the conditions of Theorem 3.5. The open 
set U = {x} contains x but not y, so this space is To. The only open set 
containing y is V = X, so this space is not T1. 

An example of a space that is T1 but not T2 can be constructed from 
the set of natural numbers N = {1, 2, 3, 4, ... } where a subset U of N 
is considered open if either N - U is finite or U = 0. This is called the 
finite complement topology. H x andy are elements of Nand xi= y, then 
U = N- {y} is an open set containing x but not y, and V = N- {x} 
is an open set containing y but not x. Thus, this example is T1. Since 
open sets must have finite complements, any two open sets must have an 
infinite number of common elements. One cannot construct disjoint open 
sets around x and y, and so this space is not Hausdorff. 

1> Exercise 3.22. Show that N is connected in the finite complement topol­
ogy. 

(3.23) Definition. Let X be a topological space such that for each x E X, the 
set { x} is closed. Then X is a regular space if for every closed set C ;; X 
and every point x ¢. C, there are disjoint open sets U and V so that x E U 
andC~V. 

(3.24) Definition. Let X be a topological space such that for each x E X, 
the set {x} is closed. Then X is a normal space if for every pair of disjoint 
closed sets C and D ;; X, there are disjoint open sets U and V so that 
C ;; U and D ;; V. 
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Euclidean space JR.n is normal. 

1> Exercise 3.23. . Prove that 

Normal =*· regular =* T2 ==} T1 =*To 

1> Exercise 3.24. Determine which separation axioms your examples of 
Exercise 3.3 satisfy. 

1> Exercise 3.25. Prove that if X is a Hausdorff space, Y is a compact 
subset of X, and x EX- Y, then there are disjoint open sets U and V in 
X such that x E U and Y s:;;; V. 

Exercise 3.25 is used in the proof of the following theorem. Compare 
this result with Theorem 3.18. 

(3.25} Theorem. If X is a Hausdorff space andY is a compact subset of 
X, then Y is closed. 

1> Exercise 3.26. Prove Theorem 3.25. 

(3.26) Theorem. lf X is a compact topological space and Z is a Hausdorff 
space, with a continuous one-to-one function f: X - Z onto Z, then f 
is a homeomorphism. 

1> Exercise 3.27. Prove Theorem 3.26, using Theorem 3.25 and Exercise 
3.9. 

We do not intend a thorough study of point-set topology in this text, 
but only wished to provide a sampling. For more on the intricacies of this 
subfield of topology, you should consult a text devoted to it, such as James 
R. Munkres' Topology: A First Course. 

3.4 Product spaces 

In this section and the next, we investigate ways of creating new topological 
spaces from old ones. The euclidean plane JR.2 is an example of a product 
space. 

(3.27) Definition. Let X and Y be any spaces. The (cartesian) product of 
X andY is the set of all ordered pairs (x, y); i.e., 

X x Y = {(x, y) : x EX, y E Y} 
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Fig. 3.4. Product spaces 

Thus, JR2 = {(x,y): x,y E JR} = lR x JR. Similarly, if we let I denote 
the unit interval [0, 1] and § 1 the unit circle, then I xI is the unit square, 
§ 1 xI a cylinder, and § 1 x § 1 the skin of a doughnut, or torus. {See Fig. 
3.4.) 

. Given topologies on X andY, atopology is naturally induced on XxY. 

(3.28) Definition. Let X be a topological space with topology 'J' and Y a 
topological space with topology 'J''. A basis for the product topology dn X x Y 
is given by 13 where N E 13 if N is of the form N = 0 x 0' for 0 E 'J' and 
0' E 'J''. Projection functions Px : X x Y --t X and py : X x Y --+ Y 
are defined by 

Px(x,y) = x 

py(x,y) = y 

Notice that one starts with the collection of all open sets on X andY, 
but ends with a basis or system of neighborhoods on X x Y, not the whole 
topology. We are not claiming that every open set in X x Y is of the form 
0 x 0'. In JR2 , this definition gives us the basis of rectangular neighborhoods, 
which by Exercise 3.6 is equivalent to the standard topology on JR2• 

1> Exercise 3.28. Show that the projection maps Px and py in Definition 
3.28 are continuous. 

1> Exercise 3.29. Show that the product of two Ti-spaces is a 21-space, for 
i = 0, 1,2. 

The product of two regular spaces is also regular, and the product of 
metric spaces is metric, but the proofs will be omitted. The product of two 
normal spaces need not be normal!· 

(3.29) Theorem. Let X andY be connected topological spaces. The product 
X x Y is connected. 
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We first prove a lemma: 

(3.30} Lemma. Let Aa be a collection of connected topological spaces which 
have a point x in common {so x E Aa for each a). Then B = Ua Aa is 
connected. 

Proof. If B is not connected, then B =CUD, where C and Dare non­
empty disjoint open sets. The point x must be in either C or D; we will 
assume x E C. Consider one of the sets Aa . .Since Aa is connected, it must 
be contained in either Cor D. Otherwise, Aa = {C n Aa} U {D n Aa} 
would show that Aa is not connected, since C n Aa and D n Aa are open 
in Aa. Since x E Aa and x E C, Aa must lie in C. This is true for each a., 
soB= UAa ~ C, and D must be empty. 0 

Proof of Theorem 3.29. Choose a point (a, b) E X x Y, and note that 
{a} x Y is homeomorphic to Y, and so {a} x Y is connected. Similarly, 
X x {y} is connected for each y E Y. Consider the set formed by the union 
By =·({a} x Y) U {X x {y}). {See Fig. 3.5.) · 

X X {y} ____ ...,_(a...:.'.::..:Y) __ _ 

(a, b) 
{a} x Y 

Fig. 3.5. The set By 

This is connected by Lemma 3.30 since {a} x Y and X x {y} both contain 
the point (a, y). Also, note that the point (a, b) E By, for each y E Y. Now, 
form the union UyeY By. This is connected by the lemma and is easily seen 
to equal X x Y. 0 

(3.31} Theorem. Let X andY be compact topological spaces. The product 
X x Y is compact. 

Proof. Recall that a basis for X x Y is 

~ = {U x V : U open in X, V open in Y} 

A preliminary lemma is necessary: 

(3.32} Lemma. A topological space X is compact if there exists a basis~ 
for X such that every open cover of X which consists of elements of this 
basis has a finite subcover. 
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t> Exercise 3.30. Prove Lemma 3.32. 

Proof of Theorem 3.31, continued. Let <9 be an open cover of X x Y such 
that every 0 E <9 is of the form 0 = U x V where U is open in X and V 
is open in Y. Thus, <9 is a open cover consisting of basis sets, as specified 
in the lemma above. For each y E Y, the set X x {y} is homeomorphic to 
X, so X x {y} is compact, and <9 also covers X x {y}. Therefore, <9 has a 
finite subcover which covers X x {y }; i.e., there exists sets Uy,i x Vy,i for 
i = 1, 2, ... , ny so that 

nv 

X X {y} ~ u (Uy,i X Vy,i) 
i=l 

as pictured in Figure 3.6. 

Vy vf -------

Fig. 3.6. The cover Uy,i x Vy,i for X x {y}, and the set Vy 

Consider Vy = n~~1 Vy,i shown in Fig. 3.6. The set Vy is open in Y. 
Note that 

X X Vy ~ (Q Uy,i) X Vy = Q (Uy X Vy,i) ~ Q (Uy,i X Vy,i) 

since Vy ~ Vy,i for each i. Form the set Vy for each y E Y. The collection 
{Vy}yeY is an open cover for Y, and since Y is compact, there is a finite 
subcover {Vy;}_i=1 for Y. Then 

Thus, <9 has a finite subcover and X x Y must be compact. D. 
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3.5 Quotient spaces 

Another rich source of examples is the category of quotient or identification 
spaces. 

(3.33) Definition. Let X be a topological space with topology ·'J and let 
f : X ~ Y be a function onto a set Y. Define the quotient topology 'J' on 
Y by defining U ~ Y to be open in Y if f-1 (U) is open in X. Thus, 

U E 'J' iff f-1 (U) E 'J 

Note that we are not presupposing any topological structure on Y. 

l> Exercise 3.31. Show that the topology 'J' defined on Y in Definition 3.33 
satisfies the conditions of Theorem 3.5. 

l> Exercise 3.32. Show that the function f of Definition 3.33 is continuous 
with respect to the topologies 'J and 'J'. 

An example of this construction is the function f : JR. ~ § 1 from the 
real numbers to the circle § 1 = {(x, y) E JR.2 : x2 + y2 = 1} defined by 

f(t) = (cos{27tt),sin(21it)) 

Note that f(t) E § 1 since cos2 (27tt) + sin2 (27tt) = 1 for every·t E JR.. Then 
f(O) = (1,0), !(~) = (0,1), !(~) = (-1,0), ... , !(1) = (1,0), etc. The 
action of f may be pictured as wrapping the line counterclockwise around 
the circle, so that f(O) = !(1) = · · · = f(n) = (1, 0) for n E Z where Z 
denotes the integers. 

f 
-1 0 1 

Fig. 3.7. JR. with the identification defined by f wraps the line around the circle 

By Definition 3.33, the open sets in § 1 are the sets which have as 
inverse images the union of open intervals in JR. as pictured in Figure 3. 7. 
This topology happens to coincide with the natural subspace topology on 
§ 1 as a subset of JR.2 • . 

In practice, however, finding and writing out a function that does what 
you want is often rather dreary. For example, take a rectangular piece of 
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paper and glue the left and right edges together to form a tube or cylinder, 
as in Figure 3.8. There is a function from the rectangle to the cylinder, 
and it is not hard to see where each point on the rectangle is sent on the 
cylinder by the function, but there is an easier way to describe the action: 
Leave the points on the inside of the rectangle and on the top and bottom 
edges alone, and glue the corresponding points on the left and right edges 
together. Of course, we need sensible rules for gluing 'f?efore we do any more 
of this. The natural rules for gluing are: 

(l) No point x can come unglued from itself. 
(2) H x is glued to y, then y is glued to x. 
(3) H x is glued to y and y is glued to z, then x is glued to z. 

Doesn't that seem obvious? What we need is an equivalence relation! 

Fig. 3.8. Gluing a rectangle to make a cylinder 

(3.34) Definition. Let X be a topological space with rv an equivalence relation 
defined on X. Define the equivalence class of x E X by 

(x] = {y EX: y rv x} 

The identification space Xj rv is defined as the set of equivalence classes of 
the relation "', so 

Xj "-'= {(x]: x EX} 

The new space X j "' is just a fancy way of saying that a new space is 
created by taking the space X and gluing x to any y that satisfies y "'x. 

The cylinder is constructed in this manner from the unit square X in 
~2 where X= {(x,y): 0:::; x:::; 1,0:::; y:::; 1} and x runs left to right and 
y down to up. Thus, the points on the bottom and top edges have y = 0 
or 1, and the left and right edges have x = 0, 1. The equivalence relation 
is defined by letting the equivalence class [(x, y)] consist only of the point 
(x,y) if x =F 0,1, so that the point (x,y) is not glued to any other point 
for points in the interior or the top and bottom edges of the square, and 
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defining (0, y) "' (1, y) for each y. Points on the left edge of the square are 
glued to the corresponding points on the right edge. Thus, 

[(x, y)] = { {(x, y)} if x # 0, 1 and 0::; y::; 1 
{(0, y) rv (1, y)} if X= 0, 1 and 0::; y::; 1 

The resulting space X/""' looks like a cylinder, constructed from a square 
of paper by gluing the left and right edges together, as in Figure 3.8. 

Another way of describing the example of Figure 3. 7 is by defining an 
equivalence relation ""' on lR by t rv 8 if 8 = t + n for some n E Z. Note that 
this is an equivalence relation since: 

(1) Every t""' t because t = t + 0 and 0 E Z. 
(2) If t""' 8, then 8 = t + n for n E Z. Since t = 8 + ( -n) and -n E Z, 

it follows that 8 "' t. 
(3) Ift"" 8 and 8 ""'r, then 8 = t"+n and r = 8+m for m,n E Z. Then 

r = ( t + n) + m = t + ( n + m). Since ( n + m) E Z, t ""' r. 
Then IR/"" is the set of real numbers with 0 glued to 1, 2, ... , -1, -2, ... , 
and ~ glued to ~' ~' 11, 1J, ... , etc. In other words, take the interval [0, 1] 
and glue the point 0 to 1 (thus creating a circle), then take the interval 
(1, 2] and wrap this around the circle, gluing ~ to the point ~. ~ to ~' and 
2 to 1, etc. Repeat for the interval (2, 3], and so on. The space IR/""' looks 
like a circle § 1, with the real line wrapped around it infinitely many times. 

1> Exercise 3.33. Describe the space X/ ""' for the following spaces and 
equivalence relations: 

(1) Find If"" for X= I= [0, 1] and the equivalence classes defined by 

(xj = { {X} ~ 0 < X < 1 
0"" 1 if X= 0,1 

(2) X is the unit square {(x, y) : 0 ::; x ::; 1, 0 ::; y ::; 1} with the 
equivalence classes: 

[(x, y)] = { {(x, y)} if x # 0,1 and 0 ::; y::; 1 
(0, y) "" (1, 1- y) if x = 0, 1 and 0 ::; y::; 1 

(3) X is the disc D2 = {(x,y) : x2 + y2 ::; 1}. Let § 1 denote the 
boundary circle: § 1 = {(x,y) : x2 + y2 = 1}. Define equivalence 
classes of a point (x, y) by 

{ 
{(x,y)} 

[(x, y)] = (x, y) rv (1, 0) 
if (x, y) ¢= § 1 

if (x,y) E § 1 

(4) X= § 1 = {(x,y): x2 +y2 = 1} and (x,y)""' (-x,-y) for each 
{x,y)E§1 . 
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Given a topological space X and an identification space X/ rv con­
structed from X, there is a natural function f : X ---+ X/ rv defined by 

f(x) = [x] 

Give the set X/ rv the quotient topology induced by X and f. This is 
referred to as the identification topology on X j rv and is a special case of 
Definition 3.33. In particular, a neighborhood of [x] EX/ rv is defined to 
be a set such that the inverse image in X is a union of neighborhoods of 
all points y withy rv x. 

In the example of the cylinder above, if the square is given the standard 
topology that it inherits as a subset of ~2 , so neighborhoods are discs 
intersected with the square, then the cylinder has neighborhoods that look 
like one of the sets illustrated in Figure 3.9: 

(1) Small discs in the interior of the square (where no gluing took place) 
such as the point x. 

(2) Half-discs (open in the relative topology) about points on the upper 
and lower edges, such as the point z. 

(3) Since points (0, y) and (1, y) on the left and right edges of the square 
are identified, a neighborhood of [(0, y)] = [(1, y)] consists of two 
half-discs (open in the relative topology on the square), centered at 
(0, y) and (1, y), joining to form a disc in the cylinder, centered at 
the pointy= [(O,y)] = [(1,y)]. 

z 

~ (l,y) 

Fig. 3.9. Neighborhoods of points on the cylinder 

t> Exercise 3.34. Describe the neighborhoods of X/ rv for each of the ex­
amples in Exercise 3.33, assuming that each X has the standard topology. 

t> Exercise 3.35. Show that if X is connected and rv is an equivalence 
relation on X, then X j rv is connected. 

t> Exercise 3.36. Show that if X is compact and "' is an equivalence relation 
on X' then X I rv is compact. 



Chapter 4 

Surfaces 

" ... did anyone know, he enquired, what a cubic foot of hardwood weighed? While 
all the women were respectfully waiting for the men to answer this, and all the 
men were knitting their brows, and trying to look as if they really did know, but 
had forgotten for the moment, Biddy suddenly said in a bewildered voice that 
the [tree] trunk was round and she thought cubes were square? Bruce replied 
quite civilly that cubes were cubic, and Biddy retorted that anyway, they weren't 
round, and she didn't see what square cubes had to do with a round trunk. Bruce, 
in a tone of slightly strained patience, pointed out that the trunk was not round, 
but cylindrical, and Biddy said that even if it was, all the cylinders she had ever 
seen were round, so what were they arguing about? This led to a general and 
extremely animated discussion (accompanied by much drawing of diagrams on 
the ground, and much quoting of such examples as pennies, wedding-rings, tennis 
balls, and water pipes) ... from which it seemed to transpire, rather to everyone's 
astonishment, that simply nothing at all was round." 

Eleanor Dark 

4.1 Complexes 

We now turn our attention to a more macroscopic view of spaces, and try 
to find more global and geometric 9-escriptions of the objects of study. It is 
still our purpose to try to find topological invariants of the shape of a space, 
but the determination of whether two objects are topologically equivalent 
is an often difficult, indeed in many cases as yet unsolved, problem. In this 
text we will use what is called the combinatorial approach to topology, thus 
limiting ourselves to a large but relatively manageable group of objects. All 
the spaces we study will be built from a uniform set of building blocks. We 
then analyze the blocks themselves and how they are combined. The basic 
building blocks are called cells and are assembled into complexes. The cells 
are of varying dimensions, and so a complex has a stratified structure: a 
natural ordering of the cells by dimension. This text concentrates on spaces 
which are locally 2-dimensional. 



56 Chapter 4. Surfaces 

(4.1) Definition. Ann-cell is a set whose interior is homeomorphic to the 
n-dimensional disc Dn = { x E JRn : llxll < 1} with the additional property 
that its boundary or frontier must be divided into a finite number of lower­
dimensional cells, called the faces of the n-cell. We write a < r if a is a 
face ofr. 

(0) A 0-dimensional cell is a point A. 
(1) A 1-dimensional cell is a line segment a= AB, and A< a, B <a. 
(2) A 2-dimensional cell is a polygon (often a triangle}, such as 

a = !:::,ABC, and then AB, BC, ,AC < a. Note that A < AB < a, 
so A< a. 

(3) A 3-dimensional cell is a solid polyhedron (often a tetrahedron}, 
with polygons, edges, an.d vertices as faces. 

Note the faces of ann-cell are lower-dimensional cells: the endpoints 
of a 1-cell or edge are 0-cells, the boundary of a 2-cell or polygon consists 
of edges (1-cells) and vertices (0-cells), etc. (See Fig . .4.1.) These cells will 
be joined together to form complexes . 

• 
Fig. 4.1. 0-, 1-, and 2-cells 

The space on the left in Figure 4.2 is not considered to be a cell, since 
its boundary is a circle which is not a 1-cell. It can easily be made into a 
2-eell by dividing up the boundary into edges and vertices (1- and 0-cells), 
as illustrated on the right: 

Fig. 4.2. The figure :on the left is not a cell, but the one on:the right is 

The interior of an n-cell is topologically equivalent to the n-disc, Dn, but a 
cell has an additional structure dividing the points into interior points and 
boundary points, with the boundary points assigned to the facing cells. 
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Cells are glued together to form complexes, by gluing edge to edge 
and vertex to vertex and identifying higher-dimensional cells in a similar 
manner (though this requires care - we do not want to glue a rectangular 
face to a triangular face). 

(4.2) Definition. A complex K is a finite set of cells, 

K = U { u : u is a cell} 

such that: 

(1) if u is a cell inK, then all faces of u are elements of K; 
(2) if u and r are cells inK, then Int(u) n Int(r) = 0. 

The dimension of K is the dimension of its highest-dimensional cell. 

Condition (2) forbids intersections such as those of Figure 4.3. 

Fig. 4.3. Forbidden intersections 

It must be emphasized that a complex is more than a set of points, 
since it also comes equipped with the structure given by the allotment of 
its points into cells of various dimensions: In each case above, notice that 
the intersections are homeomorphic to cells, but are not among the cells of 
the complex K. 

Fig. 4.4. Examples of complexes 

Note that a topological object may be represented by many complexes, as 
in Figure 4.5. 
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Fig. 4.5. Several different complexes on the sphere 

In Chapter 1, it was claimed that all of these are topologically equivalent, 
so these represent the same topological space, but with different complex 
structures. 

Definitions 4.1 and 4.2 do not require .that the boundary of a 2-cell con­
sist of 1-cells, but only that the boundary be divided into lower-dimensional 
cells. Thus, another complex on the sphere is defined by taking a single 2-
cell, and identifying its boundary to a po~t, rather like a draw-string purse. 

Fig. 4.6. Another complex on the sphere 

(4.3) Definition. Let K be a complex. The set of all points in the cells of K 
is 

IKI = {x: x E cr E K, cr a cell inK} 

is the space underlying the complex K, or the realization of K. 

The distinction between a space and a complex is that K is a set of cells 
and IKI is a set of points. A cell complex is a sort of layered structure, built 
up of cells of various dimensions. 

(4.4) Definition. Let K be a complex. The k-skeleton of K is 

Kk = {k-cells of K} 

Note that Kk is a k-complex and K = U~=l Kk where n = dim(K). 
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!> Exercise 4.1. Find the k-skeletons of the complexes in Figures 4. 7 and 
4.8, for k = 0, 1, 2, 3. 

Fig. 4. 7. A solid tetrahedron Fig. 4.8. A solid cube with a hollow 
sphere attached by an edge 

A topological structure must be defined for complexes, by defining 
neighborhoods for all points in IKI. If K is a complex, then each cell inK 
has the standard topology on the n-dimensional ball as a subset of ~n. We 
make a new topological space out of the union of cells by using the identi­
fication topology, defined for 2-complexes below. This is a detailed descrip­
tion of the topology discussed in Section 3.5, for the case of 2-complexes. 

• First, we take a more careful look at how such complexes are formed and 
then define the neighborhoods. 2-complexes are built by taking a collection 
of polygons and identifying or gluing edges and vertices together. For ex­
ample, take a square and glue a pair of opposite sides together to form a 
cylinder, and stick a triangular fin along the same edge. An extra edge (just 
to make things complicated) is glued to this figure at one endpoint_ to form 
the complex K pictured in Figure 4.9. 

Az Aa 

Fig. 4.9. The construction of complex K: glue all the edges marked ai together, 
respecting the direction of the arrows, and identify the vertices accordingly 

Thus, K is formed from two polygons (the square and the triangle) and the 
extra edge, by identifying the edges labeled a1 , a2 , and a a to form one new 
edge labeled a, and identifying the vertices A1 , A2 and A3 to the vertex A 
in K, and B1. B2, Ba, and B4 to create the vertex B inK. The arrows can 
be used instead of labeling the vertices to specify a direction or orientation 
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for the edges, and this direction must be respected when the gluing is done. 
Note that a single point on the edge a inK corresponds to three different 
points on the two polygons, whereas the vertex A corresponds to three 
vertices and B to four vertices. 

2-complexes have three types of points: points lying in the interior of 
one of the 2-cells or polygons, points lying in the interior of one of the 
edges, and vertex points. We will define neighbor4oods for each type of 
point separately. In general, we start with a set of polygons: 'P = {Pi}. 

Points lying inside a 2-cell: If a point x lies in the interior of a polygon 
P.;,, then define a neighborhood of x to be any disc totally contained in the 
interior of Pi. 

Points lying on an edge: If y lles on an edge b which is not a part of the 
boundary of any 2-cell, then define a neighborhood of y to be any open 
subinterval contained in the interior of b. If y is a point on edge a E K, 
where a was formed from some collection of edges a1, ... , an chosen from 
the polygorui {Pi}, then we may assume that this gluing was done in such 
a way as to respect the chosen direction of the edges. We first find all the 
points which joined to.form the pointy. Note that every edge, or 1-cell, 
is topologically equivalent to the unit interval I = [0, 1), and so there are 
homeomorphisms from the edge a to I and from I to each edge ai, chosen 
so that the initial points of the edges go to 0 and the terminal points go to 
1. Let f.;, : a --+ a1 be the composite homeomorphism, for i = 1, 2, ... , n. 
(These functions are often easier to see than to write down.) Then the point 
y corresponds to the points Yi = fi(y), i = 1, ... , n. Each point Yi lies on 
the edge ai in some polygon Pk and has a half-disc neighborhood in that 
polygon. 

Fig. 4.10. A neighborhood of a point y·lying in the interior of a 1-cell 

These half-discs can be chosen so that they do not overlap each other, do not 
include any vertices, and have matching radii. When the edges a1 , ... , an 
are glued together to form the edge a, the half-discs are also glued together 
along their diameters to create a neighborhood of the edge point y in the 
complex K, as in Figure 4.10. 
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Vertex points: Let B be a vertex in the complex K, formed by identifying 
vertices B1, B2, ... , Bm from the set of polygons and edges. Each Bi is 
either in one of the polygons Pk E 'P, or Bi could belong to an edge b 
which is not part of one of the polygons (as in the vertex B4 in the example 
above). If Bi lies in a polygon Pk, choose a relative neighborhood of Bi 
in the polygon and note that this will look like a sector of a disc. These 
disc sectors must be chosen so that they do not overlap one another, do 
not intersect any other vertices, and have matching radii. If Bi lies on an 
edge only, then a relative neighborhood of Bi is a half-open interval with 
Bi at the end. After building the complex K, these sectors and half-open 
intervals are joined to form a neighborhood of B. (See Fig. 4.11.) 

Fig. 4.11. A neighborhood of a vertex point B 

Note that the neighborhoods of points in complexes in this topology 
are not always discs. However; in this text the topology defined as above Will 
coincide with the relative topology if the figure is imagined as a subset of 
JR.n. The definitions for continuous functions, connected sets, and compact 
sets follow as in Chapter 2 and 3. 

It is usually easier for those of us with no artistic talent to give di­
rections for the construction of complexes from its cells than to attempt 
a drawing or to list the cells to be identified. For example, a cylinder can 
be constructed from a rectangle by, gluing the edges together. We mark 
two opposite edges of the rectangle with arrows to indicate instructions to 
glue those sides together in the direction of the arrows to obtain a cylin­
der. This rectangle provides a convenient way of representing the cylinder. 
Notice that the cell structure of the cylinder can be seen both in the rectan­
gular schematic drawing and in the assembled cylinder as pictured in Figure 
4.12. The rectangle representation has another advantage over the picture: 
One can see the whole structure, whereas in the picture the part of the 
cylinder in the back is obscured. The disadvantage to this representation is 
that one must remember that the sides with the arrows must be considered 
as being glued together. One must try to bear in mind that those sides 
are, in effect, two copies of a single 1-cell; i.e., the arrows indicate that the 
marked sides are really to be considered as one. This type of representation 
is called a planar diagram. 
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a a 

Fig. 4.12. A complex on the cylinder 

Another topological object is obtained from identifying the opposite 
sides of a square in pairs. Bend and glue both pairs of sides to obtain an 
inner tube shape or the surface of a doughnut (mentioned in Section 3.4 as 
§ 1 x § 1) known in mathematical circles as a .torus and denoted by '11'2 . (See 
Fig. 4.13.) 

Fig. 4.13. Planar diagram for the torus '11'2 

A disc with a zipper gives a football shape, topologically equivalent to the 
sphere, § 2• (See Fig. 4.14.) 

a 

0 
a 

Fig. 4.14. Planar diagram for the sphere § 2 

There are, of course, many different planar diagrams for any surface, 
just as there are many complexes representing the surface. 
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Gluing one pair of edges of a rectangle with a twist gives a Mobius band 
as in Figure 4.15. Compare this with the planar diagram of the cylinder. 

Fig. 4.15. Planar diagram for the Mobius band 

The Mobius band has the interesting property of having only one side, in 
contrast to the cylinder. It is easy to imagine a cylinder with the outside 
painted one color and the inside another. Try painting a Mobius strip. 

Another peculiarity of the Mobius band occurs when one cuts it along 
the dotted line (called the meridian), and then follows the gluing instruc­
tions of the edges, as in Figure 4.16. The end result is a planar diagram for 
a cylinder. However, if one actually constructs a Mobius band of paper and 
cuts it as described above, one gets something that looks like a cylinder 
with two twists. 

Fig. 4.16. Cutting a Mobius band along the meridian, in theory and in practice · 

This leads to a short digression on intrinsic versus extrinsic properties. 
Intrinsic properties have to do with the object itself, in contrast to extrinsic 
properties which describe how the object is embedded in the surrounding 
space. The cylinder and the band with two twists are intrinsically the same: 
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There is a homeomorphism between them. The difference between them lies 
in how they sit in our 3-dimensional universe. Both are assembled from a 
rectangle by the same gluing instructions but one is given two twists before 
gluing. We shall, for the greater part of this course, concern ourselves only 
with intrinsic properties. An object exists in itself, regardless of whether or 
how it may be embedded inside a larger space. 

t> Exercise 4.2. Cut a Mobius strip in thirds as above. What do you get? 
What if it is cut in fourths or fifths? Try to invent a general rule. 

t> Exercise 4.3. All but one of the spaces in Figure 4.17 are intrinsically 
the same: 

Fig.4.17. 

4.2 Surfaces 

The complexes that have been studied most intensely by topologists are 
the manifolds. This text is devoted to the study of the 2-dimensional ones. 

(4.5) Definition. Ann-dimensional manifold is a topological space such that 
every point has a neighborhood topologically equivalent to an n-dimensional 
open disc with centerx and radius r, Dn(x,r) = {y E JRn: llx-yll < r}. 
We further require that any two distinct points have disjoint neighborhoods. 
A 2-manifold is often called a surface. 

The second condition of this definition, which says that manifolds are 
Hausdorff (Definition 3.22), is needed for technical reasons: There are cer­
tain pathological spaces which have the local disc-like property but are not 
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Hausdorff. We will not deal with such spaces in this text. Just hope you 
never meet one on a dark night. 

An n-manifold is locally n-dimensional .. If one imagines oneself as a 
very small, rather nearsighted, astigmatic bug living on a 2-manifold, one 
would not see any difference between what the manifold looks like and what 
the plane would look like. If one were also a stay-at-home sort of bug, one 
would never find out that one was not living on the plane. Of course, a more 
adventurous bug would find out the difference between the sphere and the 
plane (remember Magellan), or the torus and- the sphere. 

1> Exercise 4.4. Figure out ways that a rather handicapped but adventur­
ous bug could find out if his planet were JR2 , § 2 , ']['2 , or the Mobius band. 

The sphere, denoted § 2 , is a surface, even though it exists in a 3-
dimensional background. If one considers a point x E § 2 as a point in IR3 , 

of course it has a neighborhood that looks like a ball. As a point on the 
sphere, with the relative topology of Definition 2.13, x has neighborhoods 
of the form 

These neighborhoods look like 2-dimensional discs which have been warped 
a bit. The sphere is represented by a disc with a zipper. On this planar 
diagram for the sphere, neighborhoods of interior points like x are easy to 
illustrate. Points along the edge, such as y, have neighborhoods as pictured 
in Figure 4.18. When the edges of the planar·diagram are glued (or sewn 
or stapled) together, these half-discs are also glued to form a neighborhood 
of y topologically equivalent to a disc. 

a 

Fig. 4.18. Neighborhoods of x and y in § 2 

Similarly, the torus, if embedded in JR3 , can be seen to have warped 
disc-like neighborhoods. In building the torus ']['2 from the standard planar 
diagram, interior points have obvious disc neighborhoods. Edge points will 
have neighborhoods assembled from two half-discs bordering the edges of 
the square planar diagram. The four corners of the square end up being 
glued together to form a single vertex in ']['2 • This vertex has a neighbor-
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hood represented in Figure 4.19. The four quarter-circles form a disc, when 
identified by the directions for assembling the torus. 

Fig. 4.19. A neighborhood of a vertex point on the torus 

The cylinder and the Mobius band are not quite surfaces, since they 
have points with only half-disc neighborhoods. 

(4.6) Definition. Ann-manifold with boundary is a topological space such 
that every point has a neighborhood topologically equivalent to either an 
open n-dimensional disc or the half-disc 

D+ = {x = (x1,x2, . .. ,xnO) E lRn: llxll <rand Xn 2: 0} 

Points with half-disc neighborhoods are called boundary points. (See Fig. 
4.20.) 

r 

Fig. 4.20. Boundary point and neighborhood 

The boundary of the cylinder consists of two circles, and the boundary 
of the Mobius band is a single circle. The cylinder and the Mobius band 



4.2 Surfaces 67 

have boundary edges, but in the sphere and torus all the edges are matched 
with ·other ones, so the complex closes on itself and encloses a cavity. In 
classifying the surfaces, the ability to enclose a cavity will turn out to be a 
distinguishing feature. 

If one takes a square and glues the edges together in a different manner, 
one gets the surface known as the Klein bottle, denoted ][2 , of Figure 4.21. 
One has to pass the neck of the bottle through the side (without touching 
the side) in order to match up the arrows. This cannot be done in a 3-
dimensional world, but is theoretically possible in a 4-dimensional universe. 

b 

·D· 
b 

Fig. 4.21. The Klein bottle, ][2 

Think of trying to connect the point A to point B without crossing the 
(infinite) line in Figure 4.22. This cannot be done on the plane; there simply 
is not enough room. However, in three dimensions, it is easy to hop over the 
line to join A to B. The same sort of argument allows one to construct a 
Klein bottle in JR4 . The Klein bottle has no boundary but does not enclose 
a cavity (look at the illustration in Figure 4.21 and imagine a Klein bottle 
filled with liquid). 

Fig. 4.22. Get from A to B without crossing the line 

Another property that differentiates the Klein bottle from the torus is 
the fact that the Klein bottle contains a Mobius band. Indeed, the Mobius 
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band inside the Klein bottle seems to be why the Klein bottle does not 
enclose a cavity. Look at Figures 4.21 and 4.23 and trace the Mobius band. 
Any fluid in the bottle would run along the Mobius band and flow from in­
side the bottle to outside, because the Mobius band is a one-sided complex. 

b 

a 

Fig. 4.23. There is a Mobius band inside the Klein bottle. 

(4.7) Definition. A non-orientable surface is one which contains a Mobius 
band. 

One would, ideally, like to classify all complexes; i.e., list all possible 
types up to homeomorphism, and describe their characteristics. That is 
entirely too complex a task so instead we will classify the surfaces only. 

Consider the characteristics of the examples above: the cylinder and 
the Mobius band have boundary, but the others do not; the sphere and 
the torus both enclose cavities; the torus and the Klein bottle both have 
sections that look like Figure 4.24, which we shall describe, appropriately 
enough, as a handle. 

Fig. 4.24. A handle 

So far, we have considered a number of surfaces and their characteris­
tics. All of the characteristics of Table 4.1 are topological properties. But 
are these enough to completely characterize a sUrface? In other words, if one 
knows that 8 is an orientable handleless surface with no boundary which 
encloses a cavity, does it follow that 8 must be a sphere? (The answer to 
this question is yes.) 
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Table 4.1. Surface characteristics 

Surface boundary cavity handle orientable 

Sphere no yes no . yes 
Torus no yes yes yes 
Cylinder yes no no yes 
Mobius Band yes no no no 
Klein Bottle no no yes no 

Have we listed all possible surfaces? No, since we have forgotten the mani­
fold in Figure 4.25, which is called a two-handled torus. One can construct 
tori with any number of handles. 

Fig. 4.25. A two-handled torus, 2'1I'2 

(4.8) Definition. Let 81 and 82 be two surfaces. Remove a small disc from 
each of 81 and 82, and glue the boundary circles of these discs together to 
form a new surface called the connected sum of 81 and 82, written 81#82. 
{See Fig. 4.26.} 

Fig. 4.26. The connected sum construction 

This operation can also be pictured on the planar diagrams. Let us 
construct 'JI'2# 'JI'2 , illustrated in Figure 4.27. The little holes can be made 
anywhere, and it is somewhat more efficient to place them at the vertices. 
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Stretch the holes open and glue together. The resulting figure is the planar 
diagram of the the 2-handled torus. 

,C3,r~ J, ro 
a do a·-: a b c 'doa d '-._,.b c "-,.b c 

e e d 
a d a 

b c c 

Fig. 4.27. The connected sum of two tori, "ff?#'lr2 

The planar diagram for the n-handled torus is shown in Figure 4.28. 

Fig. 4.28. The planar diagram of an n-handled torus, n'lr2 

One is suddenly faced with many more examples of surfaces: n-handled 
tori, the connected sum of tori with Klein bottles, or Klein bottles with 
Klein bottles. Indeed, any even-sided polygon with the edges identified in 
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Consider the planar diagram in Figure 4.29. 

a 

0 
a 

Fig. 4.29. The projective plane, lP'2 

It is a diagram for some surface with neighborhoods at interior points ob­
viously discs and at edge points, two half-discs glued together to form a 
disc. Think about trying to assemble this figure. This is called the projec­
tive plane, denoted lP'2 , and cannot exist in 3-dimensional space. Notice that 
there is a Mobius band inside lP'2 , so this surface is non-orientable. 

l> Exercise 4.5. Prove that lP'2 is a sphere § 2 with a disc removed and a 
Mobius band glued in its place. 

Consider the connected sum of two projective planes, lP'2 # lP'2 , as pic­
tured in Figure 4.30. This can be rearranged to prove that lP'2 # lP'2 = JK2 • 

G8 
a b 

d 

d rl 
-'a~b ~-.at ','.~ +a 
~+ ayb 1 

1 
'',,j 

d 

Fig. 4.30. lP'2 # 1P'2 = lK2 

It may strike you as odd that I am suddenly cutting and pasting like 
mad, in spite of the proviso made in Chapter 2 that cutting and pasting 

are not 
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homeomorphisms. Any cut can be repaired by gluing things back just the 
way they were. The last diagram of Figure 4.30 contains a promise to glue 
the d edges back together. Another way around this difficulty is to recog­
nize that by the conventions we are using no cut has really been made, 
since by labeling two edges with d we have already (theoretically) glued 
them together in the identification topology. The planar diagrams provide 
a different picture of the space, not a different space. Thus, dissections as 
in Figure 4.30 represent homeomorphisms. 

The planar diagram of the connected sum of n projective planes is 
pictured in Figure 4.31. 

Fig. 4.31. The connected sum of n projective planes, nlP2 

t> Exercise 4.6. Are the surfaces in Figure 4.32 topologically equivalent? 

0 

0 

Fig.4.32. 

t> Exercise 4. 7. Prove that the connected sum of two surfaces is a surface, 
and that for any surfaceS, 8#§2 = S. 

t> Exercise 4.8. What figure does one obtain from a Mobius band if one 
shrinks the boundary circle to a point? 
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4.3 Triangulations 

We shall return to the problem of classifying all surfaces in Section· 4.4, 
after a more careful study of how they can be put together. It is often an 
advantage to use only triangular cells in a complex, so that one has only 
one type of n-cell. Then one does not have to worry about how to glue a 
triangle to a square, or whether the labeling ABC D stands for a rectangle or 
a tetrahedron (see Fig. 4.33). Triangular objects (vertices, edges, triangles, 
tetrahedra, etc.) have the nice property that a triangular n-cell will have 
( n + 1) vertices, so that the number of vertices identifies the dimension of 
the cell. 

DOC 
A B 

Fig. 4.33. ABCD could designate either a tetrahedron or a quadrilateral 

(4.9) Definition. A locally 2-dimensional topological space X is triangulable 
if a 2-complex structure K can be found with X = IKI and K has only 
triangular cells satisfying the additional condition that any two triangles 
are identified along a single edge or at a single vertex or are disjoint. A 
triangulated complex K is called a simplicial complex or a triangulation on 
X. A cell of a simplicial complex· is called a simplex. 

Fig. 4.34. These are not triangulations 

This is an extension of Definition 4.2, with triangles the only allowed 
2-cell. Note that Definition 4.9 implies more than that the space X is di­
vided up into triangles. Several of the examples of Figure 4.34 are valid cell 
complexes with only triangular 2-cells, but are not triangulations. 
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Definition 4.9 implies not only that the complex will be divided nicely 
into triangles (the simplest polygons) but, as a valuable by-product of the 
added condition, that each vertex, edge, and triangle can be uniquely la­
beled by assiglling a letter to each vertex. Simplicial complexes have the 
advantage of only requiring the position of the vertices to determine the 
position and dimension of the cell, but the disadvantage of usually requir­
ing more cells than a general cell complex. In general, one works with cell 
complexes whenever possible, but falls back on simplicial complexes when 
more control is needed or for notational convenience in the proofs. 

1> Exercise 4.9. Explain exactly how each of the complexes in Figure 4.34 
violates Definition 4.9 and explain why each gives an ambiguous labeling. 

We often want to triangulate a given complex. Each face of a 2-:complex 
is a polygon and can easily be divided into triangles by introducing a.new 
vertex in the interior of the polygon and then connecting this vertex to each 
of the vertices on the boundary, as in Figure 4.35. 

0 
Fig. 4.35. Dividing a polygon into triangles 

However, it should be noted that although this process gives a method 
for dividing any 2-complex into triangles, it does not always give a triangu­
lation satisfying Definition 4.9. The complex of Figure 4.36 has two different 
triangles labeled PQR, and so cannot be not simplicial. The triangles must 
be further subdivided. 

Fig. 4.36. The planar diagram for the sphere is divided into triangles, but this 
is not a triangulation 
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One uniform way of subdividing triangles is: 

(4.10} Definition. K is a 2-complex with triangular 2-cells. A new complex 
K' called the barycentric subdivision of K is formed by introducing a new 
vertex at the center of each triangle and a new vertex at the midpoint of each 
edge and drawing edges from the center vertex to each of the new midpoint 
vertices and to the original vertices. In general, this is described as creating 
a new vertex Vu in the center of every cello- inK, including any vertex P 
when we define Vp = P, and add a connecting cell from Vu to vT whenever 
o- < T. (See Fig. 4.37.} 

Fig. 4.37. The barycentric subdivision of a 2-cell 

For the sphere in Figure 4.36, the barycentric subdivision of the com­
plex gives a triangulation satisfying Definition 4.9, illustrated in Figure 
4.38. 

Fig. 4.38. A triangulation on the sphere 

The barycentric subdivision may not always give a triangulation of a 
2-complex with triangular faces. The second barycentric subdivision always 
suffices and is illustrated in Figure.4.39, but this proof is rather messy and 
so is omitted. 

In practice, however, it is more efficient to only subdivide those edges 
and triangles which conflict with the conditions of Definition 4.9, thus min­
imizing the number of new triangles. 
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divided into 
triangles 

first barycentric 
subdivision second barycentric 

subdivision 

Fig. 4.39. Triangulating the torus by using the barycentric subdivision twice 

t> Exercise 4.10. Find a triangulation for JP'2• 

We may now redefine surfaces in terms of their combinatorial structure: 

(4.11) Definition. A triangulated surface {without boundary) is a simplicial 
2-complex such that: 

(1) each edge is identified to exactly one other edge; 
{2) the triangles meeting at a vertex can be labeled T1, T2, ... , Tn with 

adjacent triangles in this sequence identified along an edge and Tn 
glued to T1 along an edge. 

Fig. 4.40. An edge point on a surface Fig. 4.41. An edge point on a com­
plex which is not a surface 

Condition (1) guarantees points on an edge belong to exactly two tri­
angles, and so a disc-like neighborhood exists for each point on the edge 
resulting from gluing two half-discs together, one from each triangle, as il­
lustrated in Figure 4.40. Edge points of surfaces cannot have neighborhoods 
as in Figure 4.41. · · · 

Condition (2) ensures that· a neighborhood at a vertex looks like the 
disc as in Figure 4.42 and eliminates the possibility of neighborhoods as 
pictured in Figure 4.43. 



Fig. 4.42. A vertex point on surface 
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Fig. 4.43. A vertex point on a com­
plex which is not a surface 

Rado (1925) proved that every compact surface can be triangulated, so we 
may assume that all surfaces are equipped with a triangulated cell structure. 

(4.12) Theorem. A surface is compact if and only if any triangulation uses 
a finite number of triangles. 

Proof. If S is a compact surface, then let us see what happens if we assume 
S has a simplicial complex with an infinite number of triangles. Since S is 
a combinatorial surface, by Definition 4.11(2) there are only finitely many 
triangles meeting at each vertex. Therefore, if there are infinitely many 
triangles, then there must be an infinite number of vertices which can be 
considered as a sequence { vi}~1 . Since Sis compact, Definition·2.23 implies 
that this sequence has a limit point v E S. If v is in the interior of some 
triangle, then v has a neighborhood totally inside this triangle, but this 
contradicts v being a limit point of a set of vertices. If v is along some edge, 
then v has a neighborhood taken from tw<? triangles, which will not contain 
any vertices, so again there is a contradiction. If v is a vertex, then v is 
a vertex of triangles T1 , T2, ... , Tn and has a neighborhood composed of 
sectors of these triangles and this neighborhood contains no other vertex. 
Thus, there is no other vertex in a neighborhood of v. This contradiction 
implies that there are only finitely many vertices and, therefore, finitely 
many triangles. 

If S is a surface built from finitely many triangles, we must show that S 
is compact. Let {Xi} ~1 be a sequence of points in S. We must show that the 
sequence has a limit point in S. Since there are only finitely many triangles 
and infinitely many points in the sequence, some triangle T contains an 
infinite number of the points. Let {xj}~1 be the subsequence of points 
in T. A triangle is a closed bounded subset of IR2 , so by the Reine-Borel 
Theorem 2.24, T is compact. Thus, the subsequence {xj}~1 has a limit 
point x E T s;;; S. By Definition 2.10, xis also a limit point for the sequence 
{xi}~1 • Thus, Sis compact. 0 
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As an example of an infinite simplicial complex on a noncompact sur­
face, consider the punctured disc, D2 (0, 1)- {0}, which is not closed and 
so is not compact, illustrated in Figure 4.44. 

Fig. 4.44. An infinite simplicial complex on D 2 (0, 1), where the rings have radius 
1, !, i. ~ .... 

(4.13) Theorem. A surface is connected if and only if a triangulation can 
be arranged in order T1, T2, ... , Tn with each triangle having at least one 
edge identified to an edge of a triangle listed earlier. 

Proof. Let S be a connected surface with a triangulation. Choose T1 to 
be any triangle. Since any triangle is connected, T1 is connected. Since S 
is a connected surface, there is a triangle T2 which is glued to T1 along 
an edge, forming a connected complex with two triangles. Then choose a 
triangle Ta glued along an edge to the complex formed by T1 Uglue T2, so 
T1 Uglue T2 Uglue Ta must be connected, etc. If S is connected, this process 
can be continued as long as there are free edges and triangles left. 

If S is not connected, then S will have at least two connected compo­
nents. Let T1 , T2, ... , Tk be the triangles in the first component of Sand 
Tk+l• Tk+2, ... , Tm the triangles comprising the second component. Note 
that Tk+l is not glued to any of the triangles T1 , T2 , .•. , Tk, since these lie 
in different connected components. 0 

1> Exercise 4.11. Show that the connected sum of two triangulable spaces 
is triangulable. 
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r> Exercise 4.12. Which of the following are simplicial complexes on sur­
faces? 

(1) ABD, BCD, ACD, ABE, BCE, ACE. 
{2) ABE, BCE, CDE, ABF, BCF, ADF, AEF, ADE. 
(3) ABC, BCD, CDE, ADE, ABE, CEF, BEF, BDF, ADF, ACF. 
(4) ABD, EFG, BCD, EGH, ABC, EFH, ACD, FGH. 
(5) ABD, BDE, ACD, CDF, BCF, BEF, ABG, BGH, em, ACI, BCH, 

AGI, EGH, EFH, Fffi, DFI, DGI, DEG. 
(6) ABE, AEF, ABF, BCG, BEG, CGD, CGJ, GEH, GHJ, JHK, HIK, 

DIK, DIC, ADJ, AJK, AKD, BIC, BIF, Fffi, EFH 

4.4 Classification of surfaces 

In this section we completely categorize (up to topological equivalence) all 
compact surfaces without boundary. 

(4.14) Theorem. Every compact connected surface is homeomorphic to a 
sphere, a connected sum of n tori, or a connected sum of n projective planes. 

Proof. The proof is constructive - not only is the result proved, but a 
method is outlined by which any surface can be reduced to one of the 
chosen forms. Assume that S is represented by a triangulated complex. 

Step 1: Build a planar model of the surface. 

A 

Fig. 4.45. Building the planar model 

Since S is a compact surface, there is a simplicial complex on S with 
only finitely many triangles. Since S is connected, Theorem 4.13 implies 
that the list of triangles can be rearranged so that each triangle is glued 
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to an earlier one. For example, if we are given the list of triangles: ABC, 
BDF, CEF, DAF, EBF, ODE, BCD, DEA, EAB, ACF, we reorder them 
as ABC, BCD, BDF, DAF, EBF, ODE, CEF, DEA, EAB, ACF. There are 
many such reorderings possible. Then assemble these in the chosen order 
to form a polygon representing a planar diagram for the surface as in Fig. 
4.45. There are usually several ways to do this step, but the process of this 
theorem will reduce whichever planar diagram you start with to a standard 
form. 

Of course, the outer edges must still be glued to form the surface. Since 
S is a surfai:e, each edge is identified to exactly one other edge. The inside 
edges are already identified, so the external edges are identified in pairs. At 
this point, I usually relabel the edges marked AB with single letters such 
as a, since one no longer has to worry about the inside identifications. In 
the example above we get a hexagon with sides labeled as in Figure 4.46. 

E~:~o;o 
A F A b 

Fig. 4.46. Relabel the model: a= EA, b = AF, c = EF 

Step 2: A Shortcut. 
Throughout this theorem, diagrams are drawn with jagged edges to 

represent any unspecified edges that are not under current study. 

Fig. 4.47. Si~plify by labeling abc-1 = d 

The length of the procedure outlined in this theorem can be shortened 
by using a further trick whenever possible: IT a string of edges occurs twice 
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in exactly the same order, taking into aecount the directions of the edges, 
we cari relabel to consider the string as a single edge. For example, relabel 
abc-1 as din Figure 4.47. Note that in identifying the string of edges marked 
abc-1, we get the same surface as when we glue the edges labeled d together, 
so both planar diagrams of Figure 4.47 give the same surface. This shortcut 
should be used whenever possible, so watch for it when going through the 
other steps of this algorithm. 

Note that edges can occur in two forms: ·opposing pairs or twisted pairs. 
If one travels around the perimeter counterclockwise, a twisted pair (Fig. 
4.48) will point the same direction, and an opposing pair (Fig. 4.49) in 
opposite directions. 

0 0 
Fig. 4.48. O];>posing pair Fig. 4.49. Twisted pair 

Step 3: Eliminate adjacent opposing pairs. 
Adjacent opposing pairs can be eliminated by folding them in and 

gluing the edges together, as in Figure 4.50. 

Fig. 4.50. Eliminate adjacent opposing pairs of edges 

Note that if the only edges form an adjacent opposing pair, then the 
surface 8 is the sphere § 2 • Otherwise, proceed to Step 4. 

Step 4: Eliminate all but one vertex 
First, figure out how many vertices there. are in the planar diagram. 

The surface in Figure 4.51 has three different vertices P, Q, R. Vertex P 
is the initial point of c and the terminal point of a. Vertex Q is the tail of 
both a and b; R is the head of both b and c. 
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Qop, RbQ 

b a 

R c P 

POP 
p b p 

Fig. 4.51. Three different vertices Fig. 4.52. Only one vertex 

The planar diagram of Figure 4.52 has only one vertex, since P = the 
head of a, which is the same as the tail of a, which is glued to the tail of 
c, which is glued to the head of b, which is glued to the head of c, which is 
the tail of b. 

Now choose which vertex you fancy most. In the process depicted in 
Figure 4.53, we want to change the Q vertex into a P vertex. Cut along 
the dotted line and reglue along b, the edge which contains the undesirable 
vertex Q, to obtain one more P vertex and one less Q vertex. 

Fig. 4.53. Eliminating a Q vertex in favor of a P vertex 

Note that if the triangle had been glued back along the edge a instead 
of b, then we would have the same number of P vertices as before, one less 
Q vertex and one more R vertex. Repeat Step 4 as necessary to eliminate 
all but one vertex. 
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Step 5: Collecting twisted pairs. 
A twisted pair of edges labeled a may be made adjacent by cutting 

along the dotted line and regluing along the original edge a, as in Figure 
4.54. 

Fig. 4.54. Bringing twisted pairs together 

If, at the completion of this step as often as needed, there are no edges of 
any other type, then the surface is a connected sum of nlP'2 's. 

Step 6: Collecting pairs of opposing pairs. 
If Steps 1 through 5 have been performed, then any opposing pairs 

must occur in pairs (rather a confusing phrase), as in Figure 4.55. 

b aoa 
b 

Fig. 4.55. Pairs of opposing pairs 

Otherwise, we would have something with only one pair of opposing edges, 
and all other edges must occur as twisted pairs and will be adjacent since 
Step 5 has already been carried out. 

For example, in Figure 4.56, count the vertices. Note that P = head 
of a = tail of b and Q = tail of a = head of d = tail of d. Thus, we have 
more than one vertex, contradicting the assumption that Step 4 has been 
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b 

0 d c 

c 
a 

Fig. 4.56. Onl:y one pair of opposing edges 

completed. The only way that both the head and the tail of a can signify 
the same vertex is if there is another pair of edges divided by the a's. Since 
by Step .5 all twisted-pairs have already been made adjacent, this other pair 
of edges must be opposing. This argument is clearly contingent on the steps 
of this theorem being done in order. 

Pairs of opposing pairs a and b may be brought together by first cutting 
along the dotted line c connecting the heads of the a edges, regluing along b, 
then cutting along the dotted line d connecting the heads of c, and regluing 
along a, to to obtain a toroidal pairing cdc-1d-1 as in Figure 4.57. 

c 

c 

Fig. 4.57. Bringing pairs of opposing pairs together 

If, at the completion of this step as often as needed, there are no edges of 
twisted type, then the surface is a connected sum of n'JI'2 's. 
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Step 7: Combinations of 'Jl'2 and ]p'2. 

At this point, either the surface has been classified. or the planar dia­
gram has both twisted pairs and toroidal pairings, so that the surface is a 
connected sum of projective planes and tori. This case is reduced by using 
the following lemma. 

(4.15) Lemma. 1r2 # ]p'2 = ]p'2 # lP'2 # JP'2. 

Proof. See Figure 4.58. 

eb 6 
-+ -+ 

~ a b 
c c 

b 

f 

Fig. 4.58. 'Jl'2 # ]p'2 = ]p'2 # lP'2 # lP'2 

b 

1\\ 
~ c 

0 

Proof of Theorem 4.14, continued. Thus, a combination of tori and pro­
jective planes can be converted to a connected sum of projective planes 
only. 

It must be stressed that the steps of Theorem 4.14 must be done in 
order, except that Steps 2 and 3 can and should be applied whenever pos­
sible. 0 

1> Exercise 4.13. Classify the surfaces from Exercise 4.12. 
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1> Exercise 4.14. How is '.1['2 # ][{2 classified? ][{2 # ][{2? 

1> Exercise 4.15. Let 8 1 = mT2 {the connected sum of m tori) and 
82 = nlP'2 • Two discs are removed from each of these surfaces and the 
resulting boundary circles glued together. What is the surface? 

1> Exercise 4.16. Classify the following surfaces: 

{1) ABD, BLJ, BJK, ACI, BCH, AGI, EGH, EFH, EJK, LEK, BDE, 
ACD, CDF, BCF, LBE, EFJ, BFK, ABG, Cffi, Fill, LFK, LFJ, 
DFI, DGI, DEG, BGH. 

{2) ABH, AHG, AGO, AOF, AFX, DAX, ADJ, ACJ, ACS, AES, AEZ, 
ABZ, CSW, SWR, SNR, SEN, EYZ, zyy, VUY, PQU, ZVW, 
RVW, BZW, BCW, BCI, BID, HIL, KHL, GHK, FGK, FGT, POT, 
OGT, OFK,PKO, PKL,PLQ, MLQ, MRQ, QRV, QUV, FTX, 
UTX, PTU, UYX, XDY, DEY, DEN, DNJ, MNJ, MNR, MIJ, CIJ, 
MIL. 

{3) ABD, ABE,.EBG, EFG, DEF, BDF, FIG, BIG, FIJ, JIN, MJN, 
MKN, MJF, LFM, LFN, KLN, NFH, NOH, OHL, KLO, LID, LIM, 
KMO, IOM, NIO, BCI, ACE, CEI, DEI, DID, ACD, CDH, BCH, 
BFH. 

1> Exercise 4.17. Identify the surfaces which have planar diagram with the 
outer edges labeled as below: 

{1) abcdec-1da-1b-1e-1 
{2) ae-1a-1bdb-1ced-1c-1 

{3) abc-1d-1ef-1 fe- 1dcb-1a-1 

{4) abcdbeafgd-1g-1hcife-1ih-1 

1> Exercise 4.18. H one removes two discs from a surface 8 and glues the 
boundary circles of these two discs together, is the result a surface? H so, 
which surface? 

4.5 Surfaces with boundary 

A triangulated surface with boundary is a topological space obtained from 
a set of triangles with edges and vertices identified as for the surfaces in 
Section 4.1, except some edges will not be identified. These unmatched 
edges form the boundary of the surface. Surfaces with boundary can be 
classified by an extension of the method of Theorem 4.14. First, we modify 
Definition 4.11 to provide for boundary triangles: 

(4.16} Definition. A triangulated surface with boundary is a space with a 
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simplicial 2-complex such that: 

(1) Each edge is identified to at most one other edge. 
(2) The triangles meeting at a vertex can be labeled T11 T2 , ••• , Tn with 

adjacent triangles in this sequence identified along an edge and Tn 
either glued to T1 along an edge, or Tn and T1 each have one edge 
on the boundary. 

{3) No edge not on the boundary can have both vertices on the boundary. 

Condition (3) of Definition 4.16 is added to forbid cases as shown in 
Figure 4.59. 

Fig. 4.59. These triangles violate Definition 4.16(3) 

This condition is added so that it is possible to clearly identify the vertices 
and edges of the boundary. H vertices A and B are on the boundary, then 
the edge AB must also lie on the boundary. 

In order to satisfy condition (3), we may have to alter the simplicial 
complex by dividing some of the triangles and edges into smaller pieces. 
Taking the barycentric subdivision provides a new triangulation which will 
then satisfy all the conditions of Definition 4.16. In practice, however, it 
is more efficient to only subdivide edges and triangles as necessary, thus 
minimizing the number of new triangles. 

(4.17) Theorem. A compact connected surface with boundary is topologically 
equivalent to a sphere, the connected sum of n tori, or the connected sum 
of n projective planes, with a finite number of discs removed. 

Proof. Given a simplicial complex for the surface, modify it as described 
above so that condition (3) of Definition 4.16 is satisfied. Construct a planar 
model by first finding all of the boundary edges and vertices from the list of 
triangles in the complex (these edges will be unmatched); see Figure 4.60. 
Glue all triangles possessing boundary edges or vertices together to form a 
planar diagram of the portion of the surface surrounding the boundary. H 
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the boundary has more than one component you will need to do this for 
each boundary component. You obtain something like Figure 4.60 for each 
piece of boundary, and some spare triangles. 

Fig. 4.60. Building .the planar model around the boundary 

Glue all of these boundary .planar diagrams and the extra triangles together 
to form a planar diagram of the surface which will then have all its holes 
in the middle (Fig. 4.61). 

O
b 

a c 

Ill 
d 

b 

Fig. 4.61. A planar model of a surface with boundary 

The outer edges must then all be identified in pairs. Carry out the steps 
of Theorem 4.14 on this diagram, being careful not to cut through any of 
the boundary components. The holes may be shrunk and slid around to 
facilitate the process. As in Theorem 4.14, one obtains one of the desired 
forms, but punctured with holes topologically equivalent to discs. D 

1> Exercise 4.19. For a compact triangulable surface, show that the bound­
ary must be homeomor-Phic to a finite number of disjoint circles. 

1> Exercise 4.20. The cylinder and the Mobius band are surfaces with 
boundary. Describe each as a sphere, a connected sum of n tori, or a con­
nected sum of n projective planes, with a finite number of discs removed. 
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1> Exercise 4.21. Classify the following surfaces with boundary. (Hint: Some 
of these you may be able to recognize without going through the entire 
process of Theorem 4.17.) 

(1) ABG, BGH, BCH, CDH, DID, DEI, Gill, AGI, EFI. 
(2) ADH, ADF, AFG, CFG, CFI, CIJ, BIJ, BEJ, BEH, DEH. 
(3) AEP, ACP, POC, POG, EPG, BTE, EIT, GIM, BNM, CNM, COM, 

GOM, FDQ, FQR, RQG, SEQ, DQS, CAJ, ADJ, DJK, HJK, CHJ, 
LES, SLD, IKL, IEL, DKL, HIK, CHF, NFC, BFN, ABE, BMT, 
MIT, HRG, HFR, BDF, EQG. 

(4) DCH, BCH, BGH, GFJ, EJC, BCJ, BIJ, ABI, AFI, FIH, EFH, 
ECD, EFJ, EDH, BFG. 
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The euler characteristic 

"The study of mathematics is, if an unprofitable, a perfectly innocent and harm­
less occupation." 

G.H. Hardy 

5.1 Topological invariants 

In Chapter 4 we proved that all surfaces can be classified into three types: 
the sphere, connected sums of tori, and connected sums of projective planes. 
We claimed, but did not really prove, the seemingly obvious fact that these 
are really different types. As you may have noticed, the obviousness of a 
fact never stops a mathematician from proving it. Thus, of course, our next 
mission is to prove that these are truly different shapes. Theoretically, there 
might be some way of continuously deforming the sphere so that it suddenly 
acquires a handle, or some way of distorting a torus so that a Mobius 
band appears inside of it. In the language of Theorem 4.14, there might 
be a way of cutting and pasting the planar diagram for the Klein bottle so 
that it becomes the planar diagram for the torus. Lest you lose all faith, I 
should reassure you that none of these eventualities ever occur, but we never 
claimed to have investigated all possible cuttings and pastings. Two figures 
are topologically equivalent (Definition 2.19) if there is a homeomorphism 
between them. Are we then to consider all possible homeomorphisms of a 
space to see if one of them could possibly give the second space? 

Even without these quibbles, there remains the fact that we do not 
really have an efficient way of deciding which manifold is represented by 
pictures such as that in Figure 5.1. Of course, this surface can be classified 
by either manipulating it in your imagination until it is identifiable, or by 
cutting it open to form a complex, triangulating the complex, and then 
going through the process of Theorem 4.14. The first method of attack 
seems, at best, unreliable, and the second quite tedious. 
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Fig. 5.1. What is this surface? 

1> Exercise 5.1. Classify the surface of Figure 5.1. 

It would be preferable to have some property or quantity that could in­
disputably differentiate between two surfaces. This, however, requires more 
sophisticated mathematics. In this chapter, we introduce the simplest topo­
logical invariant: the euler characteristic. This is the first step in the alge­
braization of topology: finding something computable to describe the shape 
of a space. 

(5.1) Definition. The quantity a is a topological invariant if whenever X 
andY are topologically equivalent, then a(X) = a(Y). 

Ideally, one would like a topological invariant that would also satisfy 
the condition that if a(X) = a(Y), then X and Y are homeomorphic. 
The euler characteristic is too simple to be completely successful at this, 
though still quite useful. The next chapter is devoted to an introduction 
of homology theory, which, though more difficult to compute, not only 
contains all the information carried ·by the euler characteristic but also 
more explicit information about the shape of a space. 

5.2 Graphs and trees 

Before we try to tackle the surfaces again, let us consider simple 
1-complexes. 

(5.2) Definition. A graph, r, is a connected 1-complex. 

Graphs are built from edges and vertices only. Any two vertices on a 
graph are connected by some path through the edges and vertices of the 
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(a) 

* 
Fig. 5.2·. Examples of graphs 

graph. Note that some of the graphs in Figure 5.2 have loops or cycles: 
paths on the graph that begin and end at the same vertex. These can be 
considered as redundant paths connecting two vertices. 

(5.3) Definition. A tree, T, is a graph with no cycles. 

Thus, examples (a) and (d) of Figure 5.2 are trees. The other figures 
have cycles. 

1> Exercise 5.2. Below are the numbers of topologically different trees for 
each number of vertices. Draw these trees. 

Table 5.1. Numbers of vertices and trees 

number of vertices 1 2 3 4 5 6 7 8 

number of trees 1 1 1 2 3 6 11 23 

We would like to find a topological invariant that would distinguish 
the trees among the graphs and tell whether two graphs are topologically 
equivalent. Count the number of edges and vertices in the examples above, 
letting v denote the number of vertices and e the number of edges. Note 
that for the tree of Figure 5.2(a), v = 7 and e = 6. Figure 5.2(d), another 
tree, has v = 12 and e = 11. The actual numbers of edges and vertices do 
not much to do with anything, but for both of the trees we have one more 
vertex than edges. Could this be coincidence? Intuitively, a tree is built by 
starting with a line segment with one edge and two vertices, so v - e = 1, 
and adding branches at one of the already existing vertices of the tree. 
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Adding a branch in this manner adds one edge and one vertex. Thus, v - e 
should still be 1. This argument does not use the language of Definition 
5.3, so this does not pretend to be a proof. First, give the quantity v - e a 
name: 

(5.4) Definition. For any graph r, x(T) = v- e is the euler characteristic 
ofT. 

(5.5) Theorem. LetT be a tree. Then x(T) = 1. 

Proof. The proof proceeds by induction on e, the number of edges in T. 
Note that if e = 0, then the tree T consists of a single vertex, so v = 1. In 
this case, x(T) = v - e = 1 - 0 = 1. 

Assume that the theorem is true for all trees with less than n edges, 
and let T be a tree with e = n. Choose an edge a of the tree at random, 
as in Figure 5.3. Designate the endpoints of edge a by P and Q. Note that 
if edge a is deleted from T, then the tree falls apart into two disconnected 
subtrees, denoted T1 and T2, as in Figure 5.4. 

T 

p 

Fig. 5.3. The tree T with edge a Fig. 5.4. T with edge a deleted 

This must be true, since if T - {a} were not disconnected, then there 
would have to be some other path on T - {a} connecting P to Q. But 
this path joined with edge a would form a cycle from P to Q and back 
again. This contradicts the assumption that T is a tree with no cycles. The 
subtrees T1 and T2 have fewer than n edges, so by the induction hypothesis, 

x(Tl) =v1- e1 = 1 

x(T2) =v2 - e2 = 1 

Note that every vertex ofT is in either T1 or in T2, but not in both, so 
v = v1 + v2. The edges of T consist of the edge a, the edges of T1, and the 
edges of T2, so e = 1 + e1 + e2. Thus, 
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x(T) =v- e 

= (v1 + v2)- (1 + e1 + e2) 

= (v1- e1) + (v2- e2)- 1 

=1+1-1=1 

0 

All trees have the same euler characteristic. This, of course, does not 
mean that all trees are topologically equivalent, but it does tell something 
about the shape. · 

Returning to the examples of Figure 5.2 which are not trees, note that 
(b) has seven vertices and seven edges and, thus, has x = 0. Figure 5.2( c) 
has seven vertices and ten edges, so x = -3. The euler characteristic seems 
to be telling us that these are not trees, but these numbers have further 
significance. Note that Figure 5.2(b) has one loop . 

.The.loops of Figure 5.2( c) are .harder to. count. Label the edges of the 
figure 8$ in Figure 5.5. The edge j forms one loop, and the edges g and h 
make another. The bit comprising edges d, e, and f is trickier: Consider one 
loop formed by edges d and e, and another by e and f, but do not count the 
circuit formed by d and f as a separate loop. In justification, we might say 
that the d-f loop is just the d-e loop combined with the e-f loop. Another 
argument is that there must be one path from P to Q on any connected 
graph, but here we have three; two are redundant, so we count this as two 
loops. Therefore, we consider r to have four distinct cycles. 

Fig. 5.5. The graph r Fig. 5.6. A spanning tree for r 

Another way to count loops is to remove edges, as few as possible, from 
the redundant loops in r, until a tree is left. This is called a spanning tree 
of r, and is not unique. Note that the spanning tree of r will be connected 
and will contain all the vertices of r. The number of edges removed from 
r to make the spanning tree will equal the number of loops in r. (See Fig. 
5.6.) 

The simplest graphs are trees and have x = 1. Our example from 
Figure 5.2(b) has one loop and x = 0. The example from Figure 5.2( c) has 
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four loops and x = -3. These more complicated graphs can be constructed 
from a tree by adding loops or redundant edges. The numbers that we have 
calculated seem to imply that each loop reduces the euler characteristic by 
one. 

(5.6) Theorem. Let r be a graph with n distinct cycles. Then x(r) = 1-n. 

Proof. For each of the n cycles in r, we can remove one edge without 
disconnecting the graph, since each loop implies a redundancy of paths 
between two vertices. After doing this, we have a graph with no cycles, i.e., 
a spanning tree T, and by Theorem 5.5, x(T) = 1. The tree Tis not unique, 
but it does contain all the vertices of r, with n fewer edges. 

1 = x(T) = v- (e-n)= (v- e)+ n = x(T) + n 

Therefore, x( T) = 1 - n. 0 

The euler characteristic does not give a precise description of a graph 
but does give valuable information about the shape. Since the euler char­
acteristic seems useful, we will now prove that it is a topological invariant. 

(5.7) Theorem. Let Tt and T2 be topologically equivalent graphs. Then 
x(rl) = x(r2)· · · 

Proof. The hypothesis is that !Ttl and IT2I are homeomorphic. A vertex 
with only one.edge coming out of it is called an endpoint vertex; see Figure 
5.7. A vertex where more than two branches meet {and we let an edge which 
begins and ends at the same vertex such as the edge j in Figure 5.5( c) count 
as two branches) is called a branch vertex; see Figure 5.8. 

- ...... L~2!\ 
pl~ 

Pa 

Fig. 5.7. P1,P2, Pa are endpoint ver­
tices 

Fig. 5.8. Q1 , Q2 are branch vertices 

It is clear that a homeomorphism must take endpoints to endpoints 
and branch vertices to vertices with the same number of branches. Thus, 
the endpoint vertices and the branch vertices of Tt and T2 coincide, though 
their other vertices may not. Let r be the graph with the same shape as Tt 
and T2 , but with all the vertices of both, as in Figure 5.9. The graph r is 
called a common subdivision of Tt and T2 since it is obtained by subdividing 
the edges of either. Both !Ttl and IT2I are topologically equivalent to ITI, 



96 Chapter 5. The euler characteristic 

and r can be derived by adding vertices in the middle of the edges of either 
nmn. . 

Fig. 5.9. The graphs H, n, and r 

Note that adding a vertex in the middle of an edge does not change 
the euler characteristic, as illustrated in Figures 5.10 and 5.11. 

Fig. 5.10. v = 2, e = 1, so X = 1 Fig. 5.11. v = 3, e = 2, sci x = 1 

Thus, both F1 and F2 have the same euler characteristic as r, so 
x(rl) = x(r2)· o 

1> Exercise 5.3. Draw graphs with: 

(1) only one endpoint 
(2) no endpoints 
(3) all vertices are endpoints 
(4) no branch points 
(5) all vertices are branch points 

(5.8) Definition. A complete graph, Kn, on n vertices is one where every 
pair of vertices is connected by one edge. (See Figures 5.12 and 5.13.} 

Fig. 5.12. Ka Fig. 5.13. K4 
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1> Exercise 5.4. 

(1) Draw K2, Ks, K5. 
(2) Deduce a rule for the number of edges in Kn. 

5.3 The euler characteristic and the sphere 

We now generalize the euler characteristic to complexes of higher dimen­
sions. We first study how much information can be gotten from the euler 
characteristic, and then, once we have convinced ourselves that it is worth 
keeping, show that it is a topological invariant. In view of Theorems 5.5 and 
5.6, it is clearly too much to ask that the euler characteristic tell us exactly 
what a space looks like, but it may well give information about similarities 
and differences arriong spaces, as it did for graphs and trees. 

All spaces are represented by finite complexes, as in Chapter 4. Let 
#(S) denote the number of elements in a finite setS. 

(5.9) Definition. Let K be a complex. The euler characteristic of K is 

x(K) = #(0-cells) - #(1-cells) + #(2-cells)- #(3-cells.) ± · · · 

For 2-complexes, let f = #{faces}, e = #{edges}, and v = #{vertices}, 
and then the euler characteristic ma:y: be written as 

x(K) =·v-e+f 

Consider a polygon with n sides, illustrated in Figure 5.14. The com­
plex K has one face, n edges, and n vertices, so x(K) = 1- n + n = 1. 

Fig. 5.14. For this complex K on the disc, x(K) = 1 

Another example is the complex K' given by the standard planar di­
agram of the sphere § 2 in Figure 5.15. This complex K' has one face, one 
edge (a), and two vertices (P and Q), so x(K') = 1- 1 + 2 = 2. However, 
there are many different complexes which could also represent this sphere. 



98 Chapter 5. The euler characteristic 

It is natural to ask if these also give x = 2, and this is the intent of the 
next theorem. 

a 

POQ 
a 

Fig. 5.15. For this complex K' on the sphere, x(K') = 2 

(5.10) Theorem. Any 2-complex, K, such that IKI is topologically equivalent 
to the sphere, has euler characteristic x(K) = 2. 

Proof. Each face of the 2-complex is a polygon. Any polygon can be divided 
into triangles by introducing a new vertex in the interior of the polygon 
and connecting this vertex to each of the vertices of the polygon, as in 
Figure 4.35. If the polygon originally had n edges and son vertices, then 
x = 1 - n + n = 1. The new subdivision has n faces, 2n edges, and n + 1 
vertices, so x = n - 2n + ( n + 1) = 1. Thus, there is no net change in the 
euler characteristic. Do this for each (non-triangular) face of K to obtain 
a new complex K' with IK'I = IKI and x(K') = x(K) and K' has only 
triangles for faces. Note that we are not claiming that K' is a triangulation 
(recall Definition 4.9) but that K' has only triangular faces. Thus, K'looks 
like a sphere covered by triangles, as in Figure 5.16. We must show that 
x(K') = 2. Let X= x(K'). 

Fig. 5.16. K' is a complex on the sphere with only triangular faces 
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Step 1: Remove the interior of one of the triangles. We then have a sphere 
with one hole, and a new complex with one less face, but the same edges 
and vertices so that the new euler characteristic is x- 1. Note that the 
new figure is still a 2-complex; A sphere with a hole can be flattened into 
a disc, by the stereographic projection.of Definition 2.21. This projection 
gives a complex K" on a subset of R2 homeomorphic to the disc. Note that 
K' and K" have the same number of triangles, edges, and vertices, so the 
euler characteristic of the complex K" is x - 1. 

Step 2: Remove the triangles of K" one by one, starting with those bor­
dering the hole. Each triangle must be removed in such a manner that the 
topological space remaining after the triangle is deleted is a 2-complex with 
only triangular faces, so some of the edges and vertices may be left behind. 
There are three cases: 

(1) Case 1: The triangle has one edge along the boundary (Fig. 5.11}. 

Fig. 5.17. In this case we removed one face, two edges, and one vertex, 
so the new euler characteristic is (x -1) - (1- 2 + 1) = x- 1 

(2) Case 2: The triangle has two edges along the boundary (Fig 5.18}. 

Fig. 5.18. In this case we removed one face, one edge, and no vertices, 
so the new euler characteristic is (x - 1) - ( 1 - 1 + 0) = x - 1 
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{3) Case 9: The triangle has one vertex along the boundary {Fig 5.19). 

Fig. 5.19. In this case we removed one face, three edges, and two vertices, 
so the new euler characteristic is (x- 1) - (1- 3 + 2) = x- 1 

Step 3: Note that none of the cases of Step 2 result in any change in the 
euler characteristic, so we still have x - 1. Eventually we are left with one 
triangle which must have euler characteristic x- 1. A triangle has f = 1, 
e = 3, v = 3, so x-1 = {1-3+3) = 1. Thus, the original euler characteristic 
was x(K) = 2. o 

For an extremely detailed and thc>ught-provoking analysis of this proof 
as an example of the techniques of mathematical thought, see Imre Lakatos' 
Proofs and Refutations. Theorem 5.10 shows that the euler characteristic is 
a topological invariant for the sphere. 

t> Exercise 5.5. Explain why the following examples (Figs. 5.20 and 5.21) 
are not counterexamples to Theorem 5.10: 

/ / 

rJdJ 
---

7 
Fig. 5.20. K 1 , the picture frame, con­
sidered as a polyhedron with 10 sides 

Fig. 5.21. K 2 , the crested cube, con­
sidered as a polyhedron with 11 sides 

The converse of Theorem 5.10 is not true, as there are complexes with 
x = 2 which are not homeomorphic to the sphere; see Figure 5.22. 
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• • 

Fig. 5.22. Some complexes with x = 2, which are not homeomorphic to the 
sphere 

There are, of course, many complexes representing the sphere, but some 
have been of especially long-standing interest: 

(5.11) Definition. A regular polyhedron is a polyhedron whose faces all have 
the same number of sides, and which also has the same number of faces 
meeting at each vertex. 

The regular polyhedra which are topologically equivalent to the sphere 
are known as the Platonic solids (Fig. 5.23) and have been studied for over 
2000 years. The five Platonic solids are: 

(1) the tetrahedron: each face has three sides, three faces meet at each 
vertex 

(2) the cube: each face has four sides, three faces at each vertex 
(3) the octahedron: each face has three sides, four faces at each vertex 
( 4) the icosahedron: each face has three sides, five faces at each vertex 
(5) the dodecahedron: each face has five sides, three faces at each vertex. 

Fig. 5.23. Tetrahedron, cube, octahedron, icosahedron, dodecahedron 

(5.12) Theorem. The Platonic solids are the only regular polyhedra topolog­
ically equivalent to a sphere. 
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Proof. Given a regular polyhedron K which is topologically equivalent to 
the sphere, let f denote the number of faces inK, e the number of edges, 
and v the number of vertices. Let n be the number of sides on each face, 
and let m be the number of faces meeting at each vertex. We know from 
Theorem 5.10 that x(K) = f- e + v = 2. Consider the pile of polygons 
before they are glued together to form the polyhedron K, and let f' denote 
the number of faces before assembly, e' the n'umber of edges, and v' the 
number of vertices. For example, the deconstruction of the tetrahedron is 
illustrated in Figure 5.24. 

Fig. 5.24. f' = 4, e' = 12, v' = 12 and f = 4, e = 6, v = 4 

The number of polygons or faces is the same before or after assembly, 
so f =. f'. Before gluing, each face has n edges and n vertices, so nf = 
e' = v'. The edges are glued together in pairs inK, so e' = nf = 2e. In 
assembling K, m faces meet at each vertex of K, so m vertices from m 
unglued faces are glued together to make one vertex inK, and v' = mv. 
Thus, v' = mv = nf = 2e. Therefore, 

2=v-e+f 
2e 2e 

=--e+-
m n 

=e(~-1+~) 
1 1 1 1 
-=---+-
e m 2 n 

Note that e, n, m must, of course, be integers, and that e > 2, n > 2, m > 2, 
so~ < ~·Since diophantine equations (equations with only integer solutions 
allowed) such as the one above are rather difficult to solve, we will analyze 
each possible case separately: 

Case 1: n = 3 (the polygons are triangl~) 

11 1 1 1'1 1 
2>e=m -2+3=m -6> 0 
2 1 1 
->- >-
3 m 6 
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3 
'2 <m<6 

Since m > 2, the only possibilities are m = 3, 4, or 5. 

(1) If m = 3, then ~ = ~ - ! + ~ = * so e = 6, f = ~ = 4, and 
v = ;::. = 4. This is the tetrahedron; 

(2) If m = 4, then ~ = -! - ! + ~ = l2 , so e = 12, f = 8, and v = 6. 
This is the octahedron. 

(3) If m = 5, then ~ = ~ - ! + ~ = 3
1
0 , so e = 30, f = 20, and v = 12. 

This is the icosahedron. 

Case 2: n = 4 (faces are squares) 

1111111 
- >- = - -- +- = - - - > 0 
2e m 24m 4 
3 1 1 
->- >-
4 m 4 
4 
3 <m<4 

Since m must be greater than 2, the only possibility is m = 3, and then 
~ = ~ - ! + ! = A, so e = 12, f = 6, v = 8. This is the cube. 

Case 3: n = 5 (faces are pentagons) 

1111113 
- >- = - - - + - = - - - > 0 
2 e m 2 5 m 10 
4 1 3 
5>m>l0 
5 10 
4<m<3 

The only possibility is m = 3, and then e = 30, f = 12, v = 20. This is the 
dodecahedron. 

Case 4: n ;::=: 6 (faces are hexagons or bigg~r) 

111111111 
0 <- =--- +- <--- +- =---

e m 2 n-m 2 6 m 3 
1 1 
m >3 
m<3 

This cannot happen, so there are only five solutions. 

1> Exercise 5.6. Why must n ;::=: 3 and m ;::=: 3? 

D 

It should be noted that there are an infinitude of irregular polyhedra, 
as well as regular polyhedra which are not equivalent to spheres. 
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5.4 The euler characteristic and surfaces 

The euler characteristic is strikingly easy to compute, and it really seems 
odd that it should be a topological invariant. After all, it is computed from 
a cell decomposition, and it is very easy to come up with a lot of different 
complexes on a single surface, all with varying numbers of faces, edges, 
and vertices. But somehow by taking the alternating sum, one arrives at 
a quantity which depends only on the underlying shape and not on the 
particular complex. This was proven for the sphere in Theorem 5.10, and 
we wish to show that the euler characteristic is a topological invariant for 
all surfaces. 

1> Exercise 5.7. Compute the euler characteristics for the torus, projective 
plane, Klein bottle, cylinder, and Mobius band. You may use any complexes 
you like to represent these surfaces. 

The technique of Theorem 5.10 does not generalize to other surfaces, 
so we must use another method. In the proof of Theorem 5.7, we showed 
that two topologically equivalent graphs had the same euler characteristic 
by finding a common subdivision. This provides us with a clue to pursue. 

We may assume that we have two cell complexes K and K' such that 
IKI and IK'I are topologically equivalent surfaces, and we wish to show that 
x(K) = x(K'). We may also apply the trick used in the first paragraph 
of the proof of Theorem 5.10 to alter K and K' so that they only have 
triangular cells, without changing the euler characteristic. 

1> Exercise 5.8. Let T be a triangle, considered as a complex. If T' is the 
bary~entric subdivision ofT, show that x(T) = x(T'). 

Apply Exercise 5.8 to each of the triangles of the complexes K and K' (twice 
if necessary) to obtain simplicial complexes which we will still denote K and 
K', with no change in the euler characteristic. Now we have two simplicial 
complexes K and K' such that IKI and IK'I are topologically equivalent 
surfaces. By Theorem 4.14 (or Theorem 4.17 if IKI and IK'I are surfaces 
with boundary), we know that K and K' must be two different complexes 
representing the same surface and that surface must be either the sphere, 
a connected sum of tori, or a connected sum of projective planes. Theorem 
4.14 (or 4.17) gives a standard method for reducing the triangulations K 
and K' to one of the standard planar diagrams, representing the standard 
complexes for the surfaces. If we can show that the seven-step process of 
Theorem 4.14 does not alter the euler characteristic, then it would follow 
that 

x(K) =x(standard planar diagram for the surface) 

x(K') =x(standard planar diagram for the same surface) 

and so x(K) = x(K'). 
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(5.13) Theorem. The euler characteristic is a topological invariant for com­
pact connected s.urfaces, and so does not depend on the representation. 

Proof. As outlined in the paragraph above, we may assume that K and K' 
are two simplicial complexes such that IKI and IK'I are topologically equiv­
alent surfaces and show that the process of triangulating the complexes and 
the seven-step process of Theorem 4.14 does not alter the euler character­
istic. Both of these procedures involve only three types of maneuvers, of 
the types shown in Figures 5.25 - 5.27. Let K. be the original complex and 
let complex L be obtained by a single operation of one of these three types 
from K. Denote the faces, edges, and vertices of K by j, e, v, and those of 
L by f',e',v'. 

Type 1: Add an edge between two vertices of a polygon. 

Fig. 5.25. Type 1 operation 

Note that f' = !+1, e' = e+i, v' = v, so x(L) = (!+1)-(e+1)+v = x(K). 
This move or its inverse. is used in the barycentric subdivision and when 
cutting along a new edge or gluing along an edge, as in Steps 4,5, and 6 of 
Theorem 4.14 or in Lemma 4.15. 

Type 2: Add a vertex in the interior of ~ polygon and an edge from this 
vertex to a boundary vertex of the polygon. 

Fig. 5.26. Type 2 operation 

Note that f' = f, e' = e + 1, and v' = v + 1, so 

x(L) = !'- e' + v' = f- (e + 1) + (v + 1) = x(K) 
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This maneuver or its inverse is used in the barycentric subdivision and in 
Step 1 and Step 3 of Theorem 4.14. 

Type 3: Add a vertex in the interior of an edge. 

Fig. 5.27. Type 3 operation 

Note that f' = j, e' = e+1, v' = v+1, so x(L) = f-(e+1)+(v+1) = x(K). 
This move is used in the barycentric subdivision and in Step 2 of Theorem 
4.14, when a string of edges is relabeled as a single edge. 

The process of Theorem 4.14 involves a finite number of these three 
operations, and so does not affect the euler characteristic. The euler char­
acteristic depends only on the type of surface and not on the triangulation. 

D 

1> Exercise 5.9. Break down the process of taking the barycentric subdivi­
sion of a triangle into a sequence of moves of the types of Theorem 5.13. 

The method of proof used in Theorem 5.13 will not work for complexes 
in general nor for higher-dimensional manifolds, since. there is no known 
classification theorem like Theorem 4.14. 

We may now compute the euler characteristic for all surfaces from the 
standard planar diagrams in Chapter 4; see Table 5.2. 

Table 5.2. Euler characteristics 

surface f e v X 

sphere 1 1 2 2 
n tori 1 2n 1 2-2n 
m projective planes 1 m 1 2-m 

Note that the orientable surfaces, the sphere and tori, have even euler char­
acteristic, whereas the non-orientable surfaces, projective planes, can have 
either even or odd euler numbers. The euler characteristic can considerably 
shorten the process of classifying surfaces. 
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(5.14) Theorem. 81,82 are compact, connected surfaces without boundary. 
Then 81 is topologically equivalent to 82 if and only if:x(81) = x(82) and 
either both are orientable or both are non-orientable. 

Proof. This follows immediately from Theorems 4.14 and 5.13. 0 

In practice, the most efficient way of identifying a surface from a tri­
angulation is first to use Definition 4.11 to check the triangulation to de­
termine that it is indeed a surface and what, if any, the boundary may be, 
then compute the euler characteristic. This is most easily done from the 
planar diagram constructed in Step 1 of Theorem 4.14. For surfaces with­
out boundary, if x = 2, the surface must be a sphere; if x is odd, the surface 
is a sum of projective planes; and only if x is even need one go through 
the entire process of Theorem 4.14 in order to determine the surface. Even 
then, one can stop after Step 4 is completed (if a twisted pair is present 
at this point, the surface .is non-orientable and so is a sum of projective 
planes). 

1> Exercise 5.10. Reclassify the surfaces of Exercises 4.16 and 4.17 as effi­
ciently as you can. 

1> Exercise 5.11. 

(1) Prove x(81 #82) = x(81) + x(82) - 2 for any surfaces 81 and 82. 
(2) Use part (1) to calculate .the euler characteristic of the n-handled 

torus and the connected· sum of n projective planes. 

1> Exercise 5.12. If K1 and K2 are .simplicial.complexes such that K 1 n K 2 
is also a simplicial complex, prove that 

The genus of a surface is a related invariant which counts the number 
of tori or handles in a surface for the orientable case, and the number of 
twisted pairs or projective planes for the non-orientable case. · 

(5.15) Definition. Let 8 be a compact surface. The genus of 8 is 

g(
8

) = { ~(2- x) if 8 is orientable 
2 - x if 8 is non-orientable 

Thus, the Klein bottle is referred to as the non-orientable surface with 
genus 2, and then-handled torus as the orientable surface with genus n. 
The genus provides no additional information but is a way of converting the 
euler characteristic into a number which is directly related to the physical 
properties of the surface. 



108 Chapter 5. The euler characteristic 

To determine whether two surfaces with boundary are topologically 
equivalent, we must check the number of holes as well as the orientability 
and the euler characteristic. 

(5.16) Definition. If 8 is a surface with boundary, the associated surface 
(without boundary) is 8*, where 8* is 8 with a disc sewn onto each of the 
boundary circles. 

In other words, 8* is the surface 8 with all its holes patched. By 
Exercise 4.19, the boundary of 8 consists of disjoint circles. If 8 has k holes 
or boundary components, then 8* can be considered as 8 with k discs or 
2-cells added so 

x(S*) = x(8) + k 

(5.17) Theorem. Let 81 and 82 be compact connected surfaces with bound­
ary. Then 81 is topologically equivalent to 82 if and only if they have the 
same number of boundary components, both are orientable or both non­
orientable, and they have the same euler characteristic. 

Proof. If 81 and 82 are topologically equivalent, then their boundaries are 
also homeomorphic, so they have the same number of boundary compo­
nents. If one contains a Mobius band, then the other also does, and they 
must have the same orientability type. Since they will thus have the same 
standard planar diagram, they have the same euler characteristic. 

Conversely, if 81 and 82 have the same number of holes, orientability 
type, and x(8I) = x(82), consider the associated surfaces 8i and 82. For 
81 and 82, let k = # (holes in 81) = # (holes in 82). Since x(81) = x(82), 

x(8i) = x(81) + k 

= x(82) +k 

=x(82) 

If 81 and 82 have the same orientability type, then so do 8i and 82. By 
Theorem 5.14, 8i is topologically equivalent to 82. By removing k discs 
from each of 8i and S;_, 81 is topologically equivalent to 82. o 

(5.18) Definition. The genus of a compact surface with boundary 8 is 
g(S) = g(8*) where 8* is the associated surface without boundary. 

1> Exercise 5.13. Find a formula for the genus of a compact connected 
surface with boundary in terms of the euler characteristic and k,: the number 
of boundary components. 

!> Exercise 5.14. Reclassify the surfaces of Exercise 4.21 as efficiently as 
you can. 
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1> Exercise 5.15. For any triangulation of a compact surface (without 
boundary), let t = number of triangles, e = number of edges, and 
v = number of vertices. 

(1) Prove that 3t = 2e, e = 3(v- x) and v 2:: ~(7 + .j49- 24x) [Hint: 
see Exercise 5.4.] 

(2) Find the minimal values of t, e, and v for § 2 , JP>2 , and ']['2 • 

(3) Find the corresponding minimal triangulations for these surfaces. 

1> Exercise 5.16. The Klein bottle, JK.2 , is the sole exception to the existence 
of minimal triangulations for surfaces (as in Exercise 5.15 above), since 
eight, rather than seven, vertices are required. Find such a triangulation. 
Note that this will not be unique. 

1> Exercise 5.17. LetS be a compact connected surface which may or may 
not have boundary, and x(S) = 0. List all the possibilities for S. 

5.5 Map-coloring problems 

In this section we discuss an application of the euler characteristic: map­
coloring problems. The object is to find the minimum number of colors 
needed to color all possible maps (assume you have been condemned to 
repeat fourth grade on a limited budget). The first thing to note is that 
the countries can be regarded as polygons, the borders with other coun­
tries as edges, and place vertices wherever three or more countries meet. 
For example, in Figure 5.28 note that Tennessee has eight edges and eight 
vertices. 

Fig. 5.28. Tennessee and its neighbors 

Countries that share a border or edge must be colored differently, but 
one is allowed to color countries which meet only at a vertex the same color, 
as in a checkerboard. We do not allow non-connected countries. 

(5.19) The Four-Color Conjecture. Four colors are enough to color all 
possible maps drawn on the plane. 
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The conjecture that only four colors are needed to color any map drawn 
on the plane was made by Francis Guthrie in 1852 while, oddly enough, 
coloring a map. The first proof was published in 1878 by Kempe, but this 
contained an error found in 1890 by Heawood, who salvaged enough to 
prove that five colors are sufficient to color any map drawn on the plane. 
The conjecture was finally confirmed in 1976 by Appel and Haken, after a 
century of false proofs and refinements of techniques. There are, of course, 
maps on the plane that do not require four colors (imagine flooding all 
the continents and painting the map solid blue), but the problem we are 
discussing is how many crayons one :~p.ust have on hand to be sure of being 
able to color any map at all and be able to make adjoining countries different 
colors. 

The problem of coloring a map on the plane is equivalent to the problem 
on the sphere. If a map on the sphere requires N colors, one can remove one 
point from the interior of a country on a map on the sphere and stretch the 
hole open, using stereographic projection, to obtain a map on the plane. The 
country which had the point removed becomes a sort of ocean surrounding 
the other countries, and one has a map on the plane using N colors. It 
should be noted that this projection wildly distorts the relative sizes of 
countries. 

Conversely, if all possible maps on the plane require at most N colors, 
then given any particular map, we can reverse the process above to get 
a map on a punctured sphere. If the puncture occurs in the middle of a 
countty, as can be easily arranged, then we obtain a map on the sphere 
reqqiring no more than N colors. 

If S is a surface, a map drawn on the surface S is represented by a 
complex K on S. Let f denote the number of faces or polygons in K, e the 
number of edges, and v the number of vertices. 

(5.20) Lemma. LetS be a surface, and let N be some positive integer. If 
~ < N for all complexes K on S, then N colors are enough to color all 
possible maps drawn on S. 

Proof. Since S is a surface, each edge in K is identified to exactly one other 
edge in building the complex. Thus, 2e is the total number of edges in 
the polygons before assembly, and f is the total number of polygons. The 
number ~ can be thought of as the average number of edges per polygon. 
Choose an integer N > ~ for all complexes K on S. 

The proof proceeds by induction on f. Note that the lemma is obviously 
true if f < N, since if there are fewer polygons than colors, one can paint 
each country a different color. 

If we assume the lemma is true for f = m, so any complex with m 
2-cells can be colored with N colors, we must show that any complex K 
with (m+ 1) faces can also be colored with N colors. Since ~ = ,;~1 < N 
for the complex K, the average number of edges per polygon is less than N, 
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so there is a 2-cell in K with fewer than N edges. Designate this particular 
polygon by P. We can eliminate P by shrinking the polygon to a point by 
a process called radial projection (Fig. 5.29). 

Fig. 5.29. ~al projection 

Thus, a new complex K' is formed with one less face thanK, so K' has 
m faces. Since we are assuming the theorem is true for any complex with 
m faces, K' can be colored with only N colors. The coloring on K' gives 
a coloring on all of K except for the country P. The face P was chosen 
because it had fewer than N neighbors, so at least one of the N colors was 
not used in the countries surrounding P. We can color the face P with this 
unused color to get a coloring of K using only N colors. 0 

The quantity '7 in the lemma depends on the particular complex or 
map, rather than the type of surface, but is related to the surface by the 
euler characteristic. 

(5.21) Lemma. LetS be a surface. Then 

2e < 6 ( 1 - x(S)) 
f- f 

for any complex K on S. 

Proof. Consider the pile of polygons which will be glued together to form 
K. In any polygon, the number of edges is equal to the number of vertices, 
and the edges of these polygons are matched in pairs in assembling K, so 
2e = (number of edges before assembling K) = (number of vertices before 
assembly). After gluing to form K, each vertex inK is formed by gluing at 
least three polygons together. Thus, 

3v:::; (number of vertices before assembly)= 2e 

Using the euler characteristic of S we get 

x(S) =v-e+f 
2e 1 

x(S) - f = v- e :::; :.l- e = -3e 
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3(!- x(S)) 2: e 

Therefore, 
2e < 6(!- x(S)) = 6 ( 1 - x(S)) 
f- f f 

D 

For the torus or Klein bottle, x(S) = 0 so '1 :::; 6. By Lemma 5.20, 
if '1 < N, then N colors suffice. Therefore, if we choose N = 7, it follows 
that seven colors are enough to color any map on the torus or the Klein 
bottle. However, we must ask if all of these colors are necessary. Might we 
make do with fewer? 

(5.22) Theorem. Seven colors are necessary and sufficient to color all pos­
sible maps on the torus. 

Proof. By Lemmata 5.20 and 5.21, seven colors are sufficient. That all seven 
are necessary is shown by the map of Figure 5.30. 

b 
---+ 

1 l 2 L!_ 
3 

4 5 Ta 
6 

!il 7 l 1 

-r 
Fig. 5.30. A map on the torus requiring seven colors 

After assembly, each country borders all the other countries, so all seven 
colors are needed. D 

1> Exercise 5.18. Draw a map on the Klein bottle which requires at least 
six colors. (There are many such.) 

For the sphere and projective plane, x(S) > 0 so '1 < 6. Therefore, no 
more than six colors are needed to color any map on the sphere (and thus 
on the plane) or the projective plane. That at least four colors are needed 
to color all maps in the plane is shown by the example in Figure 5.31. Thus, 
the minimum number of colors needed for all possible maps on the sphere 
is either four, five, or six. 
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Fig. 5.31. A map on the plane requiring four colors 

(5.23) Theorem. Six colors are necessary and sufficient to color all possible 
maps on the projective plane. 

Proof. By Lemmata 5.20 and 5.21, six colors are sufficient to color all possi­
ble maps on the projective plane. That all six colors are necessary is shown 
in the following exercise. 0 

t> Exercise 5.19. Find a map on the projective plane that requires six 
colors. 

t> Exercise 5.20. Find the minimal number of colors needed to color all 
maps on a Mobius band. 

Heawood conjectured a formula for the number of colors necessary and 
sufficient to color all possible maps for each surface .. 

(5.24) Definition. LetS be a surface. The Heawood number of S is 

H(S) = l7 + y'49; 24x(S) J 

Note: LxJ denotes the greatest integer less than or equal to x. 

Table 5.3 presents the Heawood numbers for the surfaces we have dis­
cussed. 

Table 5.3. Heawood numbers 

§ lP' 'li' lK 3JP' 21' 4lP' 

X 2 1 0 0 -1 -2 -2 
H 4 6 7 7 7 8 8 
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(5.25) Theorem. Let S be a compact connected surface without boundary. 
Then H(S) colors are sufficient to color any map on S. 

Proof. H x(S) = 2, then S = § 2 and this is the (very difficult) four-color 
conjecture, and we will not prove this case. H x(S) = 1, then S is the 
projective plane and H(S) = 6. This case has already been addressed in 
Theorem 5.23. H x(S) = 0, then Sis either the torus 'Jr2 or the Klein bottle 
][{2 , and H(S) = 7. By the remarks preceding Theorem 5.22, seven colors 
are sufficient to color '1['2 or ][{2 • 

Assume x(S) < 0. When searching for the minimum number N of 
colors needed for all possible complexes on a surface S, we may assume 
that f > N since otherwise we have as many colors as countries. 

7 :::; 6 ( 1 - xjS)) by Lemma 5.21 

:S 6 ( 1 - ~~)1 ) since f ~ N + 1 

Then '1 < N is true if we choose N so that 

Complete the square: 

N > 6 (1 - x(S) ) 
N+1 

N(N + 1) > 6(N + 1)- 6x(S) 

2 25 25 
N - 5N + - > 6- 6x(S) + -4 4 

( 5) 2 
49 N- 2 > 4 -6x(S) 

IN_~~> V49- ~4x(S) 
N 5 yl49- 24x(S) 

>2+ 2 

Note that N must be more than S+y
49

;
24

x(S} in order to be certain 
that N > '1 and so the hypotheses of Lemma 5.20 are satisfied. We want 
N to be no larger than necessary, so choose N satisfying 

5 + yl49- 24x(S) N l5 + yl49- 24x{S)J H(S) 
2 < :::; 2 +1= 

By Lemma 5.20, H(S) colors suffice to color all possible maps drawn on 
s. 0 
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It should be emphasized that the theorem says that H(S) colors are 
enough to color the map. Whether you really need all of them is another 
question. 

(5.26) Heawood's Conjecture. Let S be a compact connected surface without 
boundary. Then H(S) colors are necessary and sufficient to color any map 
onS. 

Heawood (1890) found the example of Theorem 5.22, thus proving the 
case of the torus. The case of the projective plane is Theorem 5.23. llingel 
and Youngs proved the necessity of H ( S) colors for all surfaces with x < 0 in 
1968, and Appel and Haken solved the case x = 2 (the original conjecture) 
in 1976. However, Franklin proved in 1934 that only six colors are needed 
for maps on the Klein bottle, although the Heawood number of the Klein 
bottle is seven. Thus, the Heawood conjecture is true for all surfaces except 
the Klein bottle. 



Chapter 6 

Homology 

"Mathematicians are like Frenchmen; whatever you say to them they translate 
into their own language and forthwith it is something completely different." 

Goethe 

The object of topology is the classification and description of the shape 
cif a space up to topological equivalence. We have in Theorem 4.14 a tech­
nique for classifying the surfaces, but this is, as you may have noticed, 
rather arduous. The euler characteristic can be used to shorten the pro­
cess, but for some cases a lengthy procedure is still necessary. Neither of 
these options provide a clear accounting for the ways in which the surfaces 
vary, e.g., which enclose cavities, which are non-orientable, etc., and neither 
can be completely generalized to higher-dimensional manifolds. Ideally, one 
would like some sort of algebraic invariant or computable quantity that 
would codify a lot of information: how many connected pieces a space has, 
how the gluing directions work, whether the surface is orientable or not, 
etc. The euler characteristic is a first attempt at this and has the advantage 
of being quite easy to compute, but it fails to distinguish between the torus 
and the Klein bottle, which both have x = 0. See Figure 6.1. 

b 

·D· 
b 

Fig. 6.1. The Emler characteristic sees both the torus and the Klein bottle like 
this 

The euler characteristic remembers that the edges are to be glued 
together, but ignores the direction of the gluing. Our next attempt must 
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respect these directions. The gluing directions for the 1-cells of a 2-complex 
determine whether the 2-cell forms a :hollow cavity, as in the inside of the 
torus, or not, as in the Klein bottle. The euler characteristic is too simple 
and combines too much information. For example, the set X consisting of 
two points (recall Fig. 5.22) has the same euler characteristic as the sphere 
§ 2 in spite of the obvious differences: on the 0-level, X has two components 
and § 2 only one, and on the 2-celllevel, X has no 2-cells, whereas § 2 has a 
2-cell which forms a hollow cavity. Our next attempt at the algebraization 
of topology will be a sort of layered invariant, called the homology groups, 
which will try to express all this information. This development requires 
some knowledge of abelian groups. I have tried to provide everything you 
need to know in the Appendix. Please take the time now to go -read it, if 
only to get used to the notation used. 

6.1 The algebra of chains 

In studying the euler characteristic we counted only the number of cells of 
each type. In order to get more information about a complex, we want to 
study not only how many cells it has, but also what type of cells they are 
and how they are identified. Thus, we look at the. cells themselves, not just 
how many there are. 

We wish to keep track of all the cells in a complex and how they are 
glued together. We must also take into account the directions of any edges 
glued together. Mathematicians never do anything by halves, so we may as 
well assign directions to everything in sight. 

An edge, by definition homeomorphic to the interval [0, 1], has a nat­
ural direction: from initial point (corresponding· to 0) to terminal point 
(cor-responding to 1). As in Chapter 4, we denote direction along edge a by 
an arrow. For example, consider the complex on the torus in Figure 6.2. 

Fig. 6.2. A complex on the torus 

The arrow gives a natural meaning to the expression +b: let b stand for 
instructions to travel along the path labeled b in the direction of the arrow. 
Then 2b would denote a trip twice around b in the indicated direction and 
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-b a trip along b in the backwards direction. We, thus, can assign meaning 
to nb for any integer n E Z. It is harder to make sense of 1 ~b or 1rb, so 
we will limit ourselves to the integers. Similar meanings can be assigned 
to multiples of the edge a. Furthermore, a + b can mean a trip forwards 
along the a path and then forwards along b. We can define an arithmetic 
for edges! The quantity 6a - 2b means travel around the a-loop six times 
in the direction of the arrow, and then around b twice going against the 
arrow. Continuing thus, we invent geometrical interpretations for ma + nb, 
where m, n E Z. In the notation of the Appendix, the set of all integer 
combinations ma + nb is 

{ ma + nb : m, n E Z} = [[a, b]] ~ Z $ Z 

Thus, a group is naturally related to the set of directed edges. 
As a matter of convention, we usually use capital letters, especially 

P and Q, to designate vertices. Edges are assigned letters like a or b, in 
conformity with the labelings used in Chapter 4. For 2-cells or cells in the 
abstract we use Greek letters, especially d and r. A direction or orientation 
can also be assigned to 2-cells - clockwise or counterclockwise; see Figure 
6.3. 

Fig. 6.3. Two orientations for 2-cells 

(6.1) Definition. A 2-complex K is directed if each edge or 1-cell is given 
a direction {from initial point to terminal point) and each polygon or 2-cell 
is given a direction {clockwise or counterclockwise). 

Note that the choices of directions for edges and polygons are arbitrary, 
as long as the gluing instructions for the outside edges are respected. A 
complex may be directed in many different ways. 

We wish to study all reasonable combinations of cells and their arith­
metic. Instead of trying to combine 2-cells with 1-cells and then have to 
keep track of which dimensions go with which cells, we will segregate them 
and only allow combinations of cells of like dimension. : 

(6.2) Definition. Let K be a directed complex. An {integral) k-chain C in 
K is a sum 
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where 0'1, 0'2, ... , O'n are k-cells inK and a1, a2, ... , an are integers. Define 
00' = 0. 

Another directed complex on the torus is given in Figure 6.4. 

Fig. 6.4. Another complex on the torus 

For the complex on the torus in Figure 6.4, some 1-chains are 2a,-b, b + c, 
and 2a- b + 3c- 4f. One can think of the 1-chain 2a- b + 3c as mean­
ing instructions to travel in the forward direction along a twice, then go 
backwards along 11, then forward along c three times, etc. Some 2-chains are 
-20', T- 3p, 0' + T + p, etc. Think of the expression a as meaning instruc­
tions to swirl around the cell marked a once in the indicated direction. 
Then T - 3p means swirl around T in the indicated direction, then swirl 
around p three times in the direction opposite the indicator arrow. 

Typical 0-chains are 2P, 0 · P = 0 , -P, P + Q, 3P- 2Q, etc. The 
quantity 2P can perhaps be thought of as instructions to hop on P twice 
and P + Q as hop on P then on Q, but it is extremely difficult at this point 
to conceive of a meaningful geometric interpretation for - P or 3P - 2Q. 
The algebraization of topology is only achieved at the cost of some abstract 
nonsense. 

There is a natural arithmetic for ·k-chains. 

(6.3) Definition. Let 0 and D be k-chains in a directed complex K, written 
as 

D = b10'1 + b20'2 + • · · + bnO'n 

The sum 0 + D is defined by 

For example, 
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(B- 30) + (A+B+G) = A+2B- 20 

just as one would expect, if one did not even worry about what it all meant. 
One only requires that A, B, and G be k-chains of the same dimension. This 
definition of addition obeys the usual laws. 

(6.4) Theorem. Let G1. G2, G3 be any k-chains in a directed complex K. 

(1) Commutativity: G1 + G2 = G2 + G1. 
(2) Associativity: G1 + (G2 + G3) = (G1 + G2) + G3. 
(3) Identity: G1 + 0 = G1. . 
{4) Inverse: G1 + (-G1) = G1- G1 = 0. 

In order to have property (3) be true, the null set, 0, must be defined 
to be a k-chain for each value of k. Adding the null set acts like adding 
zero. From (4), note that a k-chain G has inverse -G. 

1> Exercise 6.1. Prove Theorem 6.4. 

(6.5) Definition. Let K be a directed complex. Denote the group of all k­
chains on K by Gk(K) fork= 0, 1, ... , dim(K). 

That Gk(K) is an abelian group follows from the properties listed in 
Theorem 6.4. Note that for finite complexes, in particular for all compact 
surfaces by Theorem 4.12, the groups Gk(K) will be finitely generated and, 
thus, Gk(K) will be a group of the form zn = Z E9 Z E9 · · · E9 Z~ 

As an example, let K be the complex on the sphere in Figure 6.5. 

a peQ 
a 

Fig. 6.5. Complex K on § 2 

The only 2-cell is cr. The null set 0 is a k-chain for each k by definition. 
Thus, 

G2(K) = {0, cr, 2cr, 3cr, ... - cr, -2cr ... } = {na.: n E Z} 

and so G2 (K) is all integer combinations of the sole 2-cell a. In accor­
dance with the notation of the Appendix, we recognize this group as being 
G2(K) = [[a]] ~ Z. 
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The 1-chains of K ·are 

Cl(K)={0,a, 2a, ... ,-a,-2a, ... }={na:nEZ} 

and so C1 (K) =[[a]]~ Z. 
The 0-chains of K are 

C0 (K) = {0,P, 2P, ... - P, -2P, ... , -2Q, -Q, Q, 2Q, ... , 

P + Q, P- Q, 2P + 3Q, ... } 

= {nP+mQ: n,m E Z} 

Thus, C0 (K) consists of all integer combinations of P and Q, and so 
Co(K) = [[P, Q]] ~ Z EB Z. 

We have defined rules for determining groups, one for each dimension, 
which relate to the sets of all k-cells, taking into account their directions. 
The cells alone do not determine a complex, though. We must also keep 
track of which cells get glued to which and the directions of any gluings. 
Two 2-cells will be adjacent if they have an edge in common. Thus, which 
edges form the faces of a 2-cell seems to be valuable information. Similarly, 
edges are adjacent if they have a vertex in common, i.e. if the vertex is a 
face of both edges. We need a mechanism that will pick out the (n- 1)­
dimensional faces of an n-cell. 

(6.6) Definition. The boundary of a k-cell O", denoted 8(0"), is the k-chain 
. consisting of all the ( k- 1) -cells that are faces of O", with direction inherited 
from the orientation of O". 

The boundary of a 0-cell Pis defined to be the null set: 8(P) = 0. The 
boundary of a directed 1-cell a as in Figure 6.6 is defined by 

8(a) = Q- p = (terminal point- initial point) = (head- tail). 

In other words, 8( a) = Q - P tells us that edge a goes connects vertex P 
to vertex Q, and, what is more, is given the direction that starts at P and 
goes toward Q. 

The boundary of an oriented 2-cell O" is the chain formed by the 1-cells 
on the boundary of O", with sign + if the direction of an edge is consistent 
with the direction of the 2-cell, and - otherwise. In Figure 6.7, 8(0") = 
a + b - c, since if one travels around the boundary of O" in the indicated 
direction (clockwise), then one will go forward on a, forward on b, and then 
backward along c. 
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a P---+---___.Q 

Fig. 6.6. 8(a) = Q- P 
c 

Fig. 6.7. 8(u) =a+ b- c 

The boundary of an individual k-cell is thus defined. To generalize to 
k-chains, we must consider com'Qinations of k-cells. In Figure 6.8, note that 
the 2-cells u and r have the same clockwise orientation, and also that they 
have edge b in common. Considering them separately, we have 

o(u)=a+b-c 

o(r) =d-e-b 

What should 8( u + r) be? Considering the equations above, the arithmetic 
practically begs us to define 

o(u+r) = (a+b-c)+(d-e-b) =a..,-c+d-e. 

Thus, the b-edges should cancel each other out. This makes some sense, 
since we can combine u and r to make one bigger 2-cell u + r with the 
clockwise orientation, which would have boundary a - c + d - e. IT u and r 
have different orientations, it would not make sense to try to combine them 
into a single cell, but then the arithmetic would be different, too. 

Fig.6.8. 8(u+r) = (a+b- c)+ (d-e- b)= a- c+d- e 

(6.7) Definition. Let C beak-chain, soC= a 1u1 +a2u2+· · ·+amUm· The 
boundary of C is 
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We are allowing the demands of both the natural arithmetic and the 
geometry of the cells dictqte the correct definition. The boundary operation 
takes a k-chain and gives back a ( k - 1 )-chain. Thus, this operator can be 
considered as a function 8: Ck(K)-- Ck_1 (K). 

1> Exercise 6.2. Consider the complex on the Klein bottle shown in Figure 
6.9. 

Fig. 6.9. A complex on ][{_2 

Trace the following chains and find their boundaries: 

(1) 2a + b 
(2) d- a 
(3) 2b- c- d 
(4) cr+r 
(5) T- p 
(6) P+2Q 

1> Exercise 6.3. Show that 8: Ck(K) -- Ck-l(K) is a homomorphism 
for any complex K. 

The purpose of all of this is to come up with something that will dis­
tinguish the shape of a complex. Important characteristics of shape include 
the ability to enclose a cavity, as in the sphere or torus. 

In the complex on the sphere in Figure 6.10, note that the 2-cell cr 
has boundary 8(cr) = a- a = 0. Similarly, on the torus of Figure 6.11, 
8( r) = a + b - a - b = 0. Geometrically, 8( cr) = 0 does not mean that the 
cell has no boundary, but rather that the boundary edges cancel. 

The 1-cells that form loops, starting and ending at the same vertex, 
seem to be important. Recall Chapter 5.2, where the presence of such loops 
determined the euler characteristic of a graph. On the torus of Figure 6.11, 
both a and b form loops, and 8(a) = 8(b) = P- P = 0. 



124 Chapter 6. Homology 

{v 
a 

{~}® 
p b 'P 

Fig. 6.10. Sphere Fig. 6.11. Torus 

(6.8) Definition. If C is a k-chain in a directed complex K and a( C)= 0, 
then C is a k-cycle. The set of all k-cycles inK is Zk(K) s;;; Ck(K). 

I> Exercise 6.4. Prove that Zk(K) is a subgroup of Ck(K) and that Zk(K) 
is the kernel of a: Ck(K)--+ Ck-l(K). 

On the other hand, in the Klein bottle in Figure 6.12 the 2-cell a fails 
to enclose a cavity, and a( a) = a+ b - a + b = 2b. It might be nice to keep 
track of the quantity 2b, the boundary of a, as a measure of how a failed 
to form a cavity. Note that in the sphere in Figure 6.10, the boundary of 
the 1-cell a is Q- P, and so a fails to form a loop. 

b 

{~} 
b 

Fig. 6.12. Klein bottle 

( 6.9) Definition. If C is a k-cycle in a directed complex K such that there 
exists a (k + 1)-chain D with a(D) = C, then C is a k-boundary. The set 
of all k-boundaries inK is Bk(K) s;;; Ck(K). 

I> Exercise 6.5. Prove that Bk(K) is a subgroup of Ck(K) and that.Bk(K) 
is the image R(a) of a: Ck+l(K)--+ Ck(K). 

Consider the torus complex of Figure 6.13. Neither a nor rare 2-cycles, 
since a( a)= a- c- band a(r) =a-b-c; however, 

a( a- r) = (a-b-c)- (a-b-c) = 0 
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so a - r is a 2-cycle, as is any multiple of a - r. Thus, 

Z2(K) ={ ... , -2(a- r), -(a- r), 0, (a- r), 2(a- r), ... } 

={n(a- r) : n E Z} = [[(a- r)]] ~ Z 

There are, of course, no 2-boundaries since there are no 3-cells for 2-chains 
to be boundaries of, so 

~~ 
~ p b p 

Fig. 6.13. A complex on 'll'2 

Of the 1-chains, a is a 1-cycle since 8(a) = P- P = 0, and so are b 
and c. Then a+ b is also a 1-cycle, and so are a- 3b, 47 a+ 64c, 2a- 3b + c, 
etc. Any combination of a, b, and c will be a 1-cycle: 

Z1(K) = [[a, b, c]] ~ Z E9 Z E9 Z 

Since 8(a) = 8(r) =a-b-c, the 1-chain a-b-c is a 1-boundary. Similarly, 
8(3a) = 3(a-b-c), etc., so B1(K) is the set of all multiples of (a-b-c): 

B1(K) = {n(a- b- c): n E Z} =[[(a-b-c)]]~ Z 

Considering the 0-chains, note that the vertex P is a 0-cycle, since 
8(P) = 0: 

Zo(K) = [[P]] ~ Z 

Since 8(a) = 8(b) = 8(c) = P- P = 0, the 1-cells of the complex have null 
boundaries. Thus, no multiple of P is a 0-boundary, so 

Bo(K) = {0} ~ 0 

1> Exercise 6.6. For the complex of Exercise 6.1, find Zk(K) and Bk(K), 
fork= 0, 1,2. 

As in Chapter 4, there often advantages (usually theoretical and not 
practical) in using simplicial complexes, which have only triangular cells. 
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For example, a k-simplex must always have k + 1 vertices, but in a non­
simplicial complex, a polygon can have any number (greater than two) of 
vertices. Thus, the number of vertices tells one immediately the dimension 
of the simplex. Further, the ordering of the vertices gives a natural orien­
tation on the simplex. Let us denote by (vo} the vertex or 0-simplex vo; 
(vo, vi} is the edge or !-simplex running from vo to v1; (vo, v11 v2} is the 
2-simplex with vertices vo, vi, v2 (we are assuming that these vertices are 
not collinear) oriented in the order of these vertices, as in Figure 6.14. A 
3-simplex (v0, VI, v2, v3} is directed by a helix or screw oriented by the order 
of the vertices . 

. 
vo vo 

Fig. 6.14. The ordering of the vertices induces an orientation on the simplex 

Ann-simplex is denoted by (vo, VI, v2, ... , vn}· Changing the order of the 
vertices can change the orientation of the simplex. In Figure 6.14, note 
(vi,v2,vo} = (vo,vl,v2} but (v1,vo,v2} = -(vo,vl,v2}· In general, if one 
interchanges two vertices, the orientation is reversed. 

Note that it takes two interchanges to change the example above: 

(v11 v2, vo} = -('l-'1, vo, v2} = +(vo, v11 v2} 

The formula gives the same orientations as the intuitive geometry of the 
simplex. 

The 2-simplex (vo, vi, v2} of Figure 6.14 has three edges: (vo, v1}, 
(v1, v2}, and (v2, vo} = -(vo, v2}. These are formed by choosing any two 
of the three vertices. 

8((vo,vl,v2}) = (v11v2}- (vo,v2} + (vo,vl} 

The faces of ann-simplex (v0 , v11 v2, ... , vn} will be all the (n-1)-simplices 
formed by these vertices. These (n-1)-simplices will haven vertices chosen 
from vo, v1, v2, ... , Vn, so we can designate one by (vo, VI, v2, ..... , vk, ... , Vn} 
where Vk means omit the vertex vk. The boundary of an n-simplex is 

n 

8((vo,vl,v2,··· ,vn}) = L(-l)k(vo,vl,v2,··· ,vk,··· ,vn} 
k=O 
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These rules can simplify the proofs of some theorems, especially in 
dimensions greater than 2, when pictures are difficult to draw and can be 
misleading. 

(6.10) Theorem. The composition a o a : C~c(K) ---+ C~c-2(K) satisfies 
a o a( C) = 0 for any k-chain C on the complex K. That is, a o a = 0. 

(6.11) Lemma. If u is an-simplex, then a o a(u) = 0. 

Proof. As noted above, u may be represented by 

Then 

a 0 a(u) =a (f) -1)k(vo, V1, V2, ... , Vk, ... , Vn}) 
k=O 

n 

= L(-l)ka((vo,vl,v2, ... ,v~c, ... ,vn}) 
k=O 

n [k-1 
= 2:<-~)k L(-1)£(vo,vl, ... ,v£, ... ,v~c, ... ,vn} 

k=O £=0 

+ t (-1/-1(vo,vl,··· ,v~c, ... ,v£, ... ,vn}] 
£=k+l 

= L ( -1)k+l(vo, Vb· .. , V£, ... , Vk, ... , Vn} 
£<k:5n 

+ L (-1)k+£-l(vo,vl, ... ,v~c, ... ,V£, ... ,vn} 
k<£:5n 

= L [(-1)k+£+(-1)k+l-l] (vo,v1, ... ,v~c, ... ,v£, ... ,vn} 
k:f:~ 

= L 0 · (vo,vl, ... ,v~c,. ;. ,V£, ... ,vn} 
k:f:£ 

=0 
D 

1> Exercise 6. 7. Let u be a standard k-simplex fork = 0, 1, 2. Verify Lemma 
6.11 geometrically for these cases. 

Proof of Theorem 6.1 0. We assume that the complex is ti:iangulated. Let 
C = a1u1 + a2u2 + · · · + anun where a; is an integer and Ui is a k-simplex 
inK. 
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= a(a1u1) + a(a2u2) + · · · + a(anun) 
= a1a(u1) + a2a(u2) + · · · + ana(un) 

a o a( C)= a( a( C)) 

= a[a1a(u1) + a2a(u2) + · · · + ana(un)] 
= a1a(a(u1)) + a2a(a(u2)) + · · · + ana(a(un)) 
= a1a o a(ul) + a2a o a(u2) + · · · + anao a(un) 

The proof then follows from Lemma 6.11. 

1> Exercise 6.8. Show that Bk(K) is a subgroup of Zk(K). 

6.2 Homology 

0 

The trouble with the groups Ck, Zk, and Bk is that they depend too much 
on the complex and so obscure the underlying space. The chain groups, Ck, 
list all the cells of K, whereas the boundary homomorphism, in describing 
which cells form the boundary of a given cell and the direction of those cells, 
tells how the cells are glued together to form the complex, but this is, in 
a way, too much information. We need some way of eliding the extraneous 
data to pick out only the essential facts about the shape of the figure. Two 
different complexes on the torus, for example Figures 6.2 and 6.4, would 
give totally different chain groups. We wish somehow to say that these have 
the same shape or underlying surface. 

Note that a 2-cycle can be described as a chain whose edges are gath­
ered together to form a hollow cavity. The 1-cycles are edges which form 
loops. A chain which is not a cycle cannot enclose a cavity or loop. Thus, 
the cycles seem to be of especial importance in determining the shape of 
the object, more so than the general chain groups. On the other hand, some 
cycles seem to be redundant. 

In Figure 6.15, the chain c+d starts and ends at the same points that 
b does, and does not seem to convey any jnformation about the shape that 
the cycles a and b do not already tell us. We would like some legitimate 
way to get rid of c + d algebraically. 

We are trying to accomplish algebraically what Theorem 4.14 did geo­
metrically: to find ways of screening out extraneous information. In Theo­
rem 4.14, all the extra cells and edges from the original triangulation were 
eliminated to end up with one of the simple standard planar diagrams. To 
try to excerpt the desired information, we define an equivalence relation on 
chains. 
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T1J: 
p b 'P 

Fig. 6.15. A complex on the torus 

(6.12) Definition. The k-chains C1 and C2 are homologous, written 
C1 "' C2, if C1 - C2 E Bk(K); i.e., if C1 - C2 = 8(D) for some 
(k + 1)-chain D. 

In Figure 6.15, c+d"' b, since c+d-b = 8(r). In a sense, c+d is not 
needed, as long as we have b. The 2-cell r forms a bridge between the edges 
c + d and b, so any information carried by c + d is also carried by b, and 
vice versa. Similarly, 8(c) = Q- P, so Q "'P. The edge c forms a bridge 
from Q toP. Note that 8(a) =a+ c +d-a-b= c +d-b, soc+ d"' b, 
which we already knew, and 8(d) = P- Q, soP"' Q. We get no additional 
information from those computations. 

(6.13) Theorem. Let K be a complex, with C1. C2, C3, C4 chains in Ck(K): 

(1) c1"'c1. 
(2) If C1 "'C2, then C2 "'C1. 
(3) If C1 "' C2 and C2 "' C3, then C1 "' C3. 
(4) If C1 "'C2 and C3 "'C4, then C1 + C3 "'C2 + C4. 

1> Exercise 6.9. Prove Theorem 6.13. 

Conditions {1)-{3) verify that homology is an equivalence relation, and 
{4) guarantees that it works well in combination with the chain addition of 
Definition 6.3. Thus, "' acts like = and can be used in place of it. 

Note that two 0-cells P and Q will be homologous if there is an edge a 
connecting P to Q, so that 8( a) = P - Q and P "' Q. Thus, P and Q are 
homologous if and only if there is a path on the complex between them, 
which will be true if they are in the same component. For example, consider 
the complex of Figure 6.16. 
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8( a) = Q - P so P ,...., Q, 
8(b) = T - P so P ,...., T, 

8(c) = R- Q so R,...., Q, 

c R 

8( d) = S - R so S ,...., R 

8(h) = v- u so u,...., v 
8(i) = w- v sow,...., v 

v 

f D u . w 
J 

Fig. 6.16. P "' Q "' R"' S""' T and U "' V "' W 

Thus, P,...., Q,...., R,...., S,...., T and U,...., V ":" W but P rf U. Up to homology 
there are only two vertices, P and U, one for each connected component. 

A 1-cycle must have 8(C) = 0, so that 8(C) must be something like 
8( C) = P- P = 0. Thus, C must form a loop. A 1-cycle C is trivial if and 
only if its interior is filled by a 2-chain u with C = 8( u) and, therefore, 
C ,...., 0. Figures 6.17 and 6.18 represent a non-trivial 1-cycle and a trivial 
1-cycle, respectively. 

Fig. 6.17. a rf 0 Fig. 6.18. b"' 0 

Two loops are homologous if they form the boundary of. a 2-chain. In 
Figure 6.19, 8(u) = a+ c- b- c = a- b, so a ,...., b. Thus, the loops are 
homologous if there is a 2-cell forming a bridge between them. 

A 2-cycle mnst have its edges glued together to enclose a cavity, as in 
the torus or the sphere. A 2-cycle can only be trivial in homology if it is 
the boundary of some 3-chain. For example, in the solid ball, the skin, a 
sphere, is homologous to 0. Remember that the cycles seem to be the most 
important chains in determining shape. 
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Fig. 6.19. a "" b 

(6.14) Definition. Let K be a directed complex. The kth homology group of 
K is Hk(K) = Zk(K)/Bk(K), the group of equivalence classes of elements 
of Zk(K) with the homology relation. In other words, Hk(K) is Zk(K) with 
homology used instead of equality. 

The homology groups combine all the essential information we have 
gathered: which cells form cavities or loops; and cancels out the extraneous 
information. The process of finding H k ( K) is outlined below: 

{6.15) Computation of Hk(K) for a directed complex K. 
First label and indicate orientation of all cells of the complex. Do the com­
putations for one dimension at a time, starting with the highest. 

{1) Find Ck(K), the group of all k-chains. 
(2) For each generating k-chain C from (1), compute 8(C). 
(3) Find Zk(K), using your computations from {2). 

{a) Note that if Zk(K) = {0}, then Hk(K) = {0}. 
{4) Find Bk(K). 

(a) When working in the highest dimension, note that Bk(K) = 0, 
since there are no ( k + 1 )-chains for which the k-chains can form 
boundaries. 

{b) Otherwise, look back to (2) in the next highest dimension, where 
you already computed which k-chains are boundaries of (k+1)-cells. 

(c) Note that if Bk(K) = {0}, then Hk(K) = Zk(K). 
(5) Compute Hk(K), by taking Zk(K) from (3) and using any homologies 

found in (4). 

This may seem quite intimidating at first, but with practice it is not 
so bad; definitely preferable to Theorem 4.14, anyhow. As a general rule 
when forming Hk(K), the generators come from Zk(K) and the relations 
from Bk(K). 

Examples of the computation of the homology groups for some familiar 
surfaces follow. 
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(6.16) Example. Let us compute the homology groups for the sphere § 2 

with the complex given by the standard planar diagram (Fig. 6.20). 

Fig. 6.20. The complex K on § 2 

Since there are 0-, 1-, and 2-cells present, we must compute Ho(K), H1 (K), 
and H2(K). 

First find C2(K): 
The only 2-cell is u. The 2-chains are u, 2u, 3u, ... , -u, -2u, ... 
and 0, so C2(K) = [[u]] !::: Z. 

Find Z2(K): 
Note that u is a 2-cycle, since o(u) = a - a = 0, as are 2u, 
-u, 3u, -47u, etc., so Z2(K) = [[u]] !::: Z. 

Find B2(K): 
There are no 3-cells, so u cannot be the boundary of anything, and 
B2(K) = {0} !::: 0. 

Compute H2(K): 
The only 2-cycles are 0 and multiples of u. 
Note u- 0 = u ¢ B2(K) = {0}, so u rf 0. Therefore, 

H2(K) = Z2(K) = ([u]] !::: Z 

Repeat for H1 (K): 
C1(K) = {a,2a, ... ,</>,-a,-2a, ... } =[[a]] !:::Z. 
o(a) = Q- p so a is not a 1-cycle, nor are 2a, -a, etc., so there are 

no non-trivial1-cycles. Thus, Z1 (K) = {0} !::: 0. 
Since o(u) = 0, only 0 is a 1-boundary, so B1(K) = {0}!::: 0. 

H1(K) = Z1(K) = {0}!::: 0 

Repeat for H0(K): 
Co(K) = {0,P;2P, ... -P, ... ,-Q,Q,2Q, ... ,P+Q,2P-3Q,etc.}, 

so Co(K) = [[P, QJ] !::: Z EB Z. 
o(P) = 0 and 8( Q) = 0 so P and Q and all combinations are 
0-cycles. 

Zo(K) = [[P, Q]] !::: Z EB Z. 
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8(a) = Q- P so Q "'P. Therefore, 2Q "' 2P, -Q "' -P, and 
P + Q "' P + p· ::::d· 2P, etc., and so any combination of the vertices 
P and Q is homologous to some multiple of P. 

H 0 (K) = {0, P, 2P, ... , -P, -2P, ... } = [[P]] ~ Z 

{6.17) Example. We can compute the homology groups of then-dimensional 
sphere §n for n > 1 by using the complex K' consisting of an n-disc a with 
the boundary of a gathered together at a point denoted P. For example, 
this complex for § 2 is pictured in Figure 6.21. 

Fig. 6.21. Another complex K' on § 2 

Hn: Cn(K') =[[a]]~ Z. 
8(a) = 0, since dim{P) < n -1; thus a is a cycle. 
Zn(K') = [[a]] ~ Z. 
Bn(K') = {0} since there are no (n + 1)-cells. 

Hn(K') = Zn(K') = [[a]] ~ Z 

Ho: Co{K') = [[P]] ~ Z. 
8P = 0 so P is a cycle and Zo{K') = [[P]] ~ Z. 
Since there are no 1-cells, Bo(K') = {0}. 

H0(K') = Z0 (K') = [[P]] ~ Z 

These computations give the same homology groups as ·Example 6.16 
for the 2-sphere, and in addition we have computed the homology groups 
for all higher-dimensional spheres. 

{6.18} Example. The (n +I)-dimensional solid ball 

Jmn+l = {x E JRn+l : llxll :5 1} 
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is an ( n + 1 )-manifold with boundary the n-spherf! §n. By a slight abuse of 
notation we write 

We can compute the homology groups of the (n+ 1)-dimensional ball nn+l 
for n > 2 by using the complex K' of Example 6.17 with the addition of an 
( n + 1 )-cell which fills the inside of the n-sphere. Thus, we let the complex 
K consist of an ( n + 1 )-cell r with boundary the n-cell a, and the boundary 
of a gathered together at a point denoted P. 

Hn+l: Gn+l(K) = [[r]]!::::!. Z. 
o(r) =a, soT is not a cyde. Therefore, Zn+1(K) = {0} and 

Hn+l (K) = {0} !::::!. 0 

Hn: Gn(K) = [[a]] !::::!. Z. 
o(a) = 0, since dim(P) < n- 1; thus a is a cycle. 
Zn(K) = [[a]] !::::!. Z. 
Since 8(r) =a, it follows that a"' 0. 

Hn(K) = {0} !::::!. 0 

Ho: Oo(K) = [[P]J !::::!. Z. 
8P = 0 so P is a cycle and Z0 (K) = [[P]] !::::!. Z. 
Since there are no 1-cells, B0 (K) = {0}. 

Ho(K) = Zo(K) = [[P]] !::::!. Z 

For the case n = 1, we have 8(B2) = § 1 • In Exercise 6.10, you will 
compute the homology groups for this disc and for the circle. For n = 0, 
note that B1 is the line segment [-1,1]. Then 8(B1 ) = {-1,1}. We can 
define the 0-dimensional sphere, § 0 , to be the set of two points, so that 
8(Bn+l) = §n in all dimensions. It is easy to show that H 1 (B1 ) !::::!. 0 and 
H0 (B1 ) !::::!. Z. One can define the 0-dimensional ball B0 to be a single point. 
Thus, for all dimensions n 2:: 0 we have 



In all dimensions except n = 0, 

k=n 
O<k<n 
k=O 
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For the case n = 0, note that H0 (§0) ~ Z EB Z. 

(6.19) Example. JK2 , the Klein bottle, with complex K" of Figure 6.22. 

l~J Q d Q 

Fig. 6.22. The complex K" on IK2 

H2: C2(K") = [[a)) ~ Z. 
8(a) = c+d-c+d = 2d so a is a.not a cycle, and Z2(K") = {0} ~ 0. 
B2(K") = {0} since there are no 3-cells. 

H1: C1(K") = [[c, d))~ Z EB Z. 
8(c) = 8(d) = Q- Q = 0, so Z1(k") = [[c, d))~ Z EB Z. 
Since 8( a) = 2d, in the homology group 2d ,...., 0. 

H1 (K") = [[c, d: 2d = 0)) ~ Z EB Z/2 

Ho: Co(K") = [[Q)) ~ Z. 
8Q = 0 so Q is a cycle and Zo(K") = [[Q)) ~ Z. 
Since 8(c) = 0 and 8(d) = 0, Bp(K") = {0}. 

Ho(K") = Zo(K") = [[Q)) ~ Z 

With practice, the groups are not difficult to compute, certainly less 
tedious than the process of Theorem 4.14. The next exercise should provide 
plenty of practice. 
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1> Exercise 6.10. Compute the integral homology groups for the following 
spaces: 

(1) p2 
(2) .'Jr2 
(3) the disc 
( 4) the cylinder 
(5) the Mobius band 
(6) the circle, § 1 

(7) a tree of your choice 
(8) the double banana of Figure 6.23 
(9) a sphere with two whiskers, as illustrated in Figure 6.24 

Fig. 6.23. Double banana Fig. 6.24. Sphere with two 
whiskers 

From the computations of Example 6.19 and Exercise 6.10(2), note that 
H2('ll'2) = Z and H2(:0C2) = 0. The homology groups distinguish between 
the torus and the Klein bottle, whereas the euler characteristic did not. 

In each dimension, Hk(K) gives some piece of information relating to 
properties determined by that dimension. The group H0 (K) measures the 
connectivity of the complex K, since for vertices P and Q, P"' Q if and 
only if there is an 1-chain connecting them. In general, Ho(K) = zn, where 
n is the number of connected components of K. The group H1(K) counts 
non-trivial loops and H2 (K) counts hollows or cavities in a 2-dimensional 
figure. For the sphere of Example 6.16, H2 (§2 ) = Z, but from Example 6.19, 
note that H2(:0C2) = 0. This is because the Klein bottle does not enclose a 
cavity. Only the orientable surfaces can enclose cavities. 

(6.20) Theorem. Let 8 be a compact connected surface without boundary. If 
8 is orientable, then H2(8)!:::: Z. If 8 is not orientable, then H2(8)!:::: 0. 

Proof. We assume that the surface 8 has a triangulation K. Let a and 
r be two adjacent 2-simplices with common edge a. These have the same 
orientation if they are oriented so that the edge a is canceled when forming 
the sum a+r, as in Figure 6.25. When the cells have opposite orientations, 
note that ±2a E 8(a + r), as in Figure 6.26. · 



Fig. 6.25. These cells have the same 
orientation 
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Fig. 6.26. These cells have opposite 
orientations 

Note that the 2-simplices of K cannot be oriented the same if and only 
if IKI contains a Mobius band; see Figure 6.27. 

Fig. 6.27. The Mobius band cannot be oriented 

If all the 2-simplices of K can be directed so that they have the same · 
orientation, then K must be a complex on an orientable surface, either 
the sphere or a connected sum of tori. Consider the 2-chain C consisting 
of all the 2-simplices in K. Since each edge in K occurs as the boundary 
of precisely two triangles by Definition 4.11, and the triangles have been 
oriented compatibly, 8( C) = 0 and C is a· cycle. Since there are no 3-cells, 
the second homology group must be H2 (K) = [[C]] ~ Z. 

If K contains a Mobius band, then K is a complex on one of the non­
orientable surfaces, which are connected sums of projective planes. Let C 
be a 2-cycle on K. If a is a triangle inC, then all the triangles adjacent to 
a must also be in C since 8( C) = 0, and so the edges of a must be canceled 
by some other cell. Thus, C must contain all the 2-cells of K. However, 
since these cells cannot be oriented compatibly, some edges fail to cancel, 
as in Figure 6.26. Therefore, C is not a cycle, so H2(K) ~ 0. 0 

Another peculiar thing occurs in the homology of the Klein bottle. 
Recall from Chapter 4.2 that JK2 = JP2 # JP2 , and so is represented by two 
different planar diagrams, as in Example 6.19 above or as JP2 # JP2 in Fig­
ure 6.28. Both of these complexes give H2 (JK2) ~ {0}, since JK2 is non­
orientable, and both give Ho(JK2 )!:::::! Z, since JK2 is connected. By Example 
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6.19, H1 (JK2 ) = [[c, d : 2d = OJ] ~ Z@ Z/2 for the complex on the left in 
Figure 6.28. If H1 (JK2) is computed using the complex on the right, we get 
H 1 (JK2 ) = [[e, f : 2( e + f) = OJ]. Thus, there are apparently two different 
groups for H 1 (JK2 ), depending on which complex is used. 

d e ,o, ,o~ 
d f 

Fig. 6.28. JK2 = 1P'2#1P'2 

That these are, after all, isomorphic is shown by the homomorphism 

F : [[c, d : 2d = OJ] - [[e, f : 2( e + f) = OJ] 

defined for the generators by 

F(c) = e 

F(d) = e+ f 

Any element x E [[c, d : 2d = OJ] can be written as x = nc + md for some 
n, mE Z. Define F(x) by 

F(x) = F(nc+md) 

= nF(c) + mF(d) 

=n(e)+m(e+f) 

= (n+m)e+mf 

Thus, F(x) can be written as a combination of e's and f's, the generators 
of the second group. Note that 0 = F(2d) = 2F(d) = 2(e +f), so F is 
well-defined. F has inverse 

G : [[e, f : 2( e + f) = OJ] - [[c, d : 2d = OJ] 

defined for the generators by 

G(e) = c 

G(f) =d-e 
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Note 0 = G(2(e+ !)) = 2(G(e+ !)) = 2G(e) +2G(f) = 2c+2(d-c) = 2d, 
so G is well-defined. Since F is invertible, F is an isomorphism and so 
these are two different presentations of the group ·Z E9 Z/2. The problem of 
deciding when two presentations (lists of generators and relations) represent 
the same group is a difficult, often unsolvable, one. 

The invariance of the homology groups (i.e., that they depend only on 
the surface and not on the complex chosen to represent that surface) will not 
be proven until Theorem 8.21. Even then, we only claim that topologically 
equivalent surfaces will have isomorphic homology groups, not necessarily 
in the same form. 

6.3 More computations 

At this point, we have figured out the homology groups of many complexes. 
Table 6.1 is a listing of homology groups computed thus far, either as ex­
amples or as exercises. 

Table 6.1. Homology groups 

Manifold H2 H1 Ho 

§2 z 0 z 
']['2 z ZE9Z z 
.IK? 0 ZE9 Z/2 z 
JID2 0 7?/2 z 
§1 0 z z 
cylinder 0 z z 
Mobius band 0 z z 
disc 0 a z 

Note that different complexes, for example the circle and the cylinder, 
can have the same homology groups. New complexes can be constructed 
with any desired homology groups, as long as they are combinations of the 
groups above, by using the theorems below: 

( 6.21) Theorem. Let K and L be connected cell complexes with K n L = 0. 
Let X = K U L. Then for k = 0, 1, 2, ... 

The space X = K U L so formed is called the disjoint union of K and L. 
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1> Exercise 6.11. Prove Theorem 6.21. 

(6.22) Theorem. Let K and L be connected cell complexes with KnL = {P}, 
for a vertex P. Let X= K U L. Then X is a cell complex and 

Hk(X) = Hk(K) E9 Hk(L), k > 0 

Ho(X) = Z, k = 0 

The space X so formed is called the '!lledge product or one-point union and 
is denoted X= K V L. The space K V Lis formed by joining K to Lata 
single point. 

1> Exercise 6.12. Prove Theorem 6.22. 

If one wishes to construct a complex K with integral homology groups 
H2(K) = Z E9 Z, H1(K) = Z, H0 (K) = Z E9 Z, then K must have two 
connected components, enclose two cavities, and have one non-trivial loop. 
Thus, K can be .any of those shown in Figure 6.29 or a similar complex. 

0 
Fig. 6.29. All of these have H2(K) = Z E9 Z, H1 (K) = Z, Ho(K) = Z E9 Z 

If one were to construct a complex with H2(K) = 0, H1 (K) = ZE9Z/2, 
and H0 (K) = Z, one can use either K = IK2 or K = P2 V § 1• Only the first 
is a surface. The homology groups of a complex cannot tell if the space 
is a surface or not. On the other hand, if one knows that a complex is a 
surface and one knows the homology groups of the space, one can identify 
which surface it is (up to topological equivalence) by using the results of 
this chapter. 

One can also create spaces with homology involving other groups. For 
example, if you want H1 (K) = Z/3 =[[a: 3a = 0]], then there must be a 
1-cycle a (so that Z1(K) -:/:- 0), and thus 8(a) = 0 = P- P. In order that 
3a rv 0, there must be a 2-cell a with 8( a) = 3a. Let K be the complex of 
Figure 6.30. 



6.4 Betti numbers and the euler characteristic 141 

~ p a p 

Fig. 6.30. Ht(K) = 'll/3 

1> Exercise 6.13. Show that the example of Figure 6.30 is not a surface. 

1> Exercise 6.14. Compute Hk(K), k = 0, 1, 2, for the complexes of Figures 
6.31 and 6.32. 

~ p a p 

Fig. 6.31. Weird complex Fig. 6.32. The dunce's cap 

1> Exercise 6.15. Construct a complex with H2(K) = 7lE97l, H1(K) = Z/2, 
Ho(K) = 'll. 

6.4 Betti numbers and the euler characteristic 

There is an obvious relation between the euler characteristic and the chain 
groups, since Ck(K) is generated by the k-cells. Thus, the rank, rk(Ck(K)), 
is the number of k-cells. For a 2-complex K, 

x(K) =v-e+f 

= rk(C:o(K))- rk(C1(K)) + rk(C2(K)) 

In general, for an n-complex K, 

x(K) = rk(Co(K))- rk(C1(K)) + rk(C2(K))- + · · · + ( -1)nrk(Cn(K)) 



142 Chapter 6. Homology 

There is also a more subtle relation between the integral homology groups 
and the euler characteristic; to explore this we must delve a little deeper in 
group theory. Denote the kth boundary homomorphism on the chain groups 
of a complex K by ak : Ck(K)- Ck-l(K). Note that Zk(K) = ker(8k) 
by Exercise 6.4 and Bk(K) = R(8kH) by Exercise 6.5. Let 

Ck = rk(Ck(K)) 

Zk = rk(Zk(K)) 

bk = rk(Bk(K)) 

By Theorem A.13, for k = 1, 2, ... , n, 

Ck' = Zk + bk-1 

(6.23) Definition. The betti numbers of a complex K are f3k = rk(Hk(K)). 

By Definition 6.14, Hk(K) = Zk(K)/Bk(K), so Theorem A.lO implies 
that 

(6.24) Theorem. Let K be ann-complex. Then 

x(K) = f3o- /31 + /32- + · · · + ( -1tf3n 

Proof. Using the results above, we have 

f3o- /31 + /32- +" · + ( -1)nf3n 

=(zo- bo)- (zl- b1) + (z2- b2)- + · •· + ( -1)n(zn- bn) 

=zo- (bo + Z1) + (b1 + z2)- + · · · + (-1)n(bn-1 + Zn) + (-1)n+1bn 

=Zo- C1 + C2- + · · · + ( -1)nCn + ( -1)n+lbn 

For any 0-chain C, 8(C) = 0 so Zo(K) = Co(K) and, thus, zo =Co· The 
group Bn ( K) = 0 for a n-complex K because no n-chain except 0 can be 
the boundary of anything since there are no ( n + 1 )-cells, so bn = 0. 

f3o- /31 + /32- +" · + ( -1)nf3n =Co- C1 + C2- +" · + ( -1)nCn + 0 

=Co- c1 + C2- + · · · + (-1)nCn 

=x(K) 

0 

The betti numbers are topological invariants containing a lot of infor­
mation. They can be combined as above to form the euler characteristic. 
From Theorem 6.20, note that if S is an orientable surface, (32 = 1, and if 
Sis non-orientable, then /32 = 0. Thus, (32 determines the orientability of 
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the surface. The number of connected components in the space is obviously 
given by /3o. · 

t> Exercise 6.16. Reclassify the surfaces of Exercises 4.16 and 4.17 as effi­
ciently as you can. 

t> Exercise 6.17. Show that then-dimensional ball :~mn has x(Jmn) = 1. 

t> Exercise 6.18. Show that 

x(§n) = { 0, 
2, 

if n is odd 

if n is even 



Chapter 7 

Cellular functions 

"On a dit souvent que la geometrie est l'art de bien raisonner sur les figures mal 
faites." 

Henri Poincare 

7.1 Cellular functions 

In most fields of mathematics, we study some class of objects and also the 
functions appropriate to the objects of study. In linear algebra, the objects 
studied are vector spaces and the corresponding functions, called linear 
transformations and usually represented by matrices, are those which pre­
serve the vector space structure. In geometry, we study isometries, such as 
rotations: functions that do not change the geometric properties of length, 
angle measure, area, and volume. In abstract algebra, the objects of study 
are groups and the appropriate functions are homomorphisms, which pre­
serve the algebraic properties of the groups. The best possible homomor­
phism is an isomorphism; isomorphic groups are essentially identical alge­
braically. 

In topology, continuous functions preserve the important topological 
properties. By Theorem 2.29 or 3.15, connectedness is a topological prop­
erty, and by Exercise 2.28 or Theorem 3.19, compactness is another. A 
homeomorphism may be thought of as the best possible type of continuous 
function, and homeomorphic spaces are considered the same in topology. In 
this section we wish to investigate the appropriate functions for the study of 
complexes on topological spaces, espeCially the surfaces to which we have 
devoted so much time. A complex has two structures: that of the topo­
logical space underlying the complex, and the subdivision of the complex 
into cells. The corresponding functions will have to preserve this dual na­
ture. In particular, it would be nice if these functions, yet to be defined, 
would also induce nice functions on the homology of the complex. Since 
homology has an algebraic group structure, we want the functions to in­
duce homomorphisms on the homology groups. The best of all functions 
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would be homeomorphisms on the underlying topological space and also 
isomorphisms oii the homology groups. 

After a topological space is given additional structure as a cell complex 
or a simplicial complex, a merely continuous function is no longer entirely 
adequate. For example, consider the homeomorphism f that rotates the 
circle 90° counterclockwise. If the circle is represented by the complex K 
of Figure 7.1, note that f(Q), shown in Figure 7.2, lands in the middle of 
edge a, and f (a) consists of half the a edge, the vertex P, and half the b 
edge. Thus, f does not preserve the cell structure of the complex. 

a POQ 
b 

Fig. 7.1. The complex K 

J(·)Of(b) 
f(P) 

Fig. 7.2. f(K) 

One way of dealing with this difficulty is to modify the complex so that 
it respects the cell structure. If the circle is represented by the complex K' 
of Figure 7.3, then for each cell u E K' , the same function f gives f(u) is 
a cell inK' as shown in Figure 7.4. 

0 
Fig. 7.3. The complex K' Fig. 7.4. f(K') 

The function f of the preceding examples is a homeomorphism on 
the underlying space (the circle), but may or may not treat the complex 
structure of the space nicely. In order for the function to act nicely in 
conjunction with the homology groups, we need to be sure that f preserves 
the cells of the complex. 

Recall that we have yet to prove that the homology groups do not 
depend on the particular complex chosen to represent a space, so that must 
be one of our goals. As an example of other types of information that we 
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can hope to derive from this study, recall the applications of Section 2.6. 
Upon careful inspection, it appears that the key argument in all of those 
theorems was the construction of a function from a connected space to 
a non-connected space, implying a contradiction and inducing the desired 
result. At that time, connectedness was one of the few topological properties 
we knew. Knowing so many more now, we anticipate similar results in later 
chapters. 

(7.1(a)) Definition. Let K and L be complexes and f : IKI ~ ILl a con­
tinuous function. Then f : K ~ L is a cellular function if 

(1) for each cell u E K, f(u) is a cell in L; 
(2) dim(f(u)) :s; dim(u). 

The complexes K and Lin Definition 7.1(a) can also be directed, if 
condition (1) is modified. It is not necessary that f(u) have the orientation 
inherited from u, only that the cells coincide. 

(7.1(b)) Definition. Let K and L be directed complexes and f: IKI ~ILl 
a continuous function. Then f : K ~ L is a cellular function if 

(1) for each directed cell u E K, f(u) = ±r where r is a directed cell 
in L; 

(2) dim(f(u)) :s; dim(u). 

For any (directed or not directed) complex Kanda vertex P, a con­
tinuous function f : IKI -+ P can be defined by f(x) = P for all x E IKI. 
This function is always cellular. 

An example of a function that is not cellular is the continuous function 
g : IK'I ~ IL'I defined by letting g squash the triangle fiat as in Figure 
7.5. 

l>F g 

:I: K' -; L' 

Fig. 7.5. g is not a cellular function 

One way of describing g is to list what it does to each cell: 



g(D) = G, 

g(E) =I, 

g(F) = H, 
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g(d) = h 

g(e) = -i 

g(f) = h+i 

Note that g(f) is not a cell, but a union of two cells. However, we can 
slightly modify g to give g1

, which is cellular; see Figure 7.6. 

K" :ti gl } ~ £11 

E e F 

Fig. 7.6. l is a cellular function 

There are two ways of dealing with continuous functions which are not 
cellular: either modify the complex structure or change the function. 

On the other hand, there are functions which respect the cellular struc­
ture but are not continuous on the. underlying topological spaces. Consider 
the standard representations of the torus and Klein bottle below, and define 
a function f on the cells of 'll'2 as in Figure 7.7. 

b d p. 
;.~ 

p 

Q\ ~ r f 
--l- C T C a u a 

p ~\\ ~ 
b 

p Q d Q 

Fig. 7. 7. f is a cellular function, but is not continuous 
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f(a) = r, 

f(a) = c, 

f(P) = Q 
f(b) = d 

That f is not continuous may be seen by considering the image of the 
neighborhood pictured in Figure 7.7. In 'lr2 , the half-discs are glued to form 
a connected disc, but the image of this disc in ][{2 is disconnected. This 
contradicts Theorem 2.29, so f is not continuous. Such functions are not 
permitted in Definition 7.1. 

We wish to compare what a cellular function f : K ---+ L does on the 
underlying topological spaces, IKI and ILl, and what it does algebraically 
to the homology groups, Hk(K) and Hk(L). Since the homology groups 
are defined in terms of the chain groups Ck(K) and the boundary function 
a : Ck(K) ---+ Ck-l(K), we must investigate the interaction of the cel­
lular function j, the chain groups ck, and the boundary homomorphism 
a. Recall that the groups Zk(K) and Bk(K) were defined by a. We need 
a homomorphism fk : Ck(K) ---+ Ck(L) which reflects algebraically the 
action of f on the k-cells of K and L. 

(7.2) Definition. Let f: K---+ L be a cellular map. Define 

for each k-cell a E K by 

fk(a) = { f(a), 
0, 

if f(a) is a k-cell in L 

if dim(f(a)) < k 

For a k-chain C = a10'1 + a2a2 + · · · + anO'n E Ck(K) where 0'!, 0'2, ... , O'n 
are k-cells inK and a1. a2, ... , an E Z define 

fk(C) = fk(a10'1 + a20'2 + · · · + anun) 

= adk(al) + a2fk(a2) + · · · + anfk(an) 

The cellular function may collapse a k-cell u E K onto a lower­
dimensional cell in L, but Ck(L) contains only k-dimensional chains. Thus, 
fk must be instructed to ignore lower-dimensional cells, so we define 
fk(a) = 0 whenever dim(f(a)) < dim(a). 

(7.3) Theorem. Iff : K ---+ L is a cellular function and the function 
fk: Ck(K)---+ Ck(L) is induced by j, then fk is a homomorphism. 

Proof. We must show that for any k-chains C, D E Ck(K), 

Since C and D are k-chains in K, they may be written as 
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C = a1a1 + a2a2 + · · · + anan 
D = b1a1 + b2a2 + · · · + bnan 

where a1, a2, ... , an are k-cells inK. It follows from Definition 7.2 that 

fk(C +D) = fk((al + b1)a1 + (a2 + b2)a2 +···+(an+ bn)an) 

= (a1 + bl)fk(al) + (a2 + b2)fk(a2) +···+(an+ bn)fk(an) 

= [adk(al) + · · · + anfk(an)] + [bdk(al) + · · · + bnfk(an)] 

= /k(ala2 + · · · + anan) + fk(b1a2 + · · · + bnan) 
= !k(C) + !k(D) 

0 

(7.4) Example. Let K be the complex on the triangle, L the line segment, 
and f the function which squashes the triangle flat as in Figure 7.8. 

]{ )\b 
~ A a B 

f 
~ { L 

Fig.7.8. f:K~L 

The chain groups of K and L are given by 

C2(K) =[[a]] ~ Z, 

C1 (K) =[[a, b, c]] ~ Z EB Z EB Z, . 

C0 (K) =[[A,B,C]] ~ ZEBZEBZ, 

C2(L) = {0} ~ 0 

C1(L) = [[d]] ~ Z 

C0 (L) = [[D, E]] ~ Z EB Z 

Definition 7.2 says that if we can figure out what the continuous func­
tion f does for each generating cell, then fk is naturally defined on chains 
by taking combinations of these cells. Take one dinlension at a time. 

There is only one 2-cell, a, inK, and f(a) =d. Since din!( d) <dim( a), 
we define· h(a) = 0. Thus, for all integer multiples n ·a, h(n ·a) = 0. The 
homomorphism h : C2(K) ~ Z - C2 (L) ~ 0 is the zero homomorphism, 
which takes each element of Z to 0. 

On the 1-chains, f(a) = E, f(b) = d and /(c) = -d, so fl(a) = 0, 
fl(b) = d, fl(c) = -d. Any 1-chain in K can be written in the form 
£a+mb+nc for £,m,n E Z, and so 
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ft(la + mb + nc) = lft(a) + mft(b) + nft(c) 

= £(0) + m(d) + n( -d) 
= (m-n)d 

The homomorphism ft: C1 (K) ~ Z E9 Z E9 Z-- C1(L) ~ Z takes a triple 
(£, m, n) (which stands for la+mb+nc) and gives ft(£, m, n) = (m-n) E Z, 
where (m- n) stands for (m- n)d. 

On the 0-cells of K, f(A) = E, f(B) = E, f(C) = D, so fo(A) = E, 
fo(B) = E, fo(C) =D. Thus, fo tak~anyO-chainoftheformlA+mB+nC 
to 

fo(lA + mB + nC) = lfo(A) + mfo(B) + nfo(C) 

= l(E) + m(E) + n(D) 

= (l+m)E+nD 

The homomorphism fo : C0 (K) ~ Z E9 Z E9 Z-- Oo(L) ~ Z E9 Z takes a 
triple (£, m, n) in Z E9 Z E9 Z (which stands for lA + mB + nC) and gives 
fo(l,m,n) = (l+m,n) E ZE9Z, where (l+m,n) stands for (l+m)E+nD. 

These homomorphisms can be represented by m1;1.trices: 

h =(0) 

h=(O 1 -1) 

fo = (~ ~ ~) 
In this form, for example, fo(lA + mB + nC) is computed by 

(1 1 0) (.e) (l+m) fo(lA+mB+nC) = 0 0 1 · r;: = n = (l+m)E+nD 

The representation of the functions fk by these matrices is clearly 
dependent on knowing the generators of Ck(K) and Ck(L) and the order 
in which they are listed. 

1> Exercise 7.1. Find the chain groups and describe the action of the ho­
momorphisms 

k = 0, 1, 2, where K = L = the square ABCD and cellular function f 
rotates the square by 90° clockwise as in Figure 7.9. 



Ar;lB 
D~c 
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L 
!(Dr 0 rA) 
!(C) D f(B) 

Fig. 7.9. f : K- L 

1> Exercise 7.2. Find the chain groups and describe the action of the ho­
momorphisms 9k : Ck(K') ---+ Ck(L') where K is the cylinder, L the circle 
forming the lower component of the boundary of the cylinder, and the cel­
lular function g which squashes the cylinder onto this circle as in Figure 
7.10. 

~l 
b 

t: ~ 
c 

1 1 
~ R p 

c 

Fig. 7.10. g : K' - L' 

As in both Chapters 4 and 6, it is convenient for notational reasons to 
sometimes deal only with simplicial or triangulated complexes. Recall that 
a directed n-simplex u is completely determined by its ( n + 1) vertices, and 
is written 

A cellular function of simplicial complexes is called a simplicial function. 
:rf a function is simplicial, then f ( u) must be a simplex with vertices 
f(vo), f(vl), ... , f(vn)· IT f collapses u, then some of these vertices will 
coincide. It, therefore, suffices to determine what the function does to each 
of the vertices. For non-triangulated spaces, additional information is re­
quired, since ABC D can denote either a rectangle or a solid tetrahedron 
(recall Figure 4.33). Simplicial functions have the advantage of only needing 
to determine the destination of the vertices, but the disadvantage of usually 



152 Chapter 7. Cellular functions 

requiring more cells than a cell complex. We noted in Chapter 4 that any 
2-complex can be triangulated. 

(7.5) Theorem. Let K, L, and M be cell complexes, with cellular functions 
f : K ---+ L and g : L ---+ M. Then the composition induced on the chain 
groups is (go f)k = 9k o fk : Ck(K) ---+ Ck(M). 

Proof We prove the result only for the case where K, L, and Mare tri­
angulated, and f and g are simplicial functions. We first prove the re­
sult for a single simplicial k-cell u, and then generalize to k-chains. If u 
is a k-simplex, then f(u) is the simplex in L determined by the vertices 
f( vo), f ( v1 ), ... , f ( vk)· Note that these vertices will determine a simplex 
in L, though if some f(vi) = f(vj), then f(u) will not beak-dimensional. 
Applying g to the simplex f(u), we find that (go f)(u) = g(f(u)) is the 
simplex in M determined by the vertices g(f(vo)),g(f(vl)), ... ,g(f(vk)). 
Thus, · 

( f) ( ) { 
g(f(u)), 

g 0 k (T = 0, 
if g(f(vi)) :f g(f(vj)) 'rli :f j 
if 3i :f j such that g(f(vi)) = g(f(vj)) 

On the other hand, 

fk(a) = { f(a), 
0, 

if f(vi) :f f(vj) 'rli :f j 
if 3i :f j such that f(vi) = f(vj) 

so g(fk(u)) is either g(0) = 0, or, if the f(vi)'s are all distinct, then 
g(fk(u)) is the simplex with vertices g(f(v1)), g(f(v2)), ... ,g(f(vk)). Thus, 
(go /)k(a) ·= 9k o fk(u) for any k-simplex u E K. It follows immediately 
from Definition 7.2 that (go f)k = (gk) o (fk) on k-chains. D 

7.2 Homology and cellular functions 

In the previous section, we saw how a cellular function f induces a homo­
morphism on the chain groups. To see that f also induces a homomorphism 
on the homology groups is a bit harder. We must first investigate the way 
in which the function f interacts with the boundary homomorphism{). The 
proof, technical as it is, is somewhat less messy if we first triangulate the 
complexes K and L and assume that the function is simplicial. 

(7.6(a)) Lemma. Iff : K ---+ L is a simplicial function, where K and L 
are simplicial complexes, and C is an n-chain in K, then 

{)(in( C))= fn-l({)(C)) 
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In other words, algebraically it does not matter whether one applies the 
function f first and then the boundary op·erator a or vice versa. Another 
way of stating this relationship is by a commutative diagram. 

(7. 7) Definition. Let A, B, C, D be any spaces with functions f : A - B, 
g : C - D, o: : A - C and {3 : B - D. The diagram below is 
commutative if {3 of= goo:: A-D; i.e., for each x E A, 

{3(/(x)) = g(o:(x)) ED 

C----? D 
g 

The diagram commutes if all paths from the upper left to the lower 
right give the same answer. The diagram is another way to picture the 
equation /3(/(x)) = g(o:(x)). The relationship among/, g, o:, and {3 is easier 
to see in the diagram than written out as an equation. 

Thus, Lemma 7.6 may be restated as 

(7.6{b)) Lemma. Iff: K- L is a simplicial function, where K and L 
are simplicial complexes, then the diagram below commutes. 

Cn-t(K) ----? Cn-t(L) 
fn-1 

Proof. First consider the case when CT is a simplex: 

and 
n 

a(CT) = L(-l)k(vo,Vt,V2, ... ,Vk, ... ,vn) 
k=O 

We must calculate a(! n ( CT)) and f n (a( CT)) and see if they are equal. Since f is 
simplicial, the simplex j(CT) has vertices f(vo), f(vt), j(v2), ... , f(vn)· This 
will be ann-simplex if all the vertices remain distinct, but if !(vi)= f(vj) 
for some i # j, then f collapses the cell to a lower-dimensional simplex and 
fn(CT) is defined to be 0. 
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fn(a) = { 
0
(f(vo),f(v1),f(v2), ... ,J(vn)) if f(vi) =I' f(v3)Vi =l'i 

if 3i =I' j so that !(vi)= f(vj) 

Therefore, 

{ 

o(f(vo), !(vi), f(v2), ... 'f(vn)) 

o(fn(a))= iff(vi)=l'f(vj)Vi=l'j 

0 if f(vi) = f(vj) for some i =I' j 

n { (-l)k(f(vo),f(vl), ... ,J(vk), ... ,J(vn)) 
8(Jn(a)) = L if f(vi) ~ f(vj) Vi =I' j; i,j =I' k 

k=O 0 if f(vi) = f(vJ) for some i =I' j 
On the other hand, 

f(o(a)) = f (tc -l)k(vo, v1, v2, ... , vk, ... , vn)) 
k=O 

Therefore, 

( 
tc -l)k(f(vo),f(vl), ... , f(vk), ... , f(vn)). 

fn-l (o(a)) = k=O if f(vi) =I' f(v
3
) Vi =I' j; i,j =I' k 

0 if !(vi)= f(vj) for some i # j 

Thus, for simplices, fn-18(a) = ofn(a). If Cis ann-chain in· K, then 

8fn(C) = 8fnCa1a1 + a2a2 + · · · + amam) 
= 8[adn(a1) + a2fn(a2) + ... + amfn(am)] 

= a18(Jn(a1)) + a28(fn(a2)) + · · · + am8Un(am)) 

= adn-1 (o(al)) + adn-1 (8(a2)) + · · · + amfn-1 (o(am)) 
= fn-da18(al) + a28(a2) + ... + amo(am)] 

= fn-1(8(a1a1 + a2a2 + · · · + amam)) 
= fn-1(8(0)) 

0 

We have now completed all the preliminaries needed to prove that 
f induces a homomorphism on the homology groups. Recall that the kth 
homology group can be written as Hk(K) = Zk(K)/Bk(K) and these sub­
groups satisfy Bk(K) ~ Zk(K) ~ Ck(K). The cycle group Zk(K) is defined 



7.2 Homology and cellular functions 155 

as the set of k-chains 0 E Gk(K) such that 8(0) = 0. Two k-cycles 0 and 
D are homologous in Hk(K) if 0 "' D, or, equivalently, if there is some 
(k + 1)-chain E E Gk+1(K) with 0- D = 8(E). In order for f to induce a 
homomorphism on the homology groups,· three things must be proven: · 

(1) A simplicial function f takes the k-cycles in K to k-cycles in L. 
If so, the function f will induce a function on the cycle groups: 
fk: Zk(K)-+ Zk(L). To prove this, we must show that whenever 
0 is a k-chain inK with 8(0) = 0, then 8(fk(G)) = 0 E Gk(L). 

{2) If G,D E Zk(K) with 0 "' D, then fk(G) rv fk(D) in Zk(L). 
That is, whenever 0- D = 8(E) for some E E Gk+l(K), then 
fk(G)- fk(D) = 8(F) for some FE Gk+l(L). 

(3) If (1) and (2) are true, then there is a well-defined function 
fk : Hk(K) -+ Hk(L). We must show that it is a homomorphism. 

We seem to be denoting a lot of different functions by fk, but try not 
to lt~t this bother you. The only one we are really interested in is the one 
on Hk and the others are temporary. All of these are naturally induced by 
the function f, and the context makes it clear which is intended. 

(7.8) Theorem. Iff : K -+ L is a simplicial function, where K and L 
are simplicial complexes, then f induces homomorphisms on the homology 
groups fk: Hk(K)-+ Hk(L). 

Proof. We follow the outline above. 

Step 1: If 0 is a k-cycle in K so 8( G) = 0, then by Lemma 7.6 we have 

8(fk(o)) = fk-1(8(0)) 

= fk-1(0) 
=0 

Thus, !k(Zk(K)) s;;; Zk(L). 

Step 2: If 0"' DinK, then 0- D = 8(E) for some (k + 1)-chain E inK. 
It follows from Lemma 7.6 and Theorem 7.3 that 

fk(G- D)= fk(8(E)) 

fk(G)- fk(D) = 8(fk+1(E)) 

Thus, fk(G)- fk(D) is a boundary, so fk(G) "'fk(D) in L. Therefore, f 
induces a function 

Step 3: That fk is a homomorphism follows immediately from Theorem 
U D 

(7.9) Corollary. Let K, L, and M be simplicial complexes, with simplicial 
functions f : K -+ L and g : L --+ M. Then the composition of these 
functions induces (go i)k = gk o fk : Hk(K) --+ Hk(M). 
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Proof. 'rhe proof follows immediately from Theorems 7.5 and 7.8. D 

(7.10) Corollary. Iff : K--+ L is a simplicial function which is a home­
omorphism on the underlying spaces, then fk : Hk(K) --+ Hk(L) is an 
isomorphism. 

1> Exercise 7.3. Prove Corollary 7.10. 

Unfortunately, the converse of Corollary 7.10 is not true, as we will see 
in Example 7.12. 

The key to Theorem 7.8 is Lemma 7.6. A slight generation of the idea 
of cellular functions gives: 

(7.11) Definition. Let f: IKI --+ILl be a continuous function. If, for each 
k-chain C inK, f(C) is a k-chain in L and if the diagram 

Ck-l(K) --+ Ck-l(L) 
I 

commutes, then f : K --+ L is a chain function from K to L. 

In other words, a chain function need not be cellular but is one where 
Lemma 7.6 is defined to be true. The proof of Theorem 7.8 then shows that 
f induces homomorphisms fk: Hk(K)- Hk(L). An example of a chain 
function that is not cellular is the function g pictured in Figure 7.5. This 
function is not cellular since g(f) = h + i, but g is a chain function since 

g(a(f)) = g(D- E) 

=g(D)- g(E) 

=G-1 
a(g(f)) =a(h+i) 

=a( h)+ a(i) 

=(H-I)+ (G- H) 

=G-I 

Thus, g will induce a nice homomorphism on the homology groups, which 
is enough for our purposes. Functions that are not quite cellular are often 
chain functions, and Theorem 7.8 and its corollaries are true for them. In 
particular, iff : K - L is a cellular function and K and L are triangulable 
cell complexes, then note that for a k-cellr E K, this cell can be triangu­
lated, so r = a1u1 + a2u2 + · · · + amum for some choice of a1, a2, ... , am 
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where ai = ±1, depending on the orientation of T and CTi· Thus, T may be 
regarded as a k-chain in the triangulation of K. Similarly, f(r) will be a 
k-chain in the triangulation of L. Such functions are easily seen to be chain 
functions, and so Theorem 7.8 and its corollaries are true for all cellular 
functions, not only simplicial ones. 

7.3 Examples 

We frequently use the notation H*(K) to denote the system of homology 
groups Hk(K) for 0 ~ k ~ dim{K), and f* : H*(K) ---+ H*(L) is shorthand 
for the collection of homomorphisms of Theorem 7.8 more properly denoted 
by !k : Hk(K) ---+ Hk(L) for k = 0, 1, ... , dim(K). 

In practice, when computing/. : H*(K) ---+ H*(L) for a cellular or 
chain function f, it suffices to determine what happens to the generators of 
H.(K). If Hk(K) is generated by x1, x2, ... , Xn, then any x E Hk(K) can 
be written as 

for some choice of a1, a2, ... , an E Z. Since fk is a homomorphism, 

fk(x) = fk(alxl + a2x2 + · · · + anxn) 

= adk(xl) + a2fk(x2) + · · · + anfk(Xn) 

Below, we compute f* for some examples, by first computing the homology 
groups H*(K) and H*(L), and then verifying that f is cellular and finding 
the value of fk on the generators of Hk(K). 

(7.12) Example. Let g be the function that shrinks a cylinder C down to 
the circle running around the bottom of the cylinder, where C is r~presented 

:I 
b 

r ~ 
c 

1 1 
~ P. p 

c 

Fig. 7.11. g : K --1- L 



158 Chapter 7. Cellular functions 

by the directed complex K and the circle is represented by the subcomplex 
L ~ K as in Figure 7.11. 

Since a( a) = b- c, there are no 2-cycles inK and H2(K) = 0. Since 
L has no 2-cells, H2(L) = 0. The function g2: H2(K) = 0--+ H2(L) = 0 
must be the identity or zero homomorphism defined by g2 (0) = 1o(O) = 0. 

The 1-cycles of K are b, c, and all combinations of these. Since, inK, 
a(a) = b- c, we have b"' c. Thus, H1(K) = [[b]] ~ Z. In L, the edge cis 
a 1-cycle, so H1 (L) = [[c]] ~ z. Since b generates H 1(K) and g(b) = c, the 
homomorphism g1 : H1(K) = [[b]] ~ Z --+ H1(L) = [[c]] ~ Z.is defined 
by g1 (b) = c, and so g1(n ·b)= n · c for any n E Z. As a homomorphism 
g1 : Z --+ Z is the identity homomorphism 1z. 

The 0-cycles of K form the group Z0 (K) = [[P, Q]] ~ Z E9 Z. Since 
a( a) = Q- P, P,...., Q, and Ho(K) = [[P]] ~ Z. The only vertex in LisP, 
so Ho(L) = [[P]] ~ Z. Since g(P) = P, go : Ho(K) ~ Z --+ Ho(L) ~ Z is 
also the identity homomorphism. 

The system of homomorphisms g* is thus 

1 
H2: g2: 0-1-0 

1 H1: g1: Z -1- Z 

Ho: go: Z _;z 

or this can all be expressed by 

Notice that, algebraically, g. (x) = x on each dimension; the homo­
morphism does not change anything, in spite of the fact that g moves lots 
of points. Homology, for some reason, does not see the 2-dimensionality 
of the cylinder. We will explain precisely why this happens in Section 9.1. 
The computations above show that the function g makes no change on the 
1-dimensionallevel: g preserves the roundness of the cylinder. On the zero­
dimensional level, where H0 = Z tells us that the spaces are connected, g 
takes the connected cylinder to another connected space, the circle. 

(7.13) Example. Think about what happens when one twists a circular 
rubber band around one's finger four times. The· result winds the original 
circle four times around a smaller circle. Thus, each quarter of the original 
circle gets wrapped once around the resulting circle. Choose a complex K 
on the first circle which divides it in fourths, and use the standard complex 
L for the second circle, as in Figure 7.12. 
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~ 
B pl a1 p2 a2 p3 as P4 a4 pl 

Jl 

~ p a p 

Fig. 7.12. f: K ---1- L 

InK, none of a1, a2, aa, and a4 are 1-cycles but their sum is a 1-cycle, 
since 8(a1 + a2 + aa + a4) = P- P = 0. There are no 2-cells in K, so 
H1(K) = Z1(K) = [[a1 +a2 +aa +a4]] ~ Z. In L, the edge b is a 1-cycle, so 
H1(K) = [[b]] ~ Z. The function f has f(al) = j(a2) = f(ag) = j(a4) = b, 
so f(al + a2 + aa + a4) = 4b. Thus, h takes the generator of H1(K) to 
four tim.es.the generator of H1(L). Thus, h : H1(K) ~ Z-> H1(L) ~ Z 
is multiplication by 4. We represent this homomorphism by x4. 

Since 8(a1) = P2 - P1, 8(a2) = Pa - P2, 8(aa) = P4 - Pa, and 
8(a4) = P1- P4, so P1 "'P2 "'Pa "'P4. Therefore, Ho(K) = [[P1]] ~ Z. 
There is only one 0-cycle Q in L, so H0 (L) = [[Q]] ~ Z. Since j(P1) = Q, 
fo takes the generator of Ho(K) to the generator of Ho(L), so 

fo = 1z : Ho(K) ~ Z-> Ho(L) ~ Z 

Thus, the homomorphisms f* are defined for this example by 

x4 H1: !1 :Z--+Z 

Ho: fo =:Z~Z 

These can be interpreted by recalling that H1 counts loops. Thus, ft 
says that that the generating loop in K corresponds to four times the gen­
erating loop in L. This echoes precisely the original geometrical definition 
of the continuous function f. On Ho, fo merely says that a connected space 
is taken to a connected space. 
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(7.14} Example. Take a torus and strangle it, as one does making balloon 
animals. This function is illustrated in Figure 7.13. 

1 

Fig. 7.13. f is a cellular function from the torus to the strangled torus 

In the complex K, the only 2-cell is CT and a(cr) =a+ b- a- b = 0, 
and, thus, H2(K) = ([cr]] ::::= Z. In L, the 2-chains are generated by rand 
a(r) = c- c = 0, so H2(L) = ([r]] ::::= Z. Since f(cr) = r, the homomorphism 
h : H2(K) ::::= Z ---t H2(L) ::::= Z is the identity 1z. 

The 1-cycles of K are generated by the loops a and b, and, thus, 
H1(K) = [[a,b]] ::::= ZEBZ. Sinillarly, H1(L) = [[c]] ::::= Z. Since f(a) = Q and 
dim(Q) < 1, we have fl(a) = 0, but fl(b) =c. Therefore, if one represents 
elements of Z $ Z by (n, m) = na + mb, then 

!1(n, m) = fl(na + mb) = nfl(a) + mfl(b) = 0 + m(c) =me 

In other words, fl kills the first factor and is the identity on the second. 
This homomorphism can be represented in matrix form by [0 1]. 

Since H0 (K) = [[P]] ::::= Z and Ho(L) = [[Q]] ::::= Z, and J(P) = Q, it 
follows that fo = 1z. 

In summary, 

H2: h :z...;z 

H1: !1 :ZEBZ~Z 
1 Ho : fo =: Z -+ Z 

This can be interpreted as the function f takes the cavity on the torus 
to the cavity in the strangled torus, squashes the a-direction loop to a point 
but preserves the b-direction loop, and takes the connected space to another 
connected space. 
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Do not get discouraged. Remember that there just are not very many 
different homomorphisms of finitely generated abelian groups. 

• In Exercises 1.4 through 7. 7, choose complexes K and L so that the func­
tion f is cellular, find the homology groups H*(K) and H*(L), describe the 
homomorphisms f*, and interpret your results geometrically. 

1> Exercise 7.4. Let M 2 be the Mobius band. The meridian circle of M is 
the circle running down the middle of the bMd. Let f : M -t § 1 squash M 
onto the meridian circle, where M and § 1 are represented by the complexes 
K and L as in Figure 7.14. 

l 

R c p 
~b (T ~ ar 

Q+-- ------------+-------- --- -t Q 
pta r e, bfR 

d 
Q-----+----Q 

Fig. 7.14. 

1> Exercise 7.5. Note that the boundary of a Mobius band M is a circle. 
Let f : § 1 -t M be the function that wraps a circle § 1 onto this boundary; 
see Figure 7.15. 

Fig. 7.15. 

1> Exercise 7.6. The function f: lR -t § 1 defined by 

f(x) = (cos(27rx),sin(27rx)) 
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wraps the real line around the circle. Choose complexes K and L to repre­
sent lR and § 1 so that f is a cellular function. 

1> Exercise 7.7. The projective plane P2 contains a Mobius band M. Let 
f : M ----t P2 be this inclusion. 

7.4 Covering spaces 

(7.15) Definition. Let X and X be n-dimensional manifolds where X is 
connected and let p : X ----t X be a continuous function. Then p : X ----t X 
is a covering space of X if every point x E X has a connected neighborhood 
U such that p-1 (U) consists of a number of disjoint sets, and if V is a 
connected component of p-1(U), then p : V ----t U is a homeomorphism. 
Neighborhoods such as U are called basic neighborhoods. The space X is 
called the cover, whereas X is called the base space, and the function p is 
the covering function. The number of points in the set p-1(x) for x EX is 
the number of sheets in the cover. 

In other words, the function p is a local homeomorphism. An example 
of a local homeomorphism which is not a cover is the function g from the 
open spiral to the circle § 1 in Figure 7.16. Although this function will take 
a small neighborhood on the spiral homeomorphically to a neighborhood 
on § 1, note that the point x has no neighborhood satisfying Definition 7.15. 

1 
xC) 

Fig. 7.16. g is not a covering projection 

In this text, we will only consider covering spaces where both X and 
X are triangulable complexes with p : X ----t X a cellular function. Note 
that if p : X ----t X is a covering space, then X has the quotient topology 
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of Definition 3.33 with respect to the function p. The number of points in 
the set p-1 (x) is the same for each point x EX, so the number of sheets 
in a cover is well-defined, but this we do not prove. 

!> Exercise 7 .8. Prove that if p : X - X is a covering space, then X is 
ann-manifold if and only if X is ann-manifold. 

Figure 7.17 is a four-sheeted covering space since every point of the base 
circle § 1 has a neighborhood which looks like a bent interval. The inverse 
image of this neighborhood will be a collection of four open intervals in the 
covering circle which will be disjoint if the neighborhood on the base circle 
is chosen small enough, and these intervals are taken homeomorphically to 
the neighborhood on the base circle. 

Fig. 7.17. A four-sheeted cover of the circle: p: § 1 --+ § 1 

A different four-sheeted cover of the circle is illustrated in Figure 7.18. 

Fig. 7.18. A four-sheeted cover of the circle by four disjoint circles 

For any space X, a disconnected n-fold cover can be constructed from 
n disjoint copies of X, but these are rarely of interest. The function of 
Exercise 7.6 is an infinite sheeted cover of the line over the circle. 
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(7.16) Example. Consider what happens to Example 7.13 if, instead of a 
rubber band, one uses a thin tube or torus, wrapped around itself twice 
instead of four times {mostly because it will be easier to draw). We represent 
the covering torus, 'Jr2, by the complex K, and the base torus by L. H L is 
the standard complex on the torus, then in order for the function h to be 
cellular, the complex K must divide the diagram for the torus in halves, as 
in Figure 7.19. 

l 
p, a p 

bl ~lb 
p a 'P 

Fig. 7.19. f : K --t L 

In K, a(ai) ::/= 0, so neither a1 nor a2 is a 2-cycle but a1 + a2 is, so 
H2(K) = [[a1 + a2JJ ~ Z. In L, a(a) = 0, so H2(L) = [[a]] ~ Z. Note 
that h(ai) =a {by a fortuitous choice of notation), so for the generator of 
H2(K), h2(a1 + a2) = 2a. Thus, h2 takes the generator of H2(K) to two 
times the generator of H2(L). Therefore, h2 acts on Z like multiplication 
by 2, which we represent as x2. 

The 1-cycles ·of K are a1 + a2, b1, and b2. Taking boundaries of the 2-
cells, 8(a1) = a1 +bl -a1-b2 = bl-b2 and 8(a2) = a2+b2-a2-bl = b2-bl, 
so b1 "' b2. Thus, H1 (K) = [[a1 + a2, b1]] ~ Z E9 Z. The 1-cycles of L are 
a and b, so H1(L) = [[a,b]] ~ ZE9Z. As above, h(a1) = h(a2) =a and 
h(b1) = b, so for the generators of H1(K), h1{a1 +a2) = 2a and h1{b1) =b. 
Thus, h1 : H1{K) ~ Z E9 Z- H1 (L) ~ Z E9 Z acts like multiplying the 
first generator by 2 and the second generator by 1. The homomorphism h1 

can be represented by the matrix: 

The 0-cycles of K are P1 and P2. Since 8(a1) = P2 - P1 and 
8(a2) = P1-P2, we have P1 "'P2, so Ho(K) = ([P1]] ~ Z. The only 0-cycle 
in L is P, so Ho(K) = [[P]] !::: Z. For these 0-cycles, h(P1) = h(P2) = P, so 
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ho: Ho(K) ~ Z --t Ho(L) ~ Z is the identity homomorphism, lz. Thus, 
the system of homomorphisms h* is given by 

H2: 
x2 

h2: z--+ z 

H1: h1 :ZED Z 
(~ ~) 

ZEDZ 

Ho: 
1 

ho =: Z-+ Z 

This is interpreted on H2 as saying that the cavity inK wraps around 
the cavity in L twice. The torus is generated by two loops (recall from 
Section 3.4 that 1'2 = § 1 x § 1 ). Then h1 tells us that the a-direction loop 
(represented by a1 + a2 ) inK gets wrapped around twice the a-direction 
loop in L, but the lrdirection loop only once. 

(7.17) Example. Define a cellular function f on the sphere by identifying 
antipodal points (points directly opposite each other) on § 2• The sphere 
§ 2 is represented by the complex K with a the upper hemisphere and T 

the lower. The easiest way to think about identifying antipodal points is 
to cut the sphere open along the equator, so that we have T and Int(a), 
then flatten out T and Int(a) into discs, rotate Int(a), and glue tor, thus 
identifying all the points in Int(a) to their antipodes in Int(r). This is 
illustrated in Figure 7.20. Three pairs of antipodal points are marked to 
help orient the sphere. 

Fig. 7.20. Identifying antipodal points in Int(O") and Int(r) 

The points on the equator must yet be identified. Identifying opposite 
points on the boundary circle of the disc resulting from the process of 
Figure 7.20 gives the projective plane IP'2 • The operation described is thus a 
function f : K --t L where K is a complex of Figure 7.20 on the sphere § 2 

and Lis a complex on the projective plane IP'2 in Figure 7.21. The complex 
structure K on § 2 was chosen so that we could use the standard planar 
diagram for L on IP'2 and have f cellular with respect to these complexes. 
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c 

~ R®R L 
a c 

Fig. 7.21. Identifying antipodal points on the equator 

InK, o(u) = b+a and o(r) = b+a, so 8(u-r) = 0. Thus, u-ris a 
2-cycle and H2(K) = [[(u-r)]] ~ Z. Since 1P'2 is non-orientable, H2(L) = 0. 
On these 2-cycles, f(u- r) = p- p = 0, soh : H2(K) ~ Z ---t H2(L) ~ 0 
is defined by h(u- r) = 0. Thus, h is the trivial homomorphism. 

Of the 1-chains of K, note that a( a)-= Q- P and also 8(b) = P- Q, 
so a+ b is a 1-cycle in K and Z1 (K) = [[a+ b]]. Since 8(u) = a+ b, it 
follows that a+ b"" 0. Thus, H1(K) = 0. In L, a( c)= R- R = 0, soc is 
a 1-cycle. Since o(p) = c + c = 2c, it follows that 2c "" 0. The homology 
group is H1(L) = [[c: 2c =OJ] ~ Z/2, and the induced homomorphism 
fr: H1(K) ~ 0 ---t H1(L) ~ Z/2 is defined by fr(O) = 0 E Z/2. 

Since o(a) = Q - P, Q "" P in K, and thus Ho(K) = [[P]] ~ Z. 
The only 0-cycle in L is R, so H0 (L) = [[R]] ~ Z. Since f(P) = R, 
fo : Ho(K) ~ Z ---t Ho(L) ~ Z is defined by fo(P) = R. Therefore, fo is 
the identity homomorphism 1z. 

The system of homomorphisms f* is given by 

H2 :h :Z~O 

H1 :fr : 0 ~ Z/2 
1 

Ho :fo: Z-+ Z 

This is interpreted by saying that the function f collapses the cavity 
in § 2 • The sphere has no non-trivial loops, so the generating loop c in 1P'2 

did not come from any loop on the sphere. The function f preserves the 
connectivity of the spaces. 

(7.18) Example. The cylinder with the cellular structure and projection 
function p : K ---t L of Figure 7.22 is a two-fold cover of the Mobius band. 
The covering function is defined by p(ui) = u, p(ai) =a, p(Pi) = P, etc., 
and is chosen to be cellular and to keep the notation simple. 
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~:j 
bl Qz cz 

1:: ~ Iaz ~ Ql cl Pz bz Ql 
b l 

~ 0 I~ 
! Q c p 

Fig. 7.22. p : K ~ L 

1> Exercise 7.9. Compute H*(K), H*(L), and the action of the homomor­
phisms p* for the cover of Example 7.18. 

1> Exercise 7.10. Modify Example 7.18 to find a two-fold cover of the torus 
over the Klein bottle, and describe the action of p* on the homology groups. 

In Examples 7.17 and 7.18 and Exercise 7.10, we have constructed ori­
entable double covers of the. basic non-orientable surfaces: the Mobius band, 
the projective plane, and the Klein bottle. Similarly, any non-orientable sur­
face has an orientable two-fold cover. 

(7.19) Theorem. If X and X are surfaces with p : X - X is an n-sheeted 
covering space, then x(X) = nx(X). 

Proof. We assume without proof that the· triangulation on X can be sub­
divided small enough that each cell a in the subdivision will fit inside one 
of the basic neighborhoods of Defini~ion 7.15. Let K be this triangulation 
of X and K the corresponding triangulation on X so that p : K - K 
is a cellular function. Then p-1 (a) will consist of n homeomorphic copies 
a 1 , a2 , ••• , O"n E K. Thus, the number of k-cells inK is n times the number 
of k-cells in K, and so x(X) = x(K) = nx(K) = nx(X). o 

1> Exercise 7.11. 

(1) Can the projective plane be a covering space for the Klein bottle? 
(2) What spaces can the sphere cover? 
(3) By which spaces can the two-handled torus be covered? 

1> Exercise 7.12. Construct an infinite cover p : § 1 x lR - 1'2 and describe 
the action of the homomorphisms p* : H*(§1 x JR) - H*(1'2 ). [Hint: 
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Consider § 1 x lR as an infinitely long tube, and wrap this around the torus 
as in Exercise 7.6) 

1> Exercise 7.13. Draw a picture of a connected two-fold cover of the two­
handled torus, 'll'2#'ll'2 • 

(7.20) Example. Here is a method of generating n-fold covers of a two­
handled torus, from Massey's A Basic Course in Algebraic Topology. A 
permutation of the set { 1, 2, ... , n} is a rearrangement of the set. To con­
struct a four-fold cover of the two-handled torus, choose two permutations, 
P£ and Pr, of the set {1, 2, 3, 4 }. The notation we use is 

"[1 2 3 4] 
P£=3124 

which denotes the permutation which sends 1 to 3, 2 to 1, 3 to 2, and 4 to 
4. Another permutation of {1, 2, 3, 4} is 

[ 
1 2 3 4] 

Pr=2143 

Fig. 7.23. A four-fold cover of the two-handled torus 

A four-fold cover of the two-handled torus is constructed by taking 
four copies of the two-handled torus, and cutting each open along both of 
the handles, to create on each side four pairs of boundary circles which we . 
will denote by c£ i for the ith upper circle on the left, c£~ for the ith lower 
circle on the left, or i for the ith upper circle on the right, and or~ for the 
ith lower circle on the right, as shown in Figure 7.23. Now glue the upper 
and lower boundary circles on each side according to the permutations P£ 
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. . l 1.1 l ae' l 1.1 ae and Pr given above: 1.e., glue C 1 to C 3 , C 2 to 1, C 3 to C 2 , and 4 

to ae~, and proceed similarly on the :right side using the permutation Pr. 
Note that the result is a five-handled torus, since 

t> Exercise 7.14. Draw a five-fold cover of the the two-handled torus as in 
Example 7.20, using the permutations 

Pe = [
3
1 2 3 4 5] 

2 1 5 4 ' [
1 2 3 4 5] 

Pr = 5 4 3 2 1 

t> Exercise 7.15. Adapt the method of Example 7.20 to build a three-fold 
cover of the Klein bottle. 
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Invariance of homology 

"A new scientific truth triumphs, ·not because it convinces its opponents and 
makes them see the light, but because the opponents eventually die, and a new 
generation that is familiar with it grows up." 

Max Planck 

8.1 Invariance of homology for surfaces 

We wish to show that the homology groups of a complex K depend only 
on the underlying space IKI and not on the particular complex chosen. We 
first prove this result for surfaces and indicate why the technique used in 
this section does not generalize to all complexes. 

The proof of the invariance of the homology groups for surfaces greatly 
resembles the proof of Theorem 5.13 of the invariance of the euler charac­
teristic. We assume that K is a 2-complex representing a surface, so K is 
composed of polygons identified along the edges and vertices. A:ny polygon 
can be subdivided into triangles, and these triangles can be further subdi­
vided by the process of barycentric subdivision to form a triangulation of 
the surface. We designate this simplicial complex by K', so IKI = IK'I· By 
Theorem 4.14 (or Theorem 4.17 for surfaces with boundary) any triangula­
tion of a surface may be reduced to a planar diagram in standard form. In 
order to prove that the homology groups do not depend on the complex K, 
we must show that the changes that turned K into the simplicial complex 
K', and then the changes made to K' in going through the seven steps of 
Theorem 4.14, do not affect the homology groups. 

1> Exercise 8.1. Compute the homology groups for K a triangle and for K' 
the barycentric subdivision of K and show that they are isomorphic. 

Note that Exercise 8.1 does not imply that the homology groups of a 
complex are the same as the homology groups of its barycentric subdivision, 
since a cell cannot be viewed in isolation. As in Theorem 5.13, we first 
consider the effects of the three elementary types of subdivisions. 
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(8.1) Lemma. Let K be a 2-complex and let L be the complex obtained by 
one elementary operation or its inverse on K. An elementary operation is 
one of the following: 

(1) A 2-cell inK is subdivided into two 2-cells by introducing an edge 
between two vertices on the boundary of the original 2-cell. 

(2) A vertex is introduced in the interior of a 2-cell in K and an edge 
added connecting this vertex to one of the vertices of the 2-cell. 

(3) A 1-cell in K is subdivided into two 1-cells by introducing a new 
vertex in the interior of the edge. 

Then the homology groups of K and L are isomorphic. 

Proof. The first type of elementary operation is pictured in Figure 8.1. 

~b 
·~ 

Q 

Fig. 8.1. Type 1 operation: cutting a 2-cell in two 

Note that every cell of K is a cell in L with the exception of the.cell 
r7. Define a chain function f : K --+ L by 

ifr7ti.C 
f(C) = { C . 

C With r7 replaced by r 1 + T2 if r7 E C 

where C is a k-chain in K. The function f is the identity except when the 
2-cell r7 is involved. To show that f is a chain function, note that 

f(o(r7)) =f(a- b) 

=f(a)- f(b) 

=a-b 

=(a-c)+(c-b) 

=o(rl) +8(r2) 

=O(Tl + T2) 

= 8(f(r7)) 

By Definition 7.11, f is a chain function and so induces a homomorphism 
on the homology groups. The homomorphism induced by f is not an iso­
morphism on the chain groups, since K and L have different numbers of l­
and 2-cells. 
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We must now show that f induces an isomorphism on the homology 
groups. We do this by showing that fk: Hk(K) ~ Hk(L) is 1-1 and onto 
for k = 2, 1, 0. Let 0 E H2(K) such that h(O) = 0 in H2(L). Since there 
are no 3-cells inK or L, the only way h(O) can be trivial is if h(O) were 
trivial, i.e., h(O) = 0. Thus, either f(G) = 0, or dim(!( G)) <dim( G)= 2. 
However, the function f does not collapse any cells, so 0 must be the empty 
set, so 0 is trivial in H 2 (K). Thus, h is 1-1. To show that h is onto, let 
D E H2(L). We must show that there is a chain 0 E H2(K) so that 
h(G) =D. H D does not contain 71 or 72, then h(D) = D, so we can let 
0 =D. Note that while a 2-chain mig)lt easily contain only one of 7 1 or 72, 

any 2-cycle must contain both of these since if only 7 1 ED E H2(L), then 
-cis an edge in 8h) ~ 8(D). Since Dis a 2-cycle, 8(D) = 0. The only 
way -c can be in 8(D) is if it is·eventually canceled out by +c. The only 
other cell which has c in its boundary is 72, so if 7 1 E D, then ( 7t + 72) E D. 
Since f(u) = 7 1 + 72, let 0 be the 2-chain obtained from D by replacing 
any occurrence of ( 7 1 + 72) by u, so that f (G) = D and h is onto. 

Let 0 E H1(K) with fl(O) = 0. Then fl(O) = 8(D) for some 2-chain 
Din L. Since 0 is a 1-chain inK, 0 cannot involve the edge c. As above 
D cannot contain only one of 2-cells 7 1 and 72. Thus, a 2-chain D' in K is 
defined by D with 71 + 72 replaced by u, and 8( D') = 0. Therefore, !1 is 
1-1. Let 0' be a 1-cycle in H 1(L). Note that since 8(71) =a- c, we have 
c,...., a. Therefore, 0' is homologous to a 1-chain D' E H1(K) which does 
not involve the edge c. Thus, fl(D') = D' "'0, and f1 is onto. 

Since the 0-cells in K and L are the same, it is easy to see that fo 
is also an isomorphism. Thus, f induces isomorphisms on the homology 
groups at each level. 0 

1> Exercise 8.2. Prove the other two cases of Lemma 8.1. Refer to Figures 
5.26 and 5.27 for pictures of the operations. 

(8.2) Theorem. Let K be a complex and K(l) be the barycentric subdivision 
of K. Then H,.(K) ~ H,.(K<1>). 

Proof. This follows from Lemma 8.1 for a 2-complex K. A similar lemma 
can be proven for subdivisions of higher-dimensional cells, but will not be 
included in this text. The theorem is, thus, true for all dimensions. 0 

(8.3) Theorem. LetS represent the complex given by the standard planar 
diagram for a surface. If K is a 2-complex such that IKI is homeomorphic 
to lSI, then H,.(K) ~ H,.(S). 

1> Exercise 8.3. Prove Theorem 8.3. 

(8.4) Corollary. If K and K' are 2-complexes with IKI = IK'I = S for some 
surfaceS, then H,.(K) ~ H,.(K'). 



8.1 Invariance of homology for surfaces 173 

Proof By Theorem 8.3, H*(K) ~ H*(S), where H*(S) is computed 
from the complex given by the standard planar diagram for S. Similarly, 
H*(K') ~ H*(S), so H*(K) ~ H*(K'). D 

The theorem and its corollary imply that the homology groups depend, 
for surfaces at least, only on the underlying space and not on the particular 
complex used to represent the space. Thus, any two 2-complexes for a sur­
face give the same homology groups, so it makes sense to use the simplest. 
The key argument in the corollary is that both K and K' are subdivisions 
of a common planar diagram. Thus, K can be disassembled (as in Theo­
rem 4.14) to get the planar diagram, and then the planar diagram can be 
subdivided to get the complex K'. The standard planar diagram forms a 
link between the two complexes. 

The argument of Corollary 8.4 can be turned inside out, as in the 
following corollary: 

(8.5) Corollary. If K and K' are complexes with IKI = IK'I, and K and K' 
have a common subdivision K", then Hk(K) ~ Hk(K'). 

Proof. If K can be subdivided to obtain K", then by repeated use of the 
results of Lemma 8.1, Hk(K) ~ Hk(K"). Similarly, if K' can be subdivided 
to obtain K", then Hk(K') ~ Hk(K"). Thus, Hk(K) ~ Hk(K'). D 

In this corollary, the complex K can be subdivided by a finite sequence· 
of elementary· subdivisions to get the complex K", and then K" can be 
disassembled using the inverses of the elementary subdivisions to get the 
complex K'. Thus, the existence of a common subdivision forms a link 
between the two complexes. For arbitrary 2-complexes (not surfaces only), 
one can prove the invariance of the homology groups by using Corollary 8.5 
above and the 2-dimensional version of a famous topological conjecture: 

(8.6) Hauptvermutung Any two triangulations of a topological space have 
a common subdivision. 

This conjecture was proved for all triangulable 2-complexes in 1963 
by Papakyriakopoulos, but is false in general for topological spaces of di­
mension greater than 2. The discovery of this failure in higher dimensions 
changed the direction of the study of topology away from triangulations. 
Alternate techniques have been developed to prove the invariance of the 
homology groups, which are outlined in the next section. These techniques 
have the added advantage of allowing the study of the action of any contin­
uous function on the homology groups, instead of merely cellular functions. 
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8.2 The Simplicial Approximation Theorem 

We have been quietly assuming that cellular functions are easily come by. 
This is actually not true: if f : IKI ~ ILl is any continuous function and 
K and L are complexes, unless L consists of only finitely many points the 
probability is zero that a vertex v E K lands exactly on top of a vertex 
v' E L under the action of the function f. One can sometimes modify the 
complex L so that f ( v) is a vertex in L for each vertex v E K, but often 
this is impossible. 

We can modify the example of Figures 7.1 and 7.2 to let f : § 1 ~ § 1 

be the function that rotates the circle by .J21r radians. H f : K ~ K 
were a cellular function and v1 = (1, 0) a vertex inK, then it would follow 
that v2 = f ( v1) = (cos .J21r, sin .J21r) must also be a vertex in K. But then 
j(v2) must also be a vertex va = j(v2) = (cos{2.J27r),sin(2.J27r)) and then 
V4 = f(va) = (cos(3.J27r),sin(3.J27r)) must be a vertex inK, etc. Since 
.J2 is irrational, this process never ends, so K must have infinitely many 
vertices, which is not allowed for a complex on a compact space. 

The solution is to alter the function rather than the complex. We 
wish to approximate the continuous function f: IKI ~ILl by a cellular 
function g : K ~ L, keeping f and g close enough to each other so that 
g acts almost the same as f. We must decide when two functions are close 
to each other. The nearest thing we have to a definition of "closeness" is 
being in the same neighborhood, as, for example, in the definition of a limit 
point (Definition 2.2). We need to define open neighborhoods which are 
compatible with the cell structure of a complex. As before, when facing a 
very technical objective, we choose to work only with simplicial complexes. 

For notational convenience, for a vertex v E K, define Int(v) = v. 

Fig. 8.2. stK(v) 

(8.7) Definition. Let K be a simplicial complex with vertex v. The star of v· 
is the set 

stK(v) = U Int(u). 
v<uEK 
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The star of a vertex (see Fig. 8.2) is an open set which acts like a 
neighborhood of v and is also related to the simplicial structure of K. Note 
that st K ( v) consists of whole interiors of cells. Thus, if T is a simplex with 
Int(r) n stK(v) =I= 0, then Int(r) ~ stK(v). 

1> Exercise 8.4. If K is a simplicial complex, prove that {stK(v) : v E K} 
forms a finite open cover of IKI. That is, 

IKI ~ U stK(v). 
veK 

1> Exercise 8.5. For the complex K of Figure 8.3 describe the following: 

(1) stK( Vi) for i = 0, 1, 2, 3, 4, 5, 6 
(2) · stK(vl) n stK(v2) n stK(vs) 
(3) stK(v4) n stK(vs) 
(4) U~=O StK(Vi) 

V6 

Fig. 8.3. The simplicial complex K 

We wish to find some mathematical way of saying that a cellular func­
tion g : K ---+ L is a good approximation for a continuous function f. 
These functions will be close if f(a) is close to g(a) for every cell a E K. 
Note that g(a) will be a cell in L, but f(a) will not be a cell in general. 
Refer to Figure 8.4. 

Recall that if a= (vo, v1 , ••. , vk} is a simplex inK and g is a simplicial 
function, then g(a) = (g(v0),g(v1), ... ,g(vk)}. Whatever f(a) may be, we 
at least know that it connects the points f(vo), j(v1), ... , f(vk)· Since f is 
continuous, f will be reasonably close tog if f(v) is close to g(v) for each 
vertex v E K. 
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Fig. 8.4. f(u) and g(u) 

(8.8) Definition. Let K and L be simplicial complexes. Iff: IKI - ILl is a 
continuous function, then a simplicial function g : K --t L is a simplicial 
approximation off if for every vertex v E K 

f(stK(v)) s;;; stL(g(v)). 

Fig. 8.5. f(stK(v)) s;;; stL(g(v)) 

A cellular function g is a simplicial approximation for f if the image 
under f of a star neighborhood of a verte;x: v fits inside the star neighborhood 
of g(v) for each vertex v, as in Figure 8.5. Thus, f(v) and g(v) must be 
close to each other. Since f is continuous, it follows that f(u) is is close to 
g( u) for higher-dimensional cells. 

Note that not all continuous functions can be approximated by sim­
plicial functions. For example, let f: IKI --t ILl be the function pictured 
in Figure 8.6, where f(A) =A', f(B) = B', and f(C) = C', and f bends 
each line segment in the middle. Thus, f takes the midpoint of the edge 
a = AB to the point F', etc. 



8.2 The Simplicial Approximation Theorem 177 

A AI 

f F, D 
c --+ e h 

B 
Bl 

b c 
E 

Fig. 8.6. f : K --+ L 

The function f is clearly continuous, but is not simplicial since the image of 
the cell a is f(a) = d+e which is not a simplex. Note that stK(A) = a+c. 
Therefore, f(stK(A)) = e + d + i + h, but stL(f(A)) = stL(A') = d + i. If 
we try to find a simplicial approximation g for f and let g(A) = A', the 
only logical choice, then f(stK(A)) i. stL(g(A)). Thus, f has no simplicial 
approximation. 

However, if we are willing to take the barycentric subdivision of the 
complex K as many times as necessary, we can break the cells of K down 
until they are small enough that f(stK(v)) can fit inside stL(g(v)) to allow 
for a simplicial approximation. 

1> Exercise 8.6. Take the barycentric subdivision of the complex K .in Fig­
ure 8.6 to find a simplicial approximation for the function f. 

We need a measure of how small the cells of a simplicial complex are. 

(8.9) Definition. If K is a simplicial complex and u is a simplex inK, then 
the diameter of u is 

diam(u) = ma.x{!lx- Yll : x, y E u} 

The mesh of K is 

mesh(K) = ma.x{diam(u) : u E K} 

The diameter of a simplex is just the length of its longest side, and the 
mesh of a complex is the largest diameter of any of its cells. Since we only 
allow a finite number of cells, this leads to no difficulties. 

1> Exercise 8.7. If K is a single 2-simplex represented by an equilateral 
triangle and K(l} is the first barycentric subdivision of K, show that 
mesh(K<1>) = ~mesh(K). 



178 Chapter 8. Invariance of homology 

(8.10) Lemma. For ann-dimensional simplicial complex K, with barycentric 
subdivision K(l), 

mesh(K<1
)) ~ n: 

1 
mesh(K). 

Proof. The proof of this lemma is omitted. 

(8.11) Simplicial Approximation Theorem. Let K and L be finite simplicial 
complexes with a continuous function f : IKI ---t ILl. Then there exists 
a simplicial approximation g : K(k) ---t L for f, .where K(k) is the kth 
barycentric subdivision of K. 

Proof. We wish to find a simplicial function g : K(k) ---+ L so that for 
each vertex v E K(k), f(stK<k>(v)) s; stL(g(v)). Since g is to be simpli­
cial, it suffices to define g( v) E L for each vertex v E K(k). Thus, we 
must find a vertex v' = g(v) E L with f(stK<k>(v)) s; stL(v'). There­
fore, we must show that for every v E K(k) there is a v' E L such that 
stK<k>(v) s; f- 1(stL(v')). By Lemma 8.10, mesh(K(k)) ~ (n~1 )kmesh(K) 
and note that limk_,.oo ( n~l )k = 0. By taking the. barycentric subdivision as 
often as necessary, ·the size of the cells can be. made as small as we like, so 
eventually we can fit each one of the st K<k> ( v) 's inside one of finitely many 
f- 1(stL(v'))'s. In other words, for every vertex v E K(k), 

f(stK<k>(v)) s; stL(v') for some v' E L 

Define the simplicial function g : K(k) ---t L on the vertices of K(k) by 
g( v) = v', where v' is the vertex found above. The definition of g is extended 
to higher-dimensional cells by defining for a simplex u = (vo, v1, ... , vn) in 
K, g(u) = (g(vo),g(vl), ... ,g(vn)) E L, so that g is simplicial. By Defini­
tion 8.8, g is a simplicial approximation for f. D 

Unfortunately, g is not uniquely defined; f may have more than one 
simplicial approximation. However, any simplicial approximation allows us 
to define a function on the homology groups. 

(8.12) Definition. Let K and L be simplicial complexes with a continuous 
function f : IKI ---+ ILl. A homomorphism f .. : H .. (K) ---t H .. (L) is 
defined by f .. = g .. where g is any simplicial approximation off. 

Properly speaking, g .. is a homomorphism on H .. (K(k)) rather than 
H,.(K), but by Theorem 8.2 the barycentric subdivision induces an isomor­
phism H .. (K)::::::: H.,(K(k)). The rest of this section is devoted to very slowly 
proving Corollary 8.19, which says that f .. is well-defined: i.e., if g and h 
are two different simplicial approximations of f, then g.. = h,.. If you are 
willing to take this fact on trust, the remainder be ·omitted without loss of 
clarity, but please note that Corollaries 8.20 and 8.21, the generalizations 
of Theorems 7.9 and 7.10, will be used in the following chapters. 
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If g and h are two different simplicial approximations for f, then it 
must be true that they: are somehow related. We need to build a bridge 
between them. The appropriate bridge is called a chain homotopy. 

If K is a simplicial complex and I the unit interval, there is a natural 
cell complex structure· on K x I, defined by letting the cells of K x I be of 
one of the forms t- ~ {0}, ax {1}, or ax I, where a is a simplex inK. Note 
that if a has dimension k, then ax {0} and ax {1} are k-cells, but ax I 
is a (k + 1)-cell. For example, for a vertex v, v xI is the edge or 1-cell from 
v x {0} to v x {1}, and so 8(v xI)= (v x {1})- (v x {0}). For a 1-simplex 
or edge a E K from vertex vo to v1, a x I is the rectangle directed as in 
Figure 8.7. Figure 8.8 illustrates ax I for a 2-simplex a. 

VoX {l}~v, X {1} 

Vo X {0)l_£Jv, X {0} 

Fig. 8.7. ax I 
V1 X {0} 

Fig. 8.8. a x I 

a(a X I) =(a X {1})- (vl X I)- (a X {0}) +(voX I) 

=(ax {1})- (ax {0})- ((v1 -vo) xI] 

=(a X {1})- (a X {0})- (8(a) X I) 

In general, a(a X I)= 0' X {1}- 0' X {0}.- (8(a) X I) if one orients 0' X I 
the most obvious way. 

We can subdivide the cell complex on K x I so that it is simplicial. 
The cells of the form a x { 0} and a x { 1} l¥"e already simplices, so we need 
only consider cells of the form a x I. Since one soon tires of writing out 
Vi x {0} and Vi x {1}, let us denote Vi x {0} =Vi and Vi x {1} ·=Vi. For 
a 1-simplex a= (vo, vl) inK, a X I is a rectangle with vertices Vo, vl! Vo, 
and v1. Then ax I= (vo, VJ., v1)- (vo, vo, v1). For a 2-simplex a E K with 
a= (vo,vl,v2), note that the 3-cell ax I can be subdivided as in Figure 
8.10, and 

ax I= (vo,vl!V":z,v2)- (vo,vl,vl!v2) + (vo,vo,vl,v2)· 

In general, for n-simplex a= (vo, v1, ... , vn) inK, 

n 

0' X I= 2) -1)k(vo, vl, ... 'Vk, Vk, ... 'Vn) 
k=O 
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Fig. 8.9. A simplicial complex for the 
rectangle a X I 

t> Exercise 8.8. 

iil 
Fig. 8.10. A simplicial complex for 
the prism u x I 

(1) Show that 8(a xI) =(ax {1})- (ax {0})- (a(a) xI) for the 
triangulated.1-simplex a ofFigure 8.9. 

(2) Show that 8(u xI)= (u x {1})- (u x {0})- (a(u) xI) for the 
triangulated 2-simplex u of Figure 8.10. 

(8.13) Definition. Let K and L be cell complexes and f and g chain functions 
from K to L. Then f is chain homotopic tog if there is a chain function 
F : K x I - L such that for any simplex u E K 

(1) F(u x {0}) = f(u) 
(2) F(u x {1}) = g(u). 

The function F is a chain homotopy from f to g. 

We first show that if f : IKI - ILl is a continuous function and 
g and h are two simplicial approximations for f, then g and h are chain 
homotopic. After that, we prove that since they are chain homotopic, it 
follows that they induce the same homology functions. 

(8.14) Lemma. The simplex u = (vo, v1, ... vk) is a simplex inK if and only 
if n:=O StK( Vi) ::/; 0. 

Proof. If u = (vo, v1, ... vk) is a simplex inK, then vi < u fori= 1, 2, ... , k, 
so Int(u) ~ stK(vi) for each i. Therefore, n:=O stK(vi) # 0. 

If n:=oStK(vi) # 0, then let X E n:=oBtK(vi) # 0. Since X E IKI, X 

must lie in the interior of some some cell r E K . . Therefore, r n stK (vi) ::/; 0 
for each i. By Definition 8.7, stK(vi) consists of whole interiors of simplices, 
so if part of a· cell is in st K (vi), the whole interior of that cell must lie in 
stK(vi)· Thus, lnt(r) ~ stK(vi) = Uv,<ueKint(u) for each i. Each of the 
vertices vi must then be a vertex of r. The simplex u = (v0 , v1 , •.• , vk) is 
a face of r and so is a simplex in K. 0 
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(8.15) Lemma. Iff : IKI -- ILl is a continuous function, and g and h are 
two simplicial approximations for f, then for any simplex u in K there is 
a simplex r E L such that g( u) and h( u) are both faces of r. 

t> Exercise 8.9. Let u = (vo, v11 ... , vk)· Prove Lemma 8.15, using Lemma 
8.14. 

For g, h: K-- Land u = (vo, v1, · · · , vn) as in Lemma 8.15, the ver­
tices g( vo), h( vo), g( v1), h( vi), ... , g( vk), h( vk) may not be distinct. Some 
possibilities for the simplex r E L of Lemma 8.15 are pictured in Figures 
8.11 and 8.12. 

or 

h(a) 
Fig. 8.11. The simplex r between 
g(a) and h{a) for an edge a 

Fig. 8.12. The simplex r between 
g(cr) and h{cr) for a 2-simplex cr 

(8.16). Theorem. Let .K and L be simplicial complexes with f : IKI -- ILl 
a continuous function.· If g and h are two simplicial approximations for f, 
then g and h are chain homotopic. . 

Proof. We construct a chain homotopy as in Definition 8.13 between g and 
h. Let u = (vo, v11 ... , vn) denote a simplex inK. Recall that K xI has a· 
simplicial structure with simplices either of the form u x {0} or u x {1} or 
of the form · 

n 

u xI= L:(-1)k(vo;v1, ... ,vk,vk, ... ,vn)· 
k=O 

The homotopy F : K x I -- L is defined by defining F on each vertex of 
the simplicial complex K x I. Define 

Therefore, 

F(vi x {1}) = F(vi) =h(vi) 

F(vi X {0}) = F(Vi) =g(vi) 

F(u x {1}) =h(u) 

F(u x {0}) =g(u) 

For a cell of the form r = (vo, v11 ... , Vk, Vk, ... , vn), 
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F(r) = (h(vo),h(vl), ... ,h(vk),g(vk), ... ,g(vn)) 

By Lemma 8.15, F(r) is a simplex in L. 0 

The next theorem proves that if g and h are chain homotopic, then 
they induce the same homomorphisms on the homology groups. This is 
important and not too difficult, but very algebraic and abstract, and so is 
difficult to picture. It is adapted from Cooke and Finney's Homology of Cell 
Complexes. 

(8.17) Lemma. If g and h are chain functions and are chain homotopic, 
then there are homomorphisms Gk : Ck(K) ---+ Ck+l(L) such that 
oGk+l + Gko = h- g for 0 s; k s; dim(K). 

Proof. Let g and h be chain homotopic with chain homotopy F, and let a 
be a (k + 1)-cell inK. Define 

Gk+l(a) = F(a xI). 

Thus, Gk+l takes (k + 1)-cells inK to (k + 2)-cells in L, and 

oGk+l(a) = oF(a X I) 

=Fa( ax I) 

= F(a X {1}- a X {0}- (o(a) X I)) 

= F(a x {1})- F(a X {0})- F(o(a) xI) 

= h(a)- g(a)- F(o(a) xI) 

= h(u)- g(a)- Gko(u) 

0 

(8.18) Theorem. If K and L are cell complexes and g, h : K ---+ L are 
chain homotopic, then g* = h* : H*(K) ---+ H*(L). 

Proof. Since g and hare chain homotopic, the homomorphisms Gk exist as 
in the lemma above. Let a be a k-cycle in K. 

hk(a)- 9k(a) = h(a)- g(a) 

= oGk(a) + Gk-lo(a) 

Note that o(u) = 0, since a is a cycle. Therefore, 

hk(a)- 9k(a) = o(Gk(a)) 

However, o(Gk(a)) is homologous to 0 in Hk(L) since o(Gk(a)) E Bk(L). 
Thus, hk(a) ""'9k(a) for any k-eel! a. It follows that h*(C) "'g*(C) for any 
chain C, soh*= g*: H,.(K)---+ H,.(L). o 
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(8.19) Corollary. If f : IKI --+ ILl is a continuous function, then 
f* : H*(K)--+ H*(L) is well-defined. 

1> Exercise 8.10. Prove Corollary 8.19. 

1> Exercise 8.11. Prove that if K, L, and Mare simplicial complexes, and 
f : IKI --+ ILl and !' : ILl --+ IMI are continuous functions with g and g' 
simplicial approximations for f and f' respectively, then g' o g is a simplicial 
approximation for !' o f. 

(8.20) Corollary. If K, L, and M are simplicial complexes with continuous 
functions f : IKI --+ ILl and !' : ILl --+ IMI, then (!' o f)* = !' * o f*. 

1> Exercise 8.12. Prove Corollary 8.20. 

(8.21) Corollary. If If f : IKI --+ ILl is a homeomorphism, then 
f* : H*(K) --+ H*(L) is an isomorphism. 

1> Exercise 8.13. Prove Corollary 8.21. 



Chapter 9 

Homotopy 

"The essence of mathematics is not to make simple things complicated, but to 
make complicated things simple." 

Gudder 

9.1 Homotopy and homology 

It is somewhat discouraging that, after all that work, the euler characteris­
tics and the homology groups cannot tell the difference between the cylinder 
and the Mobius band. We are not going to try to change that situation, but 
rather investigate what they have in common that makes them algebraically 
indistinguishable. We assume, for technical reasons, that all spaces are at 
least Hausdorff. 

(9.1) Definition. Let X andY be topological spaces and f and g continuous 
functions from X to Y. Then f is homotopic to g (written f "' g) if there 
is a continuous family of continuous functions ft : X --+ Y for 0 :::; t :::; 1 
such that 

(1) fo = f 
(2) fl = g 
(3) ft(x) is continuous both as a function of x EX and as a function 

oft E [0, 1]. 

The function ft is a homotopy from f to g. 

Another way to represent the homotopy ft is as the continuous func­
tion F : X x I --+ Y defined by F(x, t) = ft(x), where I denotes the 
unit interval. Think of the t variable in Definition 9.1 as a time variable. 
One mental picture of a homotopy could be the aging process: Barring ap­
pendicitis, aging is a continuous process and the topological shape of an 
infant is related to the shape of a wrinkled person 90 years old by a homo­
topy describing the shape at every age between. Another image is a waving 
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flag, topologically equivalent to a rectangle at all times, but the way it is 
embedded in the 3-dimensional space varies with t. 

For an illustration of homotopic functions, let I = [0, 1] be the unit in­
terval, and f, g : I --+ Y be two functions from the interval to a topological 
space X as pictured in Figure 9.1. A homotopy from f tog is illustrated 
in Figure 9.2. 

~ 
_____/ y 

f(I) 

~ ft(I)~ 
f(I) 

y 

Fig. 9.1. j,g: I~ Y Fig. 9.2. A homotopy from f to g 

As another example, define f : § 1 --+ § 1 by 

f(cos(2-rrs), sin{2-rrs)) = (cos ( 2-rrs + i), sin ( 2-rrs + i)) 

for 0 :::; s :::; .1. The function f rotates the circle by 90° counterclockwise. A 
homotopy of f is defined by 

ft(cos(2-rrs), sin{2-rrs)) = (cos ( 2-rrs +it) , sin ( 2-rrs +it)) 

for 0 :::; t :::; 1. Note that for each value oft, ft is a function from the circle 
to the circle. 

fo(cos{2-rrs),sin{2-rrs)) = (cos{2-rrs),sin{2-rrs)) 

ft(cos{2-rrs), sin{2-rrs)) = (cos ( 2-rrs + i) , sin ( 2-rrs + i)) 

Thus, fo is the identity function on § 1, denoted by ls1, and ft = f. The 
function f is, therefore, homotopic to the identity function, i.e., f rv lsl. 

It may be difficult to appreciate homotopies at first, but they are one of 
the most useful topological notions. We will use them to explain at last why 
the cylinder, the Mobius band, and the circle all have the same homology 
groups, to simplify the computation of homology groups in many cases, 
and then to invent a whole new algebraic invariant. You will end up liking 
homotopies. Trust me. 
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(9.2) Theorem. If fo, h: X--+ Yare homotopic functions, then 

Proof for X and Y triangulable spaces. Let ft : X --+ Y be the homo­
topy from fo to !I, and define F : X x I --+ Y by F(x, t) = ft(x). 
Then F(x, 1) = fi(x) and F(x, 0) = fo(x) for every x E X, and F 
is a continuous function. Let K be a simplicial complex on X and L 
a simplicial structure for Y, so H*(X) = H*(K) and H*(Y) ,; H*(L). 
Let F' : (K x I)(k) --+ L be a simplicial approximation for F, where 
(K x I)(k) is the kth barycentric subdivision of the canonical simplicial 
complex on K xI of Chapter 8:2. Note that taking the barycentric subdi­
vision of (K xI) gives the barycentric subdivision on the ends, K x {0} 
and K x {1}; i.e., (K x I)(k) n (K x {i}) = K(k) x {i} fori= 0,1. By 
Theorem 8.2, H*(K) !::: H*(K(k)), and by Theorem 8.11 a simplicial ap­
proximation F' exists for F with F(st(Kxi)<k>(v)) f:; stL(F'(v)) for every 
vertex in (K x I)(k). Define ffJ,j{ : K(k) --+ L by ffJ(x) = F'(x,O) and 
ji(x) = F'(x, 1). We first show that !I is a simplicial approximation for fi, 
i = 0, 1. For a vertex v E K(k), 

fi(stK<k)(v)) =F(st(Kxi)<k>(v X {i}) n (K(k) X {i})) 

f:;F( st(Kxi)<k> ( v X { i})) 
f:;stL(F'(v X {i})) 

=stL(ff(v)) 

Therefore, !I is a simplicial approximation of fi and so by Definition 8.12 
fi,. = !I*· By Definition 8.13, F' is a chain homotopy from ffJ to ff, and 
Theorem 8.18 implies that ffJ,. = !{*. 0 

Thus, homotopic functions are the same in homology. Next we consider 
functions which may not be homeomorphisms or topological equivalences, 
but act like an equivalence up to homotopy. 

(9.3) Definition. If X andY are topological spaces with X f:; Y, then a 
continuous function r : Y --+ X is retraction if r( x) = x for all x E X. 

In other words, the function r collapses the space Y onto its subset X. 
Whenever X f:; Y, define the inclusion function i: X--+ Y by i(x) = x 
considered as a point in the bigger space Y. The inclusion function does 
not move any points, but changes the context in which they are considered. 
Note that r is a retraction if and only if r(i(x)) = x, i.e., r o i = 1x. We 
cannot hope that i o r : Y --+ Y be the identity on Y, since i o r first 
squashes the bigger space Y onto X, and then merely sticks X back into Y 
without changing it. 
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(9.4) Definition. A subset X ~ Y is a deformation retract of Y if there is a 
retraction·r : Y ~X such that i or "' 1y. This is denoted by Y ~ X. In 
the case where X is a single point X = { x} ~ Y, Y is called contractible 
and we write Y ~ *· 

For example, let I = [0, 1] and X = {0} ~ [0, 1] = Y. A retraction 
from I to X is defined by r(x) = 0 for each x E [0, 1] = I. Note that 
i o r(x) = i(r(x)) = i(O) = 0 considered as a point in the interval [0, 1]. 
Define ft(x) = tx for 0::; t::; 1 and x E I. Then for each x E I, f1(x) = x 
and fo(x) = 0 · x = 0 = i o r(x). Thus, i or rv 11 so {0} is a deformation 
retract of I. Picture ft as shrinking the line segment gradually to a point. 
Therefore, I~*· 

(9.5) Theorem. If X is a deformation retract ofY, then H*(X) = H*(Y). 

1> Exercise 9.1. Prove Theorem 9.5. 

In Chapter 1 we drew an analogy between homeomorphic spaces in 
topology and congruent figures in geometry, since congruent figures are 
geometrically the same and congruent figures have the equal geometrical 
properties, such as area, length of sides, angle measure, or curvature. The 
property of being a deformation retract is analogous to similarity in geom­
etry. As with similar figures, if X is a deformation retract of Y, then there 
are obvious ways that X and Y differ, but there are also some essential 
characteristics in· which they are the same. 

Theorem· 9.5 often provides an easier way of computing homology 
groups. For example, consider the space X presented in Figure 9.3. 

Fig. 9.3. X ~ * 

The deformation retraction defined above on the line segment can be 
applied to each leg of X. Thus, Hk(X) = 0 fork> 0 and H0 (X) = Z. 

Then-disc Dn(O, 1) = {x E !Rn: ilxll < 1} deformation retracts to the 
origin by a generalization of the retraction of the interval defined above. The 
retraction on vn(o, 1) is defined by r(x) = 0 with homotopy ft(x) = tx. 
The homotopy is obviously continuous both as a function oft and of x, and 
fo(x) =Ox= 0 = i(O) = i o r(x) and fl(x) = x = 1nn. Thus, r o i = l{o} 
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and i or rv 1Dn, so Dn(O, 1) ....-t *· Thus, Hk(Dn(o, 1)) = 0 fork > 0 and 
Ho(Dn(o, 1)) = Z. The same reasoning applies to any disc, open or closed, 
of any radius. Note that the deformation retraction thus defined is identical 
with the process of radial projection used in Lemma 5.20. 

Another deformation retraction takes the square of points ( x, y) where 
-1 :::; x :::; 1, -1 :::; y :::; 1 to the center line y := 0, -1 :::; x :::; 1 by 
defining r(x, y) = (x, 0). The homotopy is given by ft(x, y) = (x, ty) and is 
illustrated in Figure 9.4. 

Fig. 9.4. Square ....-+ line segment 

Applying this homotopy to the square of the planar diagram shows 
that the cylinder deformation retracts to a circle as in Figure 9.5. Thus, 
Hk(G) !.::= Hk(§1). 

Fig. 9.5. Cylinder ....-+ § 1 

The Mobius band, M, can be retracted -onto its meridian circle by 
the same process {Fig. 9.6), so Hk(M) !.::= Hk(§1). This explains why the 
cylinder and the Mobius band have the same homology groups. The cylinder 
and the Mobius band are said to have the same homotopy type since they 
both deformation retract to the circle. 
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Fig. 9.6. Mobius band - § 1 

There is a retraction r : §2 -+ { {1, 0, 0)} E §2 taking the sphere to a 
point defined by r(x, y, z) = {1, 0, 0). This is a retraction since {1, 0, 0) E §2 

and r o i{1, 0, 0) = {1, 0, 0), so r o i = 1{1,o,o). If this were a deformation 
retraction, then H*(§2 ) ~ H*(point), but H2{§2) = Z ¢. H2(point) = 0. 
Therefore, the sphere does not deformation retract to a point. This re­
traction does not preserve the essential shape of the sphere. A physical 
demonstration of this is the fact that if you shrink a balloon down to a 
point, it will pop. 

1> Exercise 9.2. Classify up to homotopy type: 

ABCDEFGH IJKLM NOPQRSTUVWXYZ1234567890 

1> Exercise 9.3. Compute the homology groups of the "house with two 
rooms" of Figure 9.7. 

room 1 ·····f::~·-·~·:,...· ... ~~~~~~~==::; 

--=· '=-
······ ~~ 

v- ,::::::, 
-----.:..----.::· · ............ room 2 

Fig. 9. 7. The house with two rooms 

1> Exercise 9.4. Compute the homology groups of the solid torus. 
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t> Exercise 9.5. Choose a point x E ']['2 • Show that the punctured torus 
']['2 - { x} deformation retracts to § 1 V § 1 and use this fact to compute 
H*('JI'2 - {x}). 

t> Exercise 9.6. Compute the homology groups of each of the standard 
surfaces with a point removed. 

9.2 The fundamental group 

Homotopy theory provides another type of algebraic topology besides the 
homology theory discussed in earlier chapters. Homotopy theory can be 
used to duplicate many of the results we have already obtained, as well as 
some new ones. 

(9.6) Definition. A path in X from x to y is a continuous function 
a: [0, I] -X with a(O) = x and a(I) = y. 

Denote the interval [0, I] by I. In this section we will study paths and 
homotopies of paths. A path is illustrated in Figure 9.8. An arrow along 
the path indicates the natural direction of a, from a(O) to a(I). 

a(~) X 

a(I) 

Fig. 9.8. A path a in X 

(9.7) Definition. Let a and {3 be paths in X from x toy. Then a and {3 are 
homotopic paths {denoted a "' {3) if there is a homotopy ft : I - X with 
fo =a, h = {3 and ft(O) = x for all t and ft(I) = y for all t. 

Note that a homotopy of paths from a to {3 should not move the 
endpoints. This is an added restriction on the homotopies of the Definition 
9.1. A homotopy of paths is illustrated in Figure 9.9, schematically on the 
left and the image in X on the right. 
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• 
F 

I xi 

Fig. 9.9. A homotopy of paths from a to {3 

(9.8) Theorem. Homotopy of paths is an equivalence relation on the set of 
all paths in X from x to y. 

Proof of transitivity. Let a, (3, 'Y be paths in X from x toy, and assume that 
a ,....., (3 and (3 "' 'Y· Then there are homotopies ft, 9t : I ---+ X such that 
fo = a, It = (3, go = (3, 91 = 7, and at the endpoints ft(O) = x = 9t(O) 
and ft(l) = y = 9t(l) for all t. A new homotopy Ft can be formed by 
concatenating these (see Fig. 9.10). 

!:a 
0 s-+ 1 

Fig. 9.10. Concatenating homotopies ft and Yt 

This homotopy Ft is defined for s E I by 

Ft(s) = { ht(s), 
92t-l(s), 

o::;t::;~ 

~::;t::;l 

To see that Ft is continuous, note that ft and 9t are continuous. Using 
Exercise 3.10, we must show that ft and 9t agree where they are joined 
together to form the function F: at t = ~' F!(s) = ft(s) = f3(s) = go(s). 
Also note that Fo(s) = fo(s) = a(s) and F1(s) = g1(s) = 7(s), so F is a 
homotopy from a to 'Y· We must show that F is a homotopy of paths, i.e., 
F is constant at the beginning and end points. 
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Ft(O) = { ht(O) = x, 0 s t s ~ 
92t-l(O) = x, ~ ::;; t::;; 1 

Ft(1) = { ht(1) = y, 0 s t S ~ 
92t-1(1) = y, ~::;; t::;; 1 

Therefore, Ft(O) = x and Ft(1) = y for all t. Thus, a "''Y· 0 

!>Exercise 9.7. Prove that homotopy of paths is reflexive and symmetric 
to complete the proof of Theorem 9.8. 

An arithmetic can be defined on the set of paths by joining the paths 
end to end. This requires that the end of the first path is the beginning of 
the second. 

(9.9) Definition. If a and /3 are paths in X with a(1) = {3(0), define a new 
path a * {3 : I --+ X by 

{ 
a(2s), 

a* [3(s).= 
f3(2s- 1), 

Fig. 9.11. a* fJ 

os;ss;~ 

~s;ss;1 

The path a* {3, shown in Figure 9.11, is made by running along a at 
double speed and then running along {3 at double speed. Since a(1) = [3(0), 
the end of the a-path is the beginning of the {3-path, so a* {3 is continuous. 
We use the notation * instead of + since this acts more like multiplication 
than like addition. In particular, * is not in general commutative, since 
{3 * a may not even be defined. The following theorem verifies that this 
multiplication is well-defined up to homotopy: i.e., if a and a' are homotopic 
paths, then a* {3 is homotopic to a'* {3. 

(9 .. 10) Theorem. If a, a', {3, {3' are paths in a space X, with a"' a', {3 "'{3', 
and.a(1) = [3(0), then a* {3"' a'* {3'. 

Proof Since a "' a', there is a homotopy ft : I --+ X with fo = a, 
f1 = a', ft(O) = x, and ft(1) = y. Since {3 "' {3', there is a homotopy 
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9t : I --+ X with go = /3, 91 = /3', 9t(O) = x, 9t(1) = y. We must next 
find a homotopy Ft :I--+ X satisfying Fo(s) =a* /3 = fo *go and also 
F1 ( s) = a' * /3' = ft * 91· A natural choice for Ft is the homotopy built from 
ft and 9t pictured in Figure 9.12, and defined by 

Ft(s) = { ft(2s), 
9t(2s -1), 

o:::;s:::;~ 

~:5s:51 

Fig. 9.12. The homotopy Ft 

It is easily seen that Ft is the desired homotopy. D 

We next show that this multiplication obeys the usual laws for multi­
plication: 

(9.11) Theorem. If a, /3, and 7 are paths in X with a(1) = /3(0) and 
/3(1) = 7(0), then a* (/3 * 7) rv (a* /3) * 7· Thus, * is associative. 

Proof. The paths a* (/3 * 7) and (a* /3) *"7 travel over the same ground, 
but the pacing is different. The path a * (/3 * 7) travels along a from 0 to 
~, then over /3 * 7 from ~ to 1, so that. /3 goes from ~ to £ and 7 from £ to 
1. The other path (a * /3) * 7 travels over a from 0 to ~, over /3 from ~ to 
! , and then along 7 from ! to 1. 

We must find a homotopy Ft :I--+ X with Fo(s) =a* (/3 * 7) and 
F1 ( s) = (a* /3) * 7. Construct the straight line homotopy pictured in Figure 
9.13. The slanted lines in the square of Figure 9.13 have equations s = 24t 
on the left and s = 34t on the right. The leftmost region is 24t wide, the 
center section is ~ wide, and the rightmost section is 1 - 34t = ~ wide. 
Thus, Ft can be defined by 

{ 

a(2~ts), 
Ft(s) = f3(4(s- 24t)), 

7(( l!t)(s- 34t)), 

0 < 8 < 2-t 
- - 4 

2-t < 8 < 3-t 
4 - - 4 

3-t < 8 < 1 
4 - -
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1 1 1 

i[ID 
0 l .:! 1 

2 4 
s ~ 

Fig. 9.13. The homotopy Ft 

t> Exercise 9.8. Check that Ft is well-defined, i.e., that both definitions of 
Ft on the slanted lines of Figure 9.13 match. Show that Ft is a homotopy 
of paths from a* ((3 * /) to (a* /3) *I· 

D 

To define an identity for the multiplication, choose a point x E X, and 
define the constant path at x by ex ( 8) = x for all 0 :::;; 8 :::;; 1. 

t> Exercise 9.9. If a is a path in X and x = a(O) and y = a(l.), then 
ex * a "" a and a * ey rv a. 

There is not one identity for the multiplication, but rather one defined 
for each point in the space. Given a path a : I --l- X, define a new path 
a: I --l- X by a(8) = a(1- 8). Note that a(O) = a(1) and a(1) = a(O). 
Thus, a is the path that travels along a backwards. 

t> Exercise 9.10. If x = a(O) and y = a(1), a* a"" ex and a* a"" ey. 

The path a acts as an inverse for a with the multiplication * in homo­
topy. Thus, we have developed an arithmetic for paths with multiplication 
which is associative (Theorem 9.11) but not usually commutative. If a* f3 
is a product of paths, f3 * a may not even be defined. This multiplication 
is only defined if the endpoints match up. There is an element (or rather 
many elements depending on which endpoint is chosen) which acts like mul­
tiplication by 1 (Exercise 9.9) and inverses are defined (Exercise 9.10). To 
eliminate the need to constantly check the endpoints, we can choose a point 
x EX and start and end all paths at the point x. This also seems a nice 
thing to do since we learned in our study of homology that such loops (or 
cycles) are important to the structure of X. 
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(9.12) Definition. A loop in X based at x is a path a : I - X which begins 
and ends at x; i.e., such that a(O) = a(1) = x EX. 

(9.13) Definition. Let X be a topological space. The fundamental group or 
first homotopy group of X is 

1r1(X,x) ={all loops a: I- X where a is based at x} 

formed by using the relation rv given by homotopy of paths instead of=. 

Elements of 1r1(X, x) are of the form [a], where a is a loop based at x, 
and [a] is the set of all loops homotopic to a. The multiplication in 1r1 (X, x) 
is defined by [a]· [,B] = [a* ,B]. 

(9.14) Theorem. The fundamental group 1r1(X,x) is a group (in general 
non-abelian). 

!>Exercise 9.11. Prove Theorem 9.14. 

Since the loops are based at a fixed base point, there is a unique identity 
element in the fundamental group. The substitution of loops for paths in 
general removes ·one difficulty mentioned above, since both a * f3 and f3 * a 
are always defined, but there is still no reason to assume that they are 
equal. In general; computations in the fundamental group are somewhat 
more difficult than the corresponding homology groups, but the invariance 
of homotopy groups is much easier to prove. Chapter 8 was entirely devoted 
to proving the invariance of the homology groups. First we show that the 
homotopy group does not depend on the choice of the base point: 

(9.15) Theorem. Let X be a connected topological space with x, x' E X. 
Then 1r1(X,x) ~ 1r1(X,x'). 

Proof. Choose a path 1 from x to x'. This path allows us to define a function 
f: 1r1(X,x)- 1r1(X,x') by 

!([a]) = [7 *a* 'Y] 

This loop is illustrated in Figure 9.14. 

The loop 7 * a * 1 runs backwards along 1 from x' to x, then around 
the loop a, then along 1 from x to x', and so is an element of 1r1 (X, x'). 
The function f is well-defined since if a' rv a, then 7 * a' * 1 "' 7 * a * 1 by 
Theorem 9.10. 
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Fig. 9.14. 'Y *a* 'Y 

The function f is a homomorphism since 

f([a] · [,B]) = f([a * ,B]) 

= ['Y * (a * ,B) * 'Y] 
= ['Y * a * ex * ,B * 'Y] 
= ['Y * a * 'Y * 'Y * ,B * 'Y] 
= ['Y * a * 'Y] . ['Y * ,B * 'Y] 
= f([a]) · f([,B]). 

The inverse of f is easily defined by 

for [a'] E 1r1 (X,x'). Thus, f is an isomorphism. 0 

(9.16) Definition. Let X andY be topological spaces with a continuous func­
tion f: X ---t Y. Choose a base point x EX. If[a] E 1r1 (X,x) is a loop in 
X, define f*([a]) = [f o a] E 7ri(Y, f(x)). 

Note that if a : I ----* X with a(O) = x = a(l), then f o a : I ----* Y 
is continuous and f o a(O) = f(x) = f o a(l). Thus, f o a is a loop in Y 
based at f(x). Any continuous function f : X ----* Y induces a function 
f*: 1r1(X,x)----* 7l"I(Y,j(x)) on the fundamental groups. 

1> Exercise 9.12. Show that f* is well-defined; i.e., if a "' a' in X, then 
f o a "' f o a' in Y. 

1> Exercise 9.13. Show that f* is a homomorphism. 

The action of a continuous function, thus, easily translates to an action 
on the fundamental groups, in stark contrast to the action on homology 
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groups. Let us summarize the relative advantages of the two approaches to 
algebraic topology: 

Setting up the definition: The definition of the homology groups required 
a lot of machinery (complexes, chains, the homology equivalence relation, 
etc.), and then was only defined for cellular complexes. This definition can 
be extended to other spaces, but at an even higher cost; see a more advanced 
text for the definition of singular homology. The homotopy groups are fairly 
easily defined for any T2 space. 

Group theory involved: The homology groups have the strong advantage of 
being abelian. Computations in non-abelian groups are more difficult. 

Computations: Once the machinery is in place, computations of homology 
groups are much easier than homotopy groups. 

Generalization to higher dimensions: Once homology is defined, it is easily 
extended to higher dimensions, but the extension of the homotopy groups 
is less transparent. 

Action of a continuous function: The action of a cellular function on the 
homology groups is not too difficult, though cumbersome, to define, but 
to define the action of an arbitrary continuous function requires either 
the Simplicial Approximation Theorem or singular homology. A continu­
ous function easily translates to a homomorphism on the homotopy group. 

Efficiency in classifying surfaces: They are equally efficacious in distinguish­
ing the standard surfaces, but working with the non-abelian fundamental 
group is more difficult than the abelian homology groups. In particular, 
determining whether two finitely generated groups are isomorphic is much 
harder in the non-abelian case. 

Classification of 3-manifolds: Unsolved. 

Since both the fundamental group and the first homology group are 
defined in terms of loops in the space X, it seems reasonable that they are 
related. If G is a group, the abelianization of G is the group obtained from 
the generators and relations of G if one adds commutativity. 

(9.17) Theorem. Let X be a connected topological space. Then H1 (X) is the 
abelianization of 1r1 (X). 

Thus, the first homology group can tell us nothing that we cannot find 
from the fundamental group. 

That 3-manifolds have proven intractable is shown by the as yet un­
proven status of one of the oldest and most famous of topological conjec­
tures, made by Henri Poincare in 1904 [Note that 7r1(§3) = 0]. 
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(9.18) Poincare Conjecture. If S is a compact, connected 3-manifold without 
boundary, and 1r1 ( S) = 0 , then S is topologically equivalent to 8 3 , the 3-
sphere. 

Thus, it is unknown whether algebraic topology can detect even the 
simplest 3-manifold, § 3 • We have proven the equivalent homology statement 
for surfaces (if S is a compact connected surface without boundary and if 
H1(S) = 0, then S must be topologically equivalent to the sphere § 2). Oddly 
enough, the analogous statement for higher dimensions has been proved, in 
1960 by Stephen Smale for dimensions· greater than 6, and soon thereafter 
extended by John Stallings and Christopher Zeeman for dimensions 5 and 6. 
In 1981, Michael Freedman proved the 4-dimensional Poincare conjecture, 
but the original conjecture remairis unsolved. 



Chapter 10 

Miscellany 

"How can it be that mathematics, being after all a product of human thought 
independent of experience, is so admirably adapted to the objects of reality?" 

Albert Einstein 

10.1 Applications 

At this point, it would be a good idea to briefly reread Chapter 2.6, as we 
now wish to prove higher-dimensional analogs of those theorems. In all of 
the theorems of that section the key step is the contradiction obtained when 
a continuous function tries to take a connected space to a non-connected 
space. This contradiction could be restated in terms of homology groups, 
since the group Ho(K) detects connectivity; Only with the introduction of 
functions on topological spaces and their action on the homology groups 
can we get results comparing two different spaces. 

First we recall some results from previous sections. In Examples 6.17 
and 6.18, we computed the homology groups of the (n+1)-dimensional ball 
JBln+l and its boundary sphere §n = 8(JBln+l). In Definition 9.3, we defined 
a continuous function r : Y -- X .to be a retraction if r(x) = x for all 
x E X. In other words, -r collapses the space Y onto the subset X, without 
moving any of the points of X. The next theorem is a higher-dimensional 
analog of Theorem 2.30. 

(10.1) Theorem. There does not exist any retraction of the (n+ 1)-ballJBln+l 
onto its boundary sphere §n = a(lsn+l). 

Proof. Let i : §n -- JRn+l be the inclusion function, so if x E §n, then 
i(x) = x E JBln+l. The function i does not move any points, but takes the 
points of §n and considers them as points in JBln+l. H there were a retraction 
r: JBln+l-- §n, then r o i(x) = r(x) = x for all x E §n. Thus, r o i = 1sn. 

By the computations in Examples 6.17 and 6.18 of the homology groups 
of JBln+l and §n, we have the induced homomorphism 
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Thus, in(C) = 0 for all n-cycles C E Hn(§n). The retraction r induces a 
homomorphism rn: Hn(JBn+l)--+ Hn(§n). If Cis ann-cycle in §n, then 
rn o in(C) = rn(in(C)) = rn(O) = 0. 

However, by Corollary 8.20, rn o in = (r o i)n = (lsn )n = lz. In 
particular, if Cis the non-trivial n-cycle which generates Hn(§n) !:::= Z, then 
rn o in(C) = lz(C) = C. Thus, there is a contradiction, so a retraction 
cannot exist. 0 

Essentially, this says that one cannot collapse a disc onto its boundary 
circle without tearing. On the o~her hand, it was shown in Chapter 9 that 
one can collapse a disc to a point continuously by shrinking the disc to the 
center point (which could be thought of as a disc with radius zero). The 
disc and the circle are not only different shapes, but also too different to 
be compatible, but the disc and a point are in some sense similar. 

1> Exercise 10.1. Find a retraction of JBn+l - 0 to §n. 

(10.2) Brouwer Fixed Point Theorem. Given any continuous function 
f : JBn --+ JBn, there exists a point x E JBn with f (x) = x; i.e., any 
continuous function f on the n-dimensional ball must have a fixed point. 

Proof. If a continuous function f : JBn --+ JBn exists which does not have 
a fixed point, then define a new continuous function g : JBn ~ §n-l by 
considering the ray that starts at the point f(x) E JBn and goes through 
x E JBn. This ray is defined whenever f(x) =f x, and intersects the boundary 
sphere at a unique point as in Figure 10.1. 

Fig.lO.l. The ray through x and f(x) defines a new function g 

Define g(x) to be the point on §n-l where this ray crosses the sphere. 
Note that if x E §n-l, then g(x) = x, so g is a retraction of 1mn onto §n-l. 
This contradicts Theorem 10.1, so f must have a fixed point. 0 
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The Brouwer Fixed Point Theorem is an example of what is called 
an existence proof. It provides no clue as to where or how the fixed point 
can be found. In his later years, L. E. J. Brouwer became a believer in 
constructivism, a mathematical philosophy which holds that the only valid 
proofs are constructive ones, and repudiated this theorem. 

An amusing illustration of this theorem is: 

{10.3) Corollary. Trace a map or picture. Crumple the copy, being careful 
not to tear it, and place it so that the crumpled copy lies on the original. 
There is some point on the copy which lies directly on top of the same point 
of the original. 

Proof. Note that a rectangular piece of paper is homeomorphic to the ball 
B2 • Any continuous function on the rectangle must have the fixed point 
property by Theorem 2.32 and the Brouwer Fixed Point Theorem 10.2. A 
continuous function from the rectangle to itself is depicted in Figure 10.2, 
taking a point x on the original to the point immediately below the image 
of x on the crumpled copy . 

..::;___/_. ~7 
~~-X·~7 

Fig. 10.2. Cr"QID.pling a map 

This is a composition of two continuous functions: the crumpling and 
projecting straight downwards. 0 

{10.4) Definition. Let A s;;; R_n. A vector field v on A is a continuous function 
v : A --+ R_n. Thus, v associates to every point x E A a vector v(x) in R_n. 

A vector field v is illustrated by picturing the set A with the vector 
v(x) attached at the point x E A, as in Figure 10.3. The vector field v 
vanishes at x if the vector assigned to x is zero, i.e., v(x) = 0. 
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Fig. 10.3. A vector field on the rectangle 

(10.5) Corollary. Any vector field v on B2 either vanishes at some point 
or has a point Xo on the boundary § 1 where the vector of v points directly 
outward and another x 1 where v points directly inward. 

Proof. Assume that v(x) =f:. 0 for all x E B 2 • We will prove that v has a 
point where the vector points directly inward, and another where it points 
directly outward. Note that any point x E B2 can itself be thought of as a 
vector. If x E § 1, then the vector v(x) will point directly outward if v(x) 
is a multiple of x, i.e., if v(x) =ax for some positive constant a (see Fig. 
10.4). Similarly, the vector v(x) will point directly inward if v(x) = -ax 
for some positive constant a . 

v(xo) 

Fig. 10.4. xo E § 1 with v(xo) pointing directly outward 

If v never vanishes, we can define a function f : JE2 
--t § 1 ~ JE2 by 

v(x) 
f(x) = llv(x)ll' 

Note that f(x) is a vector of length 1 and can be thought of as a point 
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on § 1. The function f is continuous if v(x) ::f. 0 for all x. The Brouwer 
Fixed Point Theorem 10.2 implies that f has a fixed point, so there is an 
x0 such that f(Xo) = x0 . The point Xo must, thus, be on the circle § 1 , and 
v(Xo) = llv(xo)ll · xo, so v(Xo) points outward. The point x1 where the 
vector field points directly inward is found by applying the same argument 
to the function 

v(x) 
g(x) = -llv(x)ll 

If v does not vanish, there are points such as x0 and x1. Therefore, 
either v vanishes at some point or there are points on the boundary § 1 

where the vector points directly outward and inward. 0 

(10.6) Corollary. Everyone has at least one whirl or cowlick on his head. 

1> Exercise 10.2. Prove Corollary 10.6. 

Further results about vector fields will be developed in the next chap­
ter. We next turn our attention to functions on spheres. 

(10.7) Definition. A continuous functio'JI, f: §n ~ §m is called antipode­
preserving iff( -x) = - f(x) for each x E §n. 

A function f is antipode-preserving if opposite points remain opposite 
under the action of f. An example of an antipode-preserving function is 
f : S 2 ~ 8 2 which rotates the sphere about the Z-axis by 90°, as in 
Figure 10.5. 

$ f(x) . : 
--+ I 

i f(-x) = -f(x) 

Fig. 10.5. An antipode-preserving function 

(10.8) Borsuk-Ulam Theorem. There is no continuous antipode-preserving 
continuous function f : § 2 ~ § 1 • 

Proof. Assume that, contrary to the hypothesis, there is such a function 
f : § 2 ~ § 1 with f( -x) = - f(x), and that f is cellular. In Example 7.17, 
we defined the double covering function p : § 2 ~ lP'2 which glued together 
antipodal points on the sphere § 2 to get the projective plane lP'2 • Give § 2 and 
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lP'2 the complex structures of Figure 10.6. and note that p(o") = p(r) = p, 
p(a) = p(b) = c, and p(P) = p(Q) = R, sop is a cellular function. 

(J 

P@Q~R(~~} 
7 c 

Fig. 10.6. Complex structures for § 2 and lP'2 

A point in JP>2 can be considered as the image of a pair of antipodal points 
in § 2 , since p( -x) = p(x) for each x E § 2 • 

Another cellular function q : § 1 - § 1 is defined by identifying an­
tipodal points on the circle § 1, as pictured in Figure 10. 7. 

Fig. 10. 7. Identifying antipodal points in § 1 

Note that q(§1) = §1 and q(x) = q( -x) for any point x E §1. Also, 
for the 1-chain d + e, q(d +e) = 2h, where his the generating loop of § 1. 

Define yet another function g: JP>2 - § 1 by g(x) = qf(x) for x E § 2• Since 
qf( -x) = q(- f(x)) = qf(x), the function g is defined on P 2 , which is 8 2 

with opposite points identified. 
Thus, the diagram below commutes: 
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Theorem 7.5 implies that the commutative diagram on the topological 
spaces induces another commutative diagram on the groups of 1-chains: 

01 (§2) = [[a, b]] ~ 01 (§1) = [[d, e]] 

~1 ln 
01(P2) = [[c]] - 01(§1) = [(f]] 

91 

Consider the 1-chain a in § 2 , pictured in Figure 10.6. Note that a is 
not a 1-cycle in § 2 since 8(a) = Q- P. However c = p(a) is a 1-cycle 
in P2 since 8(c) = R- R = p(Q)- p(P). Thus, p(a) can be viewed as 
an element in H 1 (P2 ) = 'll/2. The function 9 induces a homomorphism 
91 : H1 (P2) ~ Z/2 --jo H 1 (§1) ~ 'll. As noted in the Appenclix, the only 
homomorphism from Z/2 to 7l is the zero homomorphism, so 91 = 0. Thus, 
9(p(a)) "' 0 in §1, and so 9(p(a)) is a trivial loop in homology. The only 
trivial loops on the circle are those which fail to complete a circuit around 
the circle, since if a loop goes all the way around the circle, then the loop 
will be homologous to some nonzero multiple of the generator h. Thus, the 
loop 9(p(a)) either starts a circuit and then doubles back on itself, or never 
goes anywhere at all. 

On the other hand, 9(p(a)) = q(f(a)). The endpoints of a are the 
antipodal points P and Q. Since the function f preserves antipodal points, 
f(P) and f(Q) are antipodal in § 1• Therefore, f(a) cannot be a loop or 1-
cycle in § 1• The i-chain f(a) must either stretch halfway around the circle 
or loop around the circle a while and then go halfway around the circle, 
since the endpoints are antipodal. However, any 1-chain between a pair of 
antipodal points will form a circuit of § 1 after antipodal points are glued 
together by the function q. Thus, q(f(a)) is a non-trivial1-cycle in § 1• This 
contradicts our argun1ent that 9(p(a)) is a trivial1-cycle on § 1 . Therefore, 
functions such as f cannot exist. 0 

This theorem, like Theorem 10.1., says that the sphere and the circle 
are too different to be able to support an antipode-preserving continuous 
function. There are a number of corollaries to this seemingly dull theorem. 

(10.9) Corollary. If f : § 2 
--jo R2 is a continuous function such that 

f( -x) = - f(x) for all x, then there is a pointy E § 2 with f(y) = (0, 0). 

Proof. If a point such as y did not exist, we could define a continuous 
function by 

1 
9(x) = llf(x)ll f(x) 

Since ll9(x)ll = 1, 9 is a function from § 2 to § 1• Note that 

1 1 1 
9(-x) = 11!(-x)llf(-x) =II- f(x)ll(-f(x)) = -llf(x)llf(x) = - 9(x) 
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so g is antipode-preserving, contradicting Theorem 10.8. Thus, f must have 
a pointy E § 2 with f(y) = (0, 0). 0 

(10.10} Corollary. Iff : § 2 ---+ 11~.2 is a continuous function, then there is a 
pointy E § 2 with f(y) = f( -y). 

Proof. Given any continuous function f : § 2 ---+ JR2 , define a conti,nuous 
function g : § 2 ---+ JR2 by g(x) = f(x) - f( -x). It then follows that 
g( -x) = f( -x)- f(x) = -g(x). By Corollary 10.9, there is a point y with 
g(y) = {0, 0), and so f(y) = f( -y). 0 

(10.11} Corollary. lf§2 is divided into three closed subsets, then at least one 
of these subsets contains a pair of antipodal points. 

Proof. Let § 2 be divided into three closed sets, so § 2 = A1 U A2 U Aa. Define 
continuous functions fi : § 2 ---+ lR for i =1 and 2, by fi(x)' = dist(x, Ai) 
where dist(x, Ai) measures the distance between the point x and the nearest 
point of the closed set Ai. Note that since fi is a distance function, for any 
pointy E § 2 , fi(Y) = fi(-y);::: 0. A function f: § 2 ---+.JR2 is defined by 
f(x) = (fi(x),h(x)). By Corollary 10.10, there must be a pointy E § 2 

where f(y) = f( -y). Therefore, fi(Y) = fi( -y) fori= 1 and 2. If either 
fi(y) = fi( -y) = 0, then both y and -y are in Ai. If fi(y) = !i( -y) > 0 
for i = 1 and 2, then neither y nor -y are in the sets A1 and A2, so both 
must lie in As. 0 

1> Exercise 10.3. Prove that no subset of JR2 is homeomorphic to § 2• 

1> Exercise 10.4. Prove that there does not exist a continuous 1-1 function 
f: JR3 ---+JR2. 

(10.12} Corollary. At any time, there are two points directly opposite each 
other on the earth with exactly the same temperature and barometric pres­
sure (or any other two continuous functions). 

1> Exercise 10.5. Prove Corollary 10.12. 

The following theorem is the 3-dimensional analog of the Pancake The­
orem 2.36. The sets A, B, and C need not be connected. Consider A as the 
bread, B the ham, and C the cheese. 

(10.13) Ham Sandwich Theorem. Let A, B, and C be compact subsets of 
JR3 . There is a plane which divides each region exactly in half {by volume). 

Proof. Since A,B, and Care bounded, we may assume that they lie within 
the sphere of diameter 1, since we can change the scale if necessary. For each 
point x E § 2 , let Dx be the diameter line through x. For t with 0 ::; t ::; 1, 
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let Pt be the plane perpendicular to Dx at distance t from the point x (see 
Fig. 10.8). . 

Fig. 10.8. The diameter Dx and the plane Pt 

Note that Pt divides A into two (probably not equal) parts. Let 

fx,l(t) =volume of the portion of A on the x-side of Pt 

!x,2(t) =volume of the portion of A on the far side of Pt 

Note that fx,l(O) = 0 and fx,1(1) = vol(A). Similarly, fx,2(0) = vol(A) and 
fx,2(1) = 0. Define fx(t) = fx,l(t)- fx,2(t). 

The function fx : [0, 1] -l- JR. is continuous. We wish to find a point 
Sx1 0 ~ Sx :::; 1, where fx(sx) = 0. The plane Pax will then divide A into 
two equal parts. H fx(t) were never zero, then one could define another 
continuous function h: [0, 1] -l- { -1, +1} by 

fx(t) 
h(t) = lfx(t)j 

As in Theorem 2.36, this yields a continuous function taking a connected 
set onto a non-connected set, which is a contradiction unless h is not contin­
uous, i.e., unless there iS a point Sx where fx(sx) = 0. Define a continuous 
function a : § 2 

-l- JR. by a(x) = sx, the point on Dx where the plane 
Pa(x) bisects A. Note that for any x E § 2 , a( -x) = 1 - a(x). Similarly, 
find a point f3(x) where Pf3(x) bisects B and and -y(x) where P'Y(x) bisects 
C. Define a function g: § 2 -JR2 by 

g(x) = ( a(x) - f3(x), a(x) - -y(x)) 

Note that 

g( -x) = (a( -x)- {3( -x), a( -x)- -y( -x)) 

= ((1- a(x))- (1- f3(x)), (1- a(x))- (1- -y(x))) 
= (f3(x)- a(x). -y(x)- a(x)) 
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= -g(x) 

By Corollary 10.9, there is a pointy E § 2 with g(y) = (0, 0). Thus, at the 
pointy, a(y) = {3(y) and a(y) = -y(y). Therefore, Pa(y) = Pf3(y) = P-y(y) 

and this plane bisects all three regions. 0 

10.2 The Jordan Curve Theorem 

The Jordan Curve Theorem, first misproved by Camille Jordan in 1887, 
is typical of topological facts which initially seem obvious but require sur­
prisingly long and difficult proofs. We will prove the theorem for polygonal 
curves only. A polygonal curve is a 1-complex made up of straight edges and 
vertices. The following proof is adapted from Moise's Geometric Topology 
in Dimensions 2 and 3. 

{10.14) Jordan Curve Theorem. Let C ~ JR2 be topologically equivalent to 
the circle. Then JR2 - C has two components: one bounded and the other 
unbounded. 

Proof for C a polygonal1-complex. Let C ~ JR2 be a 1-complex topologically 
equivalent to § 1• Then C consists of a finite number of edges ai and vertices 
Vi, i = 1, 2, ... , n, and each edge is a line segment. Let P be an arbitrary 
point in JR2 -C. Choose a line f. such that f. is not parallel to any of the 
edges ai, and Vi ¢f. for each i, as in Figure 10.9. 

Fig.10.9. The polygonal 1-complex C, the line £, an inside point y, and an 
outside point x 

The intersection of the 1-chain C and the line f. is a finite number of 
points, so f. - C will be a finite union of disjoint intervals, some of which 
must be unbounded since f. is unbounded. A point x E JR2 - C is defined to 
be outside of C if either one of the following conditions hold: 
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{1) xis in an unbounded component of£- C 
{2) to get from x to an unbounded component of£- C, one must cross 

C an even number of times. Note that 0 is considered to be even. 

Define y to be inside C if to get from y to an unbounded component of 
l - C, one must cross C an odd number of times. Let A be the set of 
all points of JR2 - C which are outside of C, and let B be the set of all 
points inside of C. Every point of JR2 - C will lie either in A or in B, so 
JR2 - C = A U B and A n B = 0. It seems intuitively clear that if it takes 
n crossings to get from a point x to an unbounded component of l - C, 
then it will also take n crossings to go from a point z very very close to x 
to an unbounded component of l - C. Thus, if x E A, then z E A for all z 
close to x. Therefore, the set A is open. A similar argument shows that B is 
open. Thus, JR2 - C is not connected by Exercise 2.29 and has at least two 
components. Furthermore, A is unbounded since it contains an unbounded 
component of l - C. 

It remains to show that A and B are each connected, and so JR2 - C 
has exactly two components. One way of showing that A is connected is to 
show that any two points of A can be connected by a path lying entirely in 
A. 

Fig. 10.10. Canceling a pair of cross­
ings 

a 

Fig. 10.11. Detouring around a ver­
tex or edge 

Let P and Q be two points in A, and consider the line l = PQ. If l is 
neither collinear with any of the edges ai of C nor passes through any of 
the vertices Vi, then since it takes an even number of crossings to get from 
P to an unbounded section of l - C, and an even number of crossings to 
get from Q to the same unbounded interval, there are an even number of 
crossings to get from P to Q. These crossings can be eliminated in pairs, 
by replacing the section of the line segment PQ that passes through the set 
B of inside points by a parallel translate of that section of C lying entirely 
in A as illustrated in Figure 10.10. 

If l = PQ happens to pass through vertex Vi or to· include edge ai, 
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one can detour inside of A around the vertex or edge, as in Figure 10.11. 
Similarly, one can connect any two points lying in B, so A and B are 
connected and, thus, JR2 - C has two connected components. 0 

Notice that the proof above is not quite satisfactory due to a blatant 
appeal to intuition in the second paragraph, and also a failure to prove that 
the definition of inside and outside does not depend on the the choice of the 
line £ but is enough to give an idea of the procedure. Lest we become too 
complacent, consider the snowflake curve defined as the limit of the curves 
8n. Let 8 1 be an equilateral triangle with side 1, and remove the middle 
thirds of each side and build equilateral triangles in their places to create 
82. Continue removing the mid9le thirds of each side and replacing them 
by triangles to get 8n. The first four steps are pictured in Figure 10.12. The 
snowflake curve 8 is the limit of the 8n 's. 

Fig. 10.12. The first four steps of the snowflake curve 

The Jordan Curve Theorem is true for 8, but it is much harder to see which 
points (especially those near the boundary) are inside and which outside. 

The Jordan Curve Theorem is true for any curve C homeomorphic to 
§ 1 in JR2 , and also generalizes to higher dimensions, but this we do not 
prove. 

{10.15) Generalized Jordan Curve Theorem. If 8 s;;; Rn and 8 is topologi­
cally equivalent to the sphere §n-1, then Rn- 8 has two components: one 
bounded, the other unbounded. 

Extensions of these theorems, which also seem intuitively obvious but 
require even more subtle proof (which we omit), follow. The first of these 
was proven by Schoenflies (with corrections by Brouwer) in 1906, and the 
generalization by Morton Brown in 1960. 
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{10.16) Schoen.fties Theorem. Let C ~ 1R2 be a Jordan curve with a homeo­
morphism f : § 1 - C ~ 1R2 • Then f can be extended to a homeomorphism 
! : JR2 -JR2. 

If A is the unbounded component of 1R2 - C and B the bounded com­
ponent, then the Schoenflies Theorem implies that B U C is homeomorphic 
to the disc D2 , and AU Cis homeomorphic to 1R2 - Int(D2 ). 

(10.17) Generalized Schoen.fties Theorem. Let 8 ~ lRn be a finite complex 
with a homeomorphism f: §n-1 - 8 ~ JRn. Then f can be extended to a 
homeomorphism f : lRn - IRn. 

The Schoenflies Theorem is not true for arbitrary topological spaces, 
since examples such as the Alexander homed sphere exist; see Figure 10.13. 

Fig. 10.13. The third stage of the Alexander horned sphere 

Start with § 2 and push out two horns or arms. This is a homeomor­
phism. Now keep all but the ends of the arms fixed, and push out two 
fingers or claws and almost link them. This again is a homeomorphism. 
Let the fingers grow little fingers (fingerlets?) and almost link them. The 
limit of this sequence is a homeomorphism since the action takes place in­
side a very small neighborhood, and the sequence of continuous functions 
is uniformly convergent. Uniform convergence is studied in advanced cal­
culus or real analysis courses, where it is shown that the uniform limit of 
continuous functions is continuous. Thus, the Alexander homed sphere is 
homeomorphic to § 2 • 

If the Schoenflies Theorem were true, then the region exterior to the 
Alexander homed sphere, which we will denote by JR3 -A, would be home­
omorphic to JR3 - Jffi3 • Note that any loop in JR3 - Jffi3 can be deformation 
retracted to a point, with the retraction staying inside JR3 - Jffi3, as in Figure 
. ( 3 3) 10.14. Thus, 1r1 lR - Jffi = 0. 
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Fig. 10.14. Any loop deforms to a 
point in R 3 

- 1m3 
Fig. 10.15. This loop in R 3

- A can­
not be deformed to a point 

On the other hand, the loop encircling one of the arms of the Alexander 
horned sphere (Fig. 10.15) cannot be deformed to a point in R3 - A, since 
it cannot be extricated from the web of horns. This dilemma means that 
7r1 (R3 - A)# 0, and so R3 - 1m3 is not homeomorphic to R3 - A. However, 
the theorem is true for finite complexes, which is the case we will use in the 
next section. 

10.3 3-Manifolds 

A 3-manifold is locally like R3• The solid ball is an example of a 3-manifold 
with boundary. The 3-sphere, § 3, can be constructed from the 3-ball, 1m3, by 
crushing its boundary to a point as in Example 6.18. Another 3-manifold 
is the 3-torus, 'll'3 , which will be constructed in Example 10.18 by taking a 
cube and identifying the six sides in pairs, so that opposite faces are glued 
together. 

1> Exercise 10.6. Stand in a cubical room and imagine what would happen 
if you pushed the right-hand wall out and around and glued it to the left­
hand wall, then glued the front and back walls together, and finally glued 
the ceiling .and the floor together. Looking straight ahead, what would you 
see? What would you see looking up? What happens if you go for a walk? 

A very natural example of a 3-manifold is the universe. I grew up in a 
family that was not particularly intellectual- not illiterate, but we did not 
discuss global issues around the supper table. I still remember the distinct 
shock of surprise that I felt when my first grade teacher mentioned, in an 
unwarrantably off-hand manner, that of course the earth was round. We 
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have no more reason to think that the universe is llt3 than our ancestors 
(and my preschool self) had to think the earth flat. As far as we know, 
the universe is homogeneous,. or locally 3-dimensional. Thus, as best as 
we can tell, the universe is a 3-manifold. It could be llt3 , or a 3-sphere or 
a 3-torus, or any other 3-manifold, some compact and others not, some 
orientable and some nonorientable. The classification of 3-manifolds is the 
most famous unsolved problem in topology. 

Any 3-manifold can be built from a set of solid polyhedra with faces 
identified in pairs, just as surfaces were built from triangles. Consider the 
cube 

C = {(x,y,z): -1:::; x:::; 1, -1:::; y:::; 1, -1:::; z:::; 1} 

Fig. 10.16. The cube G 

where x runs back to front, y left to right, and z down to up. Thus, the 
points of the form (1, y, z) lie on the front face of the cube, and ( -1, y, z) on 
the back face. Similarly, (x, -1, z) lies on the left face of C, etc. See Figure 
10.16. 

(10.18) Example. Glue points of the form ( -1, y, z) to the corresponding 
point (1, y, z), (x, -1, z) to (x, 1, z), and (x, y, -1) to (x, y, 1). The result 
is a 3-complex, and we ask if it is a 3-manifold. We must verify that every 
point has a neighborhood topologically equivalent to the open ball. Points 
inside the cube clearly have neighborhoods homeomorphic to a ball. Points 
on the faces have half-ball neighborhoods which are glued together to form 
a solid ball, as in Figure 10.17. 
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Fig. 10.11. Neighborhoods of an interior point and a face point 

A point on an edge, for example x in Figure 10.18, has a neighborhood 
consisting of four 1/4-balls: 

Fig. 10.18. Neighborhood of an edge point 

To see that this neighborhood is the 3-ball, we use the Generalized Schoen­
flies Theorem 10.17 and show that its boundary is homeomorphic to the 
sphere. The boundary of this neighborhood consists four pieces that each 
look like the skin of a section of an orange which are glued together as 
in Figure 10.19. The appendant edges are indicated to help decide how to 
identify the edges of the boundary complex. Note that section (1) is glued 
to (2) along d on the ab face and to ( 4) along e on the be face, etc. Thus, 
the boundary of the neighborhood can be glued together to form an sphere, 
so the neighborhood itself is topologically equivalent to a ball. 
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Fig. 10.19. The boundary of the neighborhood of the edge point is the sphere 

Consider next the vertices of the cube (Fig. 10.20). 

Fig. 10.20. The boundary of the neighborhood of a vertex point 

Note that the gluing instructions indicate that all eight corners of the box 
are to be identified, since ( -1, 1, 1) "" (1, 1, 1) "" (1, -1, 1) "" (1, -1, -1) "" 
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(1,1,-1)"' (-1,1,-1) "'(-1,-1,-1)"' (-1,-1,1). Thus, a neighbor­
hood of the vertex P consists of eight 1/8-balls glued together as seen in 
Figure 10.20. The boundary of this neighborhood is formed by gluing eight 
triangles together. The boundary of the neighborhood is a surface (since 
it is formed by identifying edges of a set of triangles in pairs), which can 
be seen by the euler characteristic, by cutting and pasting, or by homology 
groups, to be § 2• By Theorem 10.17, the neighborhood is a ball. Thus, the 
space above has ball neighborhoods for each point and so is a 3-manifold. 
It is commonly called the 3-torus or 'Jl'3 , since the construction is analogous 
to the standard 2-dimensional torus, 'Jl'2 • 

(10.19) Example. Another example is created by taking the cube and identi­
fying points of the form (1, y, z) to (-1, -y, z), (x, 1, z) to (x, -1, -z), and 
(x, y, 1) to (-x, y, -1). Since (x, 1, z) is glued to (x, -1, -z), this complex 
glues the left wall (where y = -1) to the right (y = 1) but with a flip. 

c 

b 

b b 

c ...... a 
a c a c a P4 c a c 

~~~~ 
~ o;~::-·,o~~' 

h i h j 

Fig. 10.21. The boundary of the neighborhood of the vertex P is the projective 
plane 

Imagine pushing the walls together with your hands. In the previous 
example of 'Jl'3 you would bring your hands together palm to palm, with 
the fingers of both hands pointing up. In this example, you would push 
the walls out and bring your hands together so that the palm of one hand 
meets the back of the other, with the fingers of one hand pointing up and 
the other down. The other gluings are similar. 
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Point P1 in Figure 10.21 has coordinates (1, -1, 1). Thus, P1 gets glued 
to P2 = ( ~.1, 1, 1) which gets glued to P3 = ( -1, -1, -1) which gets glued 
to P4 = (1, 1, -1). A neighborhood of the point P formed by gluing together 
Pll P2, P3, P4 is built from four 1/ 4-balls. The boundary of the neighbor­
hood at Pis the cell complex of Figure 10.21. The boundary of the neighbor­
hood of the vertex P is lP'2 , not § 2 , so the neighborhood is not topologically 
equivalent to a ball. The figure is then not a manifold, but what is called a 
pseudomanifold. 

(10.20) Definition. A 3-dimensional pseudomanifold is a connected 3-com­
plex K constructed by identifying faces, edges, and vertices of a set of solid 
polyhedra so that the following conditions are met: 

(1) If u E K, then u < T for some 3-cell T E K. 
(2) Every 2-cell K is a face of exactly two 3-cells in K. 
(3) If u1 and Un are 3-cells inK, then there is a sequence of 3-cells u11 

u2, ... , Un such that Ui and Ui+l intersect in a 2-cell. 

Thus, a pseudomanifold is constructed in analogy with a surface sat­
isfying Definition 4.11, but in spite of the best intentions may not be a 
manifold, as in Example 10.19. 

l> Exercise 10.7. Show that the space M obtained from the cube C by 
gluing points of the form (1, y, z) to ( -1, -y, z), (x, 1, z) to (x, -1, -z), 
and (x,y,1) to (x,y,-1) is a 3-manifold. 

3-manifolds are notoriously difficult to analyze. Many of the techniques 
we have developed for use on surfaces fail to yield results. 

(10.21) Theorem. If M is a compact connected 3-manifold, then x(M) = 0. 

Proof. M can be made from a set of solid polyhedra by identifying faces, 
edges, and vertices. Let V, E, F, and 8 denote the numbers of vertices, 
edges, faces, and solid polyhedra in' M, so x(M) = V- E + F- S. 
Let V', E', F', and S' denote the numbers of vertices, etc., in the set of 
polyhedra before gluing them together. As in Example 10.18, each ver­
tex Pll P2, ... , Pv in M has a neighborhood topologically equivalent to a 
solid ball, with boundary a sphere. Thus, for each vertex we get a com­
plex Ki with IKi I = § 2 and Ki has Vi vertices, ei edges, and fi faces, for 
i = 1, 2, ... , V. In Figure 10.20, we studied such a complex for the vertex 
of the 3-torus. By Theorem 5.10, Vi- ei + fi = 2, since x(Ki) = x(§2 ) = 2 

Each edge in M connects two vertices, and so each edge intersects two 
of the Ki complexes, as in Figure 10.22. The vertices of the Ki complexes 
occur precisely at the points where the edges of M intersect Ki. Therefore, 

2E = V1 + V2 + · · · + vv 
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K;~ a 8Ki 
~p_i __ :::,_ __ p-="j~ 

Fig. 10.22. Two vertices and their associated complexes 

Each face of the Ki comple;x:es corresponds to one of the vertices of M 
before gluing as in Figure 10.23. 

face of Ki 

Fig. 10.23. Each face of K, corresponds to a vertex before gluing 

Therefore, 
V' = il + h + · · · + fv 

Let v~ and e~ denote the numbers of vertices and edges in the complex Ki 
before assembly. Before gluing, Ki is a bunch of polygons, so v~ = e~. The 
edges will be identified in pairs to form Ki, so v~ = e~ = 2ei. 

1> Exercise 10.8. Prove the following: 

2E' = v~ + v~ + · · · + v\,. 

2E' = 2e1 + 2e2 + · · · + 2ev 

E' = e1 + e2 + · · · + ev 

It follows from Exercise 10.8 and the arguments above that 

2E - E' + V' = ( v1 + v2 + · .. + vv) - ( e1 + e2 + · .. + ev) 

. + (il + h + · · · + fv) 

= (vl- e1 + !1) + (v2- e2 +h)+···+ (vv- ev + fv) 

= 2 + 2 + · · · + 2 = 2V 



10.3 3-Manifolds 219 

It is obvious that 8 = 8'. Since M is constructed by identifying the faces in 
pairs, F' = 2F .: Each solid is a polyhedron, whose ·boundary is topologically 
equivalent to a sphere, so 

Therefore, 

V' - E' + F' = 28' 

V' - E' + 2F = 28 

(
V' E' ) x(M) = V- E + F- 8 = V- E + F- 2 - 2 + F 

= V - E - ! (V' - E') 
2 
1 

= V- E- -(2V- 2E) 
2 

=0 

D 

Thus, the euler characteristic cannot differentiate between 3-manifolds. 
The converse of Theorem 10.21 is also true, but we will not prove it. 

(10.22) Theorem. Let M be a finite 3-complex constructed by identifying 
faces, edges, and vertices of a set on polyhedra. Then M is a 3-manifold if 
and only ifx(M) = 0. 

In analogy with Definition 4.7, we define: 

(10.23) Definition. A 3-manifold is non-orientable if it contains a Klein 
bottle. 

1> Exercise 10.9. Determine whether the following spaces formed by iden­
tifying the sides of the cube C are 3-manifolds, where 

C = {(x, y, z): -1:::;; x:::;; 1, -1:::;; y:::;; 1, -1:::;; z:::;; 1} 

For those which are manifolds, determine whether they are orientable. 

(1) 

(2) 

{ 

(1,y,z) rv (-1,z,y) 

(x,1, z) rv (z, -1, x) 

(x, y, -1) rv (y, x, -1) 

{ 

(1, y, z) "' (-1, -y, -z) 

(x,1,z) rv (x,-1,z) 

(x, y, -1) rv (x, y, -1) 
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{ 

(1, y, z) rv ( -1, -y, z) 

(3) (x,1,z)rv(x,-1,z) 

(x, y, -1),..., (x, y, -1) 

{ 

(1,y,z),..., (-1,-y,-z) 

(4) (x,1,z),..., (-x,-1,-z) 

(x, y, -1),..., ( -x, -y, -1) 



Chapter 11 

Topology and calculus 

"So far as the theories of mathematics are about reality, they are not certain; so 
far as they are certain, they are not about reality" 

Albert Einstein 

11.1 Vector fields and differential equations in JRn 

(11.1) Definition. Let A ~ JRn. A vector field v on A is a continuous function 
v : A -t JRn. Thus, v associates to every point x E A a vector v(x) in JRn. 

A vector field is pictured as a vector attached at each point of the set, 
as in the examples in Figures 11.1 and 11.2. Thus, one can think of a vector 
field as a set with hair. Vector fields are common in nature: as force fields 
in gravity or electromagnetics, or as velocity vectors for fluids, such as the 
wind or water. 

.J. t .... 

J ~ 

" \ 

'\ 7' ;;. 
~- \ " 'i 1' 
~-- J 

t 1 

Fig. 11.1. v(x, y) = (x, y) Fig. 11.2. v(x, y) = (1- x 2
, 2xy) 

(11.2) Definition. A point where v(x) = 0 is called a critical point for the 
vector field. An isolated critical point x is a critical point such that there 
are no other critical points in some neighborhood of x. 
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We consider only vector fields with isolated critical points in this text. 

1> Exercise 11.1. Sketch the following vector fields on JR.2 , and identify all 
critical points. 

(1) v(x, y) = (1, y) 
(2) v(x, y) = (x, -y)' 
(3) v(x, y) = (y, x) 
(4) v(x,y)=(y,-x) 
(5) v(x,y)=(4x,y) 
(6) v(x, y) = (x2 - 1, y) 
(7) v(x, y) = (y2 - x2 , 2xy) 
(8) v(x,y) = (x,x2 - y2 ) · 

A vector field v on lR.71 can be written as 

where v1, v2, ... , Vn : JR.n ---+ JR. are the coordinate functions of v and 
x = (x1, x2, ... ,xn) E JR.n. The vector field can be interpreted as the system 
of differential equations: 

dx2 
dt = v2(x), ... , dxn ( ) dt =Vn X 

Hone considers a vector field as a system of differential equations, then the 
set of solutions forms a family of paths on JR.n, with the vector v(x) tangent 
to the path through x for every x E JR.n. 

Fig. 11.3. The phase portrait of 
v(x, y) = (x, y) 

Fig.11.4. The phase portrait of 
v(x, y) = (x2

- 1, 2xy) 

By the existence and uniqueness. theorems for the solutions of differen­
tial equations (see any text on differential equations), there is exactly one 
such path through each point x where v(x) :f 0, but at the critical points 
of v the paths may split or join. These paths with the natural directions 
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given by the vector field form a phase portrait of the vector field. The paths 
are called flows. Figures 11.3 and 11.4 give the phase portraits of the vector 
fields of Figures 11.1 and 11.2. 

1> Exercise 11.2. Sketch the phase portraits for the vector fields of Exercise 
11.1. 

Note that the resulting phase portraits for vector fields on JR2 look a 
lot like topographical maps or weather maps. A topographical map gives 
the contour lines of the height function over the area mapped. Contour lines 
are the set of points where the height is a chosen constant. If z = F(x, y) 
defines a function F : IR2 

---t IR, then the contour lines of the graph of F 
are given by the equation F(x, y) =constant, and then along one of these 
contour lines we have 

oF oF 
-dx+-dy=O 
OX oy 

Therefore, along these contour lines, 

dy =- ~; 
dx 8F 

{;}y 

Thus the contour lines of the graph of z = F(x, y) are the flow lines of the 
vector field defined by 

(
oF oF) v(x,y) = oy ,-ox. 

The vectors of the field are tangent to the flow lines. 

~~~ 
~~i 

Fig. 11.5. A topographical map of F(x, y) = y- yx2 

For example, the vector field v(x, y) = (1- x2 , 2xy) of Figure 11.2 is 
induced by the function F(x,y) = y-yx2 • Compare Figures 11.4 and 11.5. 
The contour lines or topographical map is derived by setting F equal to a 
constant. For example, if y - yx2 = 0, then y = 0 or x = ±1. Thus, the 
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lines y = 0 and x = ±1 are the 0-level set. H y - yx2 = k, then y = 1!'z2 , 

and the contour lines are shown in Figure 11.5. 
For a vector field whose component functions have continuous deriva­

tives it is easy to check whether it is possible to find a function F which 
induces the vector field, so that v( x, y) = ( ~~, - ~;'). H the function F 
exists, then its second derivatives will be continuous and so 

82F 82F 
8x8y = 8y8x 

H v(x,y) = (v1(x,y),v2(x,y)) =(~~,-~),then~=-~. Thus, if 
~ =/:- -~, then v is not induced by a function F. The vector field 

v(x,y) = (x,y) of Figure 11.1 is not induced by a function since~= 1 
and-1=-~ · ay. 

1>. Exercise 11.3. Determine which of the vector fields of .Exercise 11.1 are 
induced by a function F : JR2 -+ R, and find the function F where it exists. 

Let us first worry about the behavior of vector fields on the plane. The 
vector field flows smoothly and predictably except at the critical points. Let 
x E JR2 be an isolated critical point of v and let D be a disc neighborhood 
of x so that there are no other critical points in D or on its boundary. 
The boundary of D is a circle C = 8( D). The vector field v attaches a 
non-zero vector at each point of the circle C. Pretend you are walking 
around C in the counterclockwise direction and carrying a divining rod 
which magically points in the direction of the vector field. When you .return 
to your starting point, the divining rod also returns to its original position, 
so during the trip, the divining rod must have made some integer number 
of counterclockwise revolutions, where we count a clockwise revolution as 
-1. This number is called the winding number wv(C) of the vector field 
on the cycle C. The curve C need not be a circle but can be any Jordan 
curve, i.e., any curve in JR2 topologically equivalent to the circle, which will 
enclose a region homeomorphic to a disc by the Schoenflies Theorem 10.16. 
Examples are shown in Figures 11.6 and 11.7. 

Another way of computing the winding number is to normalize the 
vector field on the circle C so that every vector has length 1, i.e., consider 
f(x) = ~~~~~~~~· Hone imagines a v~ctor field as a hairy surface; you have 
just given it a haircut, so that every hair has the same length. Since C can 
be thought of as the circle § 1 , and the set of all vectors of length 1 in JR2 is 
also a circle, f can be thought of as a function f : § 1 -+ § 1. The induced 
function !I : H1 (§1) ~ Z -+ H1 (§1) ~ Z must be multiplication by some 
integer, since it is a homomorphism. This integer is the winding number of 
the vector field v on C. This idea generalizes to higher dimensions, when it 
is called the degree of the function f. By Example 6.17, Hn(§n) ~ Z. 
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5 

~.1~ ·5~1 

0.
•-rh,~· 3 2 

5<- bl 

6 
7 7 

Fig.11.6. Wv(C) = 1 Fig.11.7. Wv(C) = -1 

(11.3) Definition. Let f : §n --+ §n be a continuous function. Then f 
induces a homomorphism fn : Hn(§n) ~ Z --+ Hn(Sn) ~ Z, so fn is 
multiplication by some integer k. Define the degree off as deg(f) = k. 

1> Exercise 11.4. Prove that if f, g : §n --+ §n are homotopic continuous 
functions [see Definition 9.1 and Theorem 9.2], then deg(f) = deg(g). 

1> Exercise 11.5. Prove that if f, g : §n --+ §n are continuous functions, 
then the composition satisfies deg(f o g) = deg(f) · deg(g). 

1> Exercise 11.6. Prove that deg(1sn) = 1 for the identity function on the 
n-sphere. 

1> Exercise 11.7. Prove that iff : §n --+ §n is a homeomorphism, then 
deg(f) = ±1. 

1> Exercise 11.8. The trivial or constant function f : §n --+ §n is defined 
by choosing a point z E §n and lettil;lg f(x) = z for every x E §n. Prove 
that deg(f) = 0. 

(11.4) Theorem. Consider §n £:;; JRn+l as the set of points 

The function f : §n --+ §n defined by 

has degree deg(f) = -1. 

Proof. We choose a simplicial complex to represent the sphere, and compute 
the degree off for this complex. Note that then-sphere can be considered 
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as the boundary of an (n +I)-simplex a = (vo, VI. v2, ... , Vn+l) where 
vo, ... , Vn+l E ~n+l are the vertices of the simplex. Let 

vo = (1,0,0, ... ,0) and v1 = (-1,0,0, ... ,0) 

Place the remaining vertices v2 , .•• , Vn+l on then-dimensional plane con­
sisting of points of the form { (0, x2 , ••• , Xn+l)} ~ ~n+l (Fig. 11.8). 

vo 

Fig. 11.8. The simplex u for dimensions 1, 2, and 3 

Note that f(vo) = v1, f(vl) = vo, and !(vi)= vi fori# 0, 1. Thus, by 
Lemma 7.6, 

f(§n) = f(8(a)) 

= !(8( (vo, v1, v2, ... , Vn+l))) 

= 8(f((vo,vl,V2, ... ,vn+l))) 

= 8( (vb vo, v2, ... , Vn+l)) 

= 8(-(vo,v1,v2, ... ,vn+l)) 

= -8(a) 

Therefore, deg(f) = -1. 0 

The function f of Theorem 11.4 is the reflection of ~n+l about the 
subspace { (0, x2 , ..• , Xn+l)} !::::: ~n ~ ~n+l, and reverses the orientation on 
the simplex a. 

1> Exercise 11.9. Prove that the antipodal function f : §n - §n defined 
by f(x) = -x has degree deg(f) = (-l)n+l. 

We generalize the definition of the winding number of a vector field 
along a Jordan curve to dimensions greater than 2. If v is a vector field on 
~n+l, then fvJr is defined on the set of points where v is not zero and is a 
continuous function to the n-sphere. 
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(lUi) Definition. Let D ~ ~n+l be a set topologically equivalent to the 
n-dimensional ball with boundary C = 8(D) and let f : §n - C be the 
ensuing homeomorphism. Let v be a vector field defined on D with no zeroes 
on C and define v : C - §n by 

_ v(x) 
v(x) = llv(x)ll 

The winding number ofv on C is defined as wv(C) = deg(vo f). 

By Exercise 11.7 and Theorem 11.4, the choice of the homeomorphism 
f in Definition 11.5 essentially chooses an orientation for C. 

t> Exercise 11.10. Let v be a vector field defined on ~n+l and consider a 
homeomorphismg: ~n+l- ~n+l. Note that v' = vog-1 defines another 
vector field. If C ~ ~n+l is homeomorphic to §n such that v has no zeroes 
on C and C bounds a region homeomorphic to the ( n + 1 )-ball Jmn+l, then 
show that wv(C) = Wv'(g(C)). 

Exercise 11.8 and Definition 11.5 imply that the winding number of 
the constant vector field is zero when computed along any Jordan curve 
(Fig. 11.9). 

Fig.l1.9. The constant vector field v with w..,(C) = 0 

(11.6) Theorem. If D is homeomorphic to then-ball with the boundary C, 
and the vector field v is never zero on D, then wv(C) = 0. 

Proof. Since v is never zero on D, the function v : D - §n defined 
by v = fvrr is continuous on all of D. Thus, the composition v o f can be 
considered as a continuous function on the n-ball Bn. Since Bn deformation 
retracts to a point, there is a homotopy from vo f to the constant function. 
By Exercises 11.4 and 11.8, wv( C) = deg(v of) = 0. D 

If the vector field has zeroes inside the set D, then the proof above 
fails, since in this case the function v o f is not defined on the n-ball. It 
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thus seems that the critical points must be the only things that affect the 
winding number. 

(11.7) Lemma. lfv is a vector field on ~_2 and C1 and C2 are 1-cycles such 
that vis never zero on cl and c2. Then Wv(Cl +G2) = Wv(Gl) +wv(G2)· 

t> Exercise 11.11. Prove Lemma 11.7 for dimension 2, considering sepa­
rately the case where G1 and G2 intersect at either a point or not at all, 
and the case where G1 and G2 have an edge in common. 

(11.8) Definition. Let v be a vector field on with isolated critical point x. Let 
D be a disc neighborhood of x with boundary C such that there are no other 
critical points in D or on C. The index ofx is given by Iv(x) = wv(C). 

Note that the index is well defined, since if D1 and D2 are two different 
discs about x, and Gi = 8(Di), then the region between G1 and G2 can be 
divided into two regions A and B which are each homeomorphic to a disc, 
as in Figure 11.10. Note that 8(A) = a+e-c- f and 8(B) = b+ f -d-e, 
and the curves G1 = a + b and G2 = c + d. 

By Theorem 11.6, we know that 

Wv ( 8( A)) = Wv (a + e - c - f) = 0 

Wv(8(B)) = Wv(b + f- d-e)= 0 

Therefore,.using Lemma 11.7, we have 

Wv(Cl)- Wv(G2) =wv(a + b- c- d) 

=wv((a + e- c- f)+ (b + f- d-e)) 

=wv(8(DI)) + Wv(8(D2)) 

=0 
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Some common types of isolated critical points are illustrated in Figure 
11:11. Note that a slight perturbation of a center will change it into a focus, 
where the flow lines spiral around forever, but never reach the critical point. 

*@)* sink center source 

focus saddle point 

Fig.ll.ll. 

dipole 

Except for the center and the focus, notice that each of the examples of 
Figure 11.11 can be broken down into three types of sectors, as illustrated 
in Figure 11.12. 

parabolic sector hyperbolic sector elliptic sector 

Fig. 11.12. A parabolic sector, an elliptic sector, and a hyperbolic sector 

(11.9) Poincare-Bendixson Theorem. If v is a vector field with isolated 
critical point x which is not a center or a focus, let e denote the number of 
elliptical sectors around x, and h the number of hyperbolic sectors around 
x. Then 

e-h 
Iv(x) = 1+--

2 
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The winding number can be though of as 2~ times the total change in 
the angle swept out by the veCtor v(x) as x travels counterclockwise around 
a circle centered at the critical point. 

t> Exercise 11.12. Prove Theorem 11.9, by using the following outline: 

(I) First note that the sum of the angle measures of all the sectors 
around x is 27r. 

(2) Prove that if v has a parabolic sector of measure e radians, then 
the change in the angle of the vector field across the sector is e. 

(3) Prove that if v has a elliptical sector of measure e radians, then the 
change in the angle of the vector field across the sector is e + 1r. 

(4) Prove that if v has a hyperbolic sector of measure e radians, then 
the change in the angle of the vector field across the sector is e - 1r. 

(5) Prove Theorem 11.9 for a vector field v and an isolated critical point 
x which has a finite number of sectors of these three types. 

t> Exercise 11.13. Find the indices of the critical points of Figure 11.13. 

(~ 

(5)~ 

Fig.l1.13. 

t> Exercise 11.14. Draw isolated critical points of index -2, -1, 0, 1, 2. 

(11.10) Poincare Index Theorem for the Disc. Let Dn be homeomorphic to 
ann-ball with cn-l = &(D), and let v be a continuous vector field with 
only isolated critical points xl>x2 , ••• ,xk ED. Then 

k 

Wv( C) = L lv(Xi) 
i=l 
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Proof. Since D is compact, v can have only a finite number of isolated 
critical points. For each critical point Xi find a n-dimensional closed disc 
neighborhood Di so that Xi is the only critical point in Di or its boundary 
Ci = 8(Di)· These discs can also be chosen so that these discs are disjoint. 
Then Wv(Ci) = Iv(Xi)· Connect each ci to the outer circle c by an edge 
ai, so that the edges ai do not intersect each other or the discs Di. In 
dimension 2, note that the set D' = Int(D)- ut1ai- Uf=1Di is topologi­
cally equivalent to an open disc (see Fig. 11.14). In higher dimensions, it is 
necessary to thicken up the chosen edges into solid tubes, and consider the 
set D' = D- Uf=18(tubei)- Uf=1 Di which is homeomorphic to the n-ball, 
as in Figure 11.15. 

Fig. 11.14. D' is homeomorphic to a 
disc 

Fig.1i.15. D' is homeomorphic to 
the 3-ball 

Since the vector field v has no zeroes in D', the winding number is zero 
on 8(D'). The boundary 8(D') consists of C, the Ci's, and the edges ai or 
the associated tubes. Since the edges and the tubes were chosen to avoid 
all the critical points, we have wv(Ci + ai - ai) = wv(Ci) in dimension 
2 by Lemma 11.7, and in higher dimensions it can also be shown that 
Wv(Ci Utubei) = Wv(Ci)· Therefore, 

k 

0 =Wv(8(D')) = Wv(C)- L Wv(Ci) 
i=l 

k 

=wv(C)- Llv(Xi) 
i=l 

D 

As an application, consider a desert island and the height above sea 
level defined on that island. This defines a continuous function h defined on 
the set I (for island), which in turn induces a vector field v = (~z, -~~). 
Note that the critical points of the vector field are the critical points of 
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the function h, i.e., points with a horizontal tangent plane. The island I 
has coastline C homeomorphic to a circle, and the vector field v gives an 
orientation (clockwise or counterclockwise) on C. The vectors v along C 
are tangent to C. 

1> Exercise 11.15. Show that wv(C) = 1. 

The most common critical points on such an island are mountain peaks 
and pits (circular valleys) which are centers for the vector field and so have 
index +1, and saddle points or moun~ain passes, as in Figure 11.16, which 
have index -1. 

Fig.l1.16. A saddle point and its topographical map 

It follows from the Poincare Index Theorem 11.10 that if there are no 
other types of critical points, then 

peaks + pits - passes = 1 

1> Exercise 11.16. Draw topographical maps of imaginary islands with: 

{1) two peaks and one pass 
{2) one peak, one pit, and one pass 

1> Exercise 11.17. Consider the case of an island with several lakes in the 
middle. Show that peaks + pits - passes + lakes = 1. 

1> Exercise 11.18. Draw a topological map of an imaginary island with two 
lakes and two passes and whatever else you need to make it work. 
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11.2 Differentiable manifolds 

In order to be able to do calculus on manifolds, we must impose additional 
structure on the manifolds and the functions. This task is easier if we assume 
that all manifolds are subsets of some JR.N. 

(11.11) Definition. A function f: JR.n -JR.m is smooth iff has continuous 
partial derivatives of all orders. 

If f : JR.n - JR.m is a smooth function, then it can be approximated 
at any point x E JR.n by its differential dfx : JR.n - JR.m where dfx is a 
linear transformation. For functions f : JR. - JR. this is just the standard 
approximation of the curve by its tangent line. In higher dimensions, if 
x = (x1, x2, ... , Xn) and f(x) = (fl(x), h(x), ... , fm(x)), then df is usu­
ally written as the m by n matrix 

dfx = [f)fi (x)] 
OXj 

(11.12) Definition. Let A ~ JR.N. A function f : A - B ~ JR.k is a diffeo­
morphism iff is a homeomorphism and both f and its inverse are smooth. 

Fig. 11.17. These are homeomorphic, but not diffeomorphic 

(11.13) Definition. A smooth n-manifold is ann-manifold M ~ JR.N such 
that every point x E M has a disc neighborhood U relative to M with a 
diffeomorphism f : nn - u' where nn is a disc in JR.n. 

Figure 11.17 gives some examples of spaces which are homeomorphic, 
as studied in Chapter 4, but not diffeomorphic. If a manifold M is smooth, 
then the neighborhood U = f(Dn) about the point x can be approximated 
by dfx(Dn). Since dfx is a linear transformation and Dn is diffeomorphic 
to Rn, we approximate the neighborhood U by the tangent space given by 
TxM = dfx(Rn) ~ RN. See Figure 11.18. 
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Fig. 11.18. The neighborhood U of x and the tangent plane TxM 

The cube is not a smooth manifold, since there is no tangent plane at 
the corners or at the edges. Smooth manifolds are gently rounded; in fact, 
smooth. 

The circle § 1 = { ( x, y) E JR2 : x2 + y2 = 1} is a smooth manifold since 
at any point it has a well-defined tangent line. For example, near the point 
(1,0) E §1, the function f: lR- § 1 defined by f(t) = (cos(m),sin(m)) is 
a diffeomorphism from a small interval around 1 E lR onto a small warped 
interval around {1, 0) E § 1 . The differential of f is given by the matrix 

df = [ -1r sin(m)] 
1rcos(m) 

If we represent points on the circle as vectors x = ( x, y), note that 
dfx(x,y) = 7r(-y,x) .. Recall the dot product defined in linear algebra for 
vectors u = ( u11 ••• , un) and w = ( w11 ••• , wn) in Rn by 

The vectors u and w are perpendicular if and only if u · w = 0. Since for the 
vector x = (x,y) E § 1 we have (x,y) · dfx(x,y) = x(-1ry) + y(1rx) = 0, the 
tangent line given by dfx is perpendicular to the vector x. The same is true 
for higher-dimensional spheres: The tangent space Tx§n is perpendicular to 
the vector x E §n. 

In this text, we will more often appeal to pictures and intuition that 
to explicit computations of. differentials and tangent spaces. 

11.3 Vector fields on manifolds 

Now we are equipped to study vector fields on manifolds. 
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(11.14) Definition. Let M s;;;; JRN be a smooth n-manifold. A tangent vector 
field v on M is a continuous function v : M- JRN such that v(x) E TxM 
for every x E M. Thus, v associates to every point x E M a tangent vector 
v(x). 

Fig. 11.19. A vector field on § 2 Fig.11.20. A vector field on 'll'2 

Note that the definitions of critical points, winding numbers, and in­
dices from Chapter 11.1 can be extended to smooth manifolds since every 
point on a smooth manifold has a disc-like neighborhood. The vector field 
of Figure 11.19 has two critical points, each of index +1, whereas that of 
Figure 11.20 has no critical points. 

(11.15) Theorem. Then-sphere §n has a non-zero vector field if and only 
ifn is odd. 

Proof. If n is odd, then n = 2k - 1, and we can consider §n s;;;; JR2k. Define 
a vector field v on §n by 

V(Xl, X2, • .. , X2k-l, X2k) = ( -X2, X1, .. • , -X2k, X2k-l) 

By taking dot products, note that v(x) is perpendicular to the vector x, 
so v(x) lies in the tangent plane at x and satisfies Definition 11.14. The 
vector field v is never zero on §n. 

If n is even and there is a non-zero vector field v on §n, then let 
v = fvJr. Since the tangent space at x is perpendicular to the radial vector 
x, v(x) cannot be a multiple of x. See Figure 11.21. 

Define a function F for (x, t) E §n x I by 

F(x, t) = cos(?rt) x + sin('rrt) v(x) 

Note that 

IIF(x, t)11 2 =(F(x, t)) · (F(x, t)) 

=(cos(1rt)x + sin(?rt)v(x)) · (cos(?rt)x + sin(?rt)v(x)) 

=cos2 (7rt)llxll 2 + 2 cos(?rt) sin(?rt)(x · v(x)) + sin2 (7rt)llv(x)ll 2 
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Fig.11.21.- x and v(x) 

IIF{x, t)ll2 .= cos2 (1rt) + sin2 (11"t) 
=1 

since llxll = 1 = llv(x)ll and x and v(x) are perpendicular. Thus, F(x, t) 
can be thought of as a vector in §n, and F is a homotopy F : §n x I --t §n. 

The homotopy F is essentially the straight line from x to v(x) pushed out 
to the sphere. Note that F(x, 0) = x and F{x, 1) = -x. Therefore, we have 
a homotopy from the identity function to the antipodal function f on §n. 

Since deg{1sn) = 1 and deg(f) = ( -1 )n+l, there is a contradiction when n 
is even. D 

The Poincare Index Theorem 11.10 extends to vector fields on mani­
folds. As before, we assume that the vector field v has only isolated critical 
points. 

£>Exercise 11.19. Prove that if vis a tangent vector field on a compact 
smooth manifold with only isolated critical points, then v has only a finite 
number of critical points. 

(11.16) Lemma. Any non-zero vector field on the circle § 1 can be extended 
to a vector field on the 2-dimensional ball. 

£>Exercise 11.20. Prove Lemma 11.16. 

(11.17) Poincare Index Theorem. Let v be a tangent vector field on a smooth 
surfaceS with only isolated critical points x1,x2, ... ,xk. Then 

k 

L Iv(Xi) = x(S) 
i=l 

Proof. From Theorem 4.14, all surfaces can be classified as either the sphere, 
the projective plane, a connected sum of tori, or a connected sum of pro­
jective planes. We prove each case separately. 
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The sphere: By Exercise 11.19, v has only a finite number of critical points, 
so we can choose a point y E § 2 well away from all the critical points. By 
continuity, the vector field v is essentially constant on some very small 
neighborhood U about y. Let C denote the boundary of U. Note that C is 
also the boundary of § 2 - U, and § 2 - U is diffeomorphic by stereographic 
projection to a disc. 

§2_ u 
Fig. 11.22. The vector field v on § 2

, on U, and on § 2 
- U 

The winding number of v must now be computed taking into account 
not only the curve C, but also which region surrounded by C is being 
considered. From Figure 11.22, we compute wv(8(U)) = 0 and, similarly, 
Wv(8(§2 -U)) = 2. By Theorem 11.10, wv(8(§2 -U)) = I:~=l Iv(JCi). Since 
all the critical points lie in § 2 - U, it follows that 

k 

L Iv(xi) = 2 = x(§2) 
i=l 

The projective plane: Recall from Example 7.17 that the projective plane 
is the sphere with opposite points identified. Any point in IP'2 can be written 
as p(x) for x E § 2 where p(x) = p( -x). If vis a tangent vector field on 
IP'2' theri define a vector field v on § 2 by v(x) = v(p(x)). If p(xl), p(x2), 
... ,p(xk) are the critical points of v, then v(p(Xi)) = 0 = v(xi) = v( -xi)· 
Thus, x1, -x1, x2, -x2, ... ,xk, and -Xk are the critical points of v. 
Since p : § 2 ----+ IP'2 is the double covering transformation, p is a local 
diffeomorphism, and, thus, by Exercise 11.10, 

Iv(p(x)) = Iv(x) = Iv( -x) 

for i = 1, 2, ... , k. By the Poincare Index Theorem for the sphere, 

k 

2 = L (Iv(Xi) + Iv( -Xi)) 
i=l 
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i=l 

k 

1 = 2:: Iv(p(Xi)) = x(IP'2) 

i=l 

The torus: The following proof is adapted from Sieradski's An Introduction 
to Topology and Homotopy. Let v be a tangent vector field on 'll'2 • Since v 
has only a finite number of isolated critical points, we can choose a loop a 
as in Figure 11.23 such that a does not pass near any of the critical points. 
Cut the torus open along .a, and note that 8('ll'2 - {a}) consists of two 
disjoint circles a1 and a2 . Attach two discs D 1 and D 2 smoothly along each 
circle to get a new manifold 'll''. This type of modification to the manifold 
is called surgery. 

a 

Fig. 11.23. Surgery along a 

Note that v induces a non-zero vector field on ai = 8(Di)· By Lemma 
11.16, v can be extended to a vector field over the discs D •. Thus, v induces 
a vector field v' on 'll'' with the same critical points as v on the main portion 
of the torus, but with some new critical points on the attached discs. 

Let x1, x2, ... , Xk be the critical points of v, and xi, ... , x~ the 
critical points added by v' on D 1 UD2 . Note that'll'' is diffeomorphic to the 
sphere, and also that the discs D1 and D2 can be glued together along their 
boundary circles a1 and a2 to form a sphere. This is denoted by D1 Ua D2; 
see Figure 11.24. 

In particular, the vector field v along the circle a matches up when the 
discs are glued together, so v' defines a vector field on Dr Ua D~ = § 2 • 

m 

2 = x(Dr Ua D~) = 2:: (Iv'(~)) 
i=l 
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Therefore, by the index theorem for the sphere proved above, 

2 =x('ll'') 
k m 

= L (Iv(Xi)) + L {lv' (xD} 
i=l i=l 

k 

= L {lv(Xi)) + 2 
i=l 

k 

x('ll'2) = 0 = L (Iv(xi)) 
i=l 

The Klein bottle: Perform surgery on the handle of the Klein bottle as 
above. This can pictured on the planar diagram as in Figure 11.25. 

D1=~ 
a 
a 

lK.' =bob '..,._--+---;;b bob=§' 
a 
a 

D2=~ 
Fig. 11.25. Surgery on the Klein bottle 

As above, we find that 



240 Chapter 11. Topology and calculus 

k 

x(JK?) = 0 = L (Iv(Xi)) 
i=l 

t> Exercise 11.21. Prove the Poincare Index Theorem for an n-handled 
torus, by doing surgery on each of the handles. 

t> Exercise 11.22. From Lemma 4.15, 3Jl.l'2 = 'Jr2 #Jl.l'2 • Use this and surgery 
on the tori to prove the Poincare Index Theorem for the connected sums of 
projective planes. · 

These exercises complete the proof of Theorem 11.17. 0 

Given a triangulation on a surface, there is a canonical way of con­
structing a vector field corresponding to the simplicial structure. Place a 
sink in the middle of each triangle, a source at each vertex, and a hyperbolic 
critical point at the midpoint of each edge, as in Figure 11.26. 

Fig. 11.26. Constructing a vector field for a triangulation 

Since sinks and sources both have index +1, and saddle points have 
index -1, we have for this vector field 

k 

Llv(Xi) = v- e+ f = x(M) 
i=l 

(11.18} Corollary. One cannot comb the hair on a coconut. 

(11.19) Corollary. At any time, there is a point on the earth where the wind 
is not blowing. 

t> Exercise 11.23. Draw a vector field on the torus with 

(1) one center and one saddle point 
(2) a dipole and two saddle points 
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1> Exercise 11.24. Draw a vector field on the sphere with 

(1) only one critical point 
(2) two centers 
(3) three critical points. 

11.4 Integration on manifolds 

In calculus, you computed a lot of integrals. Usually you integrated over 
sets which happened to be manifolds though, of course, at the time you 
did not know this. Topology forms a natural setting for calculus and can 
be used to simplify and clarify it. None of the theorems in this section are 
proved, since I am just trying to put things you already know into a new 
setting. Integrals on subsets of JR3 can be divided into three types: 

Line Integrals 

1b f(x) dx or [ f(x) dx 

where [a, b] denotes an interval and C is a curve in JRn. 

Surface Integrals 

ILf(x,y)dxdy or lfsfdA 

where R is a region in the plane and S is a 2-dimensional surface in JRn. 

Volume Integrals 

I I h f(x, y, z) dxdydz 

where T is a 3-dimensional solid in JRn .. 

The integrands (the things to be integrated) of these are called dif­
ferential forms and can be written in standard form. We work with three 
variables, though fewer or more could be used. 

(11.20) Definition. A differential form w on JR3 is of one of the following 
forms: 

(0) 0-forms: w = f(x, y, z) where f is a differentiable function. 0-forrTJ,s 
are evaluated at single points. 

(1) 1-forms: w = f(x, y, z)dx + g(x, y, z)dy + h(x, y, z)dz, where f, g, h 
are differentiable functions. These 1-forms are integrated over in­
tervals or over curves, i.e., over 1-manifolds. 



242 Chapter 11. Topology and calculus 

(2) 2-forms: w = f(x, y, z)dxdy + g(x, y, z)dzdx + h(x, y, z)dydz where 
f, g, h are differentiable functions. These 2-forms are integrated over 
regions in the plane or over surfaces, i.e., over 2-manifolds. 

(3) 9-forms: w = f(x, y, z)dxdydz where f is a differentiable function. 
9-forms are integrated over solids, or 9-manifolds. 

(11.21) Definition. If f(x, y, z) is a differentiable function, the differential 
off is defined by 

8f 8f 8f 
df= -dx+-dy+ -dz 

ax .{}y az . 

If w is a 1-form, then w = fdx + gdy + hdz, or if we use variables 
x1,x2,x3 instead of x,y, z and functions h, h, fa instead of f,g, h, then 

w = h(x1,x2,x3)dx1 + h(x1,x2,x3)dx2 + fa(x1,x2,x3)dx3 
3 

= Lfi(x1,x2,x3)dxi 
i=l 

The differential of the 1-form w is the 2-form 

3 3 ar 
w.v = 2:2: axt· dxjdxi 

i=l j=l 3 

We are going to integrate over manifolds with orientation, so that if 0 
is a curve from P to Q, then -0 is the same curve, but traveling from Q 
toP. Thus, 

1 fdx + gdy + hdz = - f fdx + gdy + hdz -o la 
If one evaluates a double integral first in the x-direction, and then in the 
y-direction, one gets the opposite orientation as when one integrates y first, 
then x. Thus, the following theorem makes sense. 

(11.22) Theorem. dxdy = -dydx 

It follows that 
dxdx = -dxdx 

so that 
dxdx = 0 

Other rules for manipulating forms are included in the theorem below: 

(11.23) Theorem. Let w and TJ be k-forms, and>. an £-form. 

(1) d(w) = o 
(2) d(w + ry) = lU.v +dry 
(3) d(w>.) = (w)>. + ( -1)kw(d>.) 
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1> Exercise 11.25. Prove Theorem 11.23 for the cases 

(1) k = 0 and l = 1 
(2) k = 1 = l 

If w is a 1-form, then w = fdx + gdy + hdz where f, g, h : R3 -- R 
are differentiable functions. 

dw = d(fdx + gdy + hdz) 

= d(fdx) + d(gdy) + d(hdz) by (2) of Theorem 11.23. 

= (df)dx + f(d(dx)) + (dg)dy + g(d(dy)) + (dh)dz + h(d(dz)) 

= (~~dx+ ~~dy+ ~~dz) dx+O+ (~;dx+ ~:dy+ ~~dz) dy+O 

(
ah ah ah ) + ax dx + ay dy + az dz dz + 0 

By Definition 11.2i and Theorem 11.22(3) 

a f a f a f ag ag ag 
= ax dxdx + ay dydx + az dzdx + ax dxdy + ay dydy + az dzdy 

ah ah ah 
+ ax dxdz + ay dydz + az dzdz 

= (ag- of) dxdy + (ah_ of) dxdz + (ah- ag) dydz 
ax ay ax az ay az 

Thus, for a 1-form, dw is a 2-form. 
If w is a 2-form, then w can be written as 

w = f(x, y, z)dxdy + g(x, y, z)dzdx + h(x, y, z)dydz 

and, therefore, 

dw =(df)dxdy + fd(dxdy) + (dg)dzdx+ gd(dydz) + (dh)dydz + hd(dydz) 

= [ ( ~~ dx + ~~ dy + ~~ dz) dxdy + f(ddxdy- dxddy)] 

+ [ ( ~; dx + ~: dy + ~~ dz) dzdx + g( ddzdx - dzddx)] 

[(
ah ah ah ) · J + ax dx + ay dy + az dz dydz + h( ddydz - dyddz) 

= ( ~~) dzdxdy + ( ~:) dydzdx + ( ~~) dxdydz 

(
of ag ah) = -+-+- dxdydz 
az ay ax 
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(11.24) Definition. Let M be a smooth manifold. The group of k-forms is 

Ck(M) = {k-forms w defined on M} 

The differential operator defines a function d: Ck(M) ---+ Ck+1(M). 
It follows from Theorem 11.23 that this is a homomorphism. The differential 
works oppositely from the boundary homomorphism on k-chains defined in 
Chapter 6, where a: Ck(M)---+ Ck-1(M). They are, however, related, as 
seen below: 

(11.25) Fundamental Theorem of Calculus. Iff is a continuous function 
with antiderivative F {so ~ = !}, then 

1b f(x)dx = F(b) - F(a) 

This can be restated in terms of differential forms and chains by noting 
that f(x)dx is a 1-form and Fa 0-form with dF = ~ dx = f(x)dx. The 
interval [a, b] is a 1-chain with a[ a, b] = b - a. 

(11.26) Stokes' Theorem or the Topologist's Fundamental Theorem of Cal­
culus. If w is a k-form and C is a (k + 1)-chain, then 

r di.v= r w 
lc lac 

Thus, the traditional Fundamental Theorem of Calculus is Theorem 
11.26 for 0-forms: 

f dF = f F = F(b)- F(a) 
J[a,b] J 8[a,b] 

where integrating a 0-form on a 0-chain is just evaluation of the function 
at the points. 

(11.27) Green's Theorem. Let R be a region in the plane 

faR Pdx + Qdy = fl ( ~~ -C:::) dxdy 

The traditional Green's Theorem is a restatement of Theorem 11.26 
for a 1-form w = Pdx + Qdy. As above, 

(aQ aP) dJ.v = - - - dxdy ax ay 
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Stokes' Theorem {for 1-for.lil.s in three coordinates) and the Divergence The­
orem {for 2-forms) of classical multivariable calculus are interpretations of 
Theorem 11.26 in different settings. 

(11.28) Definition. Let M be a smooth manifold. A k-form w on M is called 
closed if t:M = 0. The subgroup of closed forms is 

zk(M) ={closed k-forms defined on M} 

Closed forms are analogous to cycles in homology. Closed forms are 
especially nice since if w is a closed form and C and D are homologous 
chains, so that C-D = a(E), then 

and, thus, 

fw-fw=f w 
la ln la-D 

-la(E) W 

= L d(w) 

=0 

To summarize: the integral of a closed form over a boundary chain is zero. 

(11.29) Definition. Let M be a smooth manifold. A k-form w is exact if 
there is a (k- 1)-form TJ with w = dTJ. The subgroup of exact forms is 

Bk(M) ={exact k-forms defined on M} 

Exact forms are analogous to boundaries in homology. Note that the 
integral of an exact form over a cycle is zero: Let w = d( TJ) and let C be a 
k-cycle, so 8(0) = 0. 
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(11.30) Definition. Let w and>. be k-forms on M. Then w is cohomologous 
to>. if w- >. = drJ for some (k -1)-form 'TJ· This is denoted by w"" >.. 

Exactly as homology groups were formed, we can form cohomology 
groups (called cohomology since d raises instead of lowers dimensions). 

(11.31) Definition. Let M be a smooth manifold. The kth cohomology group 
of M, denoted by Hk(M) = zk(M)/Bk(M), is the group of equivalence 
classes of elements in zk(M) with the cohomology relation. In other words, 
Hk(M) is zk(M), the group of closed. k-forms on M, with"" used in place 
of=. 



Appendix: Groups 

(A.l) Definition. A group is a set G with an operation* defined so that if 
x, y E G, then x * y E G and the operation* satisfies the following rules: 

(1) Associativity: For all x, y, z E G, x * (y * z) = (x * y) * z. 
(2) Identity: There is an element e E G, called the identity element, 

such that x * e = e * x = x for all x E G. 
(3) Inverse: For each x E G, there is an element y E G, called the 

inverse of x, such that x * y = e = y * x. 
The group G is abelian if, in addition to the above, G also satisfies 

( 4) Commutativity: For all x, y E G, x * y = y * x. 

The set of integers, Z = { ... , -2, -1, 0, 1, 2, 3, ... } is an abelian group 
under the operation of addition. The identity element is the integer 0, and 
the inverse of x is the integer -x. Similarly, the real numbers with addition, 
denoted (JR, +),is an abelian group. The non-zero real numbers, (JR-{0}, · ), 
is an abelian group under multiplication. The multiplicative identity is the 
number 1, and the inverse of x is ~· Note that the integers Z with the 
operation of multiplication is not a group. Properties (1), (2), and (4) are 
true, but the integer 2 has multiplicative inverse ! ~ Z, so (3) fails. 

A non-abelian group is the set of 2 x 2 real invertible matrices with the 
operation of matrix multiplication. This group is commonly denoted by 

GL(2, JR) ~ { ( ~ ~) : a, b, e, d, E lR and ad- be¥= 0} 

The identity element is the identity matrix I = ( ~ ~) . The inverse of 

A = ( ~ ~) is the matrix 

A-l _ 1 ( d -ab) 
-ad- be -e 
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This group is not commutative, since AB is not always equal to BA. For 
example, 

(~ i)·(i ~)=(i ~) 
(i ~)·(~ i)=(i i) 

Most of our work will be with abelian groups. I usually denote the 
identity element by 0, instead of e, for abelian groups, and use + for the 
operation. Property (2) of Definition A.l implies that the identity 0 must 
be in every group. Let us build some examples of abelian groups. 

(1) The smallest possible group is the trivial group, {0}, often denoted 
by G = 0, by a slight abuse of notation. 

(2) If a denotes some non-zero element, a group may be formed using 
0 and a. By Definition A.l(2), we must have 0 + a = a = a+ 0. 
We must define a+ a. If we decide to let a+ a = 0, then a is the 
inverse of a by Definition A.1(3). The set {0, a} defined using these 
additions is an abelian group, denoted Z/2. · 

(3) If, on the other hand, we decide that a+ a is not zero, let us denote 
a + a = 2a (we are, after all, sensible people) for some convenient 
symbol 2a =F 0. Then by A.1(2), 0 + 0 = 0, a + 0 = a = 0 + a, 
2a + 0 = 2a = 0 + 2a. We must choose a value for the new element 
a + 2a = a + a + a = 2a + a = 3a. We can decide that 3a = 0, so 
that the inverse of a is 2a. The set { 0, a, 2a} thus defined is denoted 
Z/3. 

(n) Continue thus to define Zjn = {0, a, 2a, 3a, ... , (n- l)a} with the 
convention that na = 0. 

The groups Zjn defined above are called the cyclic groups. Note that Z/n 
has n elements. 

Note that Z/4 = {0, a, 2a, 3a}, with the natural operations except that 
4a = 0, is an abelian group with four elements. A different 4-element group 
is defined by letting a and b be two unrelated elements. The identity 0 must 
be in every group, and a+O =a= O+a, b+O = b = O+b. We must choose 
values for a + b, 2a = a + a, and 2b = b + b. If we let 2a = 0 and 2b = 0, 
then we have a new group, denoted by Z/2fBZ/2 = {O,a,b,a+b}. We will 
explain this notation later. 

Another way of presenting a group, besides a list of elements and rules 
for all the possible additions or multiplications, is to give only the generators 
and relations. Generators are the basic elements of the group. Every element 
of the group must be some combination of the generators. For example, if 
a group G has generators a, b, c, then typical elements of the group are 
called words and look like abc, b-1c?ba3 , or abcabcabc in a multiplicative 
group. A relation on a group is a condition on the generators. Thus, if 
ab = c, then abc = c?, etc. If the group is abelian, we can further reduce the 
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words by rewriting a word in additive notation and using commutativity. 
A presentation for a group G is a list of all generators and relations. We 
use the notation 

G =[[generators : relations]] 

=[[a1, a2, ... , an : r1. r2, ... , rmlJ 

for a presentation of an abelian group. 'For example, Z/2 = {O,a} with 
2a = 0, as described above, has generator a and relation 2a = 0. We write 
Z/2 = [[a : 2a = 0]]. Similarly, 'll/n = [[a : na = 0]], 7l = [[a]], and 
Z/2 E9 Z/2 = [[a, b: 2a = 0, 2b = 0]]. 

When presenting a group by generators and relations, one assumes that 
all multiples of each generator a (including 0 ·a = 0 and -1 · a = -a) are in 
the group, and that all additions obey the obvious rules and any exceptions 
are listed in the relations. Thus, [[a]] = { ... , -3a, -2a, -a, 0, a, 2a, 3a, ... } 
fooks just like { ... , -3, -2, -1, 0, 1, 2, 3, ... } = 'll. A group is finitely gen-
erated if it has a finite number of generators and relations. 

(A.2) Definition. A subgroup H of a group G is a subset H £;;; G such that 
H is also a group using the addition operation defined for G. 

Consider the group { e} (or 0 in an additive group) consisting only of 
the identity element. This is a subgroup of any group. Another example is 
7l as a subgroup of R with the addition operation. 

When checking to see if a subset H is a subgroup of G, some of the 
properties of Definition A.l are inherited from the group G. 

(0) First check that x * y E H for all x, y E H. 
(1) x * (y * z) = (x * y) * z is true in H since it is true in G. 
(2) One must check that e E H. If so, then e * x = x * e = x in H 

automatically. 
(3) For each x E H, check that the inverse y E H. Then X*Y = Y*X = e 

in H since it is true in G. 
(4) x * y = y * x in H if it is tru~ in G. 

As a shortcut, one uses the following theorem: 

(A.3) Theorem. A non-empty subset H of a group G is a subgroup if and 
only if for any x, y E H, x * y-1 E H, where y-1 denotes the inverse of y. 

1> Exercise A.l Prove Theorem A.3. 

The subset {O,a} = [[a : 2a = OJ] is a subgroup of the group 
Z/2 E9 Z/2 = [[a, b: 2a = 0, 2b = 0]]. Other subgroups of this group are {0}, 
{O,b}, and {O,a+b}. 

1> Exercise A.2 List all subgroups of Z/6. 
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(A.4) Definition. If G1 and G2 are abelian groups with presentations 

G1 =[[al, a2, ... , an: r1, r2, ... , rm]] 

G2 =[[bl, b2, ... , bk : St, s2, ... , sell 

then the direct sum of G1 and G2, written G = G1 EB G2, is the abelian 
group. 

Thus, G1 EBG2 combines all the generators and relations of both groups. 
The group G = [[a, b : 2a = 0, 2b = OJ] discussed above is an example 
of a direct sum. Let G1 = {O,a} = [[a : 2a = OJ] = 'll/2. Similarly, let 
Gz = {O,b} = [[b : 2b = OJ] = 'll/2, where we choose b to represent the 
generator of this copy of 'll/2 to keep it distinct from the generator of G1. 

The choice of the letter is, after all, arbitrary. Then G is the direct sum of 
G1 and Gz, and the notation G = 'll/2 EB 'll/2 is justified. 

Combining two copies of the integers gives 

7l EB 7l =[[a, b]] = { na + mb : n, m integers} 

={ ... ,-2a,-a,O,a,2a, ... ,-2b,-b,b,2b, ... ,a+b,a-b,2a+b, 

... , 2a- 47b, -72a + 37b, etc.} 

The a's denote one copy of the integers and the b's another. Another ex­
ample is 

7l EB 'll/2 =[[a, _b: 2b =OJ] 

={ ... , -2a, -a,O, a,2a, ... ,b,a + b, -2a + b, ... ,na + b, ... } 

1> Exercise A.3 Describe the groups 'll/2 EB 'll/3, 'll/2 EB 'll/2 EB 'll/2, 7l EB 'll/3. 

Some additional concepts can be adapted from linear algebra. 

(A.5) Definition. Let G be an abelian group. 

(1) A subset A~ G spans G if some non-zero multiple of every element 
x E G can be written as a sum of multiples of the elements of A. 
That is, if A= {x1,x2, ... ,xk}, then every x E G satisfies 

for some choice of integers n, n11 nz, ... , nk E Z with n ¥:- 0. 
(2) A set A~ G is independent if no element of A can be written as a 

combination of the other elements of A. Another way of saying this 
is set A is independent if whenever the equation 
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is true, then n1 = n2 = · · · = nk = 0. 
(3) A is a basis for G if A spans G and A is independent. 

Spanning guarantees that some multiple of every element of G can be 
a written as a sum of elements of A, and independence guarantees that 
A contains no redundant elements. Thus, a basis can be considered as a 
minimal spanning set. We say that the trivial group 0 has no basis or a 
basis with no elements, since 0 = 1 · 0 implies that 0 is not independent of 
itself. A basis is almost, but not quite, the same as a set of generators. The 
group Z ~ [[a]] has basis {a} since every element is of the form n ·a for 
some n E Z. The group Z Ef) Z = [[a, b]] has basis {a, b} since every element 
c E Z Ef) Z can be written c = na + mb for n, m E Z. The difference between 
a basis and the generators is shown in groups such as Z/2 = [[a: 2a = 0]]. 
Since 2a = 0, a is not independent of 0. Thus, the basis for Z/2 must 
be the same as the basis for 0, so the basis has no elements. Similarly, 
Z Ef) Z/2 = [[a, b: 2b = 0]] has basis {a} since 2b = 0 = 0 ·a, sob is in the 
span of {a}. 

(A.6) Definition. The rank of a finitely generated abelian group is 

rk(G) =#(elements in a basis) 

That this makes. sense and does not depend on the particular basis 
chosen is proved in: 

(A.7) Theorem. G is a finitely generated abelian group. Then any two bases 
for G have the same number of elements. 

1> Exercise A.4 Prove Theorem A. 7. 

Thus, {0} has rank 0 and Z ·has rank 1. Similarly, rk(Z/2) = 0, 
rk(Z Ef) Z) = 2, rk(Z E9 Z/2) = 1. 

(A.8) Theorem. Let G1 and G2 be finitely generated abelian groups. 

1> Exercise A.5 Prove Theorem A.8. 

(A.9) Definition. G is a abelian group with a finitely generated subgroup 
H. Let x,y E G. Then x "'y (mod H) if x- y E H (that is, x- y = h 
for some h E H). The relation "' (mod H) is an equivalence relation. The 
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group formed by the elements of G with "" (mod H) used in place of= is a 
new group denoted GjH. Elements ofG/H are written either as [x] or as 
x(mod H), where [x] = x(modH) denotes the set of all elements equivalent 
to x and is called the equivalence class of x. 

An example of this process is the group Z/2 which is really shorthand 
for Z/271... Note that 2Z is the set of even integers and is easily seen to be 
a subgroup of the group of integers Z. The new group Z/2 is formed when 
x"' y (mod 2) if x- y E 2Z, i.e., if x- y is even. Thus, -1 "' 1 "'3 "' 5, 
etc., and -2 "' 0 "' 2 "' 4 "' .... Up. to equivalence there are only two 
elements, so Z/2 is the two-element group. 

(A.lO) Theorem. Let G be a finitely generated abelian group. 

rk(G/H) = rk(G)- rk(H) 

Outline of proof Let {x1,x2, ... ,xk} be a basis for H, so that rk(H) = k. 
A basis for G can be constructed from this basis for H, so the basis for G 
is 

where rk(G) = n. It can be shown that {xk+1!Xk+2, ... ,xn} is a basis for 
GjH. D 

(A.ll) Definition. Let G1 and G2 be groups. A homomorphism is a function 
f: G1 ---+ G2 such that f(x * y) = f(x) * f(y) for all x,y E G1. An iso­
morphism is an invertible homomorphism. Groups are isomorphic, written 
G1 ~ G2, if there is an isomorphism between them. 

If G is any group, the identity function, denoted by 1o and defined by 
1o(x) = x for all x E G, is easily seen to be a homomorphism. Another 
homomorphism is the zero or trivial homomorphism, denoted by 0, defined 
for any groups G and H, by O(x) = e for all x E G, where e is the identity 
element in H. 

1> Exercise A.6 If f : G1 ---+ G2 is a homomorphism, from group G1 to 
group G2 and ei is the identity element in Gi, prove that f(el) = e2 and 
f(x-1) = (f(x ))-1. 

1> Exercise A. 7 If G is a finitely generated abelian group with a finitely 
generated subgroup H, there is a natural homomorphism f : G ---+ G / H 
defined for x E G by f(x) = x (mod H). Show that -this is a well-defined 
homomorphism. 
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1> Exercise A.8 H G is a finitely generated abelian group with a finitely 
generated subgroup H, show that G/0 ~.G, and G/G ~ 0. 

(A.12) Definition. Let G1 and G2 be groups with f : G1 -+ G2 a homo­
morphism. The kernel off is 

ker{f) = {x E G1 : f(x) = 0} 

The range or image of f is 

R{f) = {y E G2 : y;, f(x) for some x E G1} 

1> Exercise A.9 Show that ker{f) is a subgroup of G1 and R{f) is a sub­
group of G2. 

(A.l3) Theorem. Let f: G1 -+ G2 be a homomorphism of the groups G1 
and G2. Then 

rk(ker(f)) + rk(R{f)) = rk(G1) 

1> Exercise A.lO Prove Theorem A.l3. 

A combination of the theorems above may be used to prove the useful 
theorem: 

(A.14) Theorem. Let G be a finitely generated abelian group. Then G is 
isomorphic to a direct sum of the form 

where zn denotes ZEBZEB· · ·EBZ, the direct sum ofn Z's, and Z/mi denotes 
the cyclic group [[a : mja = OJ] for rhj E Z. Thus, rk( G) = n. 

Proof. Omitted. 

This theorem is the most practical way of computing ranks. 

1> Exercise A.ll Reduce the following groups to the standard form of The­
orem A.14 and find their ranks. 

(1) G = [[a,b,c,d,e,J,g,h,i,j,k,l: a- h = 0, d + e = 0, e + f = 0, 
b - h + i = 0, i - j - k = 0, f + g - l = 0, k - l = 0, a - g = 0, 
j = 0, b + c = 0, c + d = OJ] 

(2) G' = [[a, b, c, d, e, f, g, h : a - e = 0, f + g = 0, h - f - e = 0, 
b + h = 0, c + d = 0, b - h = 0, c - 2d = OJ] 
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If f : G1 -+ G2 is a homomorphism and one knows what f does to 
each generator of G1, then one can calculate what f does to any element 
of G1. For example, if G1 is an abelian group generated by a, b, e, then 
any element of G1 can be represented as ka + £b + me for some integers 
k, .e, m E .Z. Then 

f(ka + .eb +me)= kf(a) + £f(b) + mf(e) 

There are only two possible homomorphisms f : Z -+ Z/2, though 
there are many functions from Z to Z/2. Let Z = { ... , -2, -1, 0, 1, 2, ... } 
which is generated by the number 1, and Z/2 = {O,a}. One homomor­
phism is the trivial homomorphism defined by O(n) = 0 for each n. An­
other homomorphism is defined by letting !(1) =a. Since 2a = 0 in Z/2, 
!(2) = 2f(1) = 2a = 0, f(3) = 3f(1) = 3a = 2a+a = O+a =a, etc. Thus, 

f(n) = { ~ if n is even 

if n is odd 

Consider homomorphisms f : .Z/2 -+ .Z. We must choose f(a). If 
f(a) = n E Z, then f(2a) = f(O) = 0, since 2a = 0 in Z/2. On the other 
hand, f(2a) = 2f(a) = 2n E .Z. Thus, 2n = 0 for n E Z. The only integer n 
with 2n = 0 is n = 0. The only homomorphism f : .Z/2 -+ Z is the trivial 
one. 

t> Exercise A.12 List all possible homomorphisms: 

(1) f : Z ---t Z/3 
(2) f : .Z/3 -- z 
(3) f : Z/2 -+ Z/6 
(4) f: Z/6-+ .Z/2 
(5) f: z-- z 

Another way of representing homomorphisms for abelian groups is 
borrowed from linear algebra. Let f : G ---t H be a homomorphism. 
Coordinates can be used to represent elements of G. For example, if 
G = [[a, b, e : 2b = OJ], then the ordered triple (1, 3, -2) stands for 
1a + 3b - 2e. To use this system, the set of generators and the order 
in which they will be referenced must be clearly stated. Also note that 
if the group has relations, this representation will not be unique. Above, 
(1, 3, -2) = a+3b-2e = a+b+2b-2e = a+b+0-2e = a+b-2e = (1, 1, -2). 
If the elements of G and H are represented in coordinate form, then the 
homomorphism f can be represented by a matrix. To form a matrix rep­
resenting f : G -+ H, first fix generating sets x1,x2, ... ,xn for G and 
Yl, Y2, ... , Ym for H, then take each generator Xi of G, in order, and figure 
out f(xi)· Write f(xi) in vector form as a combination of the yj's in H. 
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Them x n matrix for f is then formed by setting f(xi) in the matrix as 
the ith column. 

f = [f(xl) I f(x2) I · · · I f(xn)] 

Multiplying a vector or ordered n-tuple representing an element x.of G by 
the matrix gives another vector, which will represent f(x) in H. 

1> Exercise A.l3 Consider the homomorphism 

f : Z EB Z EB Z/2 EB Z EB Z/2 -- Z EB Z/6 EB Z/3 EB Z/2 

defined by f(a) = w, f(b) = w, f(c) = 3x, !(d)= 0, f(e) = z, where 

Z EB Z EB Z/2 EB Z EB Z/2 ~ [[a, b, c, d, e : 2c = 0, 2e = OJ] 

ZEB Z/6 EB Z/3 EB Z/2 ~ [[w,x,y,z: 6x = 0,3y = 0, 2z =OJ] 

(1) Find a matrix representing f. 
(2) Using your answer from (1), compute the following and then rewrite 

as a combination of the generators: 
(i) f(a+b+c+d+e) 

(ii) f(2a+3b+2c-4d-e) 
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surface, 68 

normal space, 46 

one-point union, 140 
one-to-one, 23 
onto, 23 
open cover, 44 
open set, 10, 37 

relative, 18 
orientation 

of cell, 118 
and homology, 136 
of simplex, 126 

pancake theorem, 33 
parabolic sector; 229 
path, 190 

constant, 194 
homotopy of, 190 
product of, 192 

permutation, 168 
phase portrait, 222 
planar diagram, 62 
Platonic solid, 101 
Poincar&-Bendixson Theorem, 229 
Poincare Conjecture, 198 
Poincare Index Theorem, 230, 236 
point-set topology, 5, 7 
polygonal curve, 208 
polyhedron, regular, 101 
presentation, group, 249 
product of paths, 192 
product space, 47 
projective plane, 71 

coloring, 113 
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cover of, 165, 203 
planar diagram of, 71 
vector field on, 237 

pseudomanifold, 217 

quotient space, 51 

radial projection, 111, 188 
range, 19, 253 
rank, 251 
realization, 58 
regular polyhedron, 101 
regular space, 46 
relation, 248 
relative 

exterior point, 18 
interior point, 17 
limit point, 18 
neighborhood, 16, 41 
open set, 18 

retraction, 186, 199 
deformation, 187 

saddle point, 229 
Schoenflies Theorem, 211 
separation axioms, 46 
sequence; .14 
set-theoretic inverse, 21 
sheets of covering space, 162 
simplex, 73, 126 

boundary of, 126 
diameter, 177 
oriented, 126 

simplicial approximation, 176 
Simplicial Approximation 

Theorem, 178 
simplicial complex, 73 

mesh, 177 
vector field on, 240 

simplicial function, 151 
singular homology, 197 
sink, 229 
skeleton, 58 
smooth 

function, 233 
manifold, 233 
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source, 229 
space, topological, 37 
span, 250 
spanning tree, 94 
sphere, 25, 62 

coloring, 110 
as covering space, 165, 203 
euler characteristic of, 98 
homology groups, 132 
planar diagram, 62 
vector field on, 235, 237 

star, 174 
stereographic projection, 25 
Stokes' Theorem, 244 · 
subdivision 

barycentric, 75 
common, 95, 173 

subgroup, 249 
subspace topology, 16, 41 
surface, 64 

classification of, 79 
genus of, 107 
non-orientable, 68 
triangulated, 76 

surface with boundary, 66 
associated surface, 108 
classification of, 87 
genus of, 108 
triangulated, 86 

surgery, 238 

Ti space, 46 
tangent space, 233 
tangent vector field, 235 
'topographical map, 223 
topological equivalence, 4, 24 
topological invariant, 91 
topological property, 26 
topological space, 37 

Hausdorff, 46 
normal, 46 

regular, 46 
Ti, 46 
triangulable, 73 

topology, 37 
algebraic, 6 
basis for, 37 
combinatorial, 5, 55 
discrete, 41 
extrinsic, 63 
finite-complement, .46 
geometric, 5 
half-open, 40 
identification, 54 
indiscrete, 41 
metric, 37 
point-set, 5, 7 
product, 48 
quotient, 51 
subspace, 16, 41 

torus, 48 
3-, 216 
coloring, 112 
planar diagram, 62 
vector field on, 238 

tree, 92 
spanning, 94 

triangulation, 73 
minimal,109 
on surface, 76 
on surface with boundary, 86 

underlying space, 58 

vector field, 202, 221 
constant, 227 
on simplicial complex, 237 
tangent, 235 
winding number of, 224, 227 

wedge product, 140 
winding number, 224, 227 
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