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Preface 

Research in the past thirty years on the foundations of thermodynamics has 
led not only to a better understanding of the early developments of the 
subject but also to formulations of the First and Second Laws that permit 
both a rigorous analysis of the consequences of these laws and a substantial 
broadening of the class of systems to which the laws can fruitfully be 
applied. Moreover, modem formulations of the laws of thermodynamics 
have now achieved logically parallel forms at a level accessible to under­
graduate students in science and engineering who have completed the 
standard calculus sequence and who wish to understand the role which 
mathematics can play in scientific inquiry. 

My goal in writing this book is to make some of the modem develop­
ments in thermodyamics available to readers with the background and 
orientation just mentioned and to present this material in the form of a text 
suitable for a one-semester junior-level course. Most of this presentation is 
taken from notes that I assembled while teaching such a course on two 
occasions. I found that, aside from a brief review of line integrals and exact 
differentials in two dimensions and a short discussion of infima and suprema 
of sets of real numbers, juniors (and even some mature sophomores) had 
sufficient mathematical background to handle the subject matter. Many of 
the students whom I taught had very limited experience with formal and 
rigorous mathematical exposition. For this reason, I have begun with a 
presentation of the foundations of classical thermodynamics in which many 
aspects of modem treatments are introduced in the concrete and simple 
setting of homogeneous fluid bodies. In addition, this material gives the 
student enough background to permit independent study of the vast classi­
cal literature and provides for an appreciation of the historical roots and 
logical structure of the modem treatments. I have benefited greatly from the 
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beautiful exposition of classical thermodynamics by Truesdell and Bharatha1, 

and my presentation of classical thermodynamics follows theirs in many 
respects. Because the main part of this book is itself an extension and 
broadening of the classical subject, I have chosen to give only an elemen­
tary, direct account of the classical foundations. In particular, I have 
treated a very limited subclass of the homogeneous fluid bodies covered by 
Truesdell and Bharatha. 

Chapters II through V contain the basic material on the modem founda­
tions of thermodynamics in the form of parallel treatments of the First and 
Second Laws. The laws of thermodynamics are first stated in terms of the 
concepts of heat, hotness, and work and mention only special cycles of a 
thermodynamical system. The main goal in these chapters is to express the 
content of these laws in terms of arbitrary processes of a system. This turns 
out to be more difficult in the case of the Second Law, because it is a 
non-trivial matter even to re-express its content in a form which applies to 
arbitrary cycles. The results of Chapters III and IV establish the equivalence 
of the First and Second Laws with statements of the following type: a 
distinguished interaction between a system and its environment either vanishes 
or is of fixed sign in every cycle. For the First Law, this statement expresses 
the fact that thermal and mechanical interactions are comparable in a 
simple and precise sense. For the Second Law, this statement is a generaliza­
tion of the Clausius inequality given in traditional treatments of thermody­
namics and, in rough terms, says that the integral of the heat added divided 
by absolute temperature is never positive for a cycle. It is important to note 
here that the notion of an absolute temperature scale emerges from the 
analysis leading to this equivalent statement of the Second Law and permits 
one to free the original statement of the Second Law from its restriction to 
speciill cycles. A similar remark applies to the notion of "the mechanical 
equivalent of heat" with respect to the First Law. 

The main goal of the modem development is fully realized in Chapter V, 
where statements of the type in italics above are shown to be equivalent to 
the existence of functions of state whose differences are equal to or provide 
upper bounds for the distinguished interactions. In the case of the First 
Law, equality holds and the function of state is called an energy function 
for the system; for the Second Law, the function of state, or "upper 
potential", is called an entropy function. At bottom, the modem work on 
foundations shows that the concepts of absolute temperature, energy, and 
entropy can be obtained as consequences of primitive, natural, and general 
statements of the First and Second Laws, and such concepts yield equiva­
lent statements of these laws which are known to be important for applica­
tions. 

lClassical Thermodynamics as a Theory of Heat Engines, 1977, New York Heidelberg 
Berlin: Springer-Verlag. 
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As I mentioned above, the study of homogeneous fluid bodies in Chapter 
I helps to ease the reader into the more abstract and formal modem work, 
and homogeneous fluid bodies appear extensively in Chapters II through V 
both as illustrations and as important "model systems". Because modem 
applications include many systems not describable as homogeneous fluid 
bodies, I have devoted the bulk of Chapters VI and VII to a discussion of 
the main features of some important non-classical systems: viscous fila­
ments, elastic-perfectly plastic filaments, and homogeneous bodies with 
viscosity. In order to keep the discussion at the right mathematical level and 
to permit easy comparison with the earlier analysis of homogeneous fluid 
bodies, I chose to maintain the classical assumption of spatial homogeneity. 
The additional restriction to isothermal processes made in Chapter VI 
provides further simplification: it yields a statement of the Second Law 
which mentions only the concept of work. In Chapter VI, elastic filaments 
are the counterparts of homogeneous fluid bodies, in that every process of 
an elastic filament has a reversal, and the work action changes signs under 
reversals. Viscous filaments do not have these properties, but instead exhibit 
approximate behavior of this type when processes are performed sufficiently 
slowly. Elastic-perfectly plastic filaments are similar to viscous filaments, in 
that they do not admit reversals of arbitrary processes. However, they differ 
from viscous filaments in an important way: there is no approximation for 
elastic-perfectly plastic behavior which yields a classical analysis of rever­
sals. 

I regard the study of systems with viscosity as crucial for a thorough 
understanding of thermodynamics, because these systems provide a simple 
and precise way of making explicit one of the kinds of approximations 
which underlie the concept of "quasi-static processes" in traditional presen­
tations. Therefore, I have devoted a second section of Chapter VI as well as 
all of Chapter VII to systems with viscosity. In Section 4 of Chapter VI, I 
begin with the notion of the latent heat associated with a phase transition at 
fixed temperature in an elastic filament. Although the latent heat is not well 
defined for an analogous process in a viscous filament, it is natural to 
consider an elastic filament which approximates the viscous filament in slow 
processes and to compare its latent heat with the heat gained by the viscous 
filament. The results of this analysis give a vivid illustration of the lack of 
symmetry in the roles which thermal and mechanical energy play in nature: 
work done against viscous forces in a filament can contribute to melting or 
vaporization, but solidification and condensation cannot cause viscous 
forces in the filament to do work on its surroundings. In Chapter VII, I 
remove the restriction that processes be isothermal and study the conse­
quences of the First and Second Laws for homogeneous viscous bodies. The 
modem conceptual framework is employed to analyze viscous bodies, and 
this analysis features homogeneous fluid bodies as approximating systems. 
The material in Chapter VII helps the reader to view the results of Chapter I 
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on classical thermodynamics from a modern perspective and establishes the 
consistency of the classical and modern approaches. 

The reader will notice that this book is not self-contained in two respects. 
First of all, I have not attempted to provide here the background material 
from elementary mathematical analysis used throughout the book. This 
material includes standard notions of continuity, differentiability, and inte­
grability (in Riemann's sense) for real-valued functions of no more than 
three variables. Secondly, I have not discussed the background for the 
concepts of heat and hotness in a way which emphasizes the physical 
underpinnings of these notions. Such a discussion would fall under the 
headings of calorimetry and thermometry in standard physics texts on 
thermodynamics. For both types of background material, I have provided 
references at the end of this book. Also, I have there outlined the contribu­
tions of various researchers to modern thermodynamics and have provided 
references to some of their work. In the outline and references, no attempt 
has been made to survey all of the interesting and fruitful areas of modern 
research in thermodynamics. Indeed, attention is focused there on work 
closely related to the approach taken in this book. Nevertheless, some of the 
references given there will help the reader who is interested in other 
directions of modern research. 

It is a pleasure to acknowledge the inspiration and encouragement pro­
vided through the years by my teachers and colleagues Bernard D. Coleman, 
Morton Gurtin, Walter Noll, James Serrin, and Clifford Truesdell. It is my 
hope that this book adequately reflects not only their specific contributions 
to thermodynamics but also a common goal underlying their scientific 
research: the realization of a harmonious union of natural science and 
mathematics. I wish also to thank John Thomas for his helpful comments at 
various stages in the preparation of this book and Stella DeVito for her 
expert typing of the manuscript. Finally, I am indebted to Ernest Mac­
Millan and K. R. Rajagopal for their careful reading of the galleys and 
page proofs. 
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Introduction 

Thermodynamics studies the mechanisms through which physical systems 
become hotter or colder. Such mechanisms include conduction of electricity, 
mechanical friction, thermal radiation, and surface heat transfer. One of the 
important tasks of thermodynamics is to explore the restrictions which 
nature places on these mechanisms. An example of a restriction of this type 
is obtained by considering a metal block at rest on a rough metal table with 
both block and table at the same temperature T1. Our physical experience 
tells us that the two objects will not in and of themselves supply thermal 
energy to their common interface with the effect that the block accelerates 
from rest relative to the table, and the block and table both attain a lower 
temperature To. On the other hand, our experience does accept as plausible 
the reverse sequence of events: both objects begin at temperature To with 
the block moving relative to the table and then the block decelerates to rest 
while the objects heat up to temperature T1. This example suggests that 
relative motion of rough surfaces in contact can cause objects to become 
hotter, but that objects do not spontaneously cool down in order to initiate 
such relative motion. In other terms, the initial mechanical energy of the 
moving block can cause thermal energy to flow into the block and the table, 
whereas that same thermal energy of the rest system is not directly available 
for supplying mechanical energy to the block. Thus, mechanical and thermal 
energy appear not to play symmetrical roles in nature, and other elementary 
examples show this to be the case of electrical and thermal energy. The main 
goal of thermodynamics is to make such restrictions explicit and to analyze 
the consequences of these restrictions. 

Much of classical thermodynamics concerns thermal and mechanical 
interactions between a physical system and its environment. In fact, when 
thermodynamics emerged in the last century as a science, there was much 
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effort devoted to the problem of designing efficient engines which could 
deliver work through the heating and cooling of an operating medium such 
as water, and the celebrated Second Law of thermodynamics itself arose out 
of attempts to maximize the efficiency of heat engines. Throughout this 
presentation, thermal and mechanical interactions will be studied to the 
exclusion of electromagnetic and chemical interactions. Thus, we may call 
the subject of this book thermomechanics and content ourselves with the fact 
that a solid understanding of this subject will provide a basis for the study 
of other branches of thermodynamics. 

The physical concepts underlying thermomechanics tum out to be those 
of heat, hotness and work, and these concepts are at the heart of both 
classical and modem treatments. Where classical and modem approaches to 
thermomechanics differ is in the nature of the physical systems which they 
attempt to study. One of the major aims of this book is that of making these 
differences explicit. For the moment it suffices to say only that modem 
treatments of thermomechanics cover a much broader class of physical 
systems than do the classical treatments. 

The restrictions on interacting systems which form the basis of thermody­
namics usually begin as observations about simple physical systems and are 
subsequently restated as general laws which are required to hold "univer­
sally." Much of the difficulty in traditional treatments of thermodynamics 
lies in a failure to make explicit the meaning of the word" universally." To 
give this word a clear meaning and thereby to delimit the scope of 
thermodynamics requires the use of a precise language to describe basic 
concepts, to state assumptions, and to carry out logical arguments. Mathe­
matics is the most appropriate language for this purpose, and the reader will 
note from the outset that this presentation uses mathematics more exten­
sively than most. Indeed, this presentation is axiomatic in nature, as are the 
standard presentations of Euclidean geometry. In order to prevent discus­
sions from becoming unduly formal, I shall try to provide whenever possible 
physical motivation for the assumptions made and physical interpretations 
for the results obtained. Thus, my goal is to present some basic aspects of 
thermodynamics by allowing physical ideas to provide the basic input and 
mathematical structure to provide the vehicle for expressing and developing 
these ideas. 
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CHAPTER I 

Classical Thermodynamics 

1. Homogeneous Fluid Bodies 

The physical systems which we shall study in this chapter are fluid bodies 
such as a definite quantity of a liquid or gas in a finite container. The term 
"homogeneous" is used to indicate that the state of the fluid does not vary 
from point to point within the container. It is not difficult to accept this 
notion of homogeneity as being both plausible and useful. What is difficult 
to accept, and what causes much confusion in both the exposition and 
application of classical thermodynamics, is the idea that a fluid body evolve 
in time and also be homogeneous at every instant. An evolution of this type 
is difficult to visualize, because we usually think of effecting changes in a 
body by manipulating its boundary in some way. (Here we can think of 
supplying mechanical or thermal energy to part of the container by moving 
one of its walls or placing hotter or colder bodies in contact with it.) We 
expect that the state of the fluid inside the container will change first at 
points near the container walls and later at points in the center of the 
container, and at any instant the condition of homogeneity will not strictly 
apply. Therefore, the notions of evolution in time and spatial homogeneity 
generally are not physically compatible. Nevertheless, the idea that a fluid 
body evolve through spatially homogeneous states is an essential part of 
classical thermodynamics, and we are led to interpret evolution of this type 
as an approximation to evolution which proceeds slowly compared to the 
speed at which local changes of state can propagate from point to point. 

Thus, in classical thermodynamics it is natural to regard "evolution 
through homogeneous states" as an approximation to, or as an idealized 
description of, evolution which is slow (in a sense that depends upon the 
particular fluid body under consideration). It is interesting to look ahead 
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momentarily and to note that, in our mathematical description of classical 
thermodynamics, the principal interactions between a homogeneous fluid 
body and its environment are independent of the speed at which the state of 
the fluid changes. In other words, the formal structure of classical thermody­
namics turns out to be "rate-independent" and, therefore, cannot by itself 
offer an analysis of the approximations employed in its physical interpreta­
tion. A principal motivation for modern research in thermodynamics is that 
of providing a mathematical framework in which an analysis of this type 
can be carried out. Although the details of this analysis require more 
advanced mathematics than is used in this book, the mathematical founda­
tions studied in Chapters II through V do provide a conceptual basis for 
such an analysis. Moreover, the examples of viscous behavior studied in 
Chapters VI and VII permit an explicit analysis of the effects of "retarding" 
processes in time and so allow us to describe precisely how a homogeneous 
fluid body can approximate a homogeneous body with viscosity. 

We turn now to the basic concept in classical thermodynamics. 

Definition 1.1. A homogeneous fluid body ffis prescribed by giving a state 
space ~, consisting of states (V,O), a pressure function ft, a latent heat 
function 1\, and a specific heat function a which satisfy the following condi­
tions: 

(ff1). ~ is an open, convex subset of R++ x R++; 
(ff2). ft, 1\ and a are real-valued and continuously differentiable on ~; 
(ff3). throughout ~, aft / av is negative, a is positive, and 1\ does not 

vanish. 

We call V the volume and 0 the temperature of the fluid in the state (V, I). 
Since both V and 0 are required in (,%1) to be positive numbers, we can 
visualize the state space ~ as a subset of the first quadrant of a V-I) plane, 
with ~ not touching either of the coordinate axes. We interpret I) as the 
temperature measured with respect to a preassigned scale. The choice of 
scale is fixed throughout this chapter and is restricted in a way which will be 
explained in Chapter IV. For definiteness, the reader may take the preas­
signed scale to be the Kelvin scale, which is obtained from the familiar 
Celsius scale by a shift of about 273 degrees, but neither an understanding 
of this particular scale nor an understanding of the concept of temperature 
scales, in general, is required in this chapter. The numbers ft(V, I), 1\(V, I), 
and a( V, I) are called the pressure, the latent heat (with respect to volume), 
and the specific heat (at constant volume), respectively, at the state (V, I). 
[The symbols k and c v often replace a and the term" heat capacity" often 
replaces "specific heat" in traditional treatments.] As we shall indicate 
presently, the functions ft, 1\ and a permit us to define the work and the net 
heat gained associated with certain physical processes of a homogeneous 
fluid body. In fact, these three functions describe all of the physical 
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properties of a homogeneous fluid body which are relevant to classical 
thermodynamics. 

The condition that afz/av always be negative means that, at constant 
temperature, the pressure in the fluid must increase as the volume decreases. 
The opposite condition a fz / av > 0 would mean that the force required to 
move a piston into a chamber filled with the fluid would decrease as the 
piston moves into the chamber and compresses the fluid. Thus, by simply 
putting a weight on top of the piston, we could compress the fluid down to 
zero volume (provided we can keep the temperature constant). This unstable 
situation is ruled out by (ff3). The condition that "K not vanish and the 
continuity of "K imply that "K is of one sign on ~. In later sections we will be 
in a position to show that this requirement on "K excludes from our theory 
the so-called "anomalous" behavior of water at 4°C temperature, 1 atm 
pressure. In other words, our theory is not equipped to study water under 
these conditions. 1 The condition that " be positive will be interpreted 
following our definitions of heat gained and work. 

Classical thermodynamics is concerned with the evolution of physical 
systems in time, and this aspect of our treatment of homogeneous fluid 
bodies is described via the concept of a "path." A path represents the states 
which a body assumes during a time interval, taking into account the order 
in time in which the states are assumed but not the speed at which they are 
encountered. The next definition makes this concept precise. 

Definition 1.2. A path I? for a homogeneous fluid body ff is an oriented, 
piecewise continuously differentiable curve in ~. 

The standard mathematical definition of the term "oriented curve" permits 
us to describe a path as a collection of "equivalent" functions mapping 
intervals of the form [t1' t 2 ] into ~. Each such function can be thought of as 
determining a point (V( 7"), O( 7"» which moves through ~ as 7" increases from 
t1 to t 2. Two functions of this type are then said to be equivalent if the 
moving points in each case trace out the same locus in ~ in the same 
direction, irrespective of the rate at which that locus is traversed. It turns 
out that we can specify a path I? by giving a single function (V, if): 
[0, 1] ~ ~ (Figure 1). A function of this form whose components have 
derivatives which, except at a finite number of times, do not vanish 
simultaneously is called a standard parameterization of I? 

In defining the concept of a path, we have ignored the speed at which a 
locus in ~ is traversed. This approach can be justified by the fact that, for 
homogeneous fluid bodies, the classical expressions for the work and the 
heat gained do not depend upon that speed. 

lTruesdell and Bharatha allow ~ to vanish at certain points and require only that ~ be open 
and connected. 
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Figure 1. A path for ff. 

Definition 1.3. Let P be a path for a homogeneous fluid body.'#'. The work 
done by.'#' along P is the real number 

W(p):= 1 jedV 
p 

:= tje(V('T),Ii(r»)V·('T)d'T; 
o 

(1.1) 

the net heat gained by .'F along P is the real number 

H(P):= {f:..dV+odO 

: = f [ f:.. ( V ( r),iT ( r ) ) V· ( r) + 0 ( V ( r ), Ii ( r ) ) Ii· ( r )] dr. (1.2) 

Here, (V, Ii) is a standard parameterization for P, and (V·, Ii) denotes its 
derivative. 

The expressions for W(P) and H(P) in (1.1) and (1.2) as integrals over 
[0,1] justify our use of the symbols jpje dV and jpf:.. dV + 0 dO, since the 
integrals over [0,1] are, in fact, line integrals of the vector fields (je,O) and 
(f:.., ,,) along the oriented curve P. Our assertion above, that the classical 
expressions for the work and heat gain do not depend upon the speed of 
traversal of a locus in ~, can now be justified by citing a standard result on 
the independence of parameterization for line integrals of vector fields. In 
fact, this result must also be used to show that the expressions for W(P) and 
H(P) do not depend upon the choice of standard parameterization (V, Ii) 
for P which appears in (1.1) and (1.2). 

The formula (1.2) permits us to interpret the condition on " in (.'#'3), 
Definition 1.1. According to (1.2), along any path with V a constant 
function, i.e. along any vertical path in ~, H(I?) is given by the integral 
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f pa dO or, equivalently, 

H(P}= ta(V(T},O(T})O"(T}dT" 
o 

(1.3) 

Therefore, since a is assumed to be positive, H(P) will be positive if 0 
increases along P and negative if 0 decreases along P. In other words, (1.2) 
and (~3) require that a homogeneous fluid body absorb heat when its 
temperature is increasing at constant volume and emit heat when its 
temperature is decreasing at constant volume (Figure 2). 

Let (V, 0) be a standard parameterization of a path P for~. The number 

h( T}:=;\(V( T},O( T))V'( T}+a(V( T},o( T})lf( T} (1.4) 

is called the rate of gain of heat or the heating at time T with respect to (V, 0). 
Unlike the net heat gained along P, the heating depends upon (V, 0) as well 
as upon P. The following definition gives integrals of certain functions of h 
which, like H(P), tum out to depend upon Palone. 

Definition 1.4" The heat absorbed H+(P) by ~ along P and the heat emitted 
H-(P) by ~ along P are defined by 

(loS) 

and 

(1.6) 

The integrands in (1.5) and (1.6) are non-negative functions of T. In fact, 
(h( T) + 1 h( T ) 1)12 equals h( T) or zero depending upon whether h( T) is 
positive or non-positive. Similarly, ( - h( T) + 1 h( T) 0/2 equals zero or - h( T), 
depending upon whether h( T) is positive or non-positive (Figure 3). 

e 

4--------------------------v 
Figure 2. Paths of constant volume. 
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The relations (1.2), (1.4), (1.5), and (1.6) immediately imply 

H(IP) = H+ (IP)- H- (IP) 

for every path for'%. 

(1.7) 

A path IP is called an adiabatic path if IP has a standard parameterization 
(V, if) such that h( 'T) = ° at all but a finite number of times 'T in [0,1]. In 
view of (1.4), it is natural to study adiabatic paths by considering the 
initial-value problem 

(,%2) in Definition 1.1 assures us that this initial-value problem has a 
unique solution () = O(V) whose graph extends in both directions to meet 
the boundary of~. We call this curve the adiabat for.%through (VO,()O) 
(Figure 4). The uniqueness of solutions of ( *) guarantees that the adiabats 
through (VO, ()O) and (VO, 8°) coincide or are disjoint curves. Consequently, 
the adiabats for .%form a simple covering of ~ and can be used as a family 
of coordinate curves for ~ (although we will not have occasion to do so 
here). All of the adiabats for .%have positive slope if X < ° and all have 
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negative slope if X > 0. We note without proof that P is an adiabatic path if 
and only if P is contained in an adiabat. 

An isotherm for .'F is the intersection of ~ with a horizontal line 0 = 

constant, and an isothermal path is one which is contained in an isotherm. 
Suppose PI and P2 have standard parameterizations (VI' 01 ) and (y;, O2 ), 

respectively, such that 

(~(1), 01 (1») = (Y;(O), 8;(0)), (1.8) 

i.e., the final point of PI and the initial point of P2 coincide. The path 
P2 * PI is then defined by means of the standard parameterization 

OS7"<1 

1S7"sl 
(1.9) 

and is called PI followed by P2 • The condition (1.8) guarantees that (1.9) 
defines a continuous function; in fact, (1.9) provides a piecewise continu­
ously differentiable function whose derivative vanishes at most at finitely 
many points in the interval [0,1]. Provided that conditions of the type (1.8) 
are satisfied, finite successions P n * ... * P2 * PI of paths can be defined by 
repeating the above procedure. Of course, PI * P2 need not be defined if 
P2 * PI is, so the operation * is not commutative, in general. 

Let P be an arbitrary path for .'Fand (V, 0) be a standard parameteriza­
tion of P. The reversal Pr of P is the path determined by the standard 
parameterization 

7"E [0,1]. (1.10) 

A path P is said to be simple if, with the possible exception of its endpoints, 
no pair of states encountered along P are coincident. More precisely, a 
simple path P has a standard parameterization (V, 0) such that 

(V(7"l),o(7"l») * (V(7"2),o(7"2») for 7"1*7"2 and {7"1''T2} * {0,1}. 

(1.11 ) 
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Figure 5. A simple cycle. 

A path IJlI is a cycle for $if its endpoints coincide, i.e. 

(V(l),8(l))= (V(O),8(O)) (1.12) 

for every standard parameterization of 1JlI. 
Let IJlI be a simple cycle, i.e. a path which is both simple and a cycle. Such 

a path encloses a simply connected region, Int 1JlI, the interior of IJlI (Figure 
5). A simple cycle is said to be positively oriented if its interior is on the left 
as one moves along IJlI with increasing time. Otherwise, IJlI is said to be 
negatively oriented. 

A Carnot path for $is a finite succession of paths which are alternately 
adiabatic and isothermal. A Carnot cycle for $ is a simple cycle which 
consists of two adiabatic paths and two isothermal paths. Of course, just as 
for adiabats, the class of Carnot cycles varies from one fluid body to 
another with the functions j:. and d (Figure 6). However, no matter which 
fluid body one considers, each state (V, 8) of $has a neighborhood which 
contains Carnot cycles for $. Moreover, a Carnot cycle can be completely 
specified by giving the temperatures on the two isotherms and one point on 
each adiabatic path. 

In the theorem which follows, we list some fundamental properties of H, 
H+, H- and Won some of the special paths just introduced. 

8 8 
...-----/8---" \ ); \ ~ \ 

\ I , / 

'----~ 

/EJ----,,\ 
I ~ I 
I / 
\ / 
\ / '-. - - - -'cr 

-+-------------v --~-------------v 
">:>0 

Figure 6. Typical Carnot cycles for.fF. 
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Theorem 1.1. Let .'Fbe a homogeneous fluid body. There then hold: 

(1) H(I?J = - H(I?), 
W(l?r) = - W(I?), 

for every path I? for.'F; 

H+ (I?r) = H- (I?), 
H- (I?r) = H+ (I?), 

(2) if 1?2 * I?I is defined and I stands for H, W, H+ or H-, then 

I(1?2 * I?I) = I(1?2) + I(I?I); 

(3) if I? is a simple cycle for.'F, then 

-If. (aF.. a() ) H(I?) = + ao - av dVdO, 
IntI' 

W(I?) = + 11 aafto dVdO, 
IntI' 

h { -+}. k d· h h 1IlI· {Positively} . d were IS ta en accor mg to w et er Ir IS . I orzente. 
negatwey 
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The verification of (1)-(3) is left as an exercise. Of these properties, only 
(2) will carry over to more general thermodynamical systems. Property (1) 
depends heavily on the existence of reversals for each path for .'Fand on the 
special behavior of line integrals on reversals; property (3) rests on the fact 
that ~ is a subset of the plane. 

It is convenient to divide the collection of Carnot cycles for a homoge­
neous fluid body into two classes: (a) Carnot cycles for· which heat is 
absorbed only at the upper temperature and emitted only at the lower 
temperature and (b) Carnot cycles for which heat is absorbed only at the 
lower temperature and emitted only at the upper temperature. A Carnot 
cycle of type (a) will be called a Carnot heat engine, while one of type (b) 
will be called a Carnot refrigerator. The operation of a Carnot heat engine 
can be understood if one imagines the fluid body to be inside a cylinder 
with a movable piston at one end. If the initial state of .'F is state CD in 
Figure 7, then the first adiabatic path corresponds to insulating the cylinder 
from its environment and compressing the fluid by moving the piston slowly 
toward the fixed end of the cylinder. This compression continues until .'F 
reaches the upper isotherm, namely at state C6l . The cylinder is then placed 
directly in contact with a furnace whose temperature is O2 , whereupon heat 
is allowed to flow into .'Fwhile the piston moves away from the fixed wall. 
This expansion continues until the vertex Q) is reached, at which time the 
cylinder is again insulated from its environment. The fluid experiences the 
second adiabatic path through a continued expansion which terminates at 
state @) . The final path is accomplished with the cylinder in contact with a 
condensor at temperature 01 and with the fluid being compressed at that 
temperature until it achieves state CD once more. The operation of a Carnot 
refrigerator can be visualized in an analogous manner. 
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Figure 7. The two kinds of Carnot cycles. 

Before we begin our discussion of the laws of thermodynamics for 
homogeneous fluid bodies, we introduce an important example of such a 
body, an ideal gas. 

Definition 1.5. An ideal gas is a homogeneous fluid body eg for which 

RO - M 
jZ(V,O) = V' A(V,O) = V' 

(1.13) 
,,(V,O)=o(O), };=R++XR++. 

Here, R and A are positive numbers and 0 is a continuously differentiable, 
positive-valued function on R ++. 

It is easy to show that this definition is consistent with Definition 1.1, so we 
are justified in calling an ideal gas a homogeneous fluid body. The formula 
for the pressure is the classical law of Boyle and Charles to describe the 
behavior of gases. The formula for the latent heat i.. in (1.13h is attributed 
to Mayer (1845) by Truesdell and Bharatha and is striking in its close 
resemblance to the equation of state (1.13h. The term "ideal" is appropriate 
to describe eg, because one need only specify two numbers R and A and a 
single function 0 in order to obtain all of the properties of eg, throughout the 
entire V-O quadrant, which are relevant to classical thermodynamics. 

The main property of an ideal gas for our presentation is the exactness of 
two differentials which involve the heating and working associated with eg. 
This property is a consequence of the definition of an ideal gas and, thus, is 
a theorem in classical thermodynamics. In Section 2 we shall encounter a 
similar property in the context of general homogeneous fluid bodies. There 
it will turn out that the exactness of the corresponding differentials is 
equivalent to the First and Second Laws of thermodynamics for homoge­
neous fluid bodies. 

Theorem 1.2. Let eg be an ideal gas and let J = R/ A. There then hold for every 
cycle IJlI of eg: 

(1.14) 
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and 

¢. i;. a 
-dV+ -dO =0 

pO 0 ' 

11 

(1.15) 

i.e., (Ji;. - jz) dV +JadO and i;./OdV + a/OdO are exact differentials on ~. 

PROOF. Because for every (V, 0) in ~ the functions jz and i;. satisfy jz(V, 0) 
- Ji;.(V, 0) = 0, it follows that 

~ (- jz +Ji;.) dV +JadO = J~o(O) dO (1.16) 

for every cycle Ill. If CV, if) is a standard parameterization of such a cycle 
and if 0 ~ ~(O) is an antiderivative for 0, then (1.16) implies the relations 

~ ( - jz + Ji;.) dV + Ja dO = J fo (if ( T)) if· ( T) dT = J f :T ~ (if ( T)) dT 

= J[ H if (1))- H if (0))] = o. 
The last relation follows from the fact that if(l) = if(O) for every standard 
parameterization of a cycle, and (1.14) has been proven. The proof of (1.15) 
is similar and is left as an exercise for the reader. D 

The relation (1.14) can be written in the equivalent form 

~ jzdV= ~ ~i;.dV + adO, 

i.e., 

W(IIl) = ~ H(IIl) (1.17) 

for every cycle III for '§. This implies that the ratio of work done to net heat 
gained by '§ on cycles is a constant depending only on the given parameters 
R and A for '§. (1.15) asserts that the differential i;. dV + a dO associated with 
the heating becomes exact when multiplied by I/O. This fact is not easy to 
interpret directly, but it has powerful consequences when formulated for 
general homogeneous fluid bodies. 

2. The First Law; Energy 

The First and Second Laws of thermodynamics are assertions that restrict 
the functions W, H, H+ and H- for homogeneous fluid bodies. The 
realization that such restrictions should occur in nature is due to the great 
French engineer Sadi Camot, who in 1824 published a book entitled 
Reflections on the Motive Power of Heat and on Machines Suitable for 
Developing that Power. Camot there gave the essential ideas underlying the 
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Second Law of thermodynamics, but his work was obscured by his use of 
the Caloric Theory of Heat, which asserted that the net heat gained by a 
body along a cycle must be zero and which subsequently was proven 
incorrect through the beautiful experiments of Joule. It was Clausius who 
showed that Carnot's ideas could be recast in accordance with Joule's 
experiments and whose treatment of the First and Second Laws forms the 
basis for the versions of these laws presented in this chapter. 

First Law. There exists a positive number J such that, for every homogeneous 
flUid body.'F, there holds 

W(IJl) = JH(IJl) (2.1) 

for every cycle IJl for.'F. 

The number J is called the mechanical equivalent of heat. According to the 
First Law, J can be determined by taking a particular homogeneous fluid 
body.'Fo and a particular cycle lJlo for.'Fo and computing W(lJlo)/ H(lJlo). For 
example, (1.17) shows that the mechanical equivalent of heat equals RIA 
and that RI A has the same value for every ideal gas. 

The first theorem of this section gives conditions which are equivalent to 
the relation (2.1). 

Theorem 2.1. Let .'Fbe a homogeneous fluid body. The follOWing conditions are 
equivalent: 

(1) W{IJl) = JH(IJl) for every cycle IJl for.'F; 
(2) there exists a twice continuously differentiable function E: ~ -+ ~ such that 

(2.2) 

(3) the functions ft, f:.., and d satisfy 

a (- ) ad a{} JA - ft = J av· (2.3) 

This theorem tells us that the content of the First Law is equivalent to 
each of conditions (2) and (3). A function E satisfying (2.2) is called an 
(internal) energy function for.'F, and each such function satisfies the relation 

E(V2' (}2)- E(VI' (}I) = ~ (Jf:.. - ft) dV +Jd d{} (2.4) 

for every pair of states (VI' (}I)' (V2' (}2) E ~ and for every path IJl from 
(VI' (}I) to (V2, (J2). (2.4) can also be written in the form 

E(V2, (}2)- E(VI' (}I) = JH(IJl)- W(IJl). (2.5) 

On the left-hand side there appears a function of state only, while on the 
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right a function of path. This relation is usually interpreted by saying that 
the quantity JH - W, which equals J times the heat gained by §" plus the 
work done on §", is "conserved" or is "path-independent." Each of the 
relations (2.1) and (2.5) is sometimes referred to as a statement of conserva­
tion of energy. It is easy to verify that two functions E and E which satisfy 
(2.2), (2.4) or (2.5) can differ by at most a constant through ~. Hence, if we 
require in advance that internal energy functions for ~vanish at a preas­
signed "standard state" for ~, then the constant must be zero and there is 
exactly one "normalized" internal energy function for~. Condition (3) is 
significant in that it gives a condition on /I, i.. and d, the functions which 
define~, which is equivalent to the relation (2.1) in the First Law. That 
(2.3) implies the conditions (1) and (2) rests on the fact that the state space 
~ for ~, being a convex set, is simply connected. Without the simple 
connectivity of ~, one can only assert that (2.3) is implied by each of 
conditions (1) and (2). Whether or not ~ is taken to be convex, condition (3) 
shows that the First Law does not permit arbitrary homogeneous fluid 
bodies to be present in nature. In other words, if we accept the First Law, 
then we must also accept the fact that materials cannot be constructed at 
will. As we shall see presently, the Second Law admits the same interpre­
tation. The proof of Theorem 2.1 rests on standard results from Vector 
Analysis and will not be given here. 

In order to avoid the presence of the symbol J in relations involving the 
First Law, one often assumes that units of heat and work have been chosen 
so as to give J the numerical value 1. In this case, (2.1) becomes 

H(P)- W(P) =~ (i.. - /I) dV + dd(J = 0 (2.6) 

for every cycle P, and the other formulae involving J have corresponding 
simplifications. If one uses W, the work done on ~, rather than W, the work 
done by ~, then, since W = - W, the relation (2.1) becomes 

JH(P)+ W{P) = O. (2.7) 

This form of the First Law (with or without the simplification J = 1) occurs 
frequently in the literature. 

3. The Second Law; Entropy 

The Second Law in the form to be given here is a condition on Wand H+ 
which is to hold for a special class of cycles, namely, Carnot heat engines. 
This restriction is in contrast to the First Law which is a condition on W 
and H which is to hold for every cycle of a homogeneous fluid body. The 
contrast will turn out to be illusory; we later will give a condition on 
arbitrary paths which is equivalent to the Second Law. 
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Second Law. For every non-trivial Carnot heat engine C, W(C) > O. More­
over, if C.% and C.% are Carnot heat engines for homogeneous fluid bodies $.1 

1 2 

and ff2' respectively, and if C %1 and C %2 have the same operating tempera-
tures, then there holds: 

W(C%J = W(C%J = H+ (C%J = H+ (C%J (3.1) 

By a non-trivial Carnot heat engine, we mean one whose isothermal 
segments each has non-zero length and whose operating temperatures are 
distinct. In the following discussion, the term "non-trivial" will be under­
stood when we speak of Carnot heat engines. We now paraphrase Carnot's 
original argument for adopting the Second Law, noting in advance that our 
reasoning is valid whether one employs the Caloric Theory of Heat, as 
Carnot did, in which there holds H(P) = 0 for every cycle P of every 
homogeneous fluid body, or the First Law as given by (2.1) [or its equivalent 
forms in Theorem 2.1]. Our argument is based on the following assertion: no 
system can occur in nature which employs homogeneous fluid bodies operating 
through cycles in order to absorb heat at one temperature and to emit the same 
amount of heat at a second, higher temperature, without doing any work on its 
environment. In other words, in order for heat to flow from a lower to a 
higher temperature, some part of a system must change its state or the 
system must do work (or have work done on it). As strong as this statement 
seems, it is quite reasonable on intuitive grounds. In fact, if a system could 
pump heat from a lower to a higher temperature without expending work or 
undergoing a change in state, our heating problems in winter would forever 
be solved: heat from the cold surroundings of a house could be pumped into 
the warm inside to compensate for the continual loss of heat through the 
walls and roof of the house, and this process would cost nothing in terms of 
expenditure of energy! We will be pragmatic and accept the idea that such a 
situation is impossible. Granted the validity of the italicized assertion above, 
our argument in support of the Second Law proceeds as follows. Suppose 
that there exist two homogeneous fluid bodies ff} and ff2 with Carnot heat 
engines C %1 and C %2 satisfying 

W(C%I) = W(C%2)' (3.2) 

and having the same operating temperatures 8} < 82 , i.e., suppose that (3.1) 
is false in a particular instance. For each cycle P of either ff} or ff2 we have: 

[in Clausius' Theory] 

(with J = 1) 
[in the Caloric Theory] 

Using Clausius' theory together with (3.2), we obtain 

H- (C%J = H+ (C%J- W(C%J > H+ (C%,)- W(C%J 
= H- (C%,) (3.3) 



3. The Second Law; Entropy 

W(<<:%l 
_____ 2 

8t -----,Tr----
+ W(<<:%i [emitted] 

Figure 8. 

and, moreover, 
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82 

H+ (C so,) - H+ (C so2 ) = H+ (C so,) - W(C so,) + W(C S02)- H+ (C S02 ) 
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= H- (CsoJ- H- (C so,). (3.4) 

Consider now C S02 and (C so) r' the reversal of C so,. The action of (C so) rand 
C S02 can be depicted schematically as in Figure 8. Carnot imagined coupling 
(C """ )r and C.'PC together in such a way that the interactions between these 

--"", 2 

two cycles would be additive at each of the operating temperatures (see 
Figure 9). The positivity of H+(C so)- H+(C so,) and of H-(C so)- H-(C so,) 
as well as the vanishing of W(C so,)- W(C so) follow from (3.2) through 
(3.4). These relations also imply that the coupled system absorbs H-(C so) 
- H-(C so,) units of heat at 81 and emits the same quantity of heat at the 
higher temperature 82• What is more, the coupled system experiences no net 
change in state and does no work. Thus, the coupled system would violate 
our original premise, and we are forced to reject (3.2), thereby affirming 
(3.1) and the Second Law. 

It is important to observe that the argument just given to motivate our 
eventual affirmation of the Second Law can be carried out using the Caloric 
Theory instead of the First Law. In fact, the relation H-(P) = H+(P) itself 
permits us to deduce H-(C so) > H-(C so,) in (3.3) and H+(C so)- H+(C so,) 
= H- (C so) - H- (C so,) in (3.4), starting from (3.2). From that point on, the 
argument does not use the First Law, so one reaches the same conclusion as 

t H+(<<:%t)-H+(<<:%2)>0 

82---.1..---- [emitted] 

Figure 9. Coupled system. 
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before, namely, that (3.2) violates the original premise in our discussion. 
One must also keep in mind that the above argument is suggestive and 
heuristic in nature rather than being rigorous or precise, and we therefore 
cannot claim to have "proven" the Second Law on the basis of the premise 
above. Nevertheless, the argument is compelling in its directness and 
simplicity, and we shall adopt the Second Law in the form (3.1) throughout 
the remainder of this chapter. 

The Second Law can be restated in the following equivalent way: there 
exists a function (81,82 , W) ~ d( 81,82 , W) such that, for every homogeneous 
fluid body $", there holds 

(3.5) 

for every Carnot heat engine for$" operating between temperatures 81 < 82 . In 
other words, no matter which homogeneous fluid body is employed, the 
function .91 permits us to compute the heat absorbed by that body, for any 
Camot heat engine, in terms of the operating temperatures and the work 
done by the body. Because (3.5) applies to all Camot heat engines operating 
between 01 and 02 and to all homogeneous fluid bodies, we refer to .91 as a 
universal function. Moreover, if we can find a function dr§ such that (3.5) 
holds for every Camot heat engine for a given ideal gas, then the universal 
functiondmust equaldr§. In fact, according to the Second Law, knowledge 
of the relationship between °1,°2 , W(C ff) and H+(C ff) for anyone homoge­
neous fluid body$" determines that relationship for every such body. These 
facts suggest that we attempt to determine dr§ from our knowledge of the 
functions for @which occur in the formulae for Wand H+: (1.1), (1.2), and 
(1.5). If we can find dr§ in this way, then we will have found d. 

In order to implement the strategy just outlined, we let 81, 82 and W be 
positive numbers with 81 < 82 , and we attempt to construct a Camot heat 
engine C r§ for an ideal gas ~ which operates between 81 and 82 and for 
which W(Cr§) = W. To this end we consider a Camot heat engine of the 
form depicted in Figure 10. Once VI and V2 are given, the Carnot heat 
engine is determined. In fact, the adiabats through (VI' 82 ) and (V2' 82 ) are 

e 

8, ~,~----~----L-~,® 
,@ I 
I I 
I I 

-j __ ----'----' ____________ ...L.----L _____ V 
V, v4 v2 V3 

Figure 10. The cycle C (9'. 
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given by 

(3.6) 

(3.7) 

respectively, as can be seen by solving the initial-value problem (*) in 
Section 1 using the formulae in (l.l3) for 'A and 0 and setting (VO, 0°) 
= (VI' (2) and (V2, ( 2), respectively. Because heat is absorbed only along the 
upper isothermal path, there holds 

+ ( ) j v2 - ( ) j v2 O2 V2 H C f9 = A V,02 dV = A V dV = A02 In V . 
~ ~ 1 

(3.8) 

The quantity W(Cf9) is computed from (3) in Theorem l.1 and (1.13) as 
follows: 

(3.9) 

where (3.6) and (3.7) have been used to compute In[<P2 (0)1<P 1(0)]. The 
numbers VI and V2 can now be chosen, using (3.9), so that W(C f9 ) equals 
the given number W, and (3.8) and (3.9) yield 

H+ (Cf9) = J(020~ (
1

) W(Cf9) (3.10) 

with J = RIA. Because 01, O2 and Ware arbitrary, this formula gives the 
relationship between °1, °2, W(C..'F) and H+ (C..'F) for every heat engine for 
every homogeneous fluid body, and the universal function dis given by 

( ~ ( ) d 01'02'W)= J(02- 01) W. 3.11 

[Truesdell and Bharatha show that d must have the form 

h (°2 ) 

d(Ol,02'W)= g(02)-g(Ol) W 

without having to employ ideal gases.] 
To summarize, we have shown that the Second Law is equivalent to the 

assertion that 

(3.12) 
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for every Camot heat engine C y for every homogeneous fluid body~. This 
formula has the immediate consequence 

W(C y ) 81 --,'--:-..:::....:..,....=1--
JH+(C y ) 82 ' 

(3.13) 

which is Kelvin's formula for the efficiency W(Cy)/JH+(C y ) of a Carnot 
heat engine. Because 81 < 82 , Kelvin's formula tells us that this efficiency is 
strictly less than one and can approach one only through the use of a 
sequence of Camot heat engines for which 01/82 tends to zero. In particu­
lar, we have the striking conclusion: no homogeneous fluid body employed as 
the working substance for a Carnot heat engine permits the heat absorbed to be 
completely converted into work. It is instructive in this regard to rewrite 
(3.13), using (2.1) and (1.7), in the forms 

8 
H- (C y) = --1. H+ (Cy ) (3.14) 

82 

and 

(3.15) 

The formula (3.14) shows that the heat emitted is proportional to the heat 
absorbed and the factor of proportionality is independent of the homoge­
neous fluid body~. Thus, irrespective of working substance~, a definite 
portion of the heat absorbed along the upper isotherm must be emitted at 
the lower isotherm for a Camot heat engine, and the Second Law can tell us 
how the net heat gained H = H+ - H- is distributed between heat absorbed 
and heat emitted for such paths. The formula (3.15) actually shows that a 
Camot heat engine can be used as a thermometer whose reading will be 
independent of the homogeneous fluid body employed in that engine. 
Indeed, we need only use 82 as a fixed, reference temperature and calculate 
the temperature of an object from (3.15) by running a Camot heat engine 
between the reference and unknown temperature 81 while measuring H+ 
and H-. This calculation would be simplified by arbitrarily giving the 
reference temperature O2 the value 1 ° on a new scale, so that the unknown 
temperature on the new scale would be H-(C y)/ H+(C y). Such a tempera­
ture scale is sometimes called absolute, since it does not depend upon the 
substance used in the measuring device. 

The relation (3.12) between H+(Cy ) and W(C y ) will now be applied to 
sequences of Camot heat engines which shrink to a fixed state (VO, 0°). This 
procedure enables us to obtain a restriction on 'i.. and fz to complement the 
relation (2.3) obtained from the First Law. Suppose that (VO, 8°) is a state 
for ~ and let Cy be the Camot heat engine with (VO,8°) as its upper 
right-hand vertex shown in Figure 11. It is clear that a Camot cycle C y of 
this form can be constructed for ~ for 81 sufficiently near 8° and VI 
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8 

Figure 11. 

sufficiently near VO. There now hold 

H+ (C oF ) = j vo);. (V, 0°) dV 
VI 

(3.16) 

and 

aft 
W(CoF)=jf aodVdO 

Inle,. 

=l(JO( ('MfJ) aft (V,{) dV) dO, (3.17) 
(JI JtJ>I«(J) ao 

and the relation (3.12) between H+(C oF) and W(C oF) for arbitrary Carnot 
heat engines yields 

J( 0° - 01 ) jVo);.(V, 0°) dV = 0° 1(Jo(1tJ>2«(J) a:o (V, 0) dV) dO. (3.18) 
VI (JI tJ>1«(J) 

The relation (3.18) must hold for every choice of 01 sufficiently near ()O and 
every choice of VI sufficiently near va. Therefore, we may differentiate 
(3.18) with respect to 01 to obtain 

- J jVo);.(V, ()O) dV = - 0° l<1>2«(JI) a:o (V, ( 1 ) dV, 
~ ~(~) 

and, taking the limit as 81 increases to 8°, we obtain 

j Vo);.(V, 00) dV= ~ rtJ>2W) aft (V, ()O) dV. (3.19) 
VI J JtJ>IW) a{) 

It follows from the construction of C oF that 

VI = </>1 ( 0 0), Vo = </>2 ( () 0), 

so that (3.19) becomes 

JV O _ 8° vo aft 
A(V,OO)dV=T j ao(V,OO)dV. 

VI VI 
(3.20) 
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Because (3.20) holds for every VI sufficiently near V", this relation can be 
differentiated with respect to VI to yield 

- ;\(VI' (J0) = - (JJO ¥o(Vl' (J0), 

and, letting VI tend to V", we obtain 

;\{VO (J0) = (J0 ~(VO (J0) , J a(J , . 

The state (VO, (JO) was chosen arbitrarily at the outset, and this fact permits 
us to write 

(3.21) 

for every state (V, (J) in ~. In other words, the Second Law implies that the 
function jz determines the function ;\ through the formula (3.21) (called the 
Carnot - Clapeyron relation). (In the derivation of (3.21), we assumed without 
mention that the latent heat is positive. When the latent heat is negative, a 
minus sign appears in front of the right-hand side of (3.16) and of (3.17), 
and the derivation procedes from (3.18) as above.) We are now in a position 
to state the following result. 

Theorem 3.1. Let ff'be a homogeneous fluid body. The First and Second Laws 
imply the formulae (2.3) and (3.21) as well as the relations 

~ (J;\ - jz) dV +J(Jd(J = 0, 

~ ;\(~,(J) dV+ (J(~(J) d(J=O, 

which hold for every cycle P for ff'. 

(3.22) 

(3.23) 

Before giving the proof of this theorem, we note that (3.23) is equivalent 
to the relation 

11 ~( T) dT = ° 
o (J(T) 

(3.24) 

for every standard parameterization (V, if) of each cycle P for ff'. Thus, the 
laws of thermodynamics imply for homogeneous flUid bodies that the heating 
divided by temperature has zero integral on cycles. It is interesting to compare 
this result with the assertion underlying the Caloric Theory, namely, that the 
heating itself has zero integral on cycles. In other words, the Caloric Theory 
asserts that the expression 

;\ ( V, (J) dV + (J ( V, (J) d (J 
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is an exact differential, while the present theory implies that 

~ [):.. (V, 0) dV + 0 (V, 0) dO] 

is an exact differential. [The factor I/O which is needed in our theory to 
produce an exact differential is called an integrating factor. Caratheodory's 
theory of thermodynamics is based on the interpretation of temperature as 
an integrating factor for the heating form. This theory was proposed in 1907 
and was the first mathematical treatment of thermodynamics which received 
wide attention in the scientific community.] 

PROOF OF THEOREM 3.1. According to Theorem 2.1, the First Law implies 
(3.22). Using (2.3) from that theorem, we obtain the formula 

a):.._!~ ~ 
ao - J ao + av' 

which together with (3.21) yields 

a ():..) 1 a):.. ):.. 
ao (j = (j ao - 02 

_![!~ ~]_~~.l 
- 0 J ao + av J ao 02 

= a~( ~). 
Because ~ is simply connected, this result implies that):" /0 dV + 0/0 dO is 
an exact differential, so that (3.23) holds for every cycle for.f7. 0 

In order to show that (3.22) and (3.23) express the entire content of the 
First and Second Laws, we will now prove that (3.22) and (3.23) actually 
imply the First and Second Laws. 

Theorem 3.2. The First and Second Laws for homogeneous fluid bodies are 
equivalent to the assertion that, for every homogeneous flUid body, both 

(J):.. - p) dV +JodO 
and 

):.. 0 
-dV+ -dO o 0 

are exact differentials. 

PROOF. In Theorem 3.1 we have shown that the First and Second Laws 
imply the exactness of the given expressions. To prove the converse, we note 
from Theorem 2.1 that the exactness of (J):.. - p) dV + Jo dO implies the First 
Law. If we assume also that):.. /0 dV + 0/0 dO is exact, then we can write for 
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each Carnot heat engine C so: 

O=rI'.. EdV+~dO= H+(C so ) _ H-(C so ). 
'Yc F O 0 O2 01 

This relation along with the First Law W(C so ) = JH(C so) and the formula 
H(C so) = H+(C so)- H-(C so) yield 

H+ (C so) = :~ H- (C so ) = :~ [ H+ (C so) _ W(~ so ) ] , 

or 

H+(Cso)=~ W(C so ) 
O2 01 J 

(3.25) 

Therefore, the exactness of the given expressions imply that the heat 
absorbed and the work done along each Carnot heat engine of every 
homogeneous fluid body are related by (3.25). Because H+(C so) is positive 
on each non-trivial Carnot heat engine, the arguments just given show that 
the Second Law in the original form (3.1) follows from the exactness 
assumed above. o 

The Carnot-Clapeyron relation (3.21) can be used to obtain information 
about the form of isobars, curves of the form JZ(V, 0) = const., for a 
homogeneous fluid body. Because aJZ/ av *' 0, the volume V can be written 
as a function of the temperature 0 near a given point of an isobar: 

V= V(O). 

The equation of the isobar can then be written in the form 

JZ ( V( 0), 0) = const., 

and, differentiating this relation with respect to 0, we obtain the relation: 

§..l ( , ) dV §..l ( , ) av V(O),O dO + ao V(O),O =0. 

The Carnot-Clapeyron relation then implies 

dV 
dO 

§..l(' ) ao V( 0),0 

§..l(A ) av V( 0),0 

J ;\ ( V( 0), 0 ) 

o §..l(, ) av V( 0),0 

(3.26) 

on the isobar V=V(O). Because aJZ/av is negative, (3.26) shows that 
dV/dO has the same sign as;\ along the isobar. The general forms of isobars 
and adiabats for a homogeneous fluid body are illustrated in Figure 12. It 
can be shown that the isobars and adiabats form a coordinate system for L 
which can be used in place of the V-O system in problems where conditions 
of constant pressure or zero heating are to be expected. The relation (3.26) 
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e e 

---+------v 
1.>0 

Figure 12. 

also shows that, since XCV, 0) * 0 «~3), Definition 1.1), dV/dO * 0 on an 
isobar in the present theory. In other words, the volume as a function of 
temperature on an isobar can have no maxima or minima. Since the density 
is proportional to the reciprocal of the volume, it follows that the density as 
a function of temperature on an isobar can have no maxima or minima. 
Therefore, our theory does not cover the so-called "anomalous behavior" of 
water at atmospheric pressure and temperature 4° Centigrade. [At this point 
on the isobar ftC V, 0) = 1 atm, the density of water attains a maximum 
value.] 

We saw that the exactness of (JX - ft) dV + Jo dO implied the existence of 
a potential E for this expression which was unique up to an additive 
constant and satisfied 

E(V2' (2)- E(Vl' (1) = 1 (JX - ft) dV +JodO 
IP' 

(3.27) 

for every pair of states (VI' (1) and (V2' O2) and every path IJlI from (VI' 01) 
to (V2' O2). Such a function E we called an internal energy function for the 
particular homogeneous fluid body ~ in question. In exactly the same 
manner, the exactness of (X/O)dV+(o/O)dO yields a potential S on }; 
with the same uniqueness property and which satisfies 

S( V 0 )-S(V 0) = 1. X(V, 0) dV + o(V, 0) dO 
2' 2 l' 1 P ° 0 (3.28) 

with (VI' 01 ), (V2' (2) and IJlI as in (3.27). A function S which satisfies (3.28) 
for all such states and paths is called an entropy function for~. In view of 
Theorem 3.2 and the relations (3.27) and (3.28), we can conclude that the 
First and Second Laws are equivalent to the assertion that every homogeneous 
fluid body possesses both an internal energy and an entropy function. 

If a "standard state" (VO, 0°) for ~ is given in advance and it is required 
that each internal energy function and each entropy function vanish at 
(VO,OO), then the homogeneous fluid body has exactly one internal energy 
function EO and one entropy function So with these properties, and it is 
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(J 

~----------------------v 

Figure 13. The path used to calculate SO( V, 8). 

customary to call EO(V, 0) and SO(V, 0) the internal energy and the entropy, 
respectively, of the state (V,O). The internal energy of (V,O) equals the 
number JH(I?)- W(I?) expressing the net heat gained by %minus the work 
done by %along any path from (VO, 0°) to (V, 0). It is more difficult to give 
an interpretation of the entropy of (V, 0), but there is a simple description 
available for an experiment which would permit one to calculate this 
quantity. Because we can write (3.28) in the form 

11 h( 'T) 
S(V2,02)-S(Vl ,Ol)= 0 If(T)dT, (3.29) 

it follows that So is constant on each adiabat of % and 

(3.30) 

for each isothermal path I? at temperature O. Thus, to find the entropy of 
(V, 0), it would suffice to join (VO, 0°) to (V, 0) by a path JIll = 1?2 * IP\, with 
1?2 isothermal and I?l adiabatic, and to measure the net heat gained by % 
along 1?2 (Figure 13): From (3.29) and (3.30) one concludes that 

SO(V,O) = jH(1?2)' 

i.e., the entropy of (V, 0) is the net heat gained along 1?2 divided by O. 

4. A General Efficiency Estimate 

The Second Law permitted us to derive Kelvin's formula (3.13) for the 
efficiency of a Carnot heat engine. Let us now use (3.23), which applies to 
cycles which need not be Carnot heat engines, to obtain an estimate for the 
efficiency of a large class of cycles. The cycles which enter into this 
discussion are of the form I? = I?n * I?n-l * ... * I?l with the component 
segments I?l, ... ,l?n having standard parameterizations such that, for each 
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a 

a+(IP)---~ 
/ 

I 
I 

a-(p) _Jc -

----\J 
/ 

./ 

~r-----------~~~~----V 

Adiabats 

Figure 14. 

j=l, ... ,n, the heating hj for I?j is identically zero, always positive, or 
always negative. For each cycle I? of this type, we define 

0+ (I?) = sup{ ~ (-I' )\'T E [0,1]' hj > o} (4.1) 

and 

0- (I?) = inf { ~ ( 'T) \ 'T E [0, 1], h j < ° } ; (4.2) 

O+(I?) is the "largest" temperature encountered on I? at which heat is 
absorbed, and O-(I?) is the "smallest" temperature on I? at which heat is 
emitted (Figure 14). 

Theorem 4.1. Let 01 < O2 be positive numbers, ~ a homogeneous fluid body 
which obeys the First and Second Laws, and I? a cycle for ~which is of the 
above form and for which 

H+{I?)*O, 0+{1?)=02' 0-{1?)=01' (4.3) 
It follows that 

W{I?) 81 
eff{I?):= +() :s;l- n , 

JH I? U2 
(4.4) 

with equality holding if and only if the cycle I? is a Carnot path on which heat 
is emitted only at temperature 01 and absorbed only at O2 , 

This theorem implies that Carnot heat engines are the most efficient simple 
cycles which emit heat only at or above a given temperature and absorb heat 
only at or below a second, higher temperature. Theorem 4.1 rests on (3.23), 
which does not mention Carnot cycles explicitly. Thus, had we adopted 
(3.23) from the outset as our statement of the Second Law and at first not 
used Carnot heat engines, we would have still obtained this theorem and 
discovered the special role which Carnot heat engines play in classical 
thermodynamics. In this light, Carnot's immediate use of these heat engines 
attests to his profound intuitive insight into the workings of devices for 
obtaining work from heat. 
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(4.5) 

with the last expression displaying separately the segments of P on which 
heat is only emitted and those on which heat is only absorbed. [The 
adiabatic segments of P do not contribute to (4.5).] In each term of the first 
sum, the den~minator ~('T) in the integrand does not exceed 8+(P) = 82 , 

and, because h/ 'T) is positive in every one of these terms, there holds 

1dij ('T} 1 11- H+(P} _ L -=-(} d'T ~ 0 _ L. h/ 'T} d'T = 8 ; 
h>oo8j 'T 2h>OO 2 

J J 

(4.6h 

similarly, 

(4.6h 

and these inequalities and (4.5) imply that 

H+ (P) H- (P) 0 
8 - 8 :$;, 

2 1 
(4.7) 

which is equivalent to (4.4). It is clear from (4.5)-(4.7) that equality holds in 
(4.4) when the cycle P is a Camot path on which heat is emitted only at 81 

and absorbed only at 82 • Conversely, if P is a cycle such that equality holds 
in (4.4), then (4.5) and (4.6) yield the relation 

0= H+(P} _ H-(P} = L tb)'T} d'T+ L tbj(T} d'T 
82 81 Ii > 0 0 82 Ii < 0 0 81 

} } 

J.. ~ () 
='J'p OdV + Od8 = O. 

It follows that" :$;" in this relation must reduce to an equality which can be 
written in the form: 

Suppose now that 0k( i) < 82 for one k such that hk > o. The corresponding 
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term on the left side of the above equation would then be positive and, 
hence, so would be the left-hand side, itself. However, the right-hand side 
cannot be positive, so there must hold: 

hj>O=~(T)=02' (4.8) 

A similar argument shows that 

hj<O=~(T)=Ol' (4.9) 

and these relations show that heat can be absorbed only at temperature O2 

and can be emitted only at 01 if the efficiency of P equals 1-(Od °2 ), This 
completes the proof of Theorem 4.1. 0 



CHAPTER II 

Systems with Perfect Accessibility 

1. Definition and Example 

We now begin our study of modem work on the mathematical foundations 
of thermodynamics. This study will be substantially more abstract than our 
discussion of homogeneous fluid bodies, because we here seek a presentation 
of thermodynamics which covers a far broader class of physical systems. At 
the same time, we wish to preserve as much of the logical structure of 
classical thermodynamics as possible. To achieve these goals, we attempt to 
extract from classical thermodynamics its fundamental features, and the 
present chapter is devoted to providing abstract counterparts of the follow­
ing features of homogeneous fluid bodies: states, paths, cycles, and the 
expressions for work and heat. 

In this section we introduce and illustrate the notion of a "system with 
perfect accessibility." The states of such a system are elements of a given set, 
the state space of the system, and are not required to have any further 
properties (such as being ordered pairs of positive numbers, for example). 
The processes of a system with perfect accessibility are described as ordered 
pairs consisting of an initial state and a "process generator"; the process 
generator for a given process always determines a final state from the initial 
state. The additional structure available in many examples of systems with 
perfect accessibility permits one to identify not only a final state, but also 
intermediate states for each process and a rate of traversal of these states. 
Of course, it is not always possible to ignore the rate of traversal as can be 
done in classical thermodynamics, and it is often appropriate to interpret a 
process not merely as a path but as a parameterized path in state space. 
Even if one adheres strictly to the level of abstraction embodied in the 
definition below, one can still identify the processes which can "follow" 
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each process. Further discussion of this notion and of the term "perfect 
accessibility" will be given just after the formal definition. 

Definition 1.1. A system with perfect accessibility is a pair (~, II), with ~ a 
set whose elements a are called states and II a set whose elements ware 
called process generators, together with two functions 

The first function assigns to each process generator w afunction p", called 
the (state) transformation induced by w, whose domain ~(w) and range 
9P( w) are non-empty subsets of ~. This assignment of transformations to 
process generators is required to satisfy the following condition of accessi­
bility: 

(Sl) for each a in ~, there holds 

IIa:= {p"alw E II, a E ~(w)} =~. (1.1) 

The second function above is defined on pairs (w", w') of process generators 
for which ~(w")n 9P( w') is non-empty and assigns to each such pair a 
process generator w"w', called the successive application of w" and w' or w' 
followed by w". The assignment of the process generators w"w' is required to 
have the following property: 

(S2) if ~(w")n 9P( w') "* 0, then 

~ ( w" w') = P';; 1 ( ~ ( w")) (1.2) 

and, for each state a in ~(w"w'), there holds 

(1.3) 

The set of states IIa in (1.1) is called the set of states accessible from a, and 
(Sl) is the assertion that, for every state a, the set of states accessible from a 
equals the entire "state space" ~. For this reason, we use the attributive 
"perfect accessibility" in our terminology. The role of the process genera­
tors w"w' is to enable us to formalize the idea of performing successive 
operations on a system, and (S2) provides natural properties expected of 
successive operations. (See Figure 15 for a representation of property (S2).) 

By a process of (~, II) we mean a pair (w, a), with a a state and w a 
process generator such that a is in ~(w). Thus, given a process generator w, 
we obtain a process by providing a state in the domain of the transforma­
tion induced by w. The set of all processes of (~, II) is denoted by II<>~, 
i.e., 

(1.4) 

If (w, a) is a process, then a is called the initial state for (w, a) and p"a is 
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Figure 15. 

called the final state for ( 'IT, a). In the terminology of processes, (Sl) tells us 
that, for each state a, the final states for processes having initial state a 
comprise the entire state space ~. The property (S2) amounts to the 
following statement: if 'IT' and 'IT" are such that there is a state a' which is 
both the final state for a process generated by 'IT' and the initial state for a 
process generated by 'IT", then 'IT"'IT' is defined and P71"a' is the final state for 
a process generated by 'IT"'IT'. In terms less precise, (Sl) and (S2) tell us that 
every pair of states can be joined by a process, and one process can follow 
another when the initial state for the one is the final state for the other. 

We now show how a homogeneous fluid body ~determines a system with 
perfect accessibility (~!F' II!F)' The set ~.$> in the pair (~.$>' II.$» is taken to 
be the state space of~, i.e., ~!F is the open, convex subset of IR ++ x IR ++ in 
the definition of a homogeneous fluid body.l The set II!F is defined as 
follows. Let t > 0, let 'IT,: [0, t) -+ 1R2 be piecewise continuous, and define 
!i)('IT,) to be the set of states a=(V,O) in ~.$>such that the differential 
equation 

(V·(,.),O·("))='lTt(-T), 

has a solution ,. ~ (V(,.), 0(,.» satisfying the initial condition 

(V(O), 0(0)) = a 

(1.5) 

(1.6) 

and having trajectory {(V( ,.), O( "»1,. E [0, tn lying entirely in ~. In other 
words, a is in !})( 'IT,) if and only if the pair a + 10 'ITt ( ~) d~ is in ~ for every ,. 
in [0, t]. We now define II!Fto be the set of functions 'IT, for which !i)('lTt) is 
not empty. For each 'ITt in II.$>' we define P71 : !i)( 'ITt) -+ ~ by the formula 

I 

p.,a = a + l''lTta) d~. (1.7) 
I 0 

If f( 'IT" a) denotes the path (i.e., the oriented, piecewise smooth curve) 
determined by the parameterization ,. ~ a + 10 'lTt(~) d~, ,. E [0, t], then P.,(J 
is taken to be the final point of f( 'IT" a). Moreover, our definition of !})(;,) 

1 Chapter I, Definition 1.1. 
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tells us that 

(l.8) 

This is illustrated in Figure 16. It is now easy to verify (Sl): if 0'1 and 0'2 are 
in ~Ji<"and if '1T1: [0, I] ~ R2 is defined by 

'1Tl(7) =0'2-0'1' 

then f( '1T1, 0'1) is the line segment from 0'1 to 0'2' Because ~Ji<" is a convex set, 
f( '1T1 , 0'1) is a subset of ~Ji<"' and (1.8) yields 

0'1 E2.&('1Tl)' (l.9) 

Furthermore, 0'2 is the final point of f( '1T1, 0'1)' so that 

(l.10) 

We conclude that 0'2 is in ITa1 and, because 0'1 and 0'2 are arbitrary states in 
~Ji<"' the accessibility condition (Sl) is satisfied. 

In order to define process generators of the form '1T"'1T', let '1T/' and '1T/" be in 
IT Ji<" and define 

{ 
'1T/' ( 7), 

'1T/,,'1T/,( 7) = ( ,) 
'1Tt " 7 - ( , 

° ~ 7 < t' (l.11 ) 
t' ~ 7 < t' + (". 

It is clear that '1Tt ,,'1Tt' is a piecewise continuous function from [0, t' + t") into 
R2. According to (1.8), a state a is in 2.&('1T/,,'1T/,) if and only if the curve 
f( '1T/,,'1Tt" a) is a subset of ~Ji<"' By (1.11), the segment of this parametric 
curve traced out for 7 E [0, t'] is just f('1Tt" a), and, if (V(t'), OCt'»~ denotes 
the final point of f( '1Tt" a), the segment traced out for 7 E [t', t' + I"] is just 
f('1Tt",(V(t'),O(t'». We conclude that a is in 2.&('1Tt ,,'1T/,) if and only if 

f( '1Tt " a)U r( '1Tt '" (V( t'), O( t'))) c ~Ji<"' (l.12) 

Relation (1.8) shows that (1.12) is equivalent to the assertion that a is in 
2.&( '1Tt ,) and P7T,.a = (V( t'), O( t'» is in 2.&( '1Tt ,,), i.e., a is in 2.&( '1Tt ,,'1Tt') if and only 
if P7T,.a is defined and is an element of 2.&( '1Tt ,,). It follows that 2.&( '1Tt ,,'1T/') is the 
set p.;;;l( 2.&( 7Tt" », and this set is non-empty if and only if 2.&( '1T/,,)n ~('1Tt') =F 0. 

8 

~------------------------v 

Figure 16. The path f( 'IT" 0) determined by ('IT" 0). 
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This argument verifies that '"1"'"1' is in II whenever ~('"I,,)11 ~('"I') is 
non-empty and that (1.2) is satisfied. Relation (1.3) follows immediately 
from the observation which led to (1.12): in the notation of Chapter I, 

(1.13) 

i.e., the path determined by ('"1"'"1" a) is the path determined by ('"I" a) 
followed by the path determined by ( '"I'" p'lT1,a). 

The arguments just presented show that the systems described in classical 
thermodynamics are systems with perfect accessibility and illustrate an 
essential aspect of modem thermodynamics: the requirements which the 
abstract formulation places on systems are made explicit, so that one can 
check whether or not a particular system (or class of systems) meets these 
requirements. For each of the examples discussed in Chapters VI and VII, 
we do check that the requirements of Definition 1.1 are met. It should be 
emphasized that in applications there arise important examples which are 
not systems with perfect accessibility, and much recent effort has been 
devoted to organizing these examples within a more general concept of 
"system." Physical systems which exhibit non-trivial memory effects or 
which experience permanent internal changes are of the type which require 
a broader concept of system for their description and analysis, and an 
understanding of the more limited concept of systems with perfect accessi­
bility turns out to be helpful in the study of more general systems. 

We observe that the notion of "cycle" in classical thermodynamics has a 
counterpart for systems with perfect accessibility. We call a process ( '", a) of 
(~, II) a cycle if its initial and its final state are the same, i.e., if P'lTa = a. On 
occasion we use the terminology a cycle through a and a cycle generated by '" 
for a cycle of the form ('", a), and we use the symbol (II <> ~) eye to denote 
the set of all cycles of (~, II). Of course, (II<>~)eye is a subset of II<>~, 
and it is an immediate consequence of (Sl) that every state has a cycle 
through it. Moreover, if a l and az are distinct states and (,"', a l ) and (,"", ( 2 ) 

are cycles, then (,"', a l ) and (,"", ( 2 ) are necessarily distinct (for they have 
different second entries), so that there are at least as many cycles as states. 
In particular, if ~ is an infinite set, then so is (II<>~)eye. 

The reader may have noticed that we emphasize process generators by 
making them part of the prescribed structure of a system with perfect 
accessibility, and processes are then defined in terms of the process genera­
tors. This point of view grew on the one hand out of studies of many 
examples to which a general theory of the type presented here ought to 
apply, and it was found that process generators were at least as easy to work 
with as were processes, particularly in non-classical examples in which the 
state transformation functions P'IT are determined through differential equa­
tions. On the other hand, the forms of the laws of thermodynamics 
appropriate for the broadest class of systems place natural emphasis on the 
initial states of processes, and our formulation in terms of process genera­
tors reflects this fact. 
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It is helpful to regard each process generator 'TT as a "control" or as an 
"environment" in which a system in various initial states (forming the 
subset 2iJ( 'TT) of ~) can be placed. For each 'TT, the processes of the form 
( 'TT, (J) then represent all of the ways the system can evolve in the environ­
ment corresponding to 'TT, and the set 9t( 'TT) represents all of the states that 
can be reached in that environment. 

2. Actions 

The notion of an "action" is intended to translate into the language of 
systems with perfect accessibility the result in item (2) of Theorem 1.1, 
Chapter I, which asserts that the heat gained H, the work done W, the heat 
absorbed H+, and the heat emitted H- along paths of a homogeneous fluid 
body are additive with respect to the operation *. In order to achieve a 
generalization of this property of additivity, we observe that the above 
measures of heat and work are functions which assign a real number to each 
path of a homogeneous fluid body. Because processes for a system with 
perfect accessibility are the counterparts of paths, we consider functions 
which are defined on each process of a system (~, II). In other words, we 
look at functions of the form 

Definition 2.1. An action for a system (~, II) is a real-valued function on 
processes which is additive with respect to successive application, i.e., an 
action is a function a: IIO~ -+ IR such that 

a( 'TT"'TT', (J) = a( 'TT', (J)+ a( 'TT", p",(J), (2.1) 

for all pairs ('/T", 'TT') with 2iJ( 'TT")" 9t( 'TT') =F 0 and for all states (J in 
2iJ( 'TT"'TT'). 

We call the number a ( '/T, (J) the supply of a when the system undergoes the 
process ('TT, (J), and the relation (2.1) means that the supply of a when (~, II) 
undergoes ('TT"'TT', (J) is the sum of the supplies of a when the system 
undergoes ('TT', (J) and ('TT", P,,' (J) successively. 

Let us now show that the functions H, W, H+ and H- define actions for 
the system (~S"", lIS"") corresponding to a homogeneous fluid body.%. For 
example, for each ('TTl' (J) E IIS""O~S"", let 'T ~ (V( 'T), O( 'T» be the solution on 
[0, t] of the initial-value problem (1.5)-(1.6) and define 

aH('TTI'(J) = [[;(V('T),O('T))V'(T)+a(V(T),O('T))O'(T)] d'T. (2.2) 
o 
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Therefore, we can write 

IZH( '1I"p a) = i "A(V, 0) dV + <1(V, 0) dO, (2.3) 
r(7f,,<J) 

where f( '11"1' a) is the path described below (1.7). In order to verify (2.1), we 
recall from (1.13) that 

f( '11"1,,'11"1" a) = f( '11"1'" P'lft,a) * f( '1I"t" a); (2.4) 

(2.3), with '1I"t replaced by '1I"t,,'1I"t" (2.4), and the additivity of line integrals with 
respect to "successive application" * yield: 

IZH('1I"I"'1I"t,,a) = i "A(V,O)dV+<1(V,O)dO 
r( 7ft ", Pwt,<J) 

+ i "A(V,O)dV+()(V,O)dO 
f('lft, , a) 

which is (2.1) for IZ H• 



CHAPTER III 

A Modern Treatment of the First Law 

1. Thermodynamical Systems (1) and the First Law 

As we embark on a modern treatment of the First Law, it is worth noting 
that the motivation and analysis presented here are brief and rather 
straightforward. This was also the case for the discussion in Chapter I of the 
First Law for homogeneous fluid bodies, and in both cases it results from 
the fact that, beyond a concept of system, only the notions of heat and work 
are needed to state the First Law. Moreover, these two interactions between 
a system and its environment have identical mathematical forms: both are 
expressed as line integrals in the classical treatment and both are actions in 
the present treatment. 

In the next definition, we formally adjoin to a system with perfect 
accessibility two actions, representing heat gained and work done by the 
system, and call the resulting mathematical object a "thermodynamical 
system." (We can add the phrase "of the first type" when it is necessary to 
distinguish this concept from an analogous one in our presentation of the 
Second Law in Chapter IV.) 

Definition 1.1. A thermodynamical system Yis given by specifying a system 
with perfect accessibility (~sP' II sP ) and two actions WsP and HsP for 
(~sP,IIsP)' The numbers WsP('IT,O') and HsP('IT, O') are called the work done 
by Yand the net heat gained by Yin the process ('IT, 0'), respectively. 

It is clear from the examples in Chapter II that every homogeneous flUid 
body can be regarded as a thermodynamical system. 

Prior to the work of Joule in the mid-19th century, the "Caloric Theory 
of Heat" served as a postulate governing the behavior of systems undergo-



36 III. A Modern Treatment of the First Law 

ing cyclic processes. It asserted that heat, or "caloric", is conserved in the 
sense that all the heat which flows out of a body must return to it by the end 
of a cycle. In our present mathematical language, the Caloric Theory 
asserted that 

(1.1) 

i.e., the net gain of heat in every cycle vanishes. The First Law does not 
contain such a strong assertion; instead, it connects By and Wy for those 
cycles on which By happens to vanish. In fact, the version we give here 
amounts to the condition that whenever the net heat gained in a cycle 
vanishes, so does the work done in that cycle. 

First Law. LetYbe a thermodynamical system. For each cycle ('I7,a) ofY, 
i.e., for each element of (IIyO~y )CYC' if By( '17, a) vanishes then so does 
Wy ('I7,a). 

From relation (2.1) of Chapter I, the classical First Law implies that every 
homogeneous fluid body obeys the present version. Our goal in the re­
mainder of this chapter is that of showing that the First Law given here is 
equivalent to a statement which reduces to the classical version, namely, 
there is a "universal" constant which relates the work done in cycles of a 
thermodynamical system to the net gain of heat. 

2. Products of Systems and Preservation of the 
First Law 

Recall that Carnot's heuristic argument in support of his version of the 
Second Law involved combining two homogeneous fluid bodies performing 
Carnot cycles to form a third system for which the heat and work in the 
combined cycle could be obtained simply by adding the corresponding 
quantities for the two Carnot cycles. It is therefore not surprising that our 
analysis of both the First and Second Laws requires a precise description of 
such "combined systems." The next definition shows that, from a mathe­
matical point of view, it is easy to provide such a description by first 
collecting pairs of process generators and states from two given systems 
with perfect accessibility to form a "product" system and then taking a 
work action and a heat action for the product system to be the sums of the 
corresponding actions for the given systems. From a physical point of view, 
this procedure is ambiguous, because the notion of product system admits 
many possible physical realizations. For example, Carnot had a particular 
realization in mind which depended upon the special nature of Carnot 
cycles and required that heat be transferred between two systems at pre-
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cisely two temperatures. Clearly, this realization is too special if we are to be 
able to give a physical interpretation of arbitrary processes of a product 
system. Here we choose the following easily visualized way of interpreting 
the product of two systems: separate them by a "rigid, adiabatic wall" and 
permit them to operate, simultaneously or sequentially, without either 
mechanical or thermal interaction between the two systems. 

Definition 2.1. Let a be an index with values 1 and 2 and let (~y, ITy), 
Wy , and Hy be the systems with perfect accessibility and the "actions 
spe~ified for t~o thermodynamical systems.9'l and.9'2' The product .9'1 X .9'2 
of.9'l and.9'2 is defined through the following specifications: 

~.9']X.9'2 = ~.9'] X ~.9'2' (2.1) 

IT.9'] X.9'2 = IT.9'] X IT.9'2' (2.2) 

W.9']X.9'2({ 'lT1, 'lT2)' (°1 , ( 2 )) = W.9']( 'lT1, ( 1)+ W.9'2( 'lT2, ( 2 ), (2.3) 

H.9']X.9'2« 'lT1, 'lT2)' (°1 , ( 2 )) = H.9']( 'lT1, ( 1)+ H.9'2( 'lT2, ( 2 ), (2.4) 

where the last two relations are to hold for every process ('lT1, ( 1) in IT1<>~1 
and ('lT2, ( 2) in IT2<>~2' 

According to (2.1), the states of .9'1 X.9'2 are pairs of the form (°1, ( 2), 
with Ocr E ~a for a = 1, 2, and the process generators of .9'1 x.9'2 are pairs 
('lT1,'lT2) with 'lTcrFITcr, a=1,2. Moreover, the pair (~lX~2,IT1xIT2)can 
be regarded in a natural way as a system with perfect accessibility. In fact, 
for each process generator ('lT1, 'lT2) we take P('If].'lf2) to be the function from 

£2('lT1,'lT2):=£2('lT1)X£2('lT2)C~lX~2 (2.5) 

into ~1 X ~2 given by the formula 

(2.6) 

If the set 

£2( ('IT{', 'IT~')) n ~« 'IT{, 'lT2)) = (£2( 'IT{') X £2( 'IT~')) n (~( 'lTD X ~('lT2)) 

= (£2( 'IT{')n ~('lTD) X (£2( 'lT2')n ~('IT~)) 

is non-empty, then we define 

( 11''' 7r"){ w' 'IT') = (","",' w," 'Tr') l' 2 l' 2 1 l' 2 2 • {2.7} 

The relations (2.5)-(2.7) can be used to show that (~1 X ~2' IT1 X IT 2 ) obeys 
conditions (Sl) and (S2) in Definition 1.1 of Chapter II. Therefore, 

( ~.9'] X.9'2' IT.9'] X.9'J = (~.9'] X ~.9'2' IT.9'] X IT.9',) 

is a system with perfect accessibility. It also can be verified by checking 
directly the additivity relation (2.1) of Chapter II that W.9']X.9'2 and H.9']X.9'2 
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are actions for (~Y1XY2' IIy1xY)' and we conclude from Definition 1.1 of 
this chapter that 9"1 X 9"2 has the structure of a thermodynamical system. 
Whenever we speak in this chapter of the thermodynamical system 9"1 X 9"2' 
we shall mean the one determined by the relations (2.1)-(2.7). 

Let9"be a thermodynamical system and let ~be an ideal gas. We say that 
9" and ~ preserve the First Law with respect to the product operation if they 
satisfy the following condition: 

If 9"obeys the First Law, then so does 9" x~. (2.8) 

The condition (2.8) is fundamental for our analysis of the First Law, and 
the same is true for an analogous condition with respect to the Second Law. 
As we already remarked at the beginning of this section, a condition of this 
type was employed by Carnot in his study of heat engines. Here, we 
interpret (2.8) to mean that the First Law applies to the independent operation 
of the two systems 9" and ~, prOVided that it applies to the system 9". Of 
course, we remarked in Section 1 that every homogeneous fluid body which 
satisfies the classical First Law satisfies the present version of the First Law 
so that ~ automatically satisfies the present version. Therefore, we can 
regard (2.8) as a statement of the following type: if both 9"1 and 9"2 obey the 
First Law, then so does 9"1 X 9"2. 

3. The First Law and Joule's Relation 

The following terminology is motivated by the First Law for homogeneous 
fluid bodies. Let 9" be a thermodynamical system and let M be a real 
number. We say that 9" satisfies Joule's relation (with factor M) if 

Thus, Joule's relation is a statement which, when applied to homogeneous 
fluid bodies, reduces to the classical version of the First Law. 

The next result is an immediate consequence of (3.1) and the present 
version of the First Law. We state it here as a lemma for easy reference. 

Lemma 3.1. If a thermodynamical system 9" satisfies Joule's relation for some 
factor M, then 9" obeys the First Law. 

We now come to the crucial result in our analysis. 

Lemma 3.2. Let 9"be a thermodynamical system, let ~ be an ideal gas, and let 
R and A be the positive numbers associated with ~(i.e., the numbers appearing 
in relation (1.13) of Definition 1.5, Chapter /). If the product system 9" X ~ 

obeys the First Law, then 9" satisfies Joule's relation with factor R / A. 



3. The First Law and Joule's Relation 39 

PROOF. We prove the contrapositive statement, i.e., if .9" fails to satisfy 
Joule's relation with factor RIA, then.9" X rg does not obey the First Law. 
Thus, we suppose that there is a cycle ( 'IT, (J) of .9" such that 

Wy( 'IT, (J)- (RIA)Hy( 'IT, (J) * 0. (3.2) 

Now, choose a cycle ('lTw, (Jw) of rg such that 

Hw( 'lTw, (Jw) = - H!A 'IT, (J); (3.3) 

this can be done by taking ( 'lTw, (Jw) to be a Carnot heat engine or refrigera­
tor and observing that, according to relations (1.17) and (3.9) in Chapter I, 

Hw ( 'lTw, (Jw) = A In ( ~: ) ( O2 - 01 ), 

so that (3.3) can be satisfied by choosing 81, 82 , VI' and V2 appropriately. 
Consider next the product system.9" X rg and note that, because ('IT, (J) and 
( 'lTw, (Jw) are cycles, there holds by (2.6) 

p(.",.,,~)( (J, (Jw) = (p.,,(J, p.,,~(Jw) = «(J, (Jw). 

Hence, « 'IT, 'lTw), «(J, (Jw» is a cycle of.9" X rg. Relations (2.4) and (3.3) yield 

Hyxw( 'IT, 'lTw), «(J, (Jw)) = Hy( 'IT, (J)+ Hw( 'lTw, (Jw) = 0, (3.4) 

and (2.3), (1.17) in Chapter I, (3.3), and (3.2) imply that 

Wyxw ( 'IT, 'lTw), «(J, (Jw)) = Wy ( 'IT, (J)+ Ww( 'lTw, (Jw) 

R 
= Wy( 'IT, (J) + X Hw( 'lTw, (Jw) 

R 
= Wy('lT, (J)-XHy('lT,(J) 

*0. (3.5) 

Relations (3.4), (3.5) and the fact that « 'IT, 'lTw), «(J, (Jw» is a cycle imply that 
.9" X rg does not obey the First Law. 0 

It is worth emphasizing here that the only facts from Chapter I that have 
been used in the preceding proof follow directly from the definition of an 
ideal gas. In particular, every ideal gas rg automatically satisfies Joule's 
relation with factor RIA associated with rg and, therefore, obeys the First 
Law. 

The two lemmas established above tell us that, if .9" X rg obeys the First 
Law, then.9" satisfies Joule's relation and, in turn, .9" itself obeys the First 
Law. This pair of implications is depicted in Figure 17, which shows clearly 
that the First Law and Joule's relation turn out to be equivalent, if, in the 
language of the previous section, .9" and rg preserve the First Law with 
respect to the product operation. We state this result in the following 
theorem. 
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Lemma3.1 
[/' obeys [/' sati sfies the 

Joule's relation , First Law 

// L'~~ II 
3.2 [/' x ~ obeys th e 

II 

'U 
First Law 

Figure 17. 

Theorem 3.1. Let !/'be a thermodynamical system, let <§ be an ideal gas, and 
suppose that !/' and <§ preserve the First Law with respect to the product 
operation. It follows that !/'obeys the First Law if and only if !/'satisfies louie's 
relation with factor RIA. 

Theorem 3.1 shows the importance of the condition (2.8): from that 
condition one obtains the equivalence of the First Law and Joule's relation, 
and Joule's relation provides information about every cycle of a system, not 
just those cycles on which the net heat gained is zero. It is interesting to ask 
whether (2.8) can be checked directly for the case where !/'is itself an ideal 
gas. The next result gives an explicit condition equivalent to (2.8) in that 
case. Two ideal gases <§1 and <§2' with associated constants R 1, Al and R 2 , A2, 

preserve the First Law with respect to the product operation if and only if there 
holds 

(3.6) 

PROOF. If <§1 and <§2 preserve the First Law with respect to the product 
operation, then Theorem 3.1, with!/' = <§1 and <§ = <§2 implies that <§1 

satisfies Joule's relation with factor R2/A2' However, <§1 satisfies Joule's 
relation with factor RI/Al' and we conclude from (3.1) that (3.6) holds. 
Conversely, if (3.6) holds, then <§1 and <§2 will be shown to preserve the First 
Law if we can show from (3.6) that <§1 X <§2 obeys the First Law. However, 
we have from (3.6) and the previously mentioned properties of ideal gases 

Rl R2 
W~I( 771 , 01)+ W~2( 772 ,°2 ) = ~ H~I( 771 , 01)+ ~ H~2( 772 ,°2 ) 

= ~1 (H~J 771 , 01)+ H~J ?T2 ,02)) 
1 

for every (771,°1) E (II~I<>~~)CYC' (772,°2 ) E (II~2<>~~)CYc' and it follows 
from (2.3) and (2.4) the <§1 X <§2 obeys the First Law. D 

Relation (3.6) is of interest because it provides a method of checking 
whether or not two ideal gases preserve the First Law under the product op-
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eration. In fact, the ratio R I A for an ideal gas ~ represents the ratio of the 
pressure to the latent heat or, more specially, the ratio of the rate of doing 
work to the rate of gain of heat in any isothermal process of ~. These ratios 
are, in principle, accessible through measurements in gases, and this gives a 
method of checking (2.8) when Y'is an ideal gas. 

h remains to make precise the sense in which the factor RIA in Theorem 
3.1 is" universal", i.e., is the same for all elements of a collection of systems. 
We do this in the next theorem. 

Theorem 3.2. Let OJ be a collection of thermodynamical systems, and let ~ be 
an ideal gas with constants Rand A. Suppose that not only every system Y'in OJ 
but also all the products Y' X ~ with Y'in OJ obey the First Law. It follows that 
every system in OJ obeys Joule's relation with the same factor RIA. 

PROOF. Because all systems Y' X ~ obey the First Law, it follows that (2.8) is 
satisfied for every Y'in OJ, and we can apply Theorem 3.1 to conclude that 
every systemY'in OJ satisfies Joule's relation with the single factor RIA. D 



CHAPTER IV 

A Modern Treatment of the Second Law 

1. Introduction 

In our study of the thermodynamics of homogeneous fluid bodies, we saw 
that the First and Second Laws implied relation (3.24) of Chapter I: 

11 h( 'T) 
o if ( T) dT = 0, (1.1) 

which holds on each cycle of a homogeneous fluid body. Conversely, granted 
the First Law, (1.1) was shown to imply the Second Law as well as the 
general efficiency estimate (4.4) in Chapter I. In other words, the content of 
the Second Law is contained in relation (1.1). In Chapter I, we could have 
used (1.1) from the outset had we not wanted an approach to the Second 
Law which had intuitive appeal and reflected the history of the subject. 
Indeed, use of (1.1) would offer two advantages: (1) it is mathematically 
more explicit than the version adopted in Chapter I; and (2) it requires only 
the concepts of heating and temperature. The second fact is important for 
the treatment of the Second Law which we present in this chapter, because 
it motivates an approach to the Second Law based solely on the notions of 
hotness and heat. In this approach neither the concept of work nor the First 
Law plays a role. 

The pioneers in thermodynamics proposed many extensions of Carnot's 
version of the Second Law to more general physical systems. Lacking a 
mathematical framework to describe such general systems, they used 
"verbal" forms of the Second Law which had considerable intuitive appeal 
and which seemed to imply Carnot's version. The lack of precision in these 
verbal statements of the Second Law made it difficult to compare one with 
another and obscured the scope of analyses based on them. The following 
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are the principal verbal forms of the Second Law: 

1. (Kelvin) For no cyclic process of a system can heat be gained at one and 
only one temperature, that heat being absorbed. 

2. (Kelvin-Planck) For no cyclic process can there be some heat absorbed 
without there ever being some heat emitted. 

3. (Clausius) For no cyclic process can there be a temperature below which 
heat is only absorbed and above which heat is only emitted in quantity 
less than or equal to the amount of heat absorbed. 

The third statement above is a generalization of the assertion which we used 
in Chapter I to motivate the Second Law for homogeneous fluid bodies in 
the form (3.1). A fourth verbal form of the Second Law is due to 
Caratheodory. From the outset, he stated this law in a precise form, and the 
subsequent mathematical analysis which he gave using a theory of differen­
tial forms was the first to receive wide acceptance. A verbal form of his 
version of the Second Law reads as follows: 

4. (Caratheodory) For each state of a system, there are states arbitrarily 
close to it which cannot be reached from it along adiabatic paths. 

Caratheodory's theory is limited to physical systems whose state spaces are 
of a special type, and we shall not pursue his approach in this book. Instead, 
we shall follow a recent treatment of the Second Law due to Serrin. Serrin 
uses heat and hotness as primitive concepts and a verbal form of the Second 
Law which is simple, precise, and which is equivalent to an integral 
inequality with far-reaching consequences. The exact approach which we 
take here differs from Serrin's in that we employ from the outset an ideal 
gas, just as we did in Chapter III. Serrin's approach is more general and 
assumes only the availability of a (possibly infinite) class of "thermometric 
systems" which Serrin uses to construct an "absolute" temperature scale. 
Here, an absolute temperature scale is identified at a certain point in the 
analysis as the temperature scale for the given ideal gas. Independently of 
and contemporaneously with the work of Serrin, Miroslav Silhary has given 
an analysis of the Second Law which in many respects is equivalent to that 
of Serrin. Silhary's treatment rests on the mathematical concept of "mea­
sure" and so goes beyond the level of knowledge assumed here. Were it not 
for this, Silhary's approach would deserve detailed discussion in this chapter. 

2. Hotness Levels and Temperature Scales 

The basic assumption which we make here is that we can identify for each 
point of a body a quantity called the" hotness" or "hotness level" of that 
point. In the most primitive interpretation one imagines touching the point 
in question and actually feeling how hot it is. Of course, in order to give the 
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concept of hotness a quantitative meaning, one imagines using some kind of 
instrument with numerical readings to indicate the hotness level of a point. 
The choice of instruments (" thermometers") is large, but any two thermom­
eters must agree about which of two given points is the hotter. Thus, we do 
not regard the actual numerical value (" temperature") given to the hotness 
level of a point to be fundamental; rather, it is the ordering of the hotness 
levels that each thermometer establishes which should be considered basic. 
In other words, each pair of thermometers should establish the same ordering 
on the set of all hotness levels. In practice, it is not easy to design thermome­
ters, particularly if one wishes to take measurements during processes in 
which temperatures are varying rapidly or if the temperatures of points 
interior to a body are to be measured. These practical difficulties have 
caused many scientists to doubt the appropriateness of the concept of 
temperature or hotness in systems "outside of equilibrium." To raise such 
doubts about the hotness of material points without doing so also about the 
concept of "location of a material point" would be inconsistent on our part. 
In fact, similar practical difficulties arise when one attempts to measure 
"location," but those who reject "hotness" on account of such difficulties do 
not reject "location." Therefore, it seems necessary to accept both concepts 
or to reject both, and the former choice appears to be the only one 
consistent with the long tradition of Newtonian mechanics in which the 
location of a point in space is an essential primitive concept. 

With such philosophical questions behind us, we turn to a precise 
definition of "hotness manifold," i.e. the collection of all hotness levels 
accessible in nature. 

Definition 2.1. A hotness manifold is a set vIt whose elements L are called 
hotness levels together with a set .9'" of functions qi: vIt ~ IR, called empirical 
temperature scales, satisfying: 

(1) The range of qi is an open interval for each qi E .9'"; 
(2) for every L1,L2 E vIt and qi E.9'", 

qi(L1 ) = qi(L2 ) = Ll = L2; 

(3) for every qil' qi2 E .9'", 8 ~ qi2 ( qill( 8» is a continuous, strictly increasing 
function. 

(1) asserts that each empirical temperature scale takes on all values in an 
open interval in IR (which can vary from one scale to another), while (2) 
guarantees that each such scale establishes a one-to-one correspondence 
between hotness levels and real numbers in its range. By means of (3), we 
can establish that the set.9'" determines an order relation -< on vIt. In fact, we 
write: 

Ll -< L2 - there exists qi E .9'" such that qi ( L 1 ) < qi ( L 2 ) . 

The relation " -<" on vIt only will be meaningful if we can show that the 
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'P(L 1 )-----

Figure 18. 

situation 
CP(Ll) < CP(L2) and 1fi(L1 ) ~ 1fi(L2) 

cannot occur for cp and 1fi in .:T. In fact, if CP(Ll) < cp(L2) and 1fi is any 
element of .:T, then letting 01 = CP(Ll) and O2 = cp(L2), we have 

1fi(L1 ) = 1fi( cp-l( cp(L1))) = 1fi( cp-l(OI))' 
However, 01 < O2 and (3) imply that 

1fi( cp-l(OI)) <1fi( cp-l(02)) = 1fi( cp-l( CP(L2)) 

= 1fi(L2)· 
Therefore, for every cp, 1fi E .:T, there holds 

CP(Ll) < CP(L2) = 1fi(L1 ) < 1fi(L2), 

and this shows that the relation" -< " on vii is well defined. We introduce the 
following terminology: 

Ll -< L2 ... Ll is below L2, 

Ll ::::: L2 ... Ll is at or below L2· 

Physically, one thinks of each empirical temperature scale cp as the mecha­
nism of a thermometer which assigns a number cp(L) [the temperature for L 
according to the scale cp] to each hotness level L. The orderings " -<" and 
" :::::" on vii can be established by taking such a thermometer and comparing 
its readings on bodies at given hotness levels (Figure 18). Henceforth in this 
chapter, we assume given a hotness manifold vii. 

3. The Accumulation Function for an Ideal Gas 

We specify an ideal gas here by giving not only the state space ~w = ~ ++ 

X ~ ++ and the functions 1', f:.. and 0 as in Chapter I, 

RO - AO 
f!(V, 0) = V' A(V, 0) = V o(V, 0) = 0(0), 

but also by giving an empirical temperature scale CPw with range CPw = ~ ++. 
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If (V, (J) is a state of <'#, then we call qJi I( (J) the hotness level of the state 
(V, (J) (Figure 19). One can think of a device which determines the empirical 
temperature scale qJ'§: take the ideal gas at a standard pressure Po and, 
keeping its pressure constant at that value, place it in contact with an object 
at hotness level L and measure the volume Vof the gas; the number qJ'§(L) 
is then defined by the relation 

qJ'§(L) = ~ V. 

The device just described is a prototype of the gas thermometers which were 
used in the early stages of the development of the science of thermometry. 
The basis for using gas thermometers is the assumption that gases increase 
their volumes when placed in contact with a hotter object (always at a fixed, 
standard pressure). 

However we might envisage the determination of the temperature scale 
qJrg, the specification of this scale is now taken as part of the description of 
an ideal gas <'#. Consider now a path P of <,#with standard parameterization 
(V,o) and define for each hotness level L the number H'§(P,L) by 

H'§(P,L):= f h(T)dT, 
I(P.L) 

(3.1) 

where t(P, L) is the set of times T in [0,1] at which the temperature B( T) 

does not exceed qJrg(L): 

t(P,L):={ TE [O,l]iO(T)~qJrg(L)}. (3.2) 

The integral (3.1) can be thought of as a line integral along those portions of 
P which lie on or below the horizontal line 8 = qJ'§(L) in ~f9' and Hrg(P, L) is 
called the net heat gained along P at or below L. In order to assure that 
t(P, L) is not too complicated, as might be the case if P crosses (J = q:>rg(L) 
infinitely often, we consider here only paths P for <'# which cross or enter 
each horizontal line (J = constant at most finitely many times and have at 
most finitely many horizontal segments. Thus, we exclude paths of the form 
shown in Figure 20. It is simpler in the analysis which follows to work with 

..oft 

cp -I 
:IJ 

B 

cp (L) 
:IJ 

----- (V,B) 

~--------------v 

Figure 19. 
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the quantity 

Hw(i?,O):= f _ h('T) d'T= Hw(IJlI,<pi 1(0)), (3.3) 
( T18( T) .;; 8) 

the net heat gained along IJlI at or below temperature 0. 

Properties of Hw: 

1. For every path IJlI for C"§, the function () ~ Hw('P, 0) is zero on an 
interval of the form (O,0min) and constant on an interval of the form 
[Omax, 00), with 0min ~ 0max. Moreover, this function is continuous from the 
right at each () in ~ ++ and has at most a finite number of discontinuities on 
~ + +, these being jump discontinuities. 

2. Let IJlI be a Carnot cycle as described in Figure 21. There holds 
V1V3 = V2V4 , and Hw(lJlI, 0) is given by 

o 0 < ° < 01 

(3.4) 

3. For every path IJlI with standard parameterization (V, U), there holds 

JCC A -2 l 1h('T) 
o Hw(IJlI,())() dO= 0 ii('T)d'T. (3.5) 

In particular, for every cycle of C"§, 

joo Hw(IJlI,())()-2dO = O. 
o 

(3.6) 

We verify properties 2 and 3 and omit the proof of 1, which is somewhat 
technical in nature. For the Carnot heat engine shown in Figure 21, the 
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adiabats are solution curves of the differential equation 

dV 
dO 

.,(V,O) 
;\(V,O) 

_ 3(0) 
AU/V 

whose general solution is 
V = De -(l/A)J<"(O)/O) dO. 

Therefore, the adiabats @ CD and (6l Q) have equations 

V = ~e-(l/A)j:l(·m/~)d~ and V = V3e-(1/A)f:l(·m/nd~, 

and, in particular, 

VI = V4e-(l/A)f:12(.m/Od~ and Vz = V3e-(1/A)f:12(.m/Od~. 

The last two relations imply V1V3 = V2V4 for the Camot heat engine, and the 
derivation of this relation for the Camot refrigerator is analogous. For both 
cycles we have 

0, 

f ;\ dV, 
Q)@ 

f ;\ dV + f ;\ dV, 
Q)@ @@ 
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Using the formula ~(V, 0) = AB/V, we obtain 

1 - fV4 ABl ~ Vi 
)"dV= V-dV= ABllny- = AB1Iny-, 

@@ ~ 3 2 

1 - f V2 ),,02 V2 Vi 
)"dV= V-dV= AB21ny- = - AB2Iny-, 

CDQ) VI 1 2 

and these relations yield the desired formula for H<§(fJ1I, 0). 
The proof of 3 involves writing /oooH<§(fJ1I,0)0-2dO as an iterated integral 

and interchanging the order of integration. 

{~)H<§(fJ1I,0)0-2do=1°O(f _ h(T)dT)0-2dO 
o 0 ( "T11i("T) .;; Ii } 

= th(T)(lOO 0-2dO) dT 
o 1i("T) 

11 h( T) 
= 0 (f(T)dT. 

[Here, each iterated integral equals the double integral over the shaded 
region in Figure 22.] This computation verifies (3.5), and (3.6) follows from 
(3.5) and relation (1.15) in Chapter I. 

For our later work, we will need a result which concerns the class of 
functions 0 ~ q( 0) which are of the form 

for some cycle fJ1I for '§. By a right-continuous step function on an inter­
val [Oa,Ob)' we mean a function constant on subintervals [Ok,Ok+l)' 
k = 1,2, ... , n, which are disjoint and whose union is [Oa' 0b)' 

Figure 22. 
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Lemma. For each right-continuous step function q: [Oa' 0b) ~ IR, there is a 
cycle I? for '§ such that 

and 

8 min (I?):=min{8(r)lrE [O,l]} =Oa 

8 max (l?) :=max{ 8 (r )Ir E [0, I]) = 0b 

Hr9(I?, 0) = q( 0), 

(3.7) 

(3.8) 

(3.9) 

Instead of proving the Lemma in detail, we content ourselves with showing 
how I? can be constructed when q is a step function with three values. The 
idea is to use Carnot heat engines and refrigerators in succession which are 
connected by a single adiabat. Let q be the step function shown in Figure 
23a and consider the Carnot path I?* = I? c * I?B * I? A in Figure 23b. I?* is 
specified by selecting an adiabat A and choosing as initial point for I?* the 
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state (Va' fJa) where fJ = fJa intersects A. The path PA consists of three sides 
of a Carnot cycle and ends at the state where fJ = fJ2 intersects A. The paths 
PB and Pc are constructed in an analogous way, with Pc ending at the 
intersection of fJ = fJb with A. A cycle P is then formed by moving from the 
isotherm fJ = fJb to fJ = fJa along A. At this stage, the horizontal dimensions 
of PA, PB' and Pc are unspecified; only the particular isotherms which form 
the upper and lower boundaries of PA ' PB and Pc have been fixed, these 
being the endpoints of intervals on which the given step function q is 
constant. The main observation needed to achieve the relation 

iI~(p*, fJ) = q( fJ), 

is thai each of the functions fJ - iI~(PA' fJ), fJ - iI~(PB' fJ), and fJ­
iI~(Pc' fJ) is of the form (3.4), and that fJ - iI~(p*, fJ) is the sum of these 
three functions. By adjusting the lengths of the isothermal segments for PA , 

PB and Pc> the forms shown in Figure 24 for the above three functions 
arise. These graphs, when combined by addition, yield the graph of q on the 
interval [fJa , fJb ). [It is clear from (3.4) and these graphs that the value of 

H 
I : 
I I 
1 I 
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~2 
I 
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Figure 24. 
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O-H'!I(P,O) on [Ob'OO) cannot be adjusted at will. In fact, (3.6) can be 
used to show that H'!I(P' 0b) is determined by the values of 0 - H'!I(P, 0) on 
[Oa,Ob).] Note that the graphs in Figure 24 are zero on intervals (O,Oa)' 
(0, ( 2 ) and (0, ( 3 ) which are increasing in length. 

4. Thermodynamical Systems (2) and the Second Law 

Our study of the Second Law in Sections 4 through 6 of this chapter closely 
parallels the treatment of the First Law in Sections 1 through 3 of Chapter 
III. Nevertheless, the reader will find the material on the Second Law more 
challenging, both in terms of the motivation required to understand its 
modern form and the analysis needed to express it in a form suitable for 
applications. 

We now give a definition that corresponds to Definition 1.1 in Chapter III 
and contains the central concept in this approach to the Second Law, that 
of the "accumulation function" of a thermodynamical system. 

Definition 4.1. A thermodynamical system .9"is specified by giving a system 
with perfect accessibility (~y,IIy) and, for each process ('IT,O") of 
(~y, IIy), a function L - Hy('IT, O",L) from the hotness manifold..,l{ into 
the reals IR satisfying the following three conditions: 

(TS1) for every process ('IT, 0"), there are hotness levels L' ~ L" such that 

Hy('IT,O",L) = {HO, ( L") y 'IT, 0", , 
L -< L' 
L" ~ L; 

(TS2) for every process ('IT, 0") and empirical temperature scale cp, the 
function O_Hy('IT,O",cp-l(O» is right continuous with at most a 
finite number of discontinuities, these being jump discontinuities; 

(TS3) for each hotness level L, the function ('IT, 0") - Hy( 'IT, 0", L) is an 
action for (~y, IIy). 

The function H y is called the accumulation function of .9", and L­
Hy('IT,O",L) is sometimes called the accumulation function for ('IT, 0"). The 
value of H y at a triple ('IT, 0", L) is called the net heat gained by .9" in the 
process ('IT, 0") at or below the hotness level L; similarly, H y( 'IT, 0", cp - l( 0» is 
called the net heat gained by .9" in the process ('IT, 0") at or below the 
temperature 0 (with respect to the empirical temperature scale cp). According 
to (TS1), L - Hy( 'IT, 0", L) is a constant function on each of the sets 
{L E ..,I{IL -< L'} and {L E ..,I{IL" ~ L} with value zero on the former. More­
over, even though for each process ('IT, 0") the hotness levels L' and L" in 
general are not uniquely determined by ('IT, 0"), the value of L - Hy( 'IT, 0", L) 
on the latter set is independent of the choice of L"; we write Hy( 'IT, 0") for 



4. Thermodynamical Systems (2) and the Second Law 53 

H 09'( 'IT, 0, L") and call it the net heat gained by Y in the process ('IT, 0). Not 
only does this terminology for Ho9'( 'IT, 0) agree with that in Definition 1.1 of 
Chapter III, but (TS3) guarantees that ('IT, 0) >-+ Ho9'( 'IT, 0) is an action for 
(~o9" ITo9')' just as was the case in that definition. In other words, the 
definition of thermodynamical system in Chapter III is consistent with the 
present one if one identifies Ho9'('IT, o) in the former with Ho9'('IT,o,L") in 
the latter. Therefore, it is meaningful to consider systems Y which are 
thermodynamical systems in both senses. 

The present definition of thermodynamical system contains one of the 
fundamental requirements which we place on the physical systems covered 
by the theory in this chapter: in every process of the system it is possible to 
identify the net heat that the system gains at or below each hotness level. It was 
James Serrin who made this requirement explicit and formulated the theory 
which is the basis for our presentation. Of course, the idea that in thermody­
namics one should distinguish between heat gained at different hotness 
levels can be found in Carnot's work, but no one prior to Serrin appears to 
have found an explicit and yet general mathematical formulation of this 
idea. 

The accumulation function H<§ of an ideal gas is given by relations (3.1) 
and (3.2), and property one of the function H<§ in (3.3) implies that H<§ 
satisfies (TSl) and (TS2). We already observed in Chapter II that each 
homogeneous fluid body determines a system with perfect accessibility, and 
(3.1) together with (3.2) permit one to show that, for each hotness level L, 
the function ('IT, 0) >-+ H<§( 'IT, 0, L) is an action for (~<§, IT<§), i.e., (TS3) is 
satisfied: each ideal gas determines a thermodynamical system in the sense of 
Definition 4.1. Actually, this conclusion holds for every homogeneous fluid 
body 9" if in (3.1) we replace ~by 9", h by the heating for 9" along P, and, 
in (3.2), we employ any empirical temperature scale. Thus, our theory 
applies to the homogeneous fluid bodies of classical thermodynamics, with 
the exclusion of paths of the type shown in Figure 20. (This exclusion can 
be avoided but only at the cost of employing more advanced mathematical 
concepts.) 

When we speak of an ideal gas as a thermodynamical system, it is often' 
convenient to interchange processes ( 'IT, 0) and the paths P they determine. 
This is usually done by interchanging the symbols H<§(P,L) and H<§('IT, o,L); 
it causes no difficulties, because the net heat gained in a process of ~ at or 
below L depends only upon the path determined by the process. 

If Yis a thermodynamical system and cp is an empirical temperature scale, 
then the identification of Ho9'('IT,O,cp-I«(J» as the net heat gained in ('IT,o) 
at or below temperature (J has the following consequences: 

(a) if Ho9' ('IT,0,cp-l«(J2»-Ho9'('IT,0,cp-I«(JI» is positive, then heat is ab­
sorbed in the process ('IT, 0) on the temperature interval «(J I' (J2]; 

(b) if Ho9'( 'IT, 0, cp -I( (J2»- Ho9'( 'IT, 0, cp -I( (JI» is negative, then heat is emitted 
in the process ('IT, 0) on the temperature interval «(JI' (J2]; 
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(c) If H!A'IT,0,cp-l(82 »-HsP('IT,0,cp-l(81» is zero, then there is no net 
gain of heat in ('IT, 0) on the interval (01,82 1. 

It follows that If 8~HsP(7T,0,cp-l(8» IS. . on an mterval . . { decreaSing} . 
mcreasmg 

I c IR, then heat is {a~r:~~;d} by.Y' on each subinterval of I in the process 

('IT, 0). Moreover, an interval I on which 0 ~ HsP( 'IT, 0, cp-l( 8» is constant 
corresponds to no net gain of heat by .Y' on any subinterval of I in the 
process ('IT, ° ). 

In those cases where processes of a system can be described by functions 
on time intervals, it is important to distinguish between net gain of heat on 
temperature intervals, as expressed by accumulation functions, and net gain 
of heat on time intervals. For example, consider for an ideal gas cg an 
isothermal cycle ('IT, 0) (or P) which has standard parameterization (V, if) 
given by 

O~T~! 

! < T ~1, 
(4.1) 

with a a positive number. The net gain of heat on the time interval [0, T 1 is 
given by the expression 

Figure 25 shows the graph of T ~ H ( T) as well as the graph of the 
accumulation function for this cycle. Thus, on the time interval (0,1) the net 
gain of heat is not zero; nevertheless, the relation (3.3) and the fact that P 
here is an isothermal path consisting of one segment and its reversal show 
that the accumulation function vanishes identically. 

The distinction between distribution of heat with respect to time and with 
respect to temperature is crucial for the success of the present development. 
By emphasizing the distribution with respect to temperature or hotness as 
expressed through the accumulation function, we avoid the necessity of 
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giving details about how a system evolves in time. Whatever those details 
may be, it is only their ultimate contribution in determining an accumula­
tion function which interests us. For example, the discussion in the previous 
paragraph leads us to conclude that infinitely many processes of an ideal gas 
have accumulation functions equal to the zero function. 

We return now to the assertions (a), (b), and (c) about Hyand to the 
verbal forms 1-3 of the Second Law given in the introduction to this 
chapter. Each of these forms can now be interpreted as a statement of the 
following type: for no cycle (71", a) of ffcan the function L>-+ Hy( 71", a, L) have 
a specified mathematical property. For example, the Kelvin-Planck version 2 
would read: for no cycle (71", a) of ffcan L>-+ Hy( 71", a, L) be increasing on 
some interval and nowhere be decreasing, i.e., the graph of L >-+ H y( 71", a, L) 
for a cycle (71", a) cannot have the form shown in Figure 26. We leave it to 
the reader to supply similar statements of versions 1 and 3 in terms of the 
accumulation function for cycles of ff. 

The concept of thermodynamical system thus yields simple, general, and 
precise statements of the Second Law which reflect the ideas contained in 
the classical verbal forms 1-3 of that law. 

Although we are now in a position to compare these classical forms, we 
forego this in favor of giving a version of the Second Law due to Serrin. It 
turns out that Serrin's version not only implies the classical forms 1-3 but 
also can be analyzed in sufficient depth to provide a modem counterpart of 

-- - ------:;.r,---
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Figure 26. 
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the important" Clausius inequality" given in traditional treatments of the 
Second Law. This, in turn, will be the starting point for our study of the 
concept of entropy in Chapter V. 

Second Law. Let Ybe a thermodynamical system in the sense of Definition 4.l. 
For each cycle ('IT,0) of Y, i.e., for each element of (IIyO~y)cyc' there 
holds: 

if HfA 'IT, 0, L) ?;!; 0 for all L E.4(, then HcA 'IT, 0) = O. (4.2) 

According to (4.2), the accumulation function for a cycle of a system which 
obeys the Second Law cannot have the form shown in Figure 27, but may 
have the form shown in Figure 28. Actually, the main result on the Second 
Law, the Accumulation Theorem, implies (see Problem 6) that the only 
non-negative accumulation function for a cycle of a system obeying the 
Second Law is the zero function. In other words, the Second Law will imply 
that (4.2) can be replaced by: 

if HfA 'IT, o,L)?;!; 0 for all L E.4(, then Hy( 'IT, o,L) = 0 for all L E.4(. 

(4.3) 

L' 

~ I 
I 

t:' 

Figure 28. 
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5. Products of Systems and Preservation of the 
Second Law 

The notion of a product of two systems was introduced in Definition 2.1 of 
Chapter III, and much of the presentation in Section 2 of Chapter III 
applies directly to our study of the Second Law. In fact, the only modifica­
tions of that presentation which are required here are ones which reflect the 
difference between the concept of thermodynamical system used in Chapter 
III and the one used in this chapter. 

Definition 5.1. Let a be an index with values 1 and 2 and let (~y, II y ) and 
Hy be the systems with perfect accessibility and accumulation fun~tions 
spe~ified for two thermodynamical systems 9"1 and 9"2' The product 9"1 X 9"2 
of 9"1 and 9"2 is defined through the following specification: 

and 

(5.1) 

(5.2) 

where (5.3) holds for every process ( 7T1, (11) of 9"1' ( 7T2 , ( 2 ) of 9"2' and hotness 
level L. 

The reader will notice that this definition differs from Definition 2.1 of 
Chapter III only in the replacement of (2.3) and (2.4) in Definition 2.1 by 
(5.3) in the present one. This difference arises because we here do not 
require the concept of work, but we do require more information about the 
distribution of heat gained with respect to hotness. Actually, because we 
have agreed to identify Hy( 7T, a) with Hy( 7T, a, L"), relation (2.4) in Chapter 
III may be regarded as a consequence of (5.3) when L is chosen so that 

L{ ~ L and L~ ~ L, 

with L{ and L~ the upper hotness levels associated with (7T1, ( 1 ) and 
( 7T2 , ( 2 ), respectively. 

Just as in Chapter III, we interpret 9"1 X 9"2 as the thermodynamical 
system obtained by isolating 9"1 and 9"2 from one another and permitting 
them to operate simultaneously or sequentially without either thermal or 
mechanical interaction. The discussion in Chapter III can be easily adapted 
to this presentation in order to justify our calling 9"1 X 9"2 a thermodynami­
cal system in the sense of Definition 4.l. 

Because every ideal gas ~ determines a thermodynamical system, it is 
meaningful to consider for each thermodynamical system 9" the product 
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Y X ~. In complete analogy with our discussion in Section 2 of Chapter III, 
we here say that Y and ~ preserve the Second Law with respect to the product 
operation if they satisfy the following condition: 

if Yobeys the Second Law, then so does Y X ~. (5.4) 

6. The Second Law and the Accumulation Inequality 

In proving property 3 of ideal gases in Section 3, we verified that every ideal 
gas satisfies (3.6), and we conclude from (3.3) that every ideal gas ~ satisfies 

(6.1) 

for every cycle IP> of~. Our goal in this section is to study the relationship 
between the Second Law and a generalization of (6.1) to arbitrary thermo­
dynamical systems. To state this generalization, we let ~be an ideal gas and 
Y be a thermodynamical system. We say that Y satisfies the Accumulation 
Inequality (for the temperature scale CPw associated with ~) if 

('IT,0)E(rr.9"<)~.9")cyc=[()H.9"('IT,0,CPil((}))0-2dO~O. (6.2) 
o 

The Accumulation Inequality plays a central role in the study of the Second 
Law, because it turns out to express the content of that law in a way which 
gives information about a system undergoing arbitrary cycles, whereas the 
Second Law mentions only the cycles for which the accumulation function 
is non-negative. Our presentation and study of the Accumulation Inequality 
is easily compared with our study of Joule's relation in Section 3 of Chapter 
III, if we make the following substitutions in the latter: 

First Law - Second Law 

Joule's relation - Accumulation Inequality. 

We begin with an analogue of Lemma 3.1 of Chapter III. 

Lemma 6.1. If Ysatisfies the Accumulation Inequality for some choice of ideal 
gas ~, then Yobeys the Second Law. 

PROOF. Suppose Ysatisfies (6.2) and let ('IT, 0) be a cycle of Ysuch that, for 
all L E .,((, 

(6.3) 

Let L" be as in (TS1) for ('IT, 0), let 0" = CPw(L") and note from (6.2) and 
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(6.3) that 

0;;,. [YJHY'('1I",0,rpi1(O))O-2dO 
o 
0" 00 

'= [ HY'('1I",0,rpi 1(O))o-2do+1 HY'('1I",0,rpi 1(0))O-2dO 
JO 0" 

;;,. 0 + HY'( '11", 0)100 0- 2 dO 
0" 

= HY'( '11", 0)/0";;,. O. 
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Therefore, we conclude that HY' ('11", a) vanishes and that (4.2) holds, i.e., Y' 
obeys the Second Law. D 

In the case where Y' is an ideal gas C§, relations (3.3) and (3.6) tell us that 
Y'does satisfy the Accumulation Inequality for the temperature scale rp'§ 
associated with C§, and Lemma 6.1 implies that every ideal gas obeys the 
Second Law. 

The next result is an analogue of Lemma 3.2 of Chapter III. 

Lemma 6.2. Let Y' be a thermodynamical system and '§ be an ideal gas. If 
Y' X '§ obeys the Second Law, then Y'satisfies the Accumulation Inequality for 
the temperature scale rp'§ associated with '§. 

PROOF. We shall show that if Y'fails to satisfy the Accumulation Inequality, 
then Y' X C§ does not obey the Second Law. Thus, we suppose that there is a 
cycle ('11",0) ofY'such that 

IY'('IT,o):= looHY'('IT,0,rpi1(O))0-2dO>O. (6.4) 
o 

We wish to find a cycle « 'lTY" 'IT'§),( 0Y" o'§» of Y' X '§ for which the implica­
tion (4.2) is false, i.e., 

HY'x'§('1I"Y','IT'§),(0Y',o'§),L);;,.O forallLE.A (6.5) 

and 

(6.6) 

Because every cycle « 'lTY" 'IT'§), (0Y" o'§» of Y' X '§ comes from cycles of Y' 
and cycles of '§, it is natural to take 'lTY' = 'IT and 0Y' = a, with ( '11", a) the cycle 
of Y'in (6.4). With this choice, (5.3) permits us to write (6.5) and (6.6) in the 
forms: 

and 

(6.8) 

Now, let L' and L" be the upper and lower hotness levels in (TSl) for the 
cycle ('11", a), let Oa = rp'§(L'), Ob = rp'§(L"), and assume that ('IT'§, o'§) has been 
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chosen so that the path !PI corresponding to it lies on or between the lines 
() = ()a and () = () b· The crucial step is to express H.:A 1T, a) and H -:g ( 1T -:g, a-:g) in 
(6.8) in terms of ly(1T,a) and 

I!J(!PI):= looH!J('TT!J,a!J,CPfi1«()))()-2d(). (6.9) 
o 

This can be done using the relations 

I y ( 1T, a) = H y ( 1T , a) () b 1 + t b H y ( 1T , a, cpfi 1 ( () ) ) () - 2 d () ( 6.10) 
(Ja 

and 

so that (6.10), (6.11), (3.3) and (3.6) yield 

Hy ( 'TT, a) + H-:g ( 'TT-:g, a!J) = ()bly ( 1T, a) - ()b l(Jb Hy ( 1T, a, cpfi 1 ( ()) ) ()- 2 d() 
(Ja 

+ ()b· 0 - ()b t b H!J( 1T-:g, a!J, cpfi l( ())) ()-2 d() 
(Ja 

= ()b1y( 1T, a) - ()b l(Jb ()-2A «()) d(), (6.12) 
(Ja 

where 

A ( ()) = H y ( 1T , a, cpfi 1 ( () ) ) + H!J ( 1T-:g, a-:g, cpfi 1 ( ()) ) . ( 6 .13) 

Because the right hand-side of (6.13) is just another way of writing the 
left-hand side of the inequality in (6.7), we see from (6.12) and (6.13) that 
(6.7) and (6.8) will hold if we can find ('TT!J, a!J), a cycle of '§, such that 

A«()) ~ 0 for all 0 > 0 (6.14) 

and 

(6.15) 

However, if A«()) ~ 0 holds for () in «()a' ()b)' then 

1(JbOa-2A«())d()~ 1(JbO- 2A (O) dO, 
(Ja (Ja 

and (6.15) will follow from the inequality 

I y ( 'TT, a ) - () a- 2l(J b A ( ()) dO> o. 
(Ja 

In other words, (6.7) and (6.8) are implied by the relations (6.14) and 

()a21 y{1T,a) > l(JbA (O)d(). (6.16) 
(Ja 

The inequalities (6.14) and (6.16) tell us that the cycle (1T-:g, a!J) should be 
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chosen so that the function A is non-negative on all of R ++ with its integral 
from (Ja to (Jb smaller than the positive number (J;I sA7T,a). 

To focus attention on the part of A which is determined by ( 7T~, o~) alone, 
we restate our conclusions as follows: (7T~, o~) must be chosen so that 

® the closed path Ifli which is determined by (7T~, o~) is bounded by the 
lines (J = (Ja and (J = (Jb; 

® H~(Ifli, (J);:. I«(J), 0 < (J < 00; 

@ EO+ I fJbl«(J)d(J> tbHw(lfli,(J)d(J. 
fJa fJa 

In ® and@ wehavewritten/«(J) for -Hy (7T,O,qJi I«(J)) and EO for 
the positive number (J;ly(7T,O); we also have used (3.3) to replace 
Hw( 7TW' ow' qJi I( (J)) by Hw(lfli, (J). In order to proceed further, we observe 
that - I is the accumulation function for ( 7T, 0) expressed as a function of (J, 
so we may apply (TS2) in Definition 4.1 to conclude that the restriction of I 
to [(Ja, (Jb) is integrable in the sense of Riemann. The theory of the Riemann 
integral tells us that there is a step function q on [(Ja' (Jb) such that 

q( (J);:. I( (J), ( 6.17) 

and 

(6.18) 

Clearly, (6.17) and (6.18) would yield @,and ® (for (Ja ~ (J < (Jb instead of 
o < (J < 00) if we could replace q( (J) by H w(lfli , (J) for some choice of cycle Ifli. 
To this end, we observe that q can be modified so that (6.17) and (6.18) still 
hold and q is right continuous, and we are now able to apply the Lemma of 
Section 3 to obtain the existence of a cycle Ifli of C§ satisfying ®, @' and 
® -for (Ja ~ (J < (Jb' However, these conclusions together imply that ® 
also holds for (Jb~(J, because Hy (7T,a,cpi I«(J)) and H~(Ifli,(J) are constant 
on [(J b' 00) and because, in view of these conclusions, @ in the form (6.16) 
now implies (6.15). Moreover, both H~and/vanish on (0, (Ja), so that ® is 
verified. Hence, ®, ®, and @ hold, which implies that so do (6.14) and 
(6.15); consequently, (6.5) and (6.6) hold for the cycle «7T,7T@),(O,o@))just 
constructed, and this completes the proof of Lemma 6.2. 0 

Lemmas 6.1 and 6.2 yield the following pair of implications: 

Y' X C§ obeys the Second Law = Y'satisfies the Accumulation Inequality 

= Y'obeys the Second Law. 

The situation here is the same as in our analysis of the First Law in Chapter 
III; we continue here in the same way as in Chapter III and state the next 
result as a theorem. 



62 IV. A Modem Treatment of the Second Law 

Theorem 6.1 (Accumulation Theorem). Let Y' be a thermodynamical system, 
let ';1 be an ideal gas, and suppose that Y' and ';1 preserve the Second Law with 
respect to the product operation. It follows that Y'obeys the Second Law if and 
only if Y'satisfies the Accumulation Inequality (for the temperature scale <p~). 

PROOF. If Yobeys the Second Law, then by (5.4) so does Y' X ';1, and 
Lemma 6.2 tells us that Y'satisfies the Accumulation Inequality. Conversely, 
if Ysatisfies the Accumulation Inequality, then Y'obeys the Second Law, by 
Lemma 6.1. 0 

The Accumulation Theorem has many important consequences, some of 
which we discuss here and in the next section. First of all, we may ask 
whether or not the hypothesis of the theorem is satisfied when Y'is an ideal 
gas, Y' = ';1*, possibly different from ';1. If ';1* and ';1 preserve the Second 
Law with respect to the product operation, then, because every ideal gas 
does obey the Second Law, the Accumulation Theorem tells us that ';1* 

satisfies the Accumulation Inequality for the temperature scale <P~ associated 
with ';1: 

('IT~., a~.) E (rr~.<>~~. )cyc => 100 H~.( 'IT~., a~., <pile 0)) 0- 2 dO ~ O. 
o 

(6.19) 

However, H~.('IT~.,aff.,L) for every hotness level L is given by the formula 

(6.20) 

where h is the heating for a standard parameterization (V, 0) of the path IFD* 
determined by the cycle ( 'lTff ., aff .). By employing (6.20) with L replaced by 
<pi l( 0) and using the notation 

T{O) = <Pff( <pi:(O)), 0 < 0 < 00, (6.21) 

we conclude that (6.19) is equivalent to the assertion 

('lTff.,aff.)E(rrff'<>~ff')CYC=> 100(1 _ h('T)d'T)0-2dO~0. 
o {TIT«(I(T)),.;(I} 

(6.22) 

The argument used to verify (3.5) yields the relation 

1001 h{ 'T )0-2 d'TdO = 11 h{ 'T) d'T. 
o { TIT( 8( T)) ,.; (I} 0 T( 0 ( 'T ) ) 

(6.23) 

Moreover, the formula 

h{ 'T) = A (V { 'T),8 ( 'T)) V· ( 'T) + ,,( V ( 'T),8 ( 'T )) O· ( 'T) 

in the case of an ideal gas ';1 * reduces to 

h{ 'T) = A*O( 'T) ~.({:? + j*(O( 'T))O·( 'T), 
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so that (6.22) is equivalent to the statement that 

A*(J 0*( (J) 
~. T( (J) V dV + T( (J) d(J ~ 0 (6.24) 

for every cycle I?* of C§ *. In particular, if we apply (6.24) to I?r*, the reversal 
of a cycle I?* of C§*, then the fact that the line integral in (6.24) changes 
sign when I?* is replaced by I?r* tells us that (6.22) is equivalent to the 
condition 

A*(J 0*( (J) 
~. T«(J)V dV + T«(J) d(J=O (6.25) 

for all cycles I?* of C§*. If we apply (6.25) to a rectangular path I?* with 
sides parallel to the coordinate axes, we conclude immediately that (J 0--') 

(J /T( (J) is a constant function. Consequently, (6.21) becomes 

c(J=<p~(<p;}«(J»), O<(J<oo (6.26) 

where c is a fixed positive number, and this relation with (J replaced by 
<p~.(L) becomes 

LEA. (6.27) 

In summary, if C§ * and C§ preserve the Second Law with respect to the 
product operation, then the corresponding empirical temperature scales <p~. 
and <p~ are positive constant multiples of one another. Conversely, if (6.27) 
or, equivalently, (6.26) holds, then we have for each cycle I?* of C§ * and I? 
of c§: 

100 H~.(I?*, <p; I( (J») + H~(I?, <p;I( (J») 
2 d(J 

o (J 

-100 H~.(I?*,<p;!(C-1(J») 100 H~(I?,<pW1«(J») 
- 2 d(J + 2 d(J 

o (J 0 (J 

-11 00 H~.(I?*,<p;!(O*») 100 H~(I?,<pWl(O) 
= c d(J* + d(J 

o «(J*)2 0 (J2 

=0, 
i.e., the product C§ * X C§ satisfies the Accumulation Inequality for <p~. By 
Lemma 6.1, C§ * X C§ obeys the Second Law, and this shows that C§ * and C§ 

preserve the Second Law with respect to the product operation. Thus, we 
have proven that two ideal gases preserve the Second Law with respect to the 
product operation if and only if their temperature scales are constant multiples 
of one another. 

For later use we note that the reasoning which led from (6.22) to (6.27) 
yields the following result. 

Lemma 6.3. Let C§ be an ideal gas, and let <p be an empirical temperature scale 
with range equal to III ++. It follows that C§ satisfies the Accumulation Inequal-
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ity for the temperature scale qJ [i.e., (6.2) holds with Y'replaced by ~ and qJ'lJ 

replaced by qJ] if and only if qJ is a constant multiple of qJ'lJ' 

One of the principal uses of the Accumulation Inequality concerns finding 
the consequences of the Second Law for various collections of thermody­
namical systems. This is best done when the same temperature scale occurs 
in the Accumulation Inequality for all of the systems under consideration. 
The next result gives conditions which imply that this is so. 

Theorem 6.2. Let U be a collection of thermodynamical systems, and let ~ be 
an ideal gas with associated temperature scale qJ'lJ' Suppose that not only every 
system Y'in U but also all the products Y' X ~ with Y'in U obey the Second 
Law. It follows that every system U satisfies the Accumulation Inequality for 
the scale qJ'lJ' 

PROOF. The fact that the systems Y' and Y' X ~ obey the Second Law implies 
that, for each Y'in U, the systems Y' and ~ preserve the Second Law with 
respect to the product operation. The conclusion of the theorem now 
follows from the Accumulation Theorem. 0 

The condition that all products of the form Y' X ~ obey the Second Law 
is the counterpart of Carnol's condition that two heat engines operating 
together should obey a primitive version of that law. Thus, both in classical 
and modem treatments, the usefulness of the Second Law depends upon its 
validity for pairs of systems when regarded as single systems. 

The next result together with the previous one lead us to grant a special 
status to the temperature scale qJ'lJ associated with an ideal gas ~. This is 
usually done in traditional presentations by calling qJ'lJ' or any of its 
constant multiples, an "absolute temperature scale." 

Theorem 6.3. Let U be a collection of thermodynamical systems which contains 
an ideal gas ~,and let qJ be an empirical temperature scale with range equal to 
iii ++. If every system in U satisfies the Accumulation Inequality for the scale qJ, 

then cp is a constant multiple of qJ'lJ' the temperature scale associated with ~. 

PROOF. By hypothesis, ~ satisfies the Accumulation Inequality for the scale 
qJ, and Lemma 6.3 tells us that cp is then a constant multiple of qJ'lJ' 0 

In suggestive terms, Theorems 6.2 and 6.3 tell us that a collection of 
systems which is "compatible" with the Second Law and which contains at 
least one ideal gas ~ satisfies the Accumulation Inequality for one and (to 
within constant multiples) only one temperature scale, namely qJ'lJ' It is this 
remarkable property of qJ'lJ which leads us to call it an absolute temperature 
scale. 
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In the discussion of temperature given in Chapter I just after Definition 
1.1, we mentioned that the choice of temperature scale made there, and 
employed throughout that chapter, was subject to a restriction to be 
explained here in Chapter IV. It is clear now that the temperature scale used 
in Chapter I must be an absolute temperature scale. In fact, Theorem 6.3 
can be applied to the class IUc of homogeneous fluid bodies which satisfy the 
classical versions of the First and Second Laws, because Theorems 1.2 and 
3.1 of Chapter I imply that every system in IU c satisfies the Accumulation 
Inequality for the chosen temperature scale, and IU c contains all ideal gases. 

It is interesting to note that, had we not employed an ideal gas in our 
analysis of the Second Law, but instead had we used the Second Law to 
construct, as Serrin has done, a temperature scale !P which satisfies the 
hypothesis of Theorem 6.3, the scale !p would have turned out to be a 
multiple of !Pw. It is only when one wishes to study collections of systems 
which do not contain at least one ideal gas that such an alternative 
approach to the analysis of the Second Law becomes significant. 

7. Estimates for Heat Absorbed and Heat Emitted 

In order to illustrate a further application of the Accumulation Inequality, 
we show here how estimates similar in form to those obtained in Theorem 
4.1 of Chapter I for homogeneous fluid bodies can be derived easily for 
general thermodynamical systems from (6.2). 

Our basic hypothesis will be that, for each process ('IT, CJ) of a system Y', 
the function 0>-+ HsA 'IT, CJ,!pi l( 0)) in (6.2) can be written as the difference 
of two non-negative and non-decreasing functions, i.e., for each 0 in ~ + +, 

H.5I'('lT,CJ,!pi 1(O))=H.J,('lT,CJ,O)-H),('lT,CJ,O). (7.1) 

We assume also that H.J, and H), are zero on (0, !Pw(L')) and are constant on 
[ !Pw(L"), (0). Results in Analysis tell us that such decompositions always 
exist and single out particular ones in which the terms have special proper­
ties. Here, our concern is not how these decompositions arise but, rather, 
how they can be used. We call H.J, ( 'IT, CJ, 0) the net heat absorbed at or below 
temperature 0 in ('IT,CJ) and H),('lT,CJ,O) the net heat emitted at or below O. 
These names are used to help us fix the physical interpretation of (7.1) but 
they will not be justified here. When ('IT, CJ) is a cycle of Y', the Accumula­
tion Inequality (6.2) yields 

o > [Y"J H.5I'( 'IT, CJ,!pi l( 0)) 0- 2 dO 
o 

= [Y"JH.J,('lT,CJ,O))O-2dO-lOOH),('lT,CJ,O)O-2dO (7.2) 
o 0 

> 100 H.J, ('IT, CJ, 0) 0- 2 dO -1 00 H), ( 'IT, CJ, 0) 0- 2 dO, 
en e' 
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where Oil = qJf9(L") and 0' = qJf9(L'). In obtaining the inequality (7.2), we 
have used the fact that H.J, and H.J, both vanish on (0,0') and H.J, is 
non-negative. The last integral in (7.2) satisfies 

-100 H.J, ('lr, (J, 0)0- 2 dO> -1 00 H.J, ('lr, (1, 0")0- 2 dO 
8' 8' 

because H.J, is non-decreasing, while the next-to-Iast satisfies 

100 H.J, ('lr, (J, 0)0- 2 dO = H.J, ('lr, (1, ( 11 )100 0- 2 dO. 
8" 8" 

These relations and (7.2) immediately yield the estimate 

Hj. ('lr, (1, Oil) H.J, ('lr, (1, Oil) ° > Oil - 0' , 

i.e., if H.J,( 'lr, (1, 0") is non-zero, 

Hj. ('lr, (1,0") Oil 
H r ('lr (1 0") ~ 71' . 

,9" " 

(7.3) 

This inequality is reminiscent of (4.7), Chapter I: 

H+ (1fD) O2 ---:--"- ~-
H- (1fD) '<: 01 ' 

which holds for cycles IfD of a homogeneous fluid body during which no heat 
is absorbed above temperature O2 and no heat is emitted below 01, This 
inequality was shown to reduce to equality if and only if IfD is a Carnot path 
on which heat is emitted only at temperature 01 and absorbed only at O2 , An 
analogous argument shows here that equality holds in (7.3) if and only if 
H,9" ('lr, (J, qJii 1( 0» is given by 

(
0, 0 < 0' 

H,9"('lr,(1,qJ;I(O))= A, O'~O<O" 
B, O"~O, 

with A and B real numbers related by the formula 

( 0" ) B=A 1-71' . 

(7.4) 

(7.5) 

The reader should compare (7.4) and (7.5) with the formula (3.4) for the 
accumulation function of an ideal gas for a Carnot cycle. That comparison 
strengthens the analogy between the estimate in classical thermodynamics 
«4.7) of Chapter I) and the inequality (7.3), and it shows that little has been 
sacrificed to gain the greater generality of the modern treatment. 



CHAPTER V 

Energy and Entropy for 
Thermodynamical Systems 

1. Introduction 

In our treatment of homogeneous fluid bodies, we found that the laws of 
thermodynamics permitted us to augment the list of functions of state 
(.ft, >:.., a) in the description of such a body. The new functions of state, E 
and S-called energy and entropy functions, respectively-arise as poten­
tials for vector fields on the state space, their existence is equivalent to the 
First and Second Laws, and their derivatives yield the original functions of 
state,.ft, >:.., and a in simple relations. In Chapters III and IV we have studied 
versions of the First and Second Laws which are meaningful for a class of 
systems far broader than the collection of homogeneous fluid bodies and 
which take the form of relations that restrict the behavior of a thermody­
namical system in special cycles. For each of the two laws of thermody­
namics, we found a condition that applies to all cycles and is equivalent to 
the original statement of the law. Theorem 3.1 of Chapter III and Theorem 
6.1 of Chapter IV express these facts in precise mathematical language and 
tell us that Joule's relation, (3.1) of Chapter III (with M = RIA), is 
equivalent to the First Law, and that the Accumulation Inequality, (6.2) of 
Chapter IV, is equivalent to the Second Law. It is natural to ask whether 
analogues of energy and entropy can be obtained from Joule's relation and 
the Accumulation Inequality, and the present chapter is devoted to provid­
ing an affirmative answer to this question. 

Before embarking on the main part of the presentation, we paQse to 
explain the point of view toward energy and entropy which will emerge 
here. Energy and entropy are derived quantities in the present theory, as 
distinct from heat, hotness and work, which may be described as primitive 
quantities, i.e., ones which are given at the outset and are not defined in 
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terms of other concepts. In fact, we will show that the laws of thermody­
namics imply the existence of functions of state which obey relations that 
are generalizations of (3.27) and (3.28) of Chapter I, and we will then name 
these functions "energy functions" and "entropy functions", because of the 
close analogy between the relations they satisfy and the relations (3.27) and 
(3.28). The importance of energy and entropy functions lies in the fact that 
they permit us to state the entire content of the First and Second Laws as 
conditions which hold for every process of a system, in contrast with the 
initial statements of these laws as conditions which hold only for special 
cyclic processes. 

The relationship between the laws of thermodynamics for thermodynami­
cal systems and the existence of energy and entropy functions rests only on 
part of the structure described in Definition 1.1 of Chapter III and in 
Definition 4.1 of Chapter IV, namely, the notion of a system with perfect 
accessibility. In this chapter we shall use the fact that both Joule's relation 
and the Accumulation Inequality are statements of the following form: a 
preassigned action for a system with perfect accessibility vanishes on every 
cycle or is not positive on every cycle of the system. The fact that the action 
in Joule's relation is of the form (7T,(J)~Wy(7T,(J)-(R/A)H.~A7T,(J) and 
that the action (7T, (J) ~ Iy( 7T, (J) in the Accumulation Inequality is an 
integral of the accumulation function of Y'is not used in our theory of 
energy and entropy functions. Thus, we may regard the analysis of Chapters 
III and IV as having singled out actions with special properties on the cycles 
of a system with perfect accessibility, and we here study in detail the class of 
actions having these properties. 

2. Actions with the Clausius Property 

In both classical and modem treatments of the Second Law the content of 
that law is equivalent to a statement that a given action for a system with 
perfect accessibility not be positive on cycles of the system. For the modem 
treatment this is clear from Theorem 6.1 of Chapter IV; for the classical 
treatment, in which the Second Law reduces to the assertion that (3.24), 
Chapter I, holds on all cycles, one must observe that the assertion 

A.. XCV, 8) {l(V,8) 
I? a cycle = :fp 8 dV + 8 d 8 ~ 0 (2.1) 

is equivalent to the statement 

~ XCV, f)) {l(V,8) f) 
I? a cycle = dV + d = 0 

p f) 8 ' 
(2.2) 

which is precisely (3.24) of Chapter I. The proof of the equivalence of (2.1) 



2. Actions with the Clausius Property 69 

and (2.2) is left as an exercise; it is based on the fact that every cycle P of a 
homogeneous fluid body has a reversal Pr which also is a cycle. 

All of the presentation in the remainder of this chapter rests on the 
concepts in Chapter II, and it may be useful at this point for the reader to 
review Definitions 1.1 and 2.1 of that chapter. We now describe the 
principal new concept of this section. 

Definition 2.1. Let 0, be an action for a system (~, II) with perfect accessibil­
ity, and let aO be in ~. We say that 0, has the Clausius property at aO if there 
holds 

(7T, aO) E (IIO~)cyc => 0,( 7T, aO) ~ O. (2.3) 

Our choice of the term "Clausius property" rests on the classical term 
"Clausius inequality" for a special instance of (2.3). Coleman and Owen 
employed the term" Clausius property" to describe actions which satisfy an 
approximate version of (2.3) in the context of a theory of systems with 
"approximate cycles." The remainder of this section contains an adaptation 
of Coleman and Owen's study of actions with the Clausius property to the 
systems with perfect accessibility studied here. We present several pre­
liminary results in a series of lemmas. In each of these lemmas, 0, is an 
action for a system with perfect accessibility (~, II). 

Lemma 2.1. 0, has the Clausius property at a state aO if and only if, for each a 
in ~, the set of real numbers 

0, { aO ~ a } : = { 0, ( 7T, aO) I p",ao = a } (2.4) 
is bounded above. 

PROOF. Suppose that 0, has the Clausius property at aO and let a be in ~. 
Property (S1) in Definition 1.1, Chapter II, implies there is a process 
generator iff such that 

(see Figure 29). For each 7T such that p",ao = (1, there holds 

aE~(iff)n9P(7T), 

(2.5) 

so that ~(iff)n 9P( 7T) *" 0 and iff'TT is a process generator with aO E ~(iff7T). 

Moreover, (1.3) of Chapter II, (2.5), and the choice of 'TT imply that 

and we conclude that (iff7T, aO) is a cycle. Because 0, has the Clausius 
property at aO, (2.3) here and (2.1) of Chapter II yield 

o ~ 0, ( iff7T, (1 0) = 0, ( 'TT , a ° ) + 0, ( iff, p",a ° ) 
=o,(7T,aO)+o,(iff,(1). 
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Figure 29. 

Therefore, for every process generator 7T for which p."oo = 0, there holds 

a(7T,oO) ~ - a(7T,o), 

and this tells us that a { 0° ~ o} is bounded above. Conversely, to show 
that, if a {0° ~ o} is bounded above for every 0 in ~, then a has the 
Clausius property at 0°, we assume that a does not have the Clausius 
property at 0° and show that a {0° ~ o} is not bounded above for any state 
o in ~. Thus, we suppose that there is a process generator 7T* such that 

p.",oo = 0° and a (7T*, 0°) > O. (2.6) 

Let 0 be in ~ (Figure 30) and choose 7T so that 

(2.7) 

Therefore, 0° is in ~(7T)n ~(7T*), 0° is in ~(7T7T*), and there holds 

and 

Pif.,,'OO = PifP.".oo = Pifoo = 0 } 

a( 7T7T*, 0°) = a( 7T*, 0°)+ a( 7T, 0°). (2.8) 

Because of (2.8h, the process generator 7T7T* also satisfies (2.7), and this 
permits us to replace 7T by 7T7T* in (2.8): 

a « 7T7T*) 7T*, 0°) = a ( 7T*, 0°) + a ( 7T7T*, 0°) 

P(if.,,')""Oo = 0 } 

=2a(7T*,00)+a(7T,00). (2.9) 

It should now be clear that we may precede 7T by an arbitrary number n of 
repetitions of 7T* and the resulting process generator 7T(n) obeys the relations 

p",(n)Oo = 0 } 

a( 7T(n), 0°) = na( 7T*, 0°)+ a( 7T, 0°) . 
(2.10) 

• er =P7f erO 

Figure 30. 
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c 

Figure 31. 

According to (2.6), a(?T*, aO) is positive, and (2.10) and (2.4) then tell us 
that a { aO -+ a} is not bounded above. 0 

The next lemma has a counterpart in the classical theory of line integrals: 
if the line integral of a vector field vanishes for all closed curves passing 
through a given point xo, then the line integral vanishes on all closed curves. 
Figure 31 indicates why this is so by showing how an arbitrary closed curve 
C determines a closed curve through Xo which yields the same value for the 
line in tegral. 

Lemma 2.2. a has the Clausius property at a state aO if and only if a has the 
Clausius property at every state in };. 

PROOF. One implication in the statement of the lemma is clear. To prove its 
converse, suppose that a has the Clausius property at aO and let a be in };. If 
we can show that, for every a' in };, the set 

a { a -+ a'} : = { a ( ?T, a) I p".a = a' } 

is bounded above, then Lemma 2.1 will imply that a has the Clausius 
property at a. According to (Sl), Definition 1.1, Chapter II, there is a 
process generator iff such that Pirao = a. For each state a' in }; and each 
process generator ?T for which p".a = a', it follows that ?Tiff is defined (Figure 
32), p".iPo = a', and 

(2.11) 

Because a has the Clausius property at aO, a { aO -+ a'} is bounded above (by 

rr 

Figure 32. 
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Lemma 2.1). Therefore, there is a positive number M such that 

a('7I"77,(J°) < M (2.12) 

for all process generators '7T as above, i.e., for which P1T(J = (J/. Relations 
(2.11) and (2.12) show that 

a ( '71" , (J) < M - a ( 77, (J0) 

for all such '71", so that a {(J -+ (J/} is bounded above. o 

Lemma 2.3. If a has the Clausius property at a state (J0, then for every pair of 
states (Jl' (J2 in ~, the set 

a {(Jl -+ (J2}:= {a( '71", (Jl)lp1T(Jl = (J2} (2.13) 
is bounded above, non-empty, and, hence, the number 

s( (Jl' 0"2) = sup a {(Jl -+ (J2} 

is well defined. 

(2.14) 

PROOF. If a has the Clausius property at (J0, then Lemma 2.2 implies that a 
has the Clausius property at every state (Jl' and Lemma 2.1 tells us that 
a {(Jl -+ (J2} is bounded above for every pair of states (Jl' (J2 in ~. By (SI), the 
set a( (Jl -+ (J2} is non-empty, for there is at least one process generator '71" 

with P1T(Jl = (J2 and, hence, a( '71", (Jl) is in the set a {(Jl -+ (J2}. Because a {(Jl -+ 

(J2} c III is non-empty and bounded above, the supremum of this set is well 
defined. 0 

The final in our series of lemmas gives a result reminiscent of the 
"triangle inequality" (Figure 33). 

Lemma 2.4. If a has the Clausius property at a state in ~ and if s is defined as 
in (2.14), then for every (Jl' 0"2' (J3 in ~ there holds 

s( (Jl' (J2) + s( (J2' (J3) ::::; s( (Jl' (J3). (2.15) 

PROOF. Let (Jl' (J2' (J3 be in ~ and let E be a positive number. By the 
definition of supremum, there exist process generators '71"12 and '71"23 (Figure 
34) such that 

B 

A~C 
AC ~ AB + BC 

Figure 33. 
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£(~2~ 
"'12 "\ 

. ----'.~ 
0"1 ".2, "'I~ 

Figure 34. 

and 

These relations and Definition 2.1 of Chapter II yield the inequality 

s{ (11' (12) + s( (12' (13) - e < a( 'lTi2' (11) + a( 'lT23' P",{Pl) 

73 

and the fact that this relation holds for arbitrary positive numbers e implies 
~1~ 0 

In order to state our main result about actions with the Clausius property, 
we need an additional concept. 

Definition 2.2. A function A: ~ -+ IR is said to be an upper potential for an 
action a if, for every pair of states (11' (12 in ~ and every process generator 'IT 
with P,,(11 = (12 (Figure 35), there holds 

(2.16) 

in other words, for every process ('IT, (1) E n<)~, 

a ( 'IT, (1 ) ~ A ( P",(1 ) - A ( (1 ) • (2.17) 

Theorem 2.1. An action IN has the Clausius property at a state (10 if and only if 
a has an upper potential; in fact, the function AO: ~ -+ IR defined by 

(2.18) 

is an upper potential for a. 

Figure 35. 
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PROOF. Suppose a has the Clausius property at 0'0, and note, by Lemma 2.3, 
that AO is well defined. For each 0'1,0'2 E ~ and '1T E II such that P,,O'1 = 0'2' 

there holds, by (2.14) and (2.15), 

a ( '1T ,0'1) ~ s ( 0'1' 0'2) ~ s ( 0'0 ,0'2) - s ( 0'0 , 0'1) 

=AO(0'2)-AO(O'I)' 

which shows that AO is an upper potential for a. Conversely, if a has an 
upper potential A, then, for each cycle ('1T, 0'0), the relation (2.17) yields 

a ( '1T, 0' 0) ~ A ( P"O' 0) - A ( 0' 0) = A ( 0' 0) - A ( 0' 0) = 0, 

i.e., a has the Clausius property at 0'0. o 

This theorem provides a condition which does not mention cycles and 
which is equivalent to the Clausius property at a state. In fact, the existence 
of a function A on ~ satisfying (2.17) provides a condition which applies to 
every process of (~, II), not just to cycles. 

The main result of this section is an application of Theorem 2.1 to the 
thermodynamical systems studied in Chapter IV. The hypothesis of this 
result is precisely that of the Accumulation Theorem (Theorem 6.1 of 
Chapter IV). 

Corollary 2.1. Let Ybe a thermodynamical system, let r9 be an ideal gas, and 
suppose that Yand r9 preserve the Second Law with respect to the product 
operation. It follows that Yobeys the Second Law if and only if there is a 
real-valued function S on the state space ~ of Ywhich satisfies 

100 Hy( '1T, 0', cp; 1( 0)) 0- 2 dO ~ S( P"O' ) - S( 0' ) 
o 

(2.19) 

for every process ('1T, 0') of Y. 

PROOF. For each 0 in \R++, ('1T,O')"""'Hy ('1T,O',cp;I(O)) is an actioD; for 
(~, II) (by (TS3) of Definition 4.1, Chapter IV), and it follows that the 
formula 

(2.20) 

defines an action Iy for (~, II). The hypothesis of the corollary and the 
Accumulation Theorem tell us that the Second Law is equivalent to the 
Accumulation Inequality, (6.2) of Chapter IV, which by (2.3) is equivalent 
to the statement that Iy has the Clausius property at every state of Y. The 
corollary now follows immediately from Theorem 2.1. 0 

A function S which obeys (2.19), i.e., an upper potential for the action Iy 
in (2.20), is called an entropy function for Y, because of the similarity 
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between (2.19) and the classical "Clausius-Planck inequality": 

j dQ 
T~~S. 
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This relation is written in the traditional notation of classical thermody­
namics; in our notation for homogeneous fluid bodies it reads 

which turns out to be equivalent to (3.28) of Chapter I when it applies to all 
processes ( 7T1' 0) of a homogeneous fluid body. Because the symbol S in the 
Clausius-Planck inequality is called" the entropy," we feel justified in using 
the term "entropy function" for the upper potential S in (2.19). 

In summary, when the accumulation integral IS" for a thermodynamical 
system is also an action with the Clausius property, then an upper potential 
for IS"is called an entropy function for.'l'. 

The remainder of this section is devoted to a detailed study of upper 
potentials for actions. In this study, we continue to work in the context of 
systems with perfect accessibility and appeal to the concept of a thermody­
namical system only to interpret some of the results obtained. We begin by 
giving some elementary properties of upper potentials. 

(UP1) If A is an upper potential for an action a and if ( 7T, 0) is a process for 
which a( 7T, 0) = 0, then A(p"o) ~ A( 0). 

(UP2) If A is an upper potential for an action a, then so is A + c with c any 
constant. If Al and A2 are upper potentials for a and a is in [0,1], 
then aAI + (1- a)A2 is an upper potential for a. 

(UP3) If A is an upper potential for an action a, and (7T, 0) is a process 
such that 

A (p"o ) - A ( 0 ) = a ( 7T , 0 ), 

then a( 7T, 0) = s( 0, p"o). 

(UP1) is a generalization of a familiar statement from classical thermody­
namics: the entropy of an isolated system cannot decrease. For a thermody­
namical system .'l'which obeys (2.19), a corresponding result is the assertion 
that entropy cannot decrease in a process (7T, 0) whose accumulation 
function HS"( 7T, 0, .) is zero. The first part of (UP2) is a result which also is 
valid for potentials of vector fields and gives a trivial type of non-unique­
ness for entropy functions: a constant function plus an entropy function is 
again an entropy function. The second part of (UP2) tells us that every 
"convex combination" 

aAI + (1- a)A2 

of upper potentials for a given action is again an upper potential, and this 
suggests that the existence of more than one upper potential implies the 
existence of infinitely many upper potentials (Figure 36). 
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IR 

Figure 36. 

Of course, (UP2) tells us that the set ~(a) defined by 

%'( a) = {A: ~ ~ R IA is an upper potential for a} 
is a convex subset of the set of all functions from L into R. 

(2.21) 

We tum now to a more detailed description of the following subset of 
%'(a ): 

(2.22) 

with 0"0 a preassigned state in ~. By restricting our attention to %,0, we 
remove the possibility that two distinct upper potentials for a can differ by a 
constant. 

Theorem 2.2. Let a have the Clausius property at 0"0, let s be given by (2.14), 
and suppose that there is a process generator ii for which 

P;rO"° = aO and a( ii, aO) = O. (2.23) 

It follows that the functions AO and AO defined by 

~O( a) = s( aO, 0") } 

AO( a) = - s( 0",0"0) 
(2.24) 

are in %,0. In fact, AO and AO are the smallest and largest elements of ~o in 
the sense that 

(2.25) 

for every a in L and A in ~o. Therefore, the set %,0 has exactly one element if 
and only if AO = AO, i.e., a has exactly one upper potential which vanishes at 
a ° if and only if 

(2.26) 
for every a in L. 

PROOF. We note first that (2.23) implies that s( aO, aO) = O. In fact, there 
holds 
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the first inequality follows from the Clausius property at aO and the second 
from the fact that a(?T, aO) is in the set a {aO --+ aO}. It follows from this and 
Theorem 2.1 that AO is in %,0. To show that AO is in %,0, we need only show 
that AO is an upper potential for a. Let aI' a2 be in ~ and 'IT" E II be such that 
p"a1 = a2. By (2.15), we have 

- s ( a2 , a 0) - ( - s ( aI' a 0)) = s ( aI' a 0) - s ( a2 ' a ° ) 

so that 

AO(a2)-AO(a1 ) ~s(al,a2) ~ a('IT",a1 )· 

Therefore, AO is an upper potential for a. Now, if a is in ~,A is in %'0, and 
p"a ° = a, then 

A(a)=A(a)-A(aO)~a('IT,aO), 

so that A(a) is an upper bound for a{a°--+a}. By the definition of 
supremum, we have 

Similarly, if p;;a = aO, then 

-A(a)=A(aO)-A(a)~a(7T,a), 

- A( a) is an upper bound for a {a --+ aO}, and 

-A(a)~s(a,aO)=-AO(a). 

(2.27) 

(2.28) 

Relations (2.27) and (2.28) yield (2.25), and this completes the proof of 
Theorem 2.2. 0 

Relation (2.26) merits further discussion, because it provides a criterion 
for determining whether or not a thermodynamical system has exactly one 
entropy function normalized to vanish at a given state. If we note that the 
first argument of the function s in (2.14) plays the role of an initial state and 
the second argument represents a final state, then it is clear that (2.26) is of 
the form: a quantity associated with an action a changes sign when initial 
and final states are interchanged. We recall that in classical thermodynamics 
a condition of "reversibility" is satisfied, in that quantities such as H(P) 
and W(P) change sign whenever a path P is replaced by its reversal Pro This 
suggests that (2.26) might be valid for special systems whos~ processes 
possess reversals on which the action a changes sign. Although this assertion 
can be justified by precise arguments, it is important to remember that 
processes of general systems with perfect accessibility are not required to be 
"reversible." In fact, any reasonable formulation of the concept of "reversi­
bility," if imposed on all processes of a system, would remove from the 
scope of the modem treatment important examples such as the viscous and 
the elastic-plastic filaments of Chapters VI and VII. Therefore, (2.26) 
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embodies a condition weaker than "reversibility." The next result makes 
this condition more precise. 

Theorem 2.3. Let a and 0° satisfy the hypothesis of Theorem 2.2. There is 
exactly one upper potential for a which vanishes at 0° if and only if, for each 
e> 0 and state 0, there are process generators 'lTf and wf such that 

and 

- e < a ( 'lTf , ° 0) + a ( wf ' 0) :s;;; 0; 

the upper potential for a is then given by 

AO(o)=s(oO,o)= lim a ('IT., 0°). 
f-> 0 

(2.29) 

(2.30) 

(2.31) 

PROOF. Suppose first that a has exactly one normalized upper potential, so 
that (2.26) is valid for every state o. For each e> 0 and state 0, the 
definition (2.14) of s tells us that there are process generators 'IT. and W. such 
that (2.29) holds and 

s(OO,o)-~ < a ('IT., 0°) :s;;;s(OO,o), 

s ( ° , 0 ° ) - ~ < a ( w.' ° ) :s;;; s ( ° , 0 ° ) . 

(2.32) 

(2.33) 

It is clear that (2.26), (2.32), and (2.33) imply (2.30). Moreover, (2.31) 
follows immediately from (2.32) if we let e tend to zero in that relation. 
Conversely, if for each e and 0 there are process generators satisfying (2.29) 
and (2.30), then (2.14) and these relations yield 

- s ( 0 , 0°) - e:S;;; - a ( w.' 0) - e < a ( 'IT., 0°) :s;;; s ( 0 ° , ° ) ; 
because e> 0 is arbitrary, (2.34) implies 

-s(o,OO) :s;;;s(OO,o). 

(2.34) 

(2.35) 

Of course, the relation s( 0°,0°) = 0 (which simply amounts to the fact that 
AO(oO) is zero) and the inequality (2.15) (with 01 = 03 = 0° and O2 = 0) 
imply that 

s(o,OO)+s(OO,o):s;;;o. 

Relations (2.35) and (2.36) yield (2.26) forthwith. 

We can write (2.30) in the following form: 

a( W.' 0) = - a( 'IT., 0°) + ".(1), 

(2.36) 

o 

(2.37) 

where ".(1) tends to zero as e tends to zero. Relations (2.37) and (2.29) are 
equivalent to (2.26), and they permit us to interpret (2.26) in the following 
manner: for every e> 0 and state 0 there are processes ('IT., 0°) and (w., 0) 
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Figure 37. 

which take the system from IJO to IJ and then return it to 1J0 and which, to 
within terms of order e, remove as much of the quantity a in returning the 
system to 1J0 as was added in bringing it to IJ. This suggests that we interpret 
(2.26) as a condition of (approximate) restorability from IJO (Figure 37). It 
differs from "reversibility" in that there need be no special relation between 
('fT., IJO) and (w., IJ) in terms of some notion of "reversal" of processes. 
However, when C~::, II) represents a homogeneous fluid body and a is the 
action 

then (2.37) is valid with (w., IJ) corresponding to the reversal of ('fT., IJO) and 
with Q;(l) = 0, and we obtain the result already contained in Chapter I: a 
homogeneous fluid body which obeys the laws of thermodynamics has 
exactly one entropy function normalized to vanish at a preassigned state. 

It is useful to apply Theorem 2.3 in the case where (~, II) is associated 
with a thermodynamical system Yand a is the accumulation integrally of 
(2.20). 

Corollary 2.2. Let a thermodynamical system Y satisfy the Accumulation 
Inequality 

(2.38) 

where Iyis the accumulation integral 

and '(§ is a given ideal gas, and let IJO be a state with the following properties: 

(1) there is a process generator iff for which (iff, IJO) is a cycle and Iy( iff, IJO) = 0; 
(2) for each e > 0 and IJ E ~ y there are process generators 'fT. and W. such that 

P IJO = IJ p.1J = 1J0 and 
Wf ''11f ' 

(2.39) 

The system Ythen has exactly one entropy function SO which vanishes at 1J0; 
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this function is given by the formulae 

SO( (1) = lim 100 Hy( 'fT" (10, cpi l( 0)) 0- 2 dO 
e-+ 0 0 

= - lim looHy(ir,,(1,CPi1(0))0-2dO. 
e-+ 0 0 

(2.40) 

3. Actions with the Conservation Property 

In our introduction to the concept of an action with the Clausius property, 
we observed that the Second Law for homogeneous fluid bodies and for 
thermodynamical systems both are equivalent to the assertion that a func­
tion on cycles have non-positive values. In the first case the function 
represents the line integral of heat gained divided by temperature and, in 
the second, the accumulation integral. A passing glance at our study of both 
classical and modern versions of the First Law reveals a similar situation, 
except that the corresponding functions vanish on cycles. In fact, Theorem 
3.1 of Chapter 3 tells us that the First Law for thermodynamical systems is 
equivalent to Joule's relation, which may be written in the form 

Because Wyand Hy are actions for (~y, IIy), it follows that so is 
(R/"A)Hy - Wy , so that Joule's relation is an assertion that a given action 
for a system vanish on every cycle. This suggests the following definition. 

Definition 3.1. An action a for a system with perfect accessibility (~, II) has 
the conservation property at a state (10 if there holds 

(3.1) 

This terminology comes from the classical theory of line integrals of vector 
fields, in which a vector field is said to be conservative if its line integral 
vanishes on closed curves. 

An elementary fact about actions with the conservation property turns 
out to be useful in our study of these actions: a has the conservation property 
at (10 if and only if both a and - a have the Clausius property at (10. This 
follows from the fact that a( 'fT, (10) = 0 holds if and only if both a( 'fT, (10) ~ 0 
and - a( 'fT, (10) ~ 0 hold. From this result and Lemma 2.2, we obtain the 
following result. 

Lemma 3.1. a has the conservation property at (10 if and only if a has the 
conservation property at every state in ~. 



3. Actions with the Conservation Property 81 

The sets a { 171 ~ (J2} defined in (2.13) are easily described when a has the 
conservation property at a state. 

Lemma 3.2. If a has the conservation property at a state (J0, then for every 
(J l' 172 in ~ the set a { 17 1 ~ (J2} is a singleton . Hence, for every '" E IT such that 
Pw(Jl = (J2' there holds 

a { (J1 ~ 172 } = { a ( '" , (J1) } 

S«(Jl'0"2):=supa{(J1 ~0"2} =a("',(J1)' 

Moreover, for every 171,172 in ~, 

S«(J2,(J1)= -S«(J1,(J2)' 

(3.2) 

(3.3) 

PROOF. By Lemma 3.1, if a has the conservation property at 17°, then it has 
the conservation property at every state in ~. For each 171,172 E ~, choose if 
in II so that P.;;(J2 = 171, For every '" such that Pw(Jl = (J2' the pair (if"" (71) is a 
cycle (Figure 38), and the fact that a has the conservation property at 171 

implies that 

(3.4) 

i.e., a( "', (71) = - a( if, (J2) for every '" as above. This yields both assertions in 
(3.2), and (3.3) then follows immediately from (3.2) and (3.4). 0 

The next result gives a strengthened version of the "reverse triangle 
inequality" (2.15). 

Lemma 3.3. If a has the conservation property at a state, then there holds 

s ( 171 , (J2 ) + s ( (J2 , (73 ) = s ( (J 1 , 173 ) ( 3.5) 

PROOF. If "'12 and "'23 are such that Pw1Pl = (J2 and PW2P2 = 173, then PW23WIPI 

= 173 and there holds, by (3.2), 

s( 171 ,(72 ) + s( 172 , (73 ) = a ("'12' (Jd + a ("'23' (J2) 

= a( "'23"'12' (71) 

=S«(Jl,(J3)' 

Figure 38. 

o 
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Our main results on actions with the conservation property are best stated 
in terms of the notion of a "potential" for an action. 

Definition 3.2. A potential A for an action a is a function from ~ into R such 
that 

(3.6) 

This concept is an obvious analogue of the notion of potential for a vector 
field, but it does not require the detailed properties of vector fields and line 
integrals to be meaningful. 

Theorem 3.1. An action a has the conservation property at a state aO if and 
only if a has a potential. In this case, there is exactly one potential for a which 
vanishes at aO. 

PROOF. By Lemmas 3.2 and 3.3, for each aI' a2 E ~ and process generator 'TT 

for which P",CJl = a2 , there holds 

s ( a ° , a2 ) - s ( a ° , a 1) = s ( aI' a2 ) = a ( 'TT , a 1 ) , 

i.e., a >-+ s( aO, a) is a potential for 0,. Conversely, if a has a potential A, then 
for each cycle ( 'TT, a) 

0, ( 'TT, a) = A (p."a ) - A (a) = A (a) - A (a) = 0, 

i.e., a has the conservation property at every state. If A is a potential which 
vanishes at aO and if 'TT E IT and (J E ~ are such that p",(J0 = a, then 

In other words, the value of every such potential at a is the same number 
a( 'TT, aO). Therefore, every pair of potentials which vanish at aO must agree 
everywhere on ~. 0 

When the First Law is equivalent to a statement that a given action have 
the conservation property at a state, then it is natural to call the resulting 
potentials energy functions. According to the above theorem, any two energy 
functions can differ by at most a constant, and there is exactly one energy 
function which vanishes at a preassigned state. 

Theorem 3.1 of Chapter III and Theorem 3.1 here together have the 
following consequence. 

Corollary 3.1. Let Y'be a thermodynamical system, let f§ be an ideal gas, and 
suppose that Y' and f§ preserve the First Law with respect to the product 
operation. It follows that Y'obeys the First Law if and only if, for each state aO 

ofY', there is exactly one energy function EO forY'which vanishes at aO, i.e., 
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there is exactly one function EO: ~ -+ IR such that EO( (JO) = 0 and 

P.,(JI = (J2 = £D( (J2) - EO( (Jl) = ( ~ ) By( 'IT, (Jl)- Wy ( 'IT, (JI)' (3.7) 

The function EO is given by the formula 

EO( (J) = ( ~ ) By( 'IT, (JO) - Wy ( 'IT, (JO) (3.8) 

for any process generator 'IT such that P",(J° = (J. 

4. Actions with the Dissipation Property 

Suppose that a thermodynamical system Ysatisfies both louIe's relation and 
the Accumulation Inequality, and let ('IT, (J) be a cycle for Ywhose accumu­
lation function Byhas the form 

( -1)_ {O, 0~8<8o 
By 'IT,(J,<p~ (0) - B ( ) 0 8 

y 'IT,(J , o~' 
(4.1) 

The Accumulation Inequality then tells us that 

0;;.100 By( 'IT, (J, <pil( 8») 0- 2 dO = 100 By( 'IT, (J )0- 2 dO = By( 'IT, (J) Oo-I, 
o ~ 

so that By( 'IT, (J) ~ O. If we let wy = - Wy , i.e., Wy represents the work 
done on Yby its environment, then Joule's relation yields 

Wy ( 'IT, (J) = - Wy ( 'IT, (J) = - ( ~ ) By( 'IT, (J) ;;. 0, (4.2) 

i.e., for any cycle ('IT, (J) whose accumulation function has the form (4.1), the 
work done on Y is non-negative. Such cycles may be called "isothermal," 
although the use of this term differs from its use in classical thermody­
namics, and the inequality (4.2) amounts to the assertion that the work done 
on Yis non-negative in isothermal cycles. In fact, for systems which obey the 
First Law and undergo only isothermal processes (including all of the 
examples in Chapter VI), the Accumulation Inequality is equivalent to (4.2), 
and we take the Second Law for such systems to be the italicized assertion 
in the previous sentence. 

It is natural to rephrase this condition in the language of systems with 
perfect accessibility. (In doing so, we interpret the cycles of such a system as 
all being isothermal, even though the use of this term requires that a system 
with perfect accessibility also be a thermodynamical system.) In view of our 
discussion of actions with the Clausius property, it is also natural to 
formulate a concept analogous to that of an upper potential. 

Definition 4.1. An action a for a system with perfect accessibility is said to 
have the dissipation property at (J0 if 

('IT, (JO) E (rr<>~)cyc = a( 'IT, (JO);;. O. (4.3) 
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A lower potential for an action a is a function A from ~ into R such that 

P",OI = 02 => a ( ?T, °1 ) ~ A ( °2 ) - A ( 0 1 ), (4.4) 

Actions with the dissipation property and lower potentials can be studied 
in a manner analogous to that used to study actions with the Clausius 
property and upper potentials. The principal results in that study, Theorems 
2.1 and 2.2, have counterparts for actions with the dissipation property 
which we summarize in one theorem. 

Theorem 4.1. An action a has the dissipation property at a state 0° if and only 
if a has a lower potential. The set!£'O of lower potentials for a which vanish at 
0° is then a non-empty, convex set. If there exists iff in II such that PifJo = 0° 
and a( iff, 0°) = 0, then!£'o has a smallest and largest element given by 

0- -n( 0,0°):= -inf{ a(?T, 0" )Ip",o = 0°}, 

(4.5) 

A lower potential for an action with the dissipation property corresponds 
to a Helmholtz free energy function 'I' in classical thermodynamics: 

i'(V, 0) = E(V, O)-JOS(V, 0). (4.6) 

In fact, for an isothermal path III of a homogeneous fluid body there holds 

'1"= E'-JOS'= (1;\; - jZ)V'+1<10' 

;\;. <1, 
-100 V -JOOO 

= - jZV·, 

so that the change in 'I' on an isothermal path III is the work done on the 
homogeneous fluid body: 

W(IIl) = i'(V2' 01)- i'(Vl' 01 ) = ~i'. (4.7) 

For a thermodynamical system in which isothermal processes correspond to 
elements of IIO~, relation (4.4) would read 

(?T, 0) E (IIyOIIY)isot => Wy ( 'IT, 0) ~ ~i', (4,8) 

where (IIyO~Y)isot denotes the set of all isothermal processes of.9". Thus, 
the work done on .9" in isothermal processes is bounded below by the change 
in the lower potential '1'. Because of the similarity between the relations 
(4.7) and (4.8), we call each lower potential for Wya Helmholtz free energy 
function. Thus, a Helmholtz free energy function permits one to obtain a 
lower bound for the amount of work which can be done on a system in 
isothermal processes which connect a pair of states. 



CHAPTER VI 

Isothermal Processes of Homogeneous 
Filaments 

1. Introduction 

The approach to the First and Second Laws given in Chapters II through V 
is an abstract one, axiomatic in nature, and permits us to concentrate on 
those features of physical systems which are central to the formulation and 
analysis of these laws. The purpose of this chapter is to introduce elemen­
tary examples of systems whose state spaces are not of the type prescribed 
for homogeneous fluid bodies and yet whose structures are sufficiently 
simple to yield explicit results without undue effort. To simplify matters as 
much as possible, we restrict our attention to isothermal processes of 
one-dimensional, continuous bodies, here called filaments. (This terminology 
is convenient but somewhat misleading, because one generally regards a 
filament as being incapable of supporting compressive forces, whereas we do 
not wish to make such a restrictive assumption in the present treatment.) 
Each of the filaments to be studied can be imagined as a thin string or rod 
with fixed direction, but whose length t may vary as an external force f 
parallel to the filament is varied. The length t is required to be a positive 
number (Figure 39) and enters into the description of the states available to 
the filament. The force f represents the force which the environment exerts 
on the filament; f is a real number which, if positive, is called a tensile force 
and, if negative, is called a compressive force. It is convenient to give a 
reference length to which is compatible with absence of an external force, 
i.e., with f = O. The term "homogeneous" will be used for a filament in a 
sense similar to that employed in our discussion of homogeneous fluid 
bodies, namely, every segment AB of a filament is subjected to the same 
force as is the entire filament, although this force may change with time for 
the filament as a whole (Figure 40). 
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Figure 39. 

f .. • f 
A B 

Figure 40. 

We shall discuss several examples of filaments in this chapter. Each will 
be described as a system with perfect accessibility whose states are lists of 
the form (t, ... ), so that knowledge of the state determines, among other 
things, knowledge of the length of the filament. The process generators are 
functions whose values represent the rate of change of the length of the 
filament, and the assignments of domains and transformation functions to 
process generators follow those described in Chapter II, Section 1, for 
homogeneous fluid bodies. If we assume that Joule's relation holds and that 
each process of a filament is isothermal, then it is natural, in view of our 
discussion in Section 4 of Chapter V, to take the Second Law to be the 
statement that the work done on the filament be non-negative in cycles of 
the system, i.e., the work done on the filament is an action with the dissipation 
property. In each example, conditions equivalent to the Second Law will be 
obtained, and the collection of Helmholtz free energy functions introduced 
for general systems with isothermal processes in Section 4 of Chapter V will 
be described in detail. 

2. Elastic Filaments 

The state space ~ is an open interval in R ++, 

~:=(ta,tb) (witho~ta<tb~oo) (2.1 ) 

and the set II of process generators is the set of all piecewise continuous 
functions of the form 7ft : [0, t) -+ R such that, for at least one t in ~, the 
oriented curve f( 7f1' t), parameterized by T ~ t + /0 7ft a) d~ on [0, t], is 
contained in~. The domain §l(7ft ) is the set of states twith this property, 
and the state P7T t is the final point of f( 7f1' t). The successive application 
7ft " 7ft , of two p;ocess generators is the function from [0, t" + t') into R 
defined in (l.11), Chapter II; 7ft,,7ft' is in II whenever there is a state tsuch 
that f( 7ft", p"'/) * f( 7ft" t) is contained in ~. Each process of (~, II) is a 
pair (7f1' t) for which f( 7f1' t) lies in ~. In fact, we may regard (7f1' t) as a 
piecewise continuously differentiable parameterization of f( 7f1' t). 
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In addition to giving ~ and II, we give also a continuous function <Pe from 
~ into ill whose values <Pe(t) represent the external force f on the filament 
required to maintain it in the state t, i.e., to maintain its length at the value 
t. The relation 

(2.2) 
is called the equation of state of the elastic filament (~, II, <Pe)' The work 
done on the filament in a process ('ITt> t) is the number 

w e { 'ITt> t): = 11<pe(P" t) 'ITt { 1') d'T, (2.3) o T 

where, for each l' in (0, t], 'ITT is the restriction of 'ITt to [0, 1') and 

p"t = t + IT'lTt{~) df (2.4) 
T 0 

Because p"/ is the length of the filament at time 7' in the process ( 'ITt> t) and 
d 

-d (p", t) = 'ITt { 1') (2.5) 
l' T 

is the rate of change of length at time 1', the integrand appearing in (2.3) is 
the rate at which the external force does work on the filament, and this 
justifies our terminology for w e ( 'ITt> t). Moreover, if 'l' is an antiderivative of 
<Pe, i.e., <Pe( t) = 'l"(t) for all tin ~, then (2.3) and (2.5) imply 

w e { 'ITt> I) = it dd 'l'(p" t) d'T = 'l'(p" t) - 'l'( I), (2.6) o l' T r 

which yields the following result: the function We is an action with the 
conservation property at every state, and the Second Law is satisfied for every 
choice of the continuous function <Pe' Moreover, there is exactly one Helmholtz 
free energy function which vanishes at the state to; this function is the 
antiderivative 'l'0 of <Pe which vanishes at to' 

The simplest example of an elastic filament is that of a "(linear) spring," 
one for which <Pe is given by 

<Pe(t) = k{t - to), ta < t < t b, (2.7) 

with k a positive constant. In this case the function 'l'0 is given by 

'l'0(1) = ~(t - to)2, (2.8) 

and 'l'0( t) is sometimes called the" stored energy" or "potential energy" of 
the spring in the state t. 

3. Viscous Filaments 

Here we take the state space ~ to be the set 

~:={(t,r)lta<t<tb and -oo<r<oo} 

= (ta' tb)XiIl. (3.1) 
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Figure 41. 

As we shall see below, the second entry r of a state (J = (t, r) (Figure 41) 
represents the rate of change of length of the filament. The set II is defined 
exactly as for elastic filaments, as are the sets Ed ( 'ITt) for 'ITt in II. However, 
the state transformation function P'I1 in the present case is defined by , 

P'I1, { (, r) == (( ( 1 ), 1 ( 1 - »), ( 3 .2 ) 

where, for each r E [0, 1], 

At points of continuity of 'IT" we have 

l{r)='lTt{r). 

Moreover, by definition, 

1 (I - ) = lim 1 ( r ) = lim 'ITt ( r) = 'ITt (t - ). 
Ttt Ttl 

(3.3) 

(3.4) 

(3.5) 

Thus, the final state P.",(t, r) for a process ('ITt, «(, r» is the pair «((1),/(1 - » 
consisting of the final length and final rate of change of length in the process 
(Figure 42). 

We note that condition (Sl) in the definition of a system with perfect 
accessibility in Chapter II is satisfied here, because not only can any two 

lIt) ------- ---

1 

I 

1,/slope.l(t->=7rt (t-> 
I ... ... 
I 
I 
I 
I 
I 
I 

~------------~----, 

Figure 42. 
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points in (ta' t b ) be joined by a curve lying in this interval, but the velocity 
at the end of the curve can be chosen arbitrarily. Therefore, if one wishes to 
reach a state (t2' r2) starting from (tI' rI), then one must traverse a curve 
f(TTI,(tI,rI» parameterized by a function 'T>-+t('T) of the form shown in 
Figure 43. If successive applications of process generators are defined as for 
elastic filaments, then (~, II) becomes a system with perfect accessibility. 

To complete the description of a viscous filament, we must give a function 
<Pv from ~ into R whose values <Pv(t, r) represent the force on the filament 
required to maintain it in the state (t, r). In this case, the equation of state 
takes the form 

f=<pv(t,r), (3.6) 

and we require that the function <Pv be continuous on ~. Relation (3.6) tells 
us that the force required to maintain the filament in a given state depends 
upon the length and the most recent rate of change of length of the filament. 
This is one of the simplest examples of a system whose states depend not 
only upon present but also past values of various quantities (in our 
particular case, just one quantity-the length of the filament). 

If we write TTT for the restriction of a process generator TTt to [0, 'T) and 
p,,(t,r) for the pair (t('T),l('T-», as in (3.2), then the work done on the 
fil~ment in (TTl' (t, r» is defined by 

Wv ( TTl' ( t, r)) = [I <Pv (p" (t, r ) ) TTl ( 'T) d'T 10 T 

= [<p)t('T),l('T-))t('T-)d'T. (3.7) 
o 

It is a routine matter to verify that Wv is an action for (~, II), and the 
Second Law here becomes the assertion that Wv has the dissipation property at 
one and, hence, at every state (t, r): 

fol <Pv (. t ( 'T ) , t ( 'T ~ t ( 'T ) d'T > o} 
If p" (t, r ) - (t, r ) . 

r 

l(Tl 

jb -----------;­

..!1 / 
/ 

/ slope = r2 
I / 

------ /-
__________ .L 

I 
I 

~--------------~--T 
t 

Figure 43. 

(3.8) 
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(We have replaced t( T -) by t( T) in the second argument of cPy in passing 
from (3.7) to (3.8). This is justified, because tis defined and continuous at 
all but a finite number of points of [0, tl.) 

The relation (3.8) can be rewritten further by observing that 

[cpy(t'(T),O)t(T)dT=O (3.9) 
o 

whenever p", (t, r) = (t, r). In fact, if we formally replace CPy(t( T), 0) by 
CPe( t( T », th~n (3.9) follows from our results on elastic filaments. Therefore, 
(3.8) and (3.9) yield: 

101 [ cp) t( T), t (T ))- CPy(t( T ),0)][ t (T )-0] dT"9 O} 
(3.10) 

whenever p" (t, r) = (t, r ). 
r 

The integrand in (3.10) is of the form 

[cpy(t, r1)- cPy(t, r2 )] [rl - r2 ], 

and we may regard this as the change in force times the change in velocity 
at fixed length. If the function r ~ cPy ( t, r) is non-decreasing for each t, 
then the change in force times the change in velocity (at fixed t) is 
non-negative, and we obtain the result: if cPy is a non-decreasing function of 
its second argument, for fixed values of its first, then tOy has the dissipation 
property at every state. In particular, if cPy is of the form 

cpy(t,r)=p.(t)r (3.11) 

with p.(t) "9 ° for all tin (ta' t b ), then tOy has the dissipation property at every 
state. 

We now turn to a study of necessary conditions in order that the Second 
Law (in the form (3.8» hold. We imagine taking a process (7T1' t) of a 
viscous filament and "retarding" it, i.e., making the rate of change of t 
become smaller while the duration of the process becomes longer. This may 
be realized by replacing the function T ~ t( T) on [0, tl by the function 
T ~ tn(T) = t(T/n) on [O,ntl (Figure 44a). In terms of process generators, 

T 

I 
I 

I 
I 
I I 

-t-- - --+---+ 
I I I 

I I 

nT nt 

Figure 44a. 
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this amounts to defining '1Tot by 

( )_ '1Tt(T/n) 
'1Tot T - n ' o ~ T < nt (3.12) 

and replacing ('1T1' (t, r» by ('1ToP (t, r )). This procedure preserves the final 
length of the filament, because the first component of (p" (t, r) is given by 

nt 

to(nt) = t( ~) = t(t), 

and t(t) is the first component of p" (t, r). However, (3.12) shows that the 
second component of p" (t, r) is '1Tt(t - )/n, whereas the second component 
of p" (t, r) is '1Tt(t -), arid this expresses the fact that the rates of change of 
length in the retarded processes ('1T 01' (t, r)) tend to zero as n tends to 
infinity. The next lemma gives important properties of Wv under retarda­
tion; in its proof we modify '1Tnt near T=nt so that ('1Tt,(t,r)) and the 
modified retarded process have the same final states. 

Lemma 3.1. Let t, t I , and t2 be positive numbers and let T ~ t(T) be a 
continuously differentiable function from [0, t] into ~ such that teO) = tl and 
t(t) = t 2. For every Helmholtz free energy function i' and for every r I , r2 in R, 
there holds 

(3.13) 

PROOF. For each positive integer nand r2 in R, we define t;.: [O,nt] --+ R by 

t(~), O~T<nt-~ 

t ( t - :2) + n [ T - ( n t - ~ ) ][ t2 - ~ - t ( t - :2)]' 
~(T) = 

2 1 
nt - - ~ T < nt - -

n n 

(3.14) 

as shown in Figure 44b. For n sufficiently large, the values of to lie in ~, so 
the function ito on [0, t) defined by 

2 1 
T E [0 t) T =F nt - - , nt - -, , n n 

2 1 
T = nt - - T = nt - -

n' n' 
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slope = r2 
----------- /---
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Figure 44b. 

is a process generator, (II' '1) is in ~('"o) for every '1 in R, and Pw(11, '1) 
= (12' '2)' Therefore, for each Helmholtz free energy function ~, there 
holds 

'1'(12' '2)-'1'(11, '1) ~ tov ( '"0,(11, '1))' 
i.e., for every n sufficiently large 

'1'(12' '2)- '1'(11' '1) ~ fant -(2/n)fJ>v( I( ~), ~I (~)) ~I (~) dT 

+ lot fJ>v(~(T),i:(T))i:(T)dT 
ot -(2/n) 

= Il(n)+I2(n). (3.15) 

Consider now the relations: 

II (n) = fo(l/n)(n/-(2/n» fJ>v (I( u), ~I (u)) I (u) du 

= folq,v( I{u), ~I (u»)1 (u) du 

- fl q,v(l{u),.!.1 {u»)1 (u) du 
I -(2/n2) n 

= ffJ>v('{u),O)1 (u) du 
o 

+ fat[ fJ>v ( I{ u), ~ I ( u) ) - fJ>v ( I ( u), 0) ] I ( u) du 

f t ( 1.) . - q,v I{u),-I{u) I{u)du. 
t -(2/02) n 

(3.16) 

The continuity of q,v and boundedness of limply that the last two integrals 
in (3.16) tend to zero as n tends to infinity, so that 

lim I 1{n) = fq,v(t{u),O)1 (u) duo (3.17) 
0 ..... 00 0 
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To estimate 12 (n), we note that 

12 - I ( t - :2) = I ( t ) - I ( t - :2) 
. 2 

=I(~)-
n2 

2 1 
nt - - ~ 'T ~ nf - - , 

n n 

1 
nt - - ~ 'T ~ nt. 

n 

(3.18) 

(3.19) 

The relations (3.18) and (3.19) imply that the integrand in 12(n) is bounded 
in absolute value, with an upper bound independent of n, so that 

lim 12(n)=0; 
n--+oo 

this and (3.17) show that, for every r1, r2 in IR, 

We can now apply (3.20) with 'T'""~I('T) replaced by 'T'""~lr(T)=I(t-'T) 
and with (11' r1) and (12' r2) interchanged. In fact, Ir(o) = 12, r(t) = 11 and 
rp r2 can be chosen at will in (3.20), so that 

i.e., 

'1'( 11' r1) - '1'( 12 , r2 ) ~ [cf>v (tr( 'T), 0) Ir( 'T) d'T 
o 

= [cf>v(t(t - 'T ),0)( -1)1 (t - 'T) d'T 
o 

= - fO cf>v ( I ( u ) , 0) t ( u)( - du) 
t 

= - [cf>v(t(u),O)t (u) du, 
o 

'I'(t2' r2) - '1'( t 1, r1);;;, {cf>v( t( u ),0) t (u) duo (3.21) 

By (3.20) and (3.21), relation (3.13) holds. 0 

We can write cf>eq(t) for cf>v(t,O) and call cf>eq the equilibrium response 
function for the filament. Relation (3.13) then tells us that every Helmholtz 
free energy function 'I' is a potential for the action 

(3.22) 
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Therefore, 'It is independent of its second argument r and is an antideriva­
tive for <Peq. If lI>~q denotes the antiderivative of <Peq which vanishes at to, 
then we have the following theorem. 

Theorem 3.1. A viscous filament which satisfies the Second Law has exactly 
one Helmholtz free energy function 'It~ which vanishes at the state (to, 0). It is 
given by 

(t,r}E~ (3.23) 

and, thus, is a potential for the action in (3.22) and does not depend upon its 
second variable r. 

We now reexamine the statement that 'It~ is a lower potential for w v : 

'It~(t2' r2) - 'It~(tl' r1} ~ f<Pv (t( 'T), t ( 'T }) t ( 'T) d'T 
o 

whenever 'T t-+ t( 'T) describes a process ('11'1' (t1, r1» for which P7T (tl' r1) 

= (12' r2). This relation and (3.13), with 'It = 'It~, then yield ' 

{[ <Pv ( t ( 'T ), t ( 'T ) ) - <Peq ( t ( 'T ) } ] t { 'T } d 'T ~ o} {3 .24} 

for every process ( '11't' { t, r } ), 

and the Second Law implies that the inequality in (3.10) holds for all 
processes. We are in a position to give a necessary and sufficient condition 
on <Pv in order that the Second Law holds. 

Theorem 3.2. The Second Law is satisfied if and only if <Pv obeys the relation 

{3.25} 

for every (t, r) E~. 

PROOF. Examination of (3.25) and the statement of the Second Law (3.10) 
shows that (3.25) implies the validity of the Second Law. Conversely, if 
(3.10) holds, then we have shown above that (3.24) holds. Given (t, r) in~, 
there exists a to> 0 such that, for each t in (0, to)' the function 

'11't('T}=r, 'TE[O,t} 

is a process generator with (t, r) in !i2('11't). For the process ('11'1'(t, r» the 
function 'T t-+ t( 'T) is given by 

t( 'T} = t + 'Tr, 

and (3.24) yields for every t E (0, to): 

.!.It [ <Pv ( t + 'Tf, r) - <Pv ( t + 'T r , O)] rd 'T ~ O. 
t 0 

Letting t tend to zero and using the fundamental theorem of Calculus we 
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obtain 

which is (3.25). o 

Relation (3.25) tells us that 

<Pv ( t, r ) r » <Peq ( t ) r 

for every state (t, r), and this inequality is the statement that the rate at 
which the force f = <Pv(t, r) does work on the filament is no less than the rate 
at which the "equilibrium force" feq:=<Peq(t") does work. Stated in another 
way, the Second Law is eqUivalent to the assertion that the rate at which the 
"extra force" <Pv (t, r) - <Peq (t) does work on the filament is non-negative. We 
can interpret the extra force to be due to the viscous resistance to motion, 
alone. When <pv(t,r)=J.L(t)r, the extra force is J.L(t)r itself, because 
<Peq(t) = <Pv(t, 0) = J.L(t)0 = 0, and the Second Law is satisfied if and only if 
J.L (t) is non-negative for every t. 

4. Elastic-Perfectly Plastic Filaments 

The filaments we shall now discuss exhibit many properties of metallic 
solids undergoing large deformations. The two most striking features are (1) 
the constraint on the amount of force the filament can sustain and (2) the 
residual deformations which occur in the filament. Moreover, the evolution 
of the state of the filament is invariant under changes in time scale (like 
elastic filaments and unlike viscous filaments), and these features combine 
to give a simple example of a system whose state space contains many paths, 
but only relatively few of these paths correspond to processes of the system. 

To specify an elastic-perfectly plastic filament, we give positive numbers 
ta' t b , /3 and fv which satisfy the inequalities 

fy 
ta < tb and ta + 7i < tb (4.1) 

with /3 called the elastic modulus and f y the yield force of the filament. The 
states of the filament are pairs of the form (t, f) in which t represents the 
length and f the force in the filament, as usual. The state space ~ has the 
shape of a parallelogram (Figure 45) and is described as follows: 

(4.2) 

For each state (t,f), tR(t,f):=t-f//3 lies in the interval (ta+fyl/3, 
tb - fyl/3) and is called the residual length (or the permanent length) of the 
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I I 
I I 
I (-2, f) I 
I "'\ I 

fy 
I 

slope= /3...-// I 
U O+/3 ,0) I I 

I U-J,O) I .!r 1 
I l(lb-/3 ,0) 
I I 
I I 

I 
I --r~ 
I I 

- fy 
I I 
a 0 

(la, -fy) 

Figure 45. 

filament for that state. It corresponds to the length obtained if the forces are 
removed from the filament in such a way that, at every instant, the change 
in force divided by change in length equals [3. (A slight simplification occurs 
if the pairs (t, t R ) instead of (t,f) are used to describe~, but we forego this 
in order to retain the variable f whose interpretation is more easily under­
stood.) 

To describe the set II of process generators, we let t > ° and 'TTl: [0, t) -+ R 
be a piecewise continuous function which is also" piecewise of one sign," 
i.e., the interval [0, t) can be partitioned into a finite number of subintervals 
(some possibly having zero length) on each of which 7T1 is everywhere 
positive, everywhere zero, or everywhere negative. For each function 'TTl of 
this type, we define the set ~('TTI) to be the collection of all states (t, f) for 
which the following initial value problem has a solution T ~ (t( T), f( T)) on 
[0, t] with values in ~: 

t(T)='TTI(T) 

(IVP) . {O, f( T) = 
[3'TTI(T), 

( t ( ° ) , f( 0» = (t, f) . 

if I f( T ) I = f y and 

otherwise, 

(4.3) 
f( T ) TTI ( T ) ~ ° 

(4.4) 

(4.5) 

Postponing for the moment a description of solutions of this problem, we 
define 

II = ( 'TTl: [0, t) -+ R It> ° and ~ ( TTI ) * 0 } , 

and note that, as for elastic and viscous filaments, the number 7TI( T) 

represents the rate of change of length t( T) of the filament in any process 
whose initial state is in ~('TTI)' (As usual, a dot near the top of a symbol 
denotes "derivative.") 
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By a solution of (lVP), we mean a continuous, piecewise continuously 
differentiable function which satisfies (4.3) and (4.4) at all but a finite set of 
points in [0, t 1 and which satisfies the initial condition (4.5). The pair of 
equations 

I(T)='17I (T) ) 

f( T) = P7d T) 

is called the elastic system and the four relations 

I(T)='17I (T), 

f( T) = 0, 
f(T)t~)~O,) 
1 f( T )1- fy, 

(4.6) 

(4.7) 

are called the plastic system. Because "'I is piecewise of one sign, (IVP) can 
be studied by alternately solving initial value problems for the elastic system 
and for the plastic system. In particular, each such initial-value problem has 
a unique solution, and this implies that (IVP) has a unique solution. The 
solution trajectories of (4.6) are straight lines with slope p, while those of 
(4.7) are horizontal straight lines contained either in th~ locus f = + fy or in 
f=-fy. Because of the condition f(T)"'/(T)=f(T)t(T)~O, t(T) must 
increase on f = + fy and t( T) must decrease on f = - fy. A transition from a 
trajectory of.(4.6) to one of (4.7) occurs when f(T) reaches the value fy (or 
- fy) and t( T) is non-negative (or non-positive). A transition frol? a 
trajectory of (4.7) to one of (4.6) occurs when f( T) is + f y (or - f y) and t ( T ) 

becomes negative (or positive). Typical solution trajectories of (IVP) which 
lie in ~ are shown in Figure 46. Trajectories CD and G) contain two 
"elastic segments" and one" plastic segment" each, trajectory Q) contains 
one "elastic segment" and no "plastic segments," while @ contains one 
"plastic segment" and no "elastic segments." Therefore, each element 
( "'I' (t , f) of II <> ~ corresponds to a parameterized curve in ~ composed of 
segments of the type shown above, so that only special paths in ~ can be 
associated with processes of the system (~, II). In particular, because 
trajectories on f = + fy move to the right and those on f = - fy move to the 
left, processes with plastic segments have no reversals. The trajectories 
illustrated above should make it obvious that the condition (Sl) in the 
definition of a system with perfect accessibility is satisfied, and it is 
therefore easy to show that (~, II) is a system with perfect accessibility. It is 
also clear that the state (0, tR(t, f) can be reached from (t,f) via a process 
which contains one elastic segment and no plastic segments. In fact, 
t R (t( T), f( T» remains constant on elastic segments and changes on a plastic 
segment by amount equal to the change in t( T) on that segment. 

We can now write down a formula for the work done on the filament in a 
process ("'I' (t, f», 

(4.8) 
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where 'T ~ (t( 'T), f( 'T» is the solution of (lVP) for the given pair ('IT!, (t, f), 
and it requires only a routine calculation to verify that tOep is an action for 
(~, II). If f('lTI'(t,f) denotes the oriented piecewise smooth curve in ~ 
parameterized by 'T ~ (t( 'T), f( 'T », then we can express the work done as a 
line integral 

tOep('lTp(t,f)) = 1 fdt. 
r(",,(t,f) 

(4.9) 

Of course, f( 'lT1' (t, f) is a solution trajectory of (IVP) lying in ~, so it must 
consist entirely of elastic and plastic segments. In the special case where 
(f('lTt,(t,f) is a simple closed curve, then that curve must be negatively 
oriented, and Green's Theorem yields 

tOep('lTt'(t,f))=f:, fdt= 1 dtdf, 
r(",,(t,f) Int [(",,(t,f) 

so that to ep ( 'lT1' (t, f) is the area of the interior of f( 'lT1' (t, f) when the process 
('lTI'(t,f) determines a simple closed curve. Therefore, toep is non-negative on 
cycles of this type, and this fact leads us to conjecture that toep is non-nega­
tive on every cycle. 

Theorem 4.1. Every elastic-plastic filament obeys the Second Law. In fact, for 
every process ( 'lT1' (t, f) there holds 

f(t)2 f2 
tOep ('lTp (t,f));>273- 2{3' (4.10) 

where f( t) is the force on the filament at the end of the process ('lT1' (t, f). 

Of course, (4.10) implies that toep has the dissipation property, because 
the right-hand side of (4.10) vanishes when the process is a cycle. 
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PROOF OF (4.10). Each process ('17p(t,f) induces a partition of [0, t) into 
adjacent intervals of EI , PI' E2 , ... , finite in number, such that the elastic 
system (4.6) holds on the intervals labeled with E and the plastic system 
(4.7) holds on the intervals labeled with P. Therefore, we can write (4.8) in 
the form 

(4.11) 

where we have used (4.6) and (4.7) and have written Ek = [a k , bd in the last 
step. Consider now intervals Ek and Ek+l; they are separated by one of the 
intervals Pi' so that IJ = [bk, ak+d and 

f2(bk) = f2(ak+ l ) = f;. 
Therefore, the last sum in (4.11) is telescoping and (4.10) follows im­
mediately when both the first and last intervals in the partition are of elastic 
type. Some reflection shows that (4.10) follows from (4.11) even when one or 
both of the first and last intervals is of plastic type. 0 

Thus, not only elastic filaments, but also elastic-plastic filaments have the 
property that the Second Law holds "automatically," i.e., as a consequence 
of the properties which define these filaments, so that the positive numbers 
ta' t b , f3 and fy are not subject to any restrictions arising from that law. It 
remains only to study the class 2° of Helmholtz free energy functions 
which vanish at a preassigned "standard" state (t'o, 0). Unlike elastic and 
viscous filaments, elastic-plastic filaments do not have the property that 2° 
is a singleton. The rest of this section will be devoted to verifying this 
assertion and to describing precisely how large the set 2° can be. 

Theorem 4.1 permits us to apply Theorem 4.1 of Chapter V to conclude 
that 2° is non-empty. Moreover, the trivial process generator ifft' defined by 

'l"E[O,t), 

leaves every state unaltered and causes no work to be done, so we may also 
apply the second part of Theorem 4.1 to obtain the smallest and largest 
elements of 2°: 

~O(t,f) = -inf{ w ep ( '171'(t,f))lp",(t,f) = (to ,0) }, 

'!to ( t, f) = inf{ wep ('17t' (to,O») Ip", (to,O) = (t, f) }. 

(4.12) 

(4.13) 

Our first task will be to obtain more explicit formulas for these functions. 
For example, suppose that we wish to evaluate the infimum in (4.13). We 
employ the first line of (4.11), with t = to and f = 0, and use (4.6) and (4.7) 
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to obtain the formula 

{4.14} 

When p" (to,O) = (t,f), then f(t) = f; moreover, each term in the sum over 
Pj repre~ents the length of the segment on If I = fy traversed during IJ. 
Therefore, (4.14) yields the implication 

where Lp('lTI'(to,O)) is the sum of the lengths of the plastic segments of 
f('lT1' (to, 0)). To obtain the infimum in (4.13), we must minimize 
Lp('lT1' (to'O)) subject to the constraint p",(to,O) = (t,f). It is clear from the 
Figure 47 that the minimum value of Lp('lTI'(to,O)) is the absolute value of 
the difference in residual lengths of the initial and final states of the process 
('ITt, (to' 0)), and this implies 

f2 I f I 'l'°{t,f} = 2/3 + fy t -73 - to· {4.16} 

A similar argument shows that 

{4.17} 

and we have proven that the largest and smallest elements of the convex set 
!eo are given by the formulas (4.16) and (4.17). 

We observe from (4.10) that 'Ii given by 

'Ii{t f}·=~= 'l'°(t,f}+.J,°{t,f} {4.18} 
, . 2/3 2 

, , 
, s1ope=f3, 
// "'-, 

I , 
I , 

Figure 47. 
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is an element of 2°, and (4.16)-(4.18) suggest that every Helmholtz free 
energy function contains the term f2/2fJ. To study this conjecture, let 'It be 
in2°, and let (t1,f1 ) and (t2,f2 ) be states with the same residual deforma­
tion, i.e., 

(4.19) 

If we restrict attention to processes (71"I,(t'1,f1)), with P'IT (t'1,f1) = (t'2,f2), 
which have no plastic segments, than our analysis of elasti~ filaments tells us 
that 

(4.20) 

and the calculation which gave us (4.11) (where now there are no intervals Ij 
and one interval Ek ) yields 

f2 f2 
U'ep(71"1' (t'1,f1)) = 2/1 - 2/3' (4.21) 

Now, let (t, f) be any state and note that 

t'R(t',!) = t'R( t' - i,o) = t' - i, 
so that we may apply (4.20) and (4.21), with (t'1,f d = ( t' - i ,0) and 

(t'2' f2 ) = (t',f), to obtain 

i.e., 
f2 

'It(t,f) = 2fJ + 'It(t'R(t',f),O), 

and (4.22) shows that every element 'It of 2° is of the form 

f2 
'It(t',f) = 2fJ + 'ltR (t'R (t',f)), 

where the function t'R >--+ 'It R (t' R) has domain the open interval 

fy fy 
t'a + Ii < t'R < t'b - Ii 

(4.22) 

(4.23) 

(4.24) 

and vanishes when t'R equals t'o. The functions 'ltR, q,R and 'l'R in the 
formulas (4.16)-(4.18) are given by 

'ltR (t'R) = fylt'R - t'ol, 

q,R (t'R) = - fy/t'R - t'ol, 

'l'R(t'R) =0, 

respectively. The graphs of these functions are shown in Figure 48. 

(4.25) 

(4.26) 

(4.27) 
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Figure 48. 

The discussion above has reduced the problem of delimiting the class .;eo 
to one of describing the class.;e~ of functions 'lrR which make the function 
'Ir defined in (4.23) a Helmholtz free energy function which vanishes at 
(to'O). At this point, we can assert that 'Ir~, q,~, and q;R are functions in 
.;e~; in fact, 'Ir~ and q,~ are the largest and smallest elements of .;e~. The 
next result gives the information required to characterize functions in .;e~. 

Theorem 4.2. A function 'Ir R: (ta + ~ , tb - ~ ) -+ IR is in.;e~ if and only if it 

vanishes at to and is Lipschitz continuous with Lipschitz constant fy- In other 
words, 'lrR is in.;e~ if and only if there hold 

(i) 'lrR (to) = 0 
(ii) I'lrR(t~) - 'lrR(t~JI ~ fylt~ - til for all ti, t~ in the interval 

fy fy 
( ta + Ii' tb - Ii ). 

PROOF. First we suppose that 'lrR is in .;e~ and let ti < t~ be in 

( ta + ~ , tb - ~ ). The function 'Ir in (4.23) is then a Helmholtz free energy 

function, so that 

'lrR (t~) - 'lrR Vi) = 'Ir( t~, 0) - 'Ir( ti,O) 

~ wep( 'lTpVi,O)) (4.28) 

for every process ('lTp (ti, 0» such that Pw Vi,O) = V~,O). If we choose 'ITt so 
that f( 'ITt' (ti, 0» is the path shown in Figure 49, then the first relation in 
(4.11) yields 

Wep( 'ITt' (ti,O)) = fy(t~ - ti), 

and (4.28) tells us that 

'lrR (t~)- 'lrR (ti) ~ fy( t~ - ti) = fylt~ - tii· ( 4.29) 
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If we repeat the same argument for a process generator iiI such that 
r(iit'(t~,O» is the path in Figure 50 then we conclude that 

i'R (tRJ - i'R (t~) ~ w ep ( iiI' (t~ ,0») 

= ( - fy)( ti - t~) = fylt~ - til, (4.30) 

and (4.29) together with (4.30) yield 

Ii'R (t~)- i'R (ti) I ~ fylt~ - til· 

Hence, every element of .fi>R obeys (ii) and, by definition of .fi>R, (i). 
Conversely, suppose that a function i'R obeys (i) and (ii) and consider the 

function i' in (4.23). Clearly, i'(to, 0) = 0+ i'R(tR(to, 0» = i'R(tO) = O. For 
any two states (t',f') and (t",[") and for every choice of process generator 
'TTl such that p", (t' ,ff) = (t", f"), a calculation similar to those given in (4.11), 
(4.14), and (4.15) yields 

f,,2 f'2 f . 
Wep('TTp(t',f'»= 2{3 - 2{3 +fyL It(T)ldT 

Ij Ij 

U~,O) 
-+-----,---------,----1 

~ __ """",,---.J---""r(7i\, (l~, 0)) 

Figure 50. 
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According to (ii), there holds 

fyltR (t",f")- tR V',f')I;;. irR (tR (t",f"))- irR (tR V',f')), (4.32) 

so that (4.23), (4.31), and (4.32) imply 

w ep ( 'lTI'V',f'));;, ir(t",f")- ir(t',f'). 

Therefore, ir is a Helmholtz free energy function which vanishes at (1'0,0), 
and this completes the proof of Theorem 4.2. 0 

To summarize, Theorem 4.2 tells us that every Helmholtz free energy 
function which vanishes at (1'0,0) is of the form 

(4.33) 

where the function irR obeys (i) and (ii) in the statement of Theorem 4.2. 
Consequently, the set.P° contains elements which are not convex combina­
tions air° + (1- a )q,o of the largest and smallest elements ir° and q,0. An 
example of such an element would be the function given by 

( 4.34) 

5. Phase Transitions in Elastic and Viscous Filaments 

We consider now an elastic filament, as defined in Section 2 of this chapter, 
and we specify not only the function <Pe, which gives the force f in the 
filament as a function of its length 1', but also an action ('lT1' t) >--+ Ae( 'lT1' t) 
which assigns to each process ('ITt' t) the net heat gained by the filament in 
that process. 

We say that the filament admits a phase transition at a value of force fIr 
over an interval [1'1,1'21 if the function <Pe has the form displayed in Figure 
51. The horizontal portion of the graph of <Pe illustrates the capability of the 
filament of undergoing a process in which its length changes and, not only 
its temperature, but also the applied force is constant. The restrictions of <Pe 
to (ta' I'd and to [1'2' t b) define two elastic filaments which we call distinct 
phases (phase 1 and phase 2) of the given filament. A process which starts at 
1'1 and ends at 1'2' or vice versa, is said to cause a change of phase in the 
filament. 

In order to justify the nomenclature" homogeneous" for a filament which 
undergoes a change of phase, we must imagine that the heat absorbed or 
emitted is distributed uniformly over the length of the filament. If the 
filament thereby attains a state I' between 1'1 and 1'2' we may regard each 
point along its length as being occupied by a mixture of the two phases, 
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with the composition of the mixture a constant along the filament. Even in 
cases where the assumption of homogeneity is not appropriate, the analysis 
we give may still be applicable, because it depends only on the form of the 
function CPe and other assumptions on the heat supply, and these assump­
tions are valid in cases where the filament consists of two homogeneous 
parts, one corresponding to each phase. 

We invoke now the First Law, taking it to be the following assertion: 

p", t = t = w e( 'TTl' t)+ ~e( 'TTl' t) = O. (5.1) 
I 

(Here we choose units so that Joule's constant J equals one.) If we recall the 
result on elastic filaments proven earlier, we can immediately restate (5.1) in 
the form: 

(5.2) 

In fact, we showed that We vanishes on cycles, so (5.1) and (5.2) are 
equivalent statements. We note that for isothermal cycles of a homogeneous 
fluid body, this property of the heat gained follows from its definition, 
without appeal to the First Law. Here, (5.2) is a consequence of the formula 
(2.3) for We and the First Law. From the First Law we can at once conclude 
that t?ere is a function Ae: (ta' t b ) -+ IR such that 

p",,t' = t" = ~e( 'TTl' t') = Ae (t")- Ae( t'). (5.3) 
We write Al2 for the number A e(t2)-A e(t1 ) and call it the latent heat for 
the change of phase from tl to t 2. According to (5.3), the latent heat can be 
produced by performing any process starting at tl and ending at t 2. (Of 
course, all processes under consideration already are assumed to be isother­
mal.) If E is an internal energy function for the filament, then the First and 
Second Laws yield the formulae 

Al2 = E(t2)- E( tl)- w e ( 'TTl' t 1 ) 

= (E( t2) - E( t 1») - (i'( t 2) - '1'( t 1» 
= (E( t2 ) - E( tl ) ) - f tJ t2 - t 1) 

= (E(t)-CPe(t)t)I~~. (5.4) 
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(The function t' >-+ E(t)-I/>e(t')t' corresponds to the function (V, 0) >-+ 

E(V, 0)+ p(V, O)V, called the enthalpy in classical thermodynamics.) The 
formula (5.4h can be written as a formula for E(t'2) in terms of E(t'l) and 
numbers which describe the phase transition: 

(5.5) 

We regard (5.5) as a means by which we may "continue" an internal energy 
function for phase 1 into one for phase 2, for this relation specifies the 
arbitrary constant for the second internal energy function in terms of that 
for the first. 

We turn now to a discussion of phase transitions for a viscous filament. 
Here, we specify not only the function (t, r) >-+ I/>v( t', r), which gives the 
force f = I/>v(t', r) required to have the filament at length t'when its length 
changes at a rate r, but also an action ( 'ITt' (t', r» >-+ ~ y ( 'ITt' (t', r» which gives 
the heat gained in processes of the filament. As we shall see below, there is 
no meaningful concept of latent heat for changes of state of a viscous 
filament, simply because the action ~y need not vanish on cycles, as was the 
case for ~e' However, there is a natural way of obtaining an elastic filament 
from a viscous one by considering only states of the form (t',0). On such 
states, the function I/>y reduces to the function I/>eq defined by 

(5.6) 

and Wy is replaced by the action Weq defined by (3.22). Moreover, the proof 
of the Lemma 3.1 on viscous filaments shows that the value of Wy on a 
process tends to the value of Weq on that process as the process is retarded 
indefinitely. This permits us to say that the elastic filament approximates the 
viscous filament in slow processes, and we call the elastic filament de­
termined by I/>eq: (t'a' t'b) -+ IR in (5.6) the approximating elastic filament 
associated with the given viscous filament. 

Our plan here is to assume that the approximating elastic filament admits 
a phase transition between states t'l and t'2' in the sense just described, and 
to compare the heat gained in processes of the viscous filament, starting at 
(t'1'0) and ending at (t'2' 0), with the latent heat ;\12 for the change of phase 
from t'l to t2 . In order to carry out this plan, it is necessary to assume that, 
for each process ('lTp(t', r», the heat gained ~V<'lTt'(t', r» has a limit under 
retardations. For many natural choices of ~y, this can be verified and the 
limit turns out to depend only on the path f( 'ITt' t) determined by the 
process ('ITt' t') associated with the approximating elastic filament. Therefore, 
we assume that, for each process ('ITt' (t', r », the sequence n >-+ ~y(ifn' (t', r », 
with iTn defined below (3.14), converges to a number ~eq(f( 'ITt' t'». 

We take the First Law to be the assertion 

and this is equivalent to the existence of an internal energy function Ey: 
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( t a , t b) X R -+ R, i.e., a function obeying the relation 

Ey( t", r"} - Ey(t', r'} = toy (77(' (t', r'}) + .4y( 77(' (t', r'» (5.8) 

whenever P'1T (t', r') = (t", r"). Let us apply (5.8) to a retardation (ifo,(t', r'» 
of (771' (t', ;'». The left-hand side of (5.8) is independent of n, because 
Pi; (t', r') = (t", r") for all n. As n tends to infinity the right-hand side tends 

n 

to 

where t( 'T) = t' + !077/( 0 d~, and this sum depends only on f( 771' t'). This 
yields the next result. 

Theorem 5.1. Every internal energy function Ey for a viscous filament satisfies 
the relation 

for each process (771' (t', r'» which ends at (til, r"). In particular, Ey is 
independent of the second variable. 

We now apply both (5.8) and (5.9) in the case where t' = t 1, t" = t 2 , 

r' = r" = ° and make use of (3.7) and (5.6) to obtain the equation 

.4 y ( 77('(t1,0}) = .4eq(f( 77(' t 1}) 

- [[ 'i>y ( t ( 'T),l ( 'T - ») - f/>y( t ( 'T), 0)] t ( 'T - ) d'T. 
o 

(5.10) 

Because f( 771' ( 1) starts at tl and ends at t 2, we can identify .4eq(f( 771' ( 1» as 
the latent heat Au for the approximating elastic filament. Moreover, Theo­
rem 3.2 tells us that the integral in (5.10) is non-negative, so we obtain from 
(5.10) the inequality 

(5.11) 

whenever P'1T (t1,0) = (t2 ,0). 
We supp~se now that Au is positive, as would be the case for a 

solid-to-liquid or a liquid-to-vapor change of phase. In this case, (5.11) says 
that a viscous filament always absorbs less heat when transformed from (tl' 0) 
to (t2' 0) than does the approximating elastic filament for the change of phase 
from tl to t 2. Therefore, we may think of the viscous forces as aiding the 
change of phase of the approximating elastic filament, as would be the case 
if one gently stirs a solid-liquid mixture in order to hasten the melting of the 
solid. A similar analysis applies to a change of phase from t2 to t 1, which 
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corresponds to a liquid-to-solid or vapor-to-liquid change of phase. In this 
case the corresponding latent heat A21 equals - A12 and so is negative, (5.11) 
is replaced by 

Av( 'ITt' (t2'0)) ~ A21 < ° 
whenever p." (t2 ,0) = (t1,0) and, therefore, more heat is emitted when a 
viscous filam~nt is transformed from (t2 ,0) to (tl'O) than for the change of 
phase from t2 to tl of the approximating elastic filament. 



CHAPTER VII 

Homogeneous Fluid Bodies with Viscosity 

1. Bodies with Viscosity as Thermodynamical Systems 

In Chapter I we studied an important class of physical systems, homoge­
neous fluid bodies, employing concepts and methods already available to 
the pioneers of thermodynamics. The systems to be discussed here, called 
homogeneous fluid bodies with viscosity, are intended to provide, first of all, a 
more complete model of liquids and gases than do homogeneous fluid 
bodies and, second of all, a refinement of the notion of homogeneous 
viscous filaments introduced in Chapter VI. In contrast to the approach 
taken in Chapter I, we here shall avail ourselves of the modem conceptual 
framework developed in Chapters II through V. This will provide not only a 
review of that material, as it is applied to a specific class of physical systems, 
but also a useful comparison of the classical and modern approaches. 

Our goal in this section is to use Definition 1.1 of Chapter III and 
Definition 4.1 of Chapter IV as a framework for describing a homogeneous 
fluid body with viscosity. We recall that each of these definitions requires 
that we prescribe a system with perfect accessibility along with distinguished 
actions for that system. In the prescription of these mathematical objects, 
we will invoke notation and terminology introduced in Section 1, Chapter I 
and Section 1, Chapter II which provide useful points of contact with our 
study of homogeneous fluid bodies. 

Definition 1.1. A homogeneous fluid body with viscosity 1""( or, more briefly, a 
viscous body) is prescribed by giving a state space ~y-, consisting of states 
(J = (V, 0, r), a collection IIy- of process generators 'TTl' a pressure function ft, 
two latent heat functions fi. and ji, and a specific heat function" which satisfy 
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the following conditions: 

(1""1) ~-yis of the form ~#" X iii, with ~#" an open, convex subset of iii ++ X 
1Ii++; 

(1""2) ft, 'i..., ji., and" are real-valued and continuously differentiable on ~-y; 
(1""3) throughout ~-y, aft / av is negative, " is positive, and 'i... does not 

vanish; 
(1""4) each process generator is a piecewise smooth function 7T1 from [0, t) 

into iii 2 whose second component is a piecewise monotone function 
of 7" and with t a positive real number. 

We call V the volume, 0 the temperature (with respect to a preassigned 
ideal gas scale CPS' which we take to be the same for all viscous bodies to be 
considered here), and r the rate of expansion of the body in the state 
(V, 0, r). Condition (1""1) permits us to visualize ~-y as an unbounded 
cylinder, each of whose cross sections r = const. is a translate of the set ~#" 
lying in the first quadrant of the V-O plane as shown in Figure 52. The 
reader will notice the resemblance between items (1""1)-(1""3) above and 
items (ff1)-(ff3) in the Definition 1.1, Chapter I, of a homogeneous fluid 
body. In fact, the set ~#"in (1""1) may be regarded as the state space of a 
homogeneous fluid body ff and, for each choice of r, the functions 

(V, 0) ~ je(V, 0, r), 

(V, 0) ~ 'i...(V, 0, r), 

(V,O)~"(V,O,r) 

satisfy conditions (ff2) and (ff3) for a homogeneous fluid body. For the 
moment, we may think of the function fl not appearing in the definition of a 
homogeneous fluid body as an object corresponding to the variable r, also 
not appearing in that definition. 

Condition (1""4) has no counterpart in the definition of a homogeneous 
fluid body, and it permits us to describe the pair (~-y, II-y) as a system with 
perfect accessibility. This can be done in a manner analogous to the way in 
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which homogeneous fluid bodies (in Section 1 of Chapter II) and viscous 
filaments (in Section 3 of Chapter VI) were so described. For example, if 'ITt 

is a process generator, then we define £&( 'ITt) to be the set of states 
(J = (V, 8, r) such that the differential equation 

with initial condition 

(V(O), 8(0)) = (V, 8) 

has a solution T ..... (V(T),8(T)) lying entirely in ~Si'"for T E [0, t]; P'IT(] is then 
defined to be the state (V( t), 8( t), V'( t - )). Each process ( 'lT1' (]) d~termines 
not only an oriented curve f( 'lT1' (]) in ~yr parameterized by T ..... 

(V(T),tJ(T),V'(T-)), but also an oriented curve feq('lTI'(]) in ~Si'"X{O} 
parameterized by T ..... (V( T), tJ( T), 0); the curve feq( 'lT1' (]) is the projection 
of f( 'lT1' (]) onto the plane r = 0 and is called the equilibrium path determined 
by the process ('ITt' (]). Using arguments similar to ones presented in Section 1 
of Chapter II and Section 3 of Chapter VI, one can show that (~yr, IIyr) is 
a system with perfect accessibility. 

We are now in a position to describe viscous bodies as thermodynamical 
systems by defining certain actions for (~yr, IIyr) in terms of the functions 

fe, "F.., ji, and o. The first action assigns to each process ('lT1' (]) a number 
Wyr( 'lT1' (]) given by 

and called the work done by the viscous body during the process ('ITt, (]). Next 
we prescribe an accumulation function ('lT1' (], L) ..... H yr ( 'lT1' (], L) which assigns 
to each process ( 'lT1' (]) and hotness level L the number 

Hyr('lTp(],L):= 1 "F..(V,tJ,r)dV+o(V,tJ,r)dtJ+ji(V,tJ,r)dr 
r('IT"a,L) 

: = f [ "F.. ( V( T ), tJ ( T ), v' ( T - )) v' ( T - ) 
t('IT" a,L) 

+ 0 ( V( T ), 8 ( T ), V· ( T - )) 8 . ( T ) 

+ji(V(T),tJ(T),v'(T- ))V"(T)] dT, (1.2) 

with 

(1.3) 

and with f('IT,,(],L) the portion of the curve f('lTt ,(]) on which tJ does not 
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exceed cp~(L). (We write V'( 7") for V'( T -) in the formulae (1.1) and (1.2) 
from now on.) We call H.y-( 171' CJ, L) the net heat gained by the viscous body 1"" 
in the process (171' CJ) at or below the hotness level L. Relations (1.1) and (1.2) 
are the counterparts of (1.1) and (1.2), Chapter I, in our study of homoge­
neous fluid bodies. Of course, in the present relation (1.2), we specify not 
only the net heat gained by the viscous body in the process ( 171' CJ), but also 
the net heat gained at or below each hotness level L. This is in accord with 
our desire to describe a viscous body as a thermodynamical system both in 
the sense of Chapter III and of Chapter IV, and the latter requires that im 
accumulation function be prescribed for the system. 

It is important to note that Wy-and Hrare not rate-independent, as are 
the work and heat gained for a homogeneous fluid body ff. This fact can be 
understood simply by noting that the integrals with respect to T in (1.1) and 
(1.2) contain terms which are non-linear in V'. Moreover, the term contain­
ing the second derivative V" in (1.2) has the effect of causing the path 
f( 17t , CJ, L) actually to change when T ~ V( T) is replaced by a rescaling 
T ~ V( Y( T» with y increasing. The accumulation integrally-, given by 

(1.4) 

also is rate-dependent; this fact follows from the formula 

=1 ;\(V,O,r) dV+ o(V,O,r) dO+ p.(V,O,r) dr (1.5) 
[('IT,. a) 0 0 0 

(which, in turn, follows from the arguments used to verify (3.5), Chapter 
IV). Indeed, (1.4) and (1.5) tell us that Iy-( 171' CJ) can be expressed in a form 
similar to Wy-(17t ,CJ) and Hy-(17I'CJ,L) so that the arguments given to 
establish the rate-dependence of Wy- and Hy- apply as well to Iy-. The 
rate-dependence of these quantities will be studied in more detail in the 
following sections, where their behavior under retardations of processes will 
play an important role in our analysis of consequences of the laws of 
thermodynamics. 

Methods which were employed several times in Chapters II and VI permit 
us to call the functions (171' CJ) ~ Wy-( 171' CJ), (17t' CJ) ~ Hy-( 171' CJ, L), and 
(171' CJ) ~ Iy-( 17t' CJ) actions for the system with perfect accessibility 
(~r, ITy-). Consequently, we have shown here that a homogeneous body 
with viscosity is a thermodynamical system in both the first and second 
senses in which this concept has been used, and we can now study these 
bodies from the point of view of our modern approach to thermodynamics. 
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2. Consequences of the First Law 

The First Law for a viscous body "Y is the assertion that, if the net heat 
gained in a cycle of "Yvanishes, then so must the work done by "Yin that cycle. 
Our study of the First Law in earlier chapters can be summarized by means 
of Corollary 3.1, Chapter V: Let <§ be an ideal gas such that "Yand <§ preserve 
the First Law with respect to the product operation, and let (VO, 0°, rO) be a 
state of "Y. It follows that "Yobeys the First Law if and only if there is exactly 
one energy function EO for "Y which vanishes at (YO, 0°, rO), i.e., there is 
exactly one function EO: ~r ~ III such that 

£O(VO,O°,rO)=O (2.1) 
and 

EO(V2,02,r2)-EO(V1,01,r1) = (~ )Hr ('lTI'(V1,01,r1» 

- Wr ( 'lT1'(V1, 01,rl» (2.2) 
for every pair of states (VI' °1, r1), (V2, ()2' r2) of "Yand process generator 'ITt 

satisfying 
(2.3) 

It is convenient in what follows to write J for RIA, the ratio of the 
constants associated with the ideal gas <§, and to assume that each viscous 
body under consideration together with <§ preserves the First Law under the 
product operation. 

Guided by the results in Sections 3 aI.1d 5 of Chapter VI, we study the 
behavior of the relation (2.2) under retardations of processes. We already 
remarked at the beginning of Chapter I that it is customary to regard 
evolution of a body through a collection of spatially homogeneous states as 
an idealized description of evolution which is slow in an appropriate sense. 
Our first task here will be to show that the energy function for a homoge­
neous body "Ywith viscosity is determined by a homogeneous fluid body % 
which approximates "Yin slow processes. 

Theorem 2.1. Let t, VI' and V2 be positive numbers and let 'T ~ (V( 'T), ()( 'T» 
be a continuously differentiable function from [0, t] into ~ $> (the open, convex 
subset of III ++ X III ++ associated with the state space ~r = ~$> X III of a given 
viscous body), with 'T ~ V( 'T) satisfying 

V(O)=Vl and V(t)=V2. (2.4) 
If EO is an energy function for "Y, then for each r1, r2 in Ill, there holds 

EO(V2, 02' r2 )-£O(V1, ()1' r1) 

= J f[;\ (V( 'T), ()( 'T ),0) v· ( 'T) + j (V( 'T ), () ( 'T), 0) () . ( 'T )] d'T 
o 

- {fz(V('T),()('T),O)V·('T)d'T, (2.5) 
o 
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where 81 and 82 denote 8(0) and 8(t), respectively. It follows that EO is 
independent of the third variable r, the rate of expansion, and there holds 

aEo -
av (V, 8, r) = JA(V, 8,0)- ft(V, 8,0), (2.6) 

aEO 
7iO(V, 8, r) = Jd(V, 8,0) (2.7) 

for every state (V, 8, r) of "f'". 

PROOF. Relation (2.5) is similar to (3.13), Chapter VI, and the proof of 
(3.13) is easily modified to yield a proof of (2.5). In fact, we have only to 
apply the same retardation described in (3.14), Chapter VI, for a function 
T >--+ t( 'T) to the given function 'T H V( 'T) without alteration of the function 
T >--+ 8( T). By this means, it is immediate from the proof of Lemma 3.1, 
Chapter VI, that the expression 

f { [J;\ (V( T ),8 ( 'T ), V· ( 'T )) - ft (V( T), 8 ( T), V· ( T ))] V· ( T ) 
o 

on the right-hand side of (2.2) tends to the right-hand side of (2.5) in the 
limit under retardations. The remaining term 

on the right-hand side of (2.2) tends to zero as n tends to infinity because 
the factor V .. ( T) tends to zero more rapidly under retardation than does 
V·( T). Of course, the left-hand side of (2.2) is unchanged under the 
retardations employed in this proof, and this establishes (2.5). The relations 
(2.6) and (2.7) as well as the lack of dependence of EO upon r follow 
immediately from (2.5) and familiar theorems from Vector Analysis. D 

It is clear from Theorem 2.1 that as far as the determination of EO is 
concerned, one may restrict the functions ft, ;\, and d to the plane r = 0, i.e., 
~rcan be replaced by ~5" and one may take ii to be zero. This amounts to 
replacing "f'" by a homogeneous fluid body ff with state space ~5' and 
response functions (V, 8) >--+ ft(V, 8,0), (V, 8) >--+ ;\(V, 8,0), and (V, 8) >--+ 

o(V, 8,0). Because this replacement is justified by taking processes of "f'"in 
which the rate of expansion tends to zero, we may regard ff as an 
approximation to "f'"for slow processes of the viscous body. 

It is now possible to give conditions on the response functions ft, ;\, ii, 
and 0 of a viscous body "f'"which are both necessary and sufficient in order 
that "f'"obey the First Law. 
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Theorem 2.2. A viscous body "I"" obeys the First Law if and only if the functions 
fe, >:.., fl, and d obey the following relations for every (V, 0, r) in ~1'': 

J;\(V, 0, r)- fe(V, 0, r) = J;\(V, 0,0)- fe(V, 0,0), (2.8) 

d(V,O,r)=d(V,O,O), (2.9) 

fl(V,O,r)=O, (2.10) 

:0 [J;\(V, 0,0)- fe(V, 0,0)] = a~ [Jd(V, 0,0)]. (2.11) 

PROOF. If "I"" obeys the First Law, then there is an energy function EO 
satisfying (2.1) and (2.2), and Theorem 2.1 tells us that, not only does P 
satisfy (2.2), but also (2.5) is satisfied, so that in every process of "I""there 
holds 

[ { [J;\ (V( 'T ), ° ( 'T ), V· ( 'T ») - fe (V( 'T ), O( 'T), v· ( 'T »)] v· ( 'T ) 
o 

+ d ( V( 'T ), ° ( 'T ), V· ( 'T ) ) ° . ( 'T) + fl ( V ( 'T), 0 ( 'T ), V· ( 'T ) ) V .. ( 'T )} d'T 

= [{[J;\(V('T),O('T),O)-fe(V('T),O('T),O)]V'('T) 
o 

+ d (V( 'T ), 0 ( 'T ), 0) 0 . ( 'T ) } d'T. (2.12) 

By taking a process with initial state (V, 0, r) chosen arbitrarily, and with 
V'( 'T) identically equal to rand 0'( 'T) identically zero, (2.12) yields 

{ { J i.. ( V( 'T ), 0, r) - fe ( V( 'T), 0, r) } r d'T 

= {{ J;\(V( 'T), 0,0)- fe(V( 'T), O,O)} rd'T. 

Dividing this relation by t and letting t decrease to zero, we find that 

{ Ji.. (V, 0, r) - fe (V, 0, r) } r = {J;\ (V, 0, 0) - fe (V, 0, 0) } r. 

If r is not zero, then the state (V, 0, r) obeys (2.8). Of course, if r is zero, 
then (2.8) clearly is satisfied. Because we have verified (2.8) for all states, 
(2.12) reduces to 

[ { d ( V( 'T ) , 0 ( 'T ), V . ( 'T ) ) 0 . ( 'T ) + fl ( V( 'T), 0 ( 'T), V· ( 'T ) ) V" ( 'T ) } d'T 
o 

= {o(V('T),O('T),O)O'('T)d'T, (2.13) 

which again must hold for all processes. For a process with arbitrarily 
chosen initial state (V, 0, r) and with V'( 'T) identically equal to r and 0'( 'T) 
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identically equal to a number y, (2.13) yields 

f (j ( V( T ), 0 ( T ), r )y d T = f (j (V( T ), 0 ( T ),O)y d T , 
o 0 

and this implies that, for all choices of y, 

(j(V, 0, r)y = (j(V, O,O)y. 

The relation (2.9) follows immediately, and (2.13) becomes 

f tl ( V( T ), 0 ( T ), V· ( T ) ) V·· ( T ) dT = o. 
o 

(2.14) 

For a process starting at (V, 0, r), division of (2.14) by t and taking the limit 
as t decreases to zero gives 

tl(V, 0, V·(O+ ))V··(O+) = O. 

However, V ·(0 +) and V ··(0 +), the limits of V·( T) and V .. ( T) as T 
decreases to zero, can be chosen arbitrarily, and this fact implies the relation 
(2.10). Moreover, (2.11) is an immediate consequence of (2.6), (2.7), and the 
fact that P is twice differentiable. Conversely, if (2.8) through (2.11) hold, 
then the relation 

JRy( 'IT" (V, 0, r ))-Wr ( 'IT" (V, 0, r)) 

= IaI{[J;\(V(T),O(T),O)-jZ(V(T),O(T),O)]V·(T) 

+J(j(V( T), O( T ),0)0·( T)} dT 

holds for every process ('lT1' (V, 0, r» of "f/", and this relation can be written 
in the form 

JHr( 'IT" (V, 0, r))- Wr ( 'IT" (V, 0, r)) 

= 1 (J;\(V, 0,0)- jZ(v, 0,0)) dV +J(j(V, 0,0) dO. 
feq( 7T(,( v, 8, r» 

(2.15) 

However, (2.11) tells us that (J;\(V, 0,0)-1'( V, 0,0» dV + J(j(V, 0,0) dO is an 
exact differential on ~.9" so that the right-hand side of (2.15) vanishes 
whenever feq ( 'lT1' (V, 0, r» is a closed curve. If ( 'lT1' (V, 0, r» is a cycle of "f/", 
then feq( 'lT1'(V, 0, r» is a closed curve, and we conclude from (2.15) that 
JHr - Wr vanishes on the cycles of "f/", i.e., "f/"satisfies Joule's relation. As 
we pointed out in Chapter III, Joule's relation implies that the First Law 
holds, and this completes the proof. D 

Results of the type given in Theorem 2.2 are the ultimate goal of a 
thermodynamical analysis of any class of physical systems, because they 
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express the entire content of a basic law in terms of functions which are 
central to the description of the systems. Relations (2.8), (2.9), and (2.11) 
combine to yield: 

(2.16) 

[For a homogeneous fluid body, Theorem 2.1 of Chapter I tells us that 
(2.16) alone expresses the entire content of the First Law.] For viscous 
bodies, the extent to which Hr( 71"t'(V, (), r» can be influenced by the values 
of the rate of expansion during the process ( 71"1' (V, (), r» is made precise by 
means of (2.8) through (2.10), for (2.9) and (2.10) imply that 

Hr (71"I,(V,(},r)) = f{~(V(1"),(}(1"),v'(1"»)V'(1") 
o 

+ 0 ( V( 1" ), () ( 1" ),0) () . ( T) } d T , 

and (2.8) then yields: 

Hr (71"I'(V,(},r») 

= 1. ~(V, (},O) dV + o(V, (},O) d() 
req ('7T,,(V,IJ,r)) 

+ j- {{ jt (V( T ), () ( 1" ), V· ( T ») - jt (V( T), () ( 1" ),0) } V' ( T) d T. 

(2.17) 

As was suggested in our discussion of viscous filaments in Section 3 of 
Chapter VI, we call the integral 

f{jt(V(T),(}(1"),v'(T»)-jt(V(T),(}(T),O)}V'(T)dT (2.18) 
o 

the work done by the viscous body through extra forces, and (2.17) is then the 
assertion that the net heat gained by a viscous body in any process equals the 
net heat gained by the approximating homogeneous fluid body plus an amount 
of heat equivalent to the work done by the viscous body through the extra 
forces. A result analogous to (2.17) was encountered earlier in our study of 
phase transitions of homogeneous filaments; in fact, relation (5.10) of 
Chapter VI is of the same form as (2.17), [In (5.10), <Pv is the force exerted on 
the filament, so that the integral in (5,10) is the work done on the filament 
through extra forces; this explains why a minus sign appears in (5.10) in 
place of the plus sign in (2.17).] From our work in Chapter VI on 
consequences of the Second Law for viscous filaments, we might expect that 
the Second Law should give us information about the work done by a 
viscous body through the extra forces. The next section is devoted to a study 
of questions of this type. 
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3. Consequences of the Second Law 

The Second Law for a viscous body -ris the assertion that, if the net heat 
gained at or below every hotness level during a cycle is non-negative, then the 
net heat gained in the cycle is zero. As a result of the analysis presented in 
Chapters IV and V, we have from Corollary 2.1, Chapter V: Let '§ be an 
ideal gas such that -r and '§ preserve the Second Law with respect to the 
product operation. It follows that -robeys the Second Law if and only if there is 
an entropy function for 1', i.e., there exists a real-valued function S on ~r 
satisfying 

[X) H r { 'TTl' VI' °1, rI , cp;I( 0) )0-2 dO ~ S( V2, 02' r2)-S(VI' 01' rI ) 
o 

(3.1 ) 

whenever (V2' 02' r2) equals p", (VI' °1, rI )· 
We assume once and for ail in this section that each viscous body under 

consideration, together with a preassigned ideal gas '§, preserves the Second 
Law with respect to the product operation. We then may say that the 
Second Law is equivalent to the existence of an entropy function. Although 
we were able to prove in Chapter V that every thermodynamical system has 
at most one normalized energy function, there is no corresponding unique­
ness result concerning entropy functions. (See Theorem 2.3 of Chapter V for 
conditions equivalent to uniqueness of normalized entropy functions.) Nev­
ertheless, the special features of viscous bodies will turn out to guarantee 
uniqueness of normalized entropy functions, just as was the case for 
normalized Helmholtz free energy functions for the viscous filaments studied 
in Section 3 of Chapter VI. The next result corresponds to Theorem 2.1 of 
this chapter, in that it shows that each entropy function for a viscous body 
-ris determined by a homogeneous fluid body ~which approximates -rfor 
sufficiently slow processes. 

Theorem 3.1. Let -rbe a viscous body with state space ~r = ~jW X IR, let t, VI' 
and V2 be positive numbers, and let 7'"-+ (V( 1'), O( 1'» be a continuously 
differentiable function from [0, t] into ~jWsuch that 

V(O) = VI and V(t) = V2. (3.2) 

If S is an entropy function for 1', then for each rI, r2 in IR there holds 

S(V;, 02' r2)-S(VI' 01' r1 ) 

=[t[X:(V(T),O(T),O) .() O(V(T),O(T),O)n'()] 
0(1') V l' + 0(1') U l' dT. 

o 

(3.3) 

(Here, 01 and 02 denote 0(0) and O(t), respectively.) Consequently, S is 
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independent of the variable r and satisfies 

as(VO )=;\(V,O,O) 
av "r 0' (3.4) 

as (V 0 ) = o(V, 0,0) 
ao "r 0 (3.5) 

for every state (V, 0, r) of f/. 

PROOF. The proof of (3.3) is similar to that of (2.5) and of (3.13), Chapter 
VI. The only step required here and not in the earlier proofs is that of 
showing that the integral in the left-hand member of (3.1), i.e., the accumu­
lation integral for 1', can be written in a form similar to the right-hand 
sides of (1.1) and (1.2). However, the relation (1.5) supplies this needed step. 

o 

Theorem 3.1 tells us that each entropy function for 1'is determined by a 
homogeneous fluid body .% with state space ~§' latent heat function 
(V, 0) ~ ;\(V, 0,0), and specific heat function (V, 0) ~ o(V, 0,0). In fact, this 
theorem shows that the partial derivatives of any two entropy functions 
agree throughout the connected set ~r' and we therefore have the following 
result. 

Corollary 3.1. Any two entropy functions for a viscous body differ by at most a 
constant. In particular, for each state (VO, 0°, rO) of the body, there is at most 
one entropy function so which vanishes at (VO, 0°, rO). 

We continue our study of the Second Law with a result similar to 
Theorem 2.2. 

Theorem 3.2. A viscous body l' obeys the Second Law if and only if the 
functions ;\, il, and 0 obey the relation (3.6)-(3.9) throughout ~r: 

(;\(V, 0, r)- ;\(V, O,O»)r ~ 0, (3.6) 

o{V, 0, r) = o(V, 0,0), (3.7) 

il{V,O,r)=O, (3.8) 

~[;\{V,O,O)] =~[o(V,O,O)] (3.9) 
ao 0 av 0 . 

PROOF. The proof of this theorem differs from that of Theorem 2.2 only 
because the relation (2.2) is an equation and (3.1) is an inequality. However, 
a step by step examination of the proof of Theorem 2.2 easily reveals the 
truth of the assertions made in the present theorem. 0 
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We now suppose that a viscous body l' obeys both the First and Second 
Laws, so that both sets of relations (2.8)-(2.11) and (3.6)-(3.9) hold. It 
follows from (2.11), (3.9), and Theorem 3.2 of Chapter I that the approxi­
mating homogeneous fluid body Yobeys both the First and Second Laws. 
Moreover, (2.8) and (3.6) yield the inequality 

[jZ(V, (), r)- jZ(V, (),O)] r ~ 0, (3.10) 

which in tum tells us that the integral in (2.18) is not positive, i.e., the First 
and Second Laws imply that the work done by the viscous body through extra 
forces is not positive. Using this result and (2.17), we conclude that 

H1" ( 7f( , (V, () , r )) ~ 1 "A ( v, 0, 0) dV + ,,( v, 0, 0) d () 
req (7r/,(V,lI,r)) 

(3.11) 

for every process (7f1' (V, (), r» of "Y, i.e., in any process the net heat gained by 
the viscous body l' cannot exceed the net heat gained by the approximating 
homogeneous fluid body Y. Relation (3.10) may also be translated into a 
similar statement: in any process, the work done by the viscous body cannot 
exceed the work done by the approximating homogeneous fluid body. 

If we return to a principal topic in classical thermodynamics, the study of 
the efficiency of heat engines, we obtain from (2.17) and the last italicized 
statement the following interesting result: For any process (7fI'(V, (), r» of l' 
in which the heat absorbed is not zero, the efficiency of the process for the 
viscous body is no greater than the efficiency of the associated process 
( 7f(, (V, ()) for the approximating homogeneous fluid body. The efficiency for 
the viscous body approaches that for the homogeneous fluid body when processes 
of the viscous body are retarded indefinitely. Thus, the presence of viscous 
forces in a homogeneous body cannot improve the efficiency of a heat 
engine which uses that body as a working substance. For this reason, 
viscous forces are said to be dissipative (or wasteful) when it is desired to 
extract work from a substance by heating and cooling that substance. If one 
were only concerned with the actual amount of work extracted per unit 
amount of heat absorbed, so that the duration of processes could be as large 
as desired, then the dissipation could be made as small as desired by 
operating a heat engine sufficiently slowly. However, one generally needs to 
extract work from a substance within a preassigned interval of time, and the 
presence of viscous forces must be reckoned with in order to obtain realistic 
estimates of the efficiency of heat engines. 



Comments and Suggestions 
for Further Reading 

Much of the impetus for research on the mathematical foundations of 
thermodynamics during the past twenty years was created by the rapid 
development during the previous twenty years of the non-linear field 
theories of mechanics. That development provided a conceptual framework 
for the formulation of "constitutive equations," relations which distinguish 
one material from another. The study of a variety of new constitutive 
equations together with the view that the laws of thermodynamics should 
place restrictions on the new equations led to the discovery of systematic 
procedures for finding such restrictions. In a relatively short time, these 
procedures were widely used, although not always without reservation. In 
fact, the new procedures required that one use concepts such as absolute 
temperature, internal energy, and entropy in contexts where traditional 
thermodynamics could not in any obvious way provide justification. The 
need to interpret these concepts for materials lying outside the scope of 
classical treatments, particularly for materials whose present state can 
depend in a non-trivial way on the entire past history of the material, was 
the main force behind the modern work on the foundations of thermody­
namics. Many of the developments in the non-linear field theories of 
mechanics during the twenty years following World War II are described in 
great depth in the article by Truesdell and Noll [1]. Included in that article 
are discussions of papers by Coleman and Noll [2], and Coleman and Mizel 
[3], which introduce a procedure for finding thermodynamical restrictions 
on constitutive equations, and a description of Coleman's thermodynamics 
of materials with memory [4], [5]. 

One phase of recent work on foundations has focused on justifying the 
use of internal energy and entropy for non-classical materials. This task 
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requires the formulation of versions of the First and Second Laws that do 
not mention energy and entropy and that are sufficiently general to cover 
the non-classical materials. Moreover, these versions of the laws of thermo­
dynamics should yield as theorems the existence of functions having the 
basic properties of energy and of entropy required for both the classical and 
the new applications. A decisive step in this area of research was made by 
Day [6], [7] in his treatment of the Second Law for materials with fading 
memory. Day's work-together with an important paper of Noll [8] in 
which concepts from mathematical systems theory were used to describe 
certain mechanical systems-led Coleman and Owen [9] to formulate a 
mathematical foundation for thermodynamics containing versions of the 
First and Second Laws and theorems on the existence of energy and entropy 
functions of the type described above. This research underlies the material 
presented in Chapters II and V of this book. The discussion of uniqueness 
of entropy functions in Chapter V is based not only on results of Coleman 
and Owen [9], but also on more recent, as yet unpublished, work of Serrin. 

A second area of modem research is concerned with reformulating 
classical, verbal statements of the First and Second Laws of thermody­
namics so as to make precise their physical and mathematical content and 
to clarify both the notion of mechanical equivalence of heat and the notion 
of absolute temperature. lames Serrin's research [10], [11], [12] on accumula­
tion functions for thermodynamical systems and Miroslav SilhavY's research 
on heating measures [13], [14] accomplished these goals for the Second Law 
and the notion of absolute temperature. Serrin's work brought out the 
importance of the concept of a "union" (or product) of thermodynamical 
systems and forms the basis of much of Chapter IV. The idea that the First 
Law can be formulated in a manner which yields louIe's relation as a 
consequence and that the First and Second Laws can be given parallel 
treatments is due to Silhary [15]. These ideas have contributed much to the 
material in Chapter III of this book. Further development of the modem 
approach to the Second Law can be found in the papers by Feinberg and 
Lavine [31] and Coleman, Owen, and Serrin [32]. 

A third area of modem research, one which is not represented in this text, 
concerns the formulation and analysis of the laws of thermodynamics as 
they apply to three dimensional, continuous bodies whose state can vary 
from point to point. In particular, one strives to find global forms of the 
laws that apply to material bodies and that are equivalent to local forms, 
usually partial differential equations, required to hold at almost all points of 
the body. A study of this area requires more advanced tools from analysis 
and geometry than do the first two areas and so goes beyond the scope of 
this book. References [16]-[21] contain important contributions to this 
research. 

The forthcoming, second edition of Clifford Truesdell's Rational Thermo­
dynamiCS, to be published by Springer-Verlag, will contain brief accounts of 
many interesting areas of modem research. Generally speaking, these 
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accounts are less technical than most papers in the literature, and so provide 
good introductions to many subjects, some of which are not included in this 
book. References [22]-[27] provide background material for this text in the 
areas of mathematical analysis, calorimetry, and thermometry. (Some recent 
work on the concepts of hotness and temperature can be found in Reference 
[31] and in the paper of Fosdick and Rajagopal [33].) In references [28]-[30] 
the reader will find mentioned texts on thermodynamics which are written 
from a different point of view than the present one and which, in particular, 
go beyond applications to thermomechanics alone. 
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Problems 

Chapter I 

1. Prove Theorem 1.1. In particular, verify the formulae 

7'E[O,l], 

O~7'<! 

!~7'<1, 

and use these formulae in the proof, where appropriate. 

2. Discuss the following assertion: it is possible to add heat to a homogeneous fluid 
body in such a way that its temperature is lowered. 

3. a. Verify for a homogeneous fluid body ~that the heating h( 7') at the instant 7' 
for (V, 8) can be written in the form 

h( 7' ) = 'A p (V ( 7' ),8 ( 7' )) je . ( 7' ) + d p (V ( 7' ),8 ( 7' )) 8' ( 7' ) 

where 'Ap and d p are given by 

;\p=;\/~, 
- Bfi/ ao 

dp=O-Aaje/BV' 

and /( 7') = (d / d7')fi( V( 7'), B( 7')). ['Ap is called the latent heat with respect to 
pressure and d p the specific heat at constant pressure.) 

b. For an ideal gas, show that dp(V,8)-d(V,O)=A for every state (V,_O), i.e., 
the difference in specific heats is the constant A in the expression for A. 

c. For an ideal gas with constant specific heats (i.e., with ,,(8) = c for all 0) verify 
that on each adiabat there holds fi (V, 0) V" = constant, where y = 0 p /0 is the 
ratio of the specific heats. 
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4. Show that every internal energy function E and every entropy function S for an 
ideal gas have the respective forms 

E(V, 0) = J f a( 0) dO +const., 

S(V,O)=AlnV+ fa~) dO+const. 

5. A homogeneous fluid body having pressure function 

RO a 
,(V,O)= V-b - V2' 

with R, b, and a positive constants, is called a Van der Waals fluid. What 
information do the First and Second Laws give about i.., 0, E, and S for such a 
fluid? 

6. How would you define the efficiency of a Carnot refrigerator? Analyze your 
definition using the First and Second Laws; in particular, obtain an analogue of 
Kelvin's formula for the efficiency of a Carnot heat engine, and discuss the 
question of adjusting the operating temperatures so as to increase the efficiency. 

7. A Sargent cycle S for a homogeneous fluid body is described by giving four 
states (VI,OI)' (V2,02)' (JIj,03) and (V4,04)' with 01 the largest and 03 the 
smallest of the four temperatures, and by joining them by paths P12' 1?23' 1?34' 

and 1?41 such that 1?J2 and P 34 are adiabats while 1?23 and 1?41 are isobars. Verify 
the following properties of a Sargent cycle for an ideal gas ~with constant specific 
heat 0, and sketch such a cycle: 

VIOl V2 O2 01 O2 
a. -=-' -=-' -=-0 ; 

V4 04 ' V3 03 ' 04 3 

W(S) =1- O2 
b. JH+ (S) 01 

8. Suppose the pressure function for a homogeneous fluid body.:F satisfying the 
First and Second Laws has the form: 

,(V,O) = f(V)+ g(O), 

with f differentiable and g twice differentiable. Verify the following: 

a. C'(V) < 0 for every V> 0; 

- 0 
b. A(V, 0) = j" g'(O) for every (V, 0) in ~; 

o 
c. d(V, 0) = j"g"(O)V + d(O), where d(O) > - Og"(O)VjJ for every (V, 0) in~. 

9. Let a homogeneous fluid body satisfy the First and Second Laws of thermody­
namics. 

fl a. Show that a0 2 (V, 0) exists for every state (V, 0). 

b. Verify the formula 
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c. Justify or contradict the following assertion: the laws of thermodynamics 
along with the pressure function Ie of a homogeneous fluid body determine "ji. 
completely and determine ", E, and S each to within a function of temperature 
alone. 

Chapter II 

1. Let (~.F' TI.F) be the system with perfect accessibility associated with a homoge­
neous fluid body.:F. Verify that the formula 

d('17" a) = t, ('17" a) E TI.F<>~.F 

defines an action for (~.F,TI.F)' Give examples of two processes ('17",0) and 
('17'2' 0) such that 

but 

2. a. Let '171, '172 ' and '173 be process generators of a system with perfect accessibility 
(~, TI) such that ('173'172)'171 and '173 ( '172'171) are both defined. Show that 

.@« '173'172 )'171) =.@( '17] ('172'171»)' 

and, for every action a, for (~, TI), 

for each aE.@«'173'172)'17I)' Are we then justified in asserting that ('173'172)'171 

equals '17]( '172'171)? 
b. If both '173'172 and '172'171 are defined, does it follow that '173 ( '172'171) and ('173'172)'171 are 

also defined? 

Chapter III 

1. Show that for each process generator ('"!> '"2) of 9'1 X 9'2, the ranges of ('"I' '"2), 

'"I' and '"2 are related by 

2. On the basis of the results in Chapter III, discuss the following assertion: work 
and heat play symmetrical roles in the First Law. 
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Chapter IV 

1. For the Carnot refrigerator in Figure 21, verify the relation VII'] = V2V4 as well as 
the formula (3.4). 

2. For the Sargent cycle § described in problem 7, Chapter I, give a description of 
the accumulation function () 0-+ H~(§, (}). Be as specific as possible by sketching 
the graph of this function and giving quantitative information about the graph. 

3. Suppose a cycle (7T, a) of S"has accumulation function of the form 

{

O, 

-I 1, 
H!A'IT,a,cp~ «(}))= A, 

1, 

° < () < (}I 

(}I <;;; () < (}2 

(}2 <;;; () < (}3 

(}3 <;;; () . 

If S" X '§ obeys the Second Law, show that A must be negative and verify that 

1 (1 1) 
0; - e; + 0; (}3 «(}2 - (}d 

A<;;; 11 <;;;-(}1«(}3-(}z)' 

(}2 - (}3 

4. Prove Lemma 6.3 when the empirical temperature scale has range equal to a 
proper subset of R + +. [You will have to extend () 0-+ H ~ ( 7T, a, cp - I ( ())) from rng cp 
to all of R ++ in order to use the arguments in the text.] 

5. Supply statements in terms of accumulation functions of versions 1 and 3 of the 
Second Law given in the introduction to Chapter IV. 

6. If both S"and S" X '§ obey the Second Law, show that S"obeys (4.3). 

7. Prove that equality holds in (7.3) if and only if both (7.4) and (7.5) are satisfied. 

Chapter V 

1. Let a be an action with the Clausius property at a state aO of a system with 
perfect accessibility (~, II). Suppose that for each process (7T, aO) there is a 
process (iT, p"aO) such that 

and 
a ( 'IT , a 0) + a ( iT, p"a 0) = 0. 

Show that s( aO, aO) = ° and describe the collection of upper potentials for a 
which vanish at aO. 

2. Find two examples of actions for a homogeneous fluid body which have the 
dissipation property but not the conservation property at a state. In each 
example, find a lower potential for the action. 
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3. A semi-system is a pair (~, TI) which satisfies all the conditions in the definition 
of a system with perfect accessibility except that the condition 

"(Sl): for each (J in ~, the set 

equals ~," 
is replaced by 

TI(J°:= {p,,(JI'IT E TI, (J E.@( 'IT)} 

"(Sl)': there exists (J0 in ~ such that 

TI(J°:= {p,,(J°I'IT E TI, (J0 E.@( 'IT)} 

equals ~." 
An action for a semi-system is defined exactly as for a system, as are upper 
potentials for actions. Show that an action a for a semi-system has an upper 
potential if and only if a satisfies: for each (J in ~, the set {o,( 'IT, (J°)lp,,(J° = (J} is 
bounded above. 

4. Consider systems with perfect accessibility (~I' TId, (~2' TI 2), and (~, TI) for 
which each a in ~ determines a unique state (JI in ~I and a unique state 02 in ~2' 
and every state in ~I and every state in ~2 is determined by a state in~. Assume 
that TI I' TI 2' and TI are related in a similar way. (This situation might arise if 
(~, TI) describes a body in space and (~I' TII)'(~2' TI 2) each describes a 
subbody of the given body.) The relation between these systems can be described 
by functions WI' W2' 11-1' and 11-2' as shown below, each a smjection: 

~ TI 

W/,\2 l1-yV:2 

~I ~2 TIl TI z 

Suppose further that for each 'IT, 'IT', 'IT" in TI, with 'IT"'IT' defined, for each (J in 
2J( 'IT), and for each i = 1,2 there hold 

w;(2J{'IT)) =2J(I1-;('IT)), 

Pl'i(7T)W;( (J) = w;(p"o), 

11-;( 'IT"'IT') = 11-;( 'IT") 11-; ( 'IT'). 
a. If 0,1 is an action for (~I' TIl)' 0,2 is an action for (~z' TI z), and ('IT, a) >-+ 0,( 'IT, a) 

is the function defined by 

0,( 'IT, (J) = 0,1 (11-1'IT, WIO)+ 0,2 (11-2 7T , W2(J) 0 
for each ('17, a) E TIO~, show that each term in the right hand side of 0 is 
meaningful and that a is an action for (~, TI). 

b. If (J0 in ~ is such that 0,1 and 0,2 have the Clausius property at WI 0° and w2(J°, 
respectively, then show that a has the Clausius property at 0°. 

c. If A I and A 2 are upper potentials for 0,1 and 0,2' respectively, then show that 
(J >-+ Al (WI (a» + A 2 (w2 «(J» is an upper potential for a. 

d. Let 0,1,0,2, and (J0 be as in part b, let AO, AI', and A~ denote the smallest upper 
potentials for a, <21' and <22' respectively, which vanish at (J0, WI (0°), and 
W2 (0°), respectively. Show that 

AO( (J) ~ AI'( WI (a)) + A~ (W2 (a)) 
for every (J in ~. 
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Chapter VI 

1. Reformulate the entire discussion on elastic-perfectly plastic filaments using the 
variables t R and te given by 

f 
t R = t R (t, f) = t - p 

f 
te = te(t, f) = p' 

In particular, describe the state space}; in the t R - te plane, and describe the set 
!l'0 of Helmholtz free energy functions using the variables tR and te in place of t 
and f. 

2. Use relations (4.6) and (4.7) to show that the paths f(17,,(t,f» and f(17i,(t,f) 
are the same if 

17r( T ) = 17, ( '" ( T ) ) , 

where", is a strictly increasing smooth function from [0, i] onto [0, t]. 

Chapter VII 

1. Give detailed proofs of Theorems 3.1 and 3.2. 

2. Verify the italicized statement on efficiency of processes given in the last 
paragraph of Section 3. 
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