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Preface 

The calculus has been one ofthe areas of mathematics with a large number of 
significant applications since its formal development in the seventeenth 
century. With the recent development of the digital computer, the range of 
applications of mathematics, including the calculus, has increased greatly 
and now includes many disciplines that were formerly thought to be non­
quantitative. Some of the more traditional applications have been altered, 
by the presence of a computer, to an extent such that many problems hitherto 
felt to be intractable are now solvable. 

This book has been written as a reaction to events that have altered the 
applications of the calculus. The use of the computer is made possible at an 
early point, although the extent to which the computer is used in the course 
is subject to the decision of the instructor. Some less traditional applications 
are included in order to provide some insight into the breadth of problems 
that are now susceptible to mathematical solution. The Stieltjes integral 
is introduced to provide for easier transition from the stated problem to its 
mathematical formulation, and also to permit the use of functions like 
step functions in later courses (such as statistics) with relative ease. The 
course is designed to include all the background material ordinarily associa­
ted with the first course in the calculus, but it is also designed with the user 
in mind. Thus, those topics that are felt to be most needed by the student 
who will take only one term of calculus are introduced early, so that such 
a student may be sure to have such materials before leaving the course. The 
exponential is a case in point. The development is qone with one eye on 
rigor in order that students may see where the results originate. The amount 
of rigor introduced in a particular classroom is, again, up to the instructor, 
but the author and his colleagues have felt for some time that rigor should 
not be avoided. It is to be anticipated that the students we teach today will 
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be using the calculus in ways we cannot anticipate. It will be up to them to 
know a sufficient amount of rigor to be able to determine whether the appli­
cation they propose is valid or not. Only with an understanding of the under­
lying theorems can one make such a decision. 

The text is designed to give maximum flexibility to the instructor. The 
first chapter includes those items that are needed throughout the remainder 
of the book. The instructor can omit such of these items as he/she may feel 
are not needed for a particular class. If more material of this variety is 
required, there are appendices on trigonometry and analytic geometry, 
each with exercises for the student. The programming languages are con­
tained in the appendices. If some language other than BASIC or FORTRAN 
is to be used, there is nothing in the text, other than the abscence of a suit­
able appendix, to cause any problem. 

This material has been taught in the classrooms of Ohio Wesleyan Uni­
versity since 1971. Prior to that time other material relating the computer 
and the calculus was used and found to place too great an emphasis on the 
computer. This book was designed to permit such emphasis as an instructor 
may desire, but also to permit almost total disregard of the computer if this 
be the desire of the instructor. The course at Ohio Wesleyan University 
has usually spent one or two days early in the course, usually in the first 
week, to introduce sufficient (and only sufficient) programming to handle 
a very simple problem, such as adding all of the odd integers less than 100,000. 
This serves to give all students some familiarity with a computer and with 
the concept of writing a program. During the second week the students will 
be asked to write a second program, perhaps one to solve an equation using 
the method of bisection. By the third or fourth week they may be asked to 
write a program which approximates the volume of a sphere by what amounts 
to integration. At this point the students should be able to do any program­
ming required in the course without further training. If desired, this pace 
could be slowed to a considerable extent. It is possible, of course, to require 
a prerequisite or corequisite course in programming, but this has not 
appeared to be necessary. With this approach, the computer takes little 
extra time, and its judicious use will emphasize concepts at a later point to 
the extent that this time may well be regained. 

The introduction of the Stieltjes integral may be viewed with some 
skepticism. It has been observed in the classroom that students who are 
being introduced to the calculus for the first time find it no more difficult 
to handle the Riemann-Stieltjes sum and integral than the Riemann sum 
and integral. In fact, the presence of the function g(x) tends to make more 
specific the role that is sometimes lost with the simpler identity function. 
This is particularly true in understanding the proof of the fundamental 
theorem. It is also true that problems involving the determination of volume 
of revolution by the method of cylindrical shells is made easier to compre­
hend, for the function g(x) = nx2 appears naturally and does not require 
elaborate explanation as to why the inside of the rectangle travels through a 
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smaller circumference than does the outside. The Stieltjes integral is also 
helpful in such areas as substitution theorems and in many proofs, proofs 
that are made much shorter and more direct by the presence of the more 
general function g(x). 

In order to emphasize the role of the fundamental theorem, much use 
is made of this important result in using not only the anti-derivative, but 
also the anti-integral, to obtain additional formal results. This has proven 
to be a significant aid in obtaining a true understanding, of not only the 
meaning of the integral and the derivative, but also their interrelationship. 
In addition to achieving a deeper understanding, this also reduces the amount 
of time required to develop some of the usual formulas for differentiation 
and integration, thus permitting time for other topics. 

In deference to the increasing use of the computer, chapters are included 
on interpolation and regression and on numerical methods. The chapter on 
interpolation and regression is of particular interest to those persons who 
do not have the large number of theoretically derived formulas from which 
to work. Such materials would be needed in most of the social sciences 
and in many of the life sciences. The physicist, on the other hand, is much 
more apt to have formulas that have been derived theoretically. Therefore, 
the inclusion of this chapter may depend on the particular class involved. 
Numerical methods are becoming increasingly important. It would be 
neither desirable nor possible to include a course in numerical analysis, 
but some of the more basic concepts of the subject will be needed by students 
who do not have time in their programs for a numerical analysis course. 
The inclusion of this chapter is, therefore, dependent on the particular 
class and the goals that the students may have. 

Sufficient information on partial derivatives and iterated integrals is 
included to satify the needs of those students who may not continue through 
a course in linear algebra and multivariable calculus. Such students may 
have to use an occasional partial derivative, be concerned with extreme 
values, or be required to handle a multiple integral. However, such a student 
will probably need nothing more than some mechanical ability and an 
intuitive understanding. This has been provided. Students should be warned 
that if they will be making use of a great amount of analysis, they should 
continue with a second course. This represents no change from the situation 
occurring with the majority of courses designed for one year. 

Once a text has been selected, the obvious choice for a syllabus is one that 
starts at the beginning and proceeds from chapter to chapter. More often 
than not, some modification of this procedure is desired. This book is 
intended as a first course in calculus, and beginning with Chapter II we 
will assume that certain basic mathematical information is familiar to the 
student. The specific information required is included in Chapter I and in 
Appendices A and B. The use of this material can be altered to fit a particular 
class, as determined by the instructor. Some may wish to go through the 
material in detail and others may feel that some, or perhaps all, of this 
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material can be omitted. Chapters II and III introduce the Riemann-Stieltjes 
integral through the use of summations. While limits lurk in the background, 
the obvious mathematical material that is required includes only the least­
upper-bound axiom. There is little that can be omitted in these two chapters, 
although the proofs can be de-emphasized if this is desired. Chapter IV 
introduces the derivative. Except for a few references to earlier material, 
there is no logical reason why this Chapter could not precede Chapters II 
and III. The fundamental theorem with its relation between the integral 
and the derivative is introduced in Chapter V, and the concept of inverse 
operations can hardly be brought in before this point. 

Chapter VI deals primarily with techniques for differentiation and inte­
gration. Thus, this is a chapter which the majority of students should reach as 
soon as is feasible, since it will sharpen their skills in formal integration and 
differentiation. Chapter VII returns to the more rigorous aspects of the 
calculus and completes the work on limits and continuity which is taken 
somewhat intuitively in the earlier portion of the book. Applications of 
limits such as I'Hopital's rule and improper integrals are included in this 
chapter. Chapter VIII discusses interpolation and regression techniques 
for finding functions that approximate given sets of data. There is no reason 
why this chapter cannot follow Chapter VI or, for that matter, Chapter IV. 
If it is included without Chapter VI, some care would be necessary to insure 
that only problems involving known techniques are used. The partial 
differentiation included in this chapter is intended to provide sufficient 
information to assist those who may wish to use partial differentiation in 
other courses before they have an opportunity to take further courses in 
mathematics. 

Chapter XI discusses infinite series. This material requires work in limits 
and various techniques of differentiation and integration. It is doubtful" 
whether this should be undertaken without having covered the material 
in Chapters VI and VII. As with the material on partial differentiation, the 
work on iterated integrals is intended to provide sufficient information to 
permit such use as may be required by persons who are not able to take 
further courses in mathematical analysis. The introduction of Fourier 
series provides additional background for those who may need this material 
before they would have it in other courses. The trigonometric series can 
be omitted without doing damage to the further work in the text. Chapter X 
deals with numerical techniques of differentiation and integration. It also 
provides an introduction to the numerical solution of linear differential 
equations. In view of the increasing breadth of applications, it is probable 
that students will come up against material that could hardly be handled 
in a formal way, as well as material that involves working with sets of data 
obtained from other computations. If this be the case, some insight into 
methods of handling such problems on a digital computer is highly desirable. 
This chapter should not be attempted if the students are not familiar with 
Taylor's series with error terms. 
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Chapter XI provides an introduction to the solution of the more common 
differential equations. This chapter would probably be more useful for 
students of physics and engineering, although differential equations appear 
in an increasing number of fields these days. Finally, Chapter XII is intended 
merely to inform students of material that might be useful to them in the 
future. Several students in any class will ask, or might like to ask, questions 
concerning further mathematics they might study, with a concern for the 
content and the areas of application appropriate to the material involved. 
It is suggested that students be reminded of the existence of this chapter near 
the end of the course, and then be invited to ask the instructor for more 
detailed information about local offerings if there is sufficient interest. 

In particular, the flowchart shows some of the tracks that can be taught 
from this book. 

With this book, as with any effort of this kind, there are many people 
involved. It would be impossible to mention all those who have had a part, 
but I would like to single out a few. I would like to give particular thanks to 
my colleagues at Ohio Wesleyan University and those who have born with me 
during the period of preliminary editions. Their suggestions and comments 
have been most helpful and appreciated. Professor S. B. Jackson read the 
manuscript thoroughly and made many helpful suggestions for which I am 
appreciative. Mrs. Marilyn Cryder has typed most of the manuscript for the 
several editions, and the remaining manuscript was typed by Mrs. Shirley 
Keller. They have put in many patient hours. The editorial and production 
staffs of Springer-Verlag have been most helpful and understanding. Finally, 
but most important, I would like to express my great appreciation to my wife, 
Anna Katherine, and to my family for their understanding and patience 
during the many occasions when the author was not available for family 
affairs. Without their support, an effort such as this could never have come 
to fruition. 

Delaware, Ohio 
September 1978 

Robert L. Wilson 
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CHAPTER I 

Prologue 

1.1 A Preview 

We are about to embark on an investigation of the calculus, a branch of 
mathematics about which you have heard a great deal, but concerning which 
you may possibly have some misgivings. The calculus deals with limiting 
processes, and therefore can be quite different in some respects from the 
algebra, geometry, and trigonometry with which you have had previous 
contact. When you try to solve problems which involve an infinite number of 
items, or which use limiting processes, strange things can happen. This 
doesn't mean that they always give unexpected results, but rather that you 
have to be very careful that unexpected results do not slip by. In order to 
illustrate this, let us consider an example. 

EXAMPLE. The properties of the real numbers by which one can group terms 
and change the order of addition without changing the results have been used 
throughout most, if not all, of your mathematics. Let us see what happens 
when we apply these to the expression 

x = 1 - t + 1 - t + ! - i + ~ - t + ~. . . (1.1.1) 

where the three dots are the mathematical equivalent of "etc." and indicate 
that we should continue to write terms using the indicated procedure without 
stopping. We can re-write (1.1.1) as 

x = (1 - t) + (1 - t) + (! - i) + (~ - t) + . . . (1.1.2) 

in which case x is a sum of positive terms, since the number in each of the 
indicated subtractions is positive. We can also write 

(1.1.3) 
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in which case x is the result of subtracting positive terms from one. Therefore, 
x must be a number less than one. From (L1.2) and (L1.3) it is apparent that 
x must be a: number between zero and one (and this is correct). Now, let us 
multiply both sides of (Ll.l) by two. We have (1.1.4) 

2x=2-1 +i-1+~-t+~-!+~-t+ .. ·. (1.1.4) 

If we rearrange the terms in (1.1.4) and group those with equal denominators, 
we obtain 

2x = (2 - 1) - 1 + (i - t) - ! + (~ - t) - i + .. '. 

Upon simplifying the expressions in parentheses we have 

2x= 1-1+t-!+t-i+ .. ·. 

(L1.S) 

(L1.6) 

From (Ll.l) and (L1.6) we observe that we have 2x = x. However, we have 
shown. that x =I- 0, and hence division by x is possible, giving us the strange 
result 2 = 1. 

Rather clearly something seems to have gone wrong, despite the fact 
that we were performing only familiar operations and in a manner which we 
would expect to produce correct results. The difficulty here is a subtle 
one, and one which we shall not attempt to explain at this point, other 
than to say that this result could not have happened if we had only a finite 
number of terms. This result does demonstrate, however, why it is necessary 
to be very careful when we are considering any situation involving an infinite 
number of terms. (The reason for this strange occurrance will be cleared up in 
Chapter IX.) 

Since the concepts that we will be dealing with must be handled with a 
great deal of care, we shall consider in this chapter some fundamentals which 
will be of assistance later on. It cannot be emphasized too strongly that your 
primary concern in this chapter and throughout the calculus should be that of 
understanding the concepts with which we are working rather than memorizing 
any ordered set of words which come under the label of definition or theorem. 
This will require attention to the fundamentals which underly the concepts. 
In proofs and derivations your concern should be focused on learning how 
to prove theorems and how to derive results. A computer can handle a 
formula with greater speed and greater accuracy than can a human being, 
but the computer is not able to determine which method can best be used in 
a given situation, nor how a particular result should be pursued. It is also 
true that with very few exceptions it is possible to prove theorems in a variety 
of ways and to solve problems by diverse methods. Therefore, there is no 
reason why your proof or solution must follow the same pattern you may 
find in this book, or which you find given by your instructor, or your class­
mates. The only requirement is that the proof be logically complete and 
correct or that the solution be one that can be defended if challenged. 
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One final bit of advice concerning proofs and solutions is in order. 
First read the theorem to be proven or the problem to be solved and be certain 
that you understand it. Second think of some procedure which would seem to 
provide a logical path from that which is given to that which is desired. 
Only after you have completed these two steps should you start writing down 
the proof or solution. By the time you have completed the first two steps you 
will have a direction in which to proceed, and this is important. As a part of 
the two steps given, if it is possible to draw a picture or sketch which is 
meaningful in interpreting the theorem or problem, by all means draw 
it-draw it large enough that you can label it clearly, and use this to aid your 
intuition and your logic in arriving at the proof or solution. 

EXERCISE 

1. Explain in detail why (1.1.2) shows that x must be positive. 

2. Explain in detail why (1.1.3) shows that x must be less than one. 

3. Why is it important in obtaining the conclusion" 2 = 1" that x is a number other than 
zero? 

4. Use an argument similar to that given in this section to show that x is greater than 1/2 
and less than 5/6. 

5. In what way would the argument of this section be made impossible if (1.1.1) had 
twenty terms instead of an infinite number of terms? 

I.2 Some Properties of Numbers 

Since the word calculus is derived from the same root! as the word calculate, 
it is not unreasonable to expect that we will be working with numbers, 
either explicitly as constants or perhaps a bit less obviously through our 
use of variables which represent numbers. You have worked with numbers for 
many years, and are familiar with many types of numbers, such as the natural 
numbers (the ones used for counting), the integers (which include the natural 
numbers, zero, and the negatives of the natural numbers), and the real 
numbers, among others. We shall not attempt in this section to go back and 
investigate all of the facts that you have been told concerning numbers. 
On the other hand, the example given in Section 1 indicates that some of the 
things that we have been in the habit of doing must be done with caution, 
particularly if we are dealing with an unlimited set of numbers in a given 
computation. We intend to state those assumptions (or in more sophisticated 
terms, those postulates) which we assume concerning the numbers we use. 

1 Both words are derived from calculi meaning pebbles. These pebbles would have been used on 
sand or strung on wires for counting purposes, somewhat in the manner of the abacus of today. 
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We will do this in a definition of a system that mathematicians call a number 
field. 

Before stating the definition, it would be well to mention briefly some ofthe 
terms that are frequently used in connection with numbers. This should serve 
to give some background for the more formal definition. We will be dealing 
with a set (either finite or infinite in number) of elements which we usually 
call numbers. We have an equivalence relation, which we denoted by "=" 
and this is defined in such a way that we can say" x = y" if and only if x and 
y are the names (perhaps different ones) for the same number. Thus, to say 
"a + b = c" requires that the number represented by "a + b" is the same 
number as the one represented by "c". There is nothing in this explanation 
that differs from your previous experience, but it is well to set it forth so that 
there is no misconception concerning the meaning of the symbols that we 
use. We also have in most situatio.ns involving numbers two "binary" 
operations. A binary operation is one that requires that two (not necessarily 
distinct) numbers be given and which then specifies a unique third number 
(again not necessarily distinct from the first two). Thus, addition requires 
that we have two numbers, such as 2 and 3, and then produces a unique 
third number, in this case 5. If we wish to add more than two numbers; we 
er.1ploy the associative property and effectively add two at one time and then 
add the third to the sum of the first two. Thus, if we wish to add 2, 3, and 7, we 
should have (2 + 3) + 7 = 5 + 7 = 12. Thefactthat we can add in any order 
is covered by the commutative and associative properties of numbers. Note 
that in the definition these are stated for computations involving two or 
three numbers. (It is the use of these operations with an infinite set of numbers 
that causes trouble in the example of Section 1.) Finally, before stating the 
definition, it is well to mention that the operations of subtraction and division 
are given implicitly through the requirement that we have an inverse for 
addition and multiplication, respectively. Thus, we would define subtraction 
to be the operation of adding the additive inverse (or negative). This is 
equivalent to the subtraction that you have used in the past, but it is much 
easier to use the definition in this form. (For the purist we would note that we 
are aware of a certain redundancy in this definition, but this will assist our 
discussion here.) 

Definition. A number field is a set of at least two elements (called numbers), 
denoted by a, b, c, ... ,an equivalence relation" = ", and two binary operations 
called addition ( + ) and multiplication (.) such that for any three numbers 
a, b, and c the following assumptions hold: 

1. Closure: 
2. Commutativity: 
3. Associativity: 
4. Identity: 

a + b is a unique number; 
a + b = b + a; 
(a + b) + c = a + (b + c); 
there is a unique number 
o such that a + 0 = 0 + 
a=a 

a· b is a unique number 
a·b=b·a 
(a·b)·c = a·(b·c) 
there is a unique number 
1 such that a . 1 = 
l·a = a 
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5. Inverse: for any number a there is 
a unique number - a such 
that a + -a = -a + a = 0; 

for any number a 1= 0 
there is a unique number 
a - 1 such that 
a·a- l = a-l'a = 1; 

6. Distributive: a·(b + c) = a·b + a·c 

Note that property 5 provides us with a negative, C a), and a reciprocal, 
(a - l), the latter whenever we have a non-zero number, and these two assump­
tions give us the ability to subtract and to divide. We will define (a - b) as 
meaning a + C b) and (a + b) as meaning a· (b - l). This very definitely 
excludes division by zero as a result of property 5. Note also that the sign in 
C b) applies to a single number. This use of the negative sign illustrates a 
unary operator, or one that operates on a single number. 

There are several sets of numbers that satisfy these properties. We will 
customarily be dealing with the real numbers, and the set of all real numbers 
constitute a number field. On the other hand, since the reciprocal of 2 is 
1/2, and 1/2 is not an integer, the set of all integers do not form a number 
field, for this set does not fulfill the assumption which says that every non-zero 
number in the set has a reciprocal which is also in the set. The integers do 
satisfy all of the other assumptions in our list, however. It is worth noting that 
the set of all polynomials with real coefficients satisfy exactly the same set of 
assumptions which the integers satisfy. We will have occasion to speak ofthe 
rational numbers. This is the set of numbers, each of which is capable of being 
expressed as the ratio of two integers (note the first five letters of the word 
rational). These numbers also constitute a number field. There are many 
other fields, and we will be looking at one additional field in this chapter. 

The real numbers can be further distinguished by including some additional 
properties concerning ordering of the numbers, but we will reserve these for 
Section 3 of this chapter and for Section 5 of Chapter II. 

We have given a definition of a number field which includes many proper­
ties of the two operations (+) and (.). In point of fact, these postulates 
(or properties) which we have assumed are more far-reaching than is apparent 
from reading them. For instance, these postulates cannot be true unless the 
product C a)C b) has the same value as the product (ab), where we have 
implied the product by juxtaposition (or writing the two numbers without 
any intervening symbols). (See Exercise 12.15). In order to indicate the 
additional properties which we have assumed, we shall prove theorems which 
are merely statements that are true because we have made these initial assump­
tions. The theorems are the consequences of the definitions and the postulates. 
We will have occasion rather frequently to prove theorems (or derive results). 

[Almost any theorem can be proven in a great variety of ways. As we stated 
earlier, the proofs that you see in books and those presented in classrooms 
and in lectures usually appear to be very straightforward, to economize on 
the number of steps required, and to have an air of completeness and finality 
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about them. In the majority of cases, including most of the proofs presented 
in this book, the first version of the proof was very awkward, and while it did 
prove what it set out to prove, it did not do it in a very nice, neat way. By going 
back over the work, it was possible to find shorter proofs, neater proofs, and in 
general to produce this nice finished air. Anyone trying to prove any result for 
the first time, even though he may have had prior experience in proving things, 
should not be surprised if the proof can be made shorter. If, however, your 
succession of statements constitute a proof, you have succeeded in your 
assignment, and you should not be concerned if your particular proof differs 
from another proof of the same result. The only note of caution is to be certain 
that you start with assumptions which are permissible and using only defini­
tions, postulates (or assumptions), and previously proven results (or theorems) 
you are able to arrive at the conclusion using laws of logic which can be 
supported at each step.] 

As an illustration of a proof in which all reasons are given, we will consider 
the following 

EXAMPLE 2.1. Prove the theorem: If x is any number in a number field and 0 
is the additive identity, then x . 0 = O. 

PROOF 

Statement 

1. There is a number 0 in the field 
such that 1 + 0 = 1 

2. For any number x in the field, 
x . (1 + 0) = x . 1 

3. x· (1 + 0) = x . 1 + x· 0 

4. x· 1 + x' 0 = x . 1 

5. There is a unique number 
-(x·1) 

6. -(x·1)+ [(x·1)+(x·0)] 
= -(x·1) + (x·1) 

7. [-(x·1)+(x·1)] +(x'O) 
= -(x·1) + (x·1) 

8. 0 + (x . 0) = 0 

9. (x· 0) = 0 

Reason 

1. The property of additive identity 
from the field definition. 

2. The product of two numbers is 
unique. 

3. The distributive property of the 
field. 

4. Two things equal to the same 
things are equal to each other. 

5. The additive inverse property 
from the field. 

6. The result of addition is unique. 

7. The associative property of 
addition. 

8. The property of the additive 
inverse (or negative). 

9. Property of additive identity 
(zero). 0 

As an example of a slightly different type of proof, known as an indirect 
method of proof we prove another theorem. 
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EXAMPLE 2.2. Prove: The numbers 0 and 1 are distinct. (That is, 0 #- 1.) 

PROOF 

Statement 

1. Either 0 = 1 or 0 #- 1 

2. Let x be a number such that 
x#-O 

3. If 1 = 0, then x . 1 = x . 0 

4. x·l = x 

5. x·O = 0 
6. x = 0 
7. Statements 2 and 6 are 

contradictory 

Reason 

1. The determinative property of 
equivalence. 

2. A number field has at least two 
elements. 

3. 1 = 0 is equivalent to stating 
that 1 and 0 are different names 
for the same number and 
multiplication gives a unique 
result. 

4. Identity property of multiplica-
tion. 

5. Example 2.1. 
6. Replacement in 3 using 4 and 5. 
7. By the determinative property 

of equivalence. 
8. Since resulting conclusion is 

7 

8. Assumption 1 = 0 is false and 
o #- 1 must be true contradictory. D 

The examples given are illustrations and it is not implied that you would 
have given the same proofs. In fact, it is worth noting that it is often more 
difficult to find a method of proof for an obvious result than for one that 
appears less likely to be true. The important point is that you reason carefully 
and that you be able to give a reason for the validity of each step. 

EXERCISE 

1. Classify each of the following as an integer, a rational number, a real number or a 

specific combination of these types: 2, 7[, fl, 4.32, 1.732,0, -5, -3/7, 100/9, 
3.1416,22/7. 

2. Show that any terminating decimal (one with a finite number of decimal places) 
is a rational number. 

3. Show that the set of real numbers form a number field. (That is, show that they 
satisfy all of the postulates of a number field.) 

4. Show that the rational numbers form a number field. 

5. Prove that 0 does not have a multiplicative inverse. (Hint: in statements such as 
the one you are to prove here, there are just two possible cases and it is frequently 
easier to use the indirect method.) 

6. Prove that if a and b are real numbers and a· b = 0, then either a = 0 or b = O. 
How is this conclusion used in the solution of quadratic equations by factoring? 
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7. Findallrealnumbers,x,forwhichx3 - 6xl + llx - 6 = (x - l)(x - 2)(x - 3) 
= O. Give a reason for each step in your solution. [Hint: apply Exercise 6.] 

8. Find all real numbers satisfying each of the following equations. Give a reason 
for each step in your solution. [Hint: Apply Exercise 6.] 

(a) Xl + 3x = 0 
(b) Xl + 3x + 2 = 0 
(c) 2Xl + 3x + 1 = 0 
(d) x3 + 6x2 + llx + 6 = (x + l)(x + 2)(x + 3) = 0 
(e) Xl = 9 

(f) Xl + 4x + 2 = (x + 2 + )2)(x + 2 - )2) = 0 

9. If alb is a quotient of real numbers which is defined, and if alb = 0, prove that 
a = O. 

10. Prove that if a and b are real numbers then C a)· b = -(a· b). 

11. Prove that if a is a real number, then - C a) = a. 

12. If x and yare real numbers, prove: 

(a) x - C y) = x + y 
(b) -(x+y)=Cx)+Cy) 

13. If x and yare real numbers, prove: 

(a) (X-I)-I = x 
(b) (x· y)-I = X-I. y-I 

14. If x, y, and z are real numbers, prove: 

(a) If x + z = Y + z, then x = y. 
(b) If X· z = y. z, and if z =1= 0, then x = y. 

15. You have been asked to prove that if a and b are real numbers then C a) . C b) = 
a . b. You have the following set of statements: 

1. [Ca)·(-b) + Ca)·b] + a·b = Ca)·Cb) + [Ca)·b + a·b] 
2. Ca)·[Cb) + b] + a·b = Ca)·Cb) + [Ca) + a]·b 
3. Ca)·O + a·b = Ca)·Cb) + O·b 
4.0+ a·b = Ca)·Cb) + 0 
5. a·b = Ca)·Cb) 

For each statement give a reason which is correct and which follows either 
from the hypothesis or from previous statements. Does this constitute a proof 
of the desired conclusion? Does this prove that the assumption of the postulates 
for a number field requires that the product of two negatives be a positive? 
Why? 
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16. You find a piece of paper left by your roommate with the following outline of a 
proof: 

1. Let x and y be real numbers such that x = y 
2. x·x=x·y 
3. x 2 - l = xy _ y2 

4. (x + y)(x - y) = y(x - y) 
5. x + y = y 
6. x + x = x 
7. 2x = x 
8. 2 = 1 

Give reasons where possible, and determine whether the reasons that your 
roomate had in mind are correct or not. (In other words, if the proof is not 
correct, where does it break down?) We seem to be forever proving that 2 = 1. 
Show that if this proof were correct, then it would follow that 8 = 4, and that 
13 = 9, and in general that each real number would be equal to every other real 
number. What do these latter proofs tell uS about a proof as a logical exercise 
versus the truth of the conclusion? 

M17. If we consider a number system consisting of three numbers designated by the 

M18. 

symbols &, +, and ~, and if in this system addition and multiplication are defined 
by the following tables: 

Addition & + ~ Multiplication & + ~ 

& & + ~ & & & & 
+ + ~ & + & + ~ 

~ ~ & + ~ & ~ + 
Which of the properties of the definition of a field are satisfied? What symbol 
would represent the zero and what symbol would represent the one? 

If we consider a number system consisting of two numbers designated by the 
symbols ~ and $, and if addition and multiplication are defined by the tables: 

Addition ~ $ Multiplication ~ $ 

~ ~ $ ~ ~ ~ 

$ $ ~ $ ~ $ 

do we have a field? If so, what represents zero and what represents one? 

M19. If we were to replace the tables of Exercise 18 by 

Addition $ 

$ 
$ 

Multiplication $ 

would we have a field? (This system is closely related to the one on which computer 
logic is based.) 
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1.3 Order Properties and Inequalities 

As we have seen, the real numbers form a number field. However, the real 
numbers, and several other number fields, have additional properties which 
are very useful. One such property is that of order, that is given two numbers 
in the field they must be equal or one is larger than the other. This is not a 
property possessed by all fields. In the development of further results from 
this basic property of order, it will be easier to state this basic property in a 
form which does not use the terms greater than or larger. We note that in the 
case of the real numbers there is a proper subset, that is a subset which does 
not include all of the real numbers, such that both addition and multiplica­
tion are closed in that subset. The subset in this case is the subset of positive 
real numbers. Note that while the sum and product of positive numbers 
provide us again with positive numbers, the sum and product of negative 
numbers would not provide us with negative numbers in all cases. Using this 
information, we are now ready to state the order property. 

Order property. A number field is an ordered field if and only if there is a 
proper subset ofthe field called the positive numbers, which we shall designate 
by P, such that 

1. Closure: If a and b are two numbers in P, then a + b and a . b are in P, 
2. Trichotomy: For each number, a, in the field exactly one of the following 

three statements is true: 
(i) a is in P, 

(ii) -a is in P, 
(iii) a = O. 

A number in P is said to be a positive number. A number whose additive 
inverse is in P is said to be a negative number. Any number field for which 
the order properties hold is called an ordered field. The rational numbers 
and the real numbers both provide us with examples of ordered fields. For 
an example of a field that is not ordered, see Exercise 20 at the end of this 
section. In an ordered field we distinguish three classes of numbers, by the 
trichotomy (or three choice) property. These classes are called positive 
(including just those numbers in P), negative (those numbers such that their 
additive inverses are in P), and zero (this class contains only a single number). 
Since P is a proper subset, we note that the set of positive numbers and the set 
of negative numbers must be non-empty, and by the field properties we know 
that there must be a number zero, hence each of the three possibilities in­
dicated in the trichotomy property is possible. 

We now proceed to the definition of the phrase that we used intuitively 
above, namely is greater than. 

Definition. If a and b are numbers in an ordered field, then a is greater than 
b, (a> b), if a - b is positive, and a is less than b, (a < b), if b - a is positive. 



1.3 Order Properties and Inequalities 11 

This definition makes it possible to put all statements concerning greater 
than and less than into the context of the properties which apply to the 
positive numbers. Thus 4 > -5 since 4 - C5) = +9 is positive. We will 
use this definition in the following theorems to obtain information concerning 
inequalities in a form which may be easier to apply. Note that in these 
theorems we will be giving only a succession of statements, and will expect 
you to provide the reasons. This is normal procedure in the majority of 
proofs in mathematics books, and you might as well get used to it now. It is 
suggested that you have a pad of paper available as you read this and that 
you reproduce the proof complete with reasons. 

Theorem 3.1 (Alternate Statement of Order Property). If a and b are two real 
numbers, then a > b, a = b, or a < b, and exactly one of these statements is true. 

PROOF. Let e = a-b. Now e is a real number, and hence e is positive, e = ° 
or - e is positive, but only one of these is true. If e is positive, then a > b. 
If e = 0, then a = b, if - e is positive, let d = b - a, and then d = - e is 
positive and hence a < b. Each of these arguments can be reversed, and hence 
the" exactly one of these statements is true" must hold. D 

We have been using the phrase "e is positive" or "e is in P." Each of 
these is somewhat cumbersome, and it would be convenient to have an 
abbreviated phrase to indicate when either of these statements is true. The 
following theorem will be convenient. 

Theorem 3.2. If e is a positive real number, then e > ° and conversely. 

PROOF. If e is a positive real number, then e = e - ° is positive, and e > 0. 
If e > 0, then e - ° = e is positive. D 

In similar fashion we can show that "e is negative" is equivalent to the 
relation e < 0. 

The problem of addition and subtraction of negative numbers is easily 
taken care of since -a is the additive inverse of a. We should investigate 
the problem of multiplication, however. We have already shown (Exercise 
1.2.15) that the product of additive inverses is equal to the product of the 
numbers of which they were inverses. We now turn to the multiplication of 
inequalities, and we find that we have two cases. 

Theorem 3.3. If a, b, and e are real numbers such that a > b, 
i. if e > ° then ae > be, 

ii. ife < ° then ae < be. 

PROOF. Since a > b, a - b is positive. If e > 0, e is positive and hence (a - b)c 
= ae - be is positive and ae> be. If e < 0, then (a - b)C c) = aC c) -
b(-e) ::; Cae) - (-be) > 0. Then -[Cae) - Cbe)] = -[Cae) + be] = 

-Cae) + -(be) = ae - be < Oorae < be. 0 
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This last result can be summed up by saying that if we multiply an inequality 
by a positive number, the products are unequal in the same order, but if we 
multiply by a negative number, the products are unequal in reverse order. 

It is frequently helpful to visualize the integers, rational numbers, or 
real numbers with the use of a number line. Thus, in Figure 1.1 we see a line, 
usually drawn horizontally, on which the larger numbers are to the right 
of the smaller numbers. Note that the number a - b is the number of units 
measured from the point representing b to the point representing a, and a - b 
will be positive if movement implied is from left to right whereas a - b is 
negative for all cases in which the movement is from right to left. It is also 
worth noting that on this number line the integers occur with a distance of 
one unit between consecutive integers, whereas there is a one-to-one cor­
respondence between the points on the number line and the real number. 
Since there are real numbers that are not rational, there are points on the 
number line for which no corresponding rational number exists, although 
there is a point on the number line for each rational number. 

We have now considered all of the properties of the real field that we 
shall need to use with the exception of one which will be required in Section 
5 of Chapter II and which will be given at that point. The fact that at least 
one more characterizing property is necessary should be apparent from the 
fact that both the real field and the rational field satisfy all of the properties 
that we have given so far, and there should be some property which dis­
tinguishes between these two fields. 

EXERCISE 

1. Show that a > b implies that the point representing a on the number line is to the 
right of the point representing b. Show that this is the case regardless of whether 
a or b are both positive, both negative, or whether a is positive and b is negative. 
Show that the case in which a is negative and b is positive does not occur under 
the condition that a > b. 

2. Which is the larger number in each of the following pairs? (Try this one without 
the use of a calculator). (2.8, 29/11), (3, -9), (-0.47, -9/20), (22/7,355/113), 

(22/7,71.), (-j3, -3/4), (-3.2, -jiO), (0.001, -1000), ()2, 13). 
3. Describe the set of numbers which satisfies the following relations: 

(a) x> -2, 
(b) x ::s;; -1.5, 

(c) x>)2. 
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4. Put each of the following sets of numbers in ascending order. 

(a) {J3, -2, n, 22/7, 0, 2.8, -J512}, 
(b) {-3,3.1, -2.9,0.02,1/25, O}. 

5. (a) Show that (0.5)2 < (0.5). 
(b) Describe carefully the set of all real numbers, x, for which x2 < x. 

6. If a > b, does it follow that a2 > b2 ? Prove your answer to be correct. 

7. (a) Show that the truth of the statement a2 < a implies the truth of a3 < a2• 
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(b) Show that there are some real numbers for which the converse of part (a) 
does not hold. 

8. If 0 < a < 1 and a is a real number, show that 0 < as < a4 < a3 < a2 < a < 1. 

9. (a) If you are given the fact that 3.1 < JiG < 3.2, what is the maximum amount 

by which (3.1 + 3.2)/2 = 3.15 could differ from JiG? 
(b) If you are given the fact that 1.7320508 < J3 < 1.7320509, what is the 

maximum amount by which 1.73205085 would differ from J3? 
(c) If you are given the fact that 3.14 < n < 22/7, what value could you find 

that would differ from n by the smallest possible amount, and what would 
be the maximum value of this difference? 

10. Consider 3> -4 and 2> -3. Is it true that (3)(2) > C4)C3)? Under what 
additional conditions will a > band c > d assure that ac > bd? 

11. If b #- 0 and d#-O and if alb is defined to mean a . b - 1, find a relation involving 
a, b, c, and d which is both necessary and sufficient to show that alb > cld. Prove 
that your relationship satisfies the above requirements. 

12. Use the relationship derived in Exercise 11 to determine the truth of each of the 
following statements: 

(a) 20/29 < 0.7, 

(b) 17/12 < -Ii [Hint: Find a relationship which involves only rationals.] 

13. Prove that if c is a negative real number, than c < 0 and conversely. 

14. Prove that if a, b, and c are real numbers such that a < band b < c, then a < c. 
(This is called the "transitive" property.) 

15. (a) If a, b, and c are real number and a < b, prove that a + c < b + c. 
(b) If a, b, and c are real numbers and a + c < b + c, prove that a < b. 

16. (a) If a and b are real numbers and a < b, show that there is a real number, c, 
such that a < c < b. 

(b) Repeat part (a) replacing the word "real" with the word "rational". 
(c) Show that the statement of part (a) is false if we replace "real numbers" with 

"integers ". 

17. (a) Show that 2 < 3 implies that - 2 > - 3. 
(b) Show that x < y implies -x > - y. 
(c) Show that x - 2 > 3 implies 2 - x < -3. 

M 18. Is there a smallest real number, a, such that a > O? Give a reason for your answer. 
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19. If we consider time, we note that two o'clock follows one o'clock and also two 
o'clock follows eleven o'clock. Is it possible to define a > b when a and bare 
numbers to be read from the face of the clock? 

M20. The system consisting of five elements, a, b, c, d, and e, in which addition and 
multiplication are defined by the following tables form a field. 

Addition a b c d e Multiplication a b c d e 

a a b c d e a a a a a a 
b b c d e a b a b c d e 
c c d e a b c a c e b d 
d d e a b c d a d b e c 
e e a b c d e a e d c b 

The number a is the additive identity and b is the multiplicative identity. All ofthe 
requirements for the field definition are met. Show that there is no proper subset 
of this field which meets the requirements of P in our definition of positive numbers. 
This field is not an ordered field. 

1.4 Complex Numbers 

In the development of numbers it would seem natural that man would first 
learn to count, starting with the number one (probably counting on fingers) 
and then (if the climate were warm enough) on toes. The fact that the Mayans 
used a number system based on twenties would illustrate the latter obse~va­
tion. In some instances there is evidence that people even counted in terms of 
twos (perhaps because they were near-sighted and could only distinguish 
their two arms or fists). At some later point in history it was probably 
necessary to introduce negative integers when the first person ran into debt 
and found it necessary to borrow something. In other words, subtraction 
indicated the necessity for negative numbers of some variety unless sub­
traction were to be limited to certain types of number pairs. By the time 
man got around to paying offhis debts, the amateur accountant was required 
to be aware of the existence of something equivalent to the number we call 
zero. In the next stage of development we can see our forefathers caught with 
the necessity for dividing some object and hence the concept of a fraction 
(or rational number) would come in. This was necessary if man was not to 
limit the numbers upon which he could perform that latest mathematical 
nightmare called division. Thus, it is reasonable, although we do not vouch 
for the fact, that this was precisely the order in which these concepts were 
developed, that the counting numbers were augmented throughout history 
as new situations developed for which the existing number system was not 
adequate. 

At a later point in history man became interested in geometry and was 
concerned with finding the number of units of length in the diagonal of a 
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square of which each side was one unit long. This required a completely new 
kind of number, one which we now call irrational, for it could not be expressed 
as a ratio of integers, no matter how hard one might try nor how ingenious 
the budding mathematicians might become. With the development of the 
real numbers, man had come to a plateau, or so he thought, and it was 
probably well for it took a great deal of effort to investigate the properties of 
the real numbers to be certain that everything was as it should be. That is not 
to say that the carpenter building the house was so concerned, but the 
mathematicians were concerned that they would know what these new 
numbers were all about. The fact that these numbers did not all come easily 
may be deduced from the fact that many early mathematicians denoted such 
numbers as ( - 2) by the name fictitious numbers. This name did not stick, 
but the term negative could be considered to be an adjective which is some­
thing less than complimentary. With the development of the real numbers, 
in answer to the need for being able to solve such equations as x 2 - 2 = 0, 
it seemed to many at the time that man had gone about as far as he could 
possibly go. 

One of the difficulties at this stage of the development of numbers lay 
in the fact that if one took the square of any negative number, the result was 
a positive number. The nagging question arose in the mind of the very curious 
(those who were not very curious were able to push such questions aside) 
concerning the possibility of solving the equation x 2 + 1 = 0. This question 
became a matter of wider concern with the development of a formula for 
solving quadratic equations, and the consequent need to take a square root 
of a number which in many cases turned out to be negative. Consequently 
some brave soul (he must have been brave, for he most certainly had to 
endure the ridicule of his colleagues) suggested the postulation of a new 
number, usually designated i today, which would be the solution of this 
unsolvable equation x 2 + 1 = 0. This new number had been called imaginary, 
and we frequently call i the imaginary unit. (In parallel fashion we would 
denote the real unit by the number 1.) Since i2 + 1 = ° by the very definition 
of i, we know that i2 = -1, and i4 = (i2)2 = ( _1)2 = + 1. In similar 
fashion we can deal with higher powers of i. This is a good start, but this 
does not take care of results such as those obtained by trying to solve x2 -

4x + 9 = 0. One method of solution, using the old familiar factoring, would 
have us writing 

x2 - 4x + 9 = (x2 - 4x + 4) + 5 
= (x - 2)2 - (-1)·5 

= (x - 2)2 - (i2) . (JS)2 since i2 = -1 

= [(x - 2) + ifi] [(x - 2) - ifi]. 

We know (by Exercise 1.2.6) that one of the two factors must be zero if the 
product is to be zero. Hence either 

x - 2 + ifi = 0, whence x = 2 - ifi 
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or 

x - 2 - i-/5 = 0, and x = 2 + i-/5. 

In order to be certain that these are solutions of the equation x2 - 4x + 
9 = 0, we can replace x by (2 + i-/5) and check to determine whether the 
resulting mathematical statement is correct. Then we can do the same with 
(2 - i-/5). While this will use processes whose validity is established in 

definitions and theorems to follow, we will proceed to check (2 - i-/5) both 
to illustrate procedures for checking complex roots and to illustrate the 
processes which we will later validate. Upon replacing x by (2 - i-/5) in 
the given equation, we have 

(2 - i-/5)2 - 4(2 - i-/5) + 9 = (4 - 4i-/5 + 5i2) - (8 - 4i-/5) + 9 

= 4 - 4i-/5 - 5 - 8 + 4i-/5 + 9 
= 0 + Oi 

= O. 

Again we have used the fact that i2 = -1. This shows that x = (2 - i-/5) 
makes this equation a true statement. (It is always a good habit to check 
solutions whenever possible to do so.) 

We are able to produce solutions for a much larger number of quadratic 
equations if we use complex numbers. The question arises, however, whether 
we can invoke a theorem which was established for real numbers, namely the 
one stating that ab = 0 if and only if either a = 0 or b = O. Since this theorem 
depended only on the postulates for a number field, we can determine that 
this theorem will apply to complex numbers if the complex numbers obey 
the field postulates. Before doing this, however, we must be more precise 
in our definition of the complex numbers. 

Definition 4.1. A number of the form a + bi is a complex number if a and b 
are real numbers and i is a solution of the equation i2 + 1 = O. If a = 0, the 
number will be called a pure imaginary number. 

In order to even consider whether the complex numbers form a field, it is 
also necessary to have a definition for equality of these numbers and a 
definition of what is meant by addition and multiplication of complex 
numbers. We will cover these in the next two definitions. 

Definition 4.2. Two complex numbers, a + bi and c + di, are said to be equal 
(that is, a + bi = c + di) if and only if a = c and b = d. 

Note that this reduces the determination of equality in the complex number 
system to that of determining equality in the real number system, something 
we have already considered. 
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Definition 4.3. If a + bi and c + di are two complex numbers, we define 
addition and multiplication of complex numbers by the relations: 

addition: (a + bi) + (c + di) = (a + c) + (b + d)i 
multiplication: (a + bi)(c + di) = (ac - bd) + (ad + bc)i 

If the coefficient of i is zero in each of these numbers, we note that they have 
all of the attributes of the real numbers, and we can treat them as such. 
Hence, we can consider the real numbers as though they were a subset of the 
complex numbers. The definition of addition is a perfectly natural one. 
Multiplication is also natural if one considers 

(a + bi)(c + di) = ac + adi + bic + bidi, 

whence, if we assume the postulate that the real numbers commute with the 
imaginary unit, we have 

(a + bi)(c + di) = (ac + bdi2 ) + (ad + bc)i 
= (ac - bd) + (ad + bc)i 

as a result of the relation i2 = - 1. 
We are now ready to consider whether the complex numbers form a field. 

Theorem 4.1. The complex numbers with the definition of equality given in 
Definition 4.2 and the definition of addition and multiplication given in Definition 
4.3 form a number field. 

PROOF. The verification of each of the postulates for the field can be made 
directly, based upon the corresponding results for the real numbers. It should 
be noted that 0 + Oi is the additive identity and 1 + Oi is the multiplicative 
identity. The proof of the existence of an additive inverse of (a + bi) merely 
requires the existence of a number (x + yi) such that (a + bi) + (x + yi) = 0 
+ Oi, and it is easily shown that this requires that - (a + bi) = C a + -bi). 
The proof of the existence of a multiplicative inverse of (a + bi) demands 
that we obtain a number (x + yi) such that (a + bi)(x + yi) = (ax - by) + 
(ay + bx)i = 1 + Oi, or 

ax - by = 1 
bx + ay = O. 

Solving for x and y in terms of a and b, we obtain x = a/(a2 + b2) and 
y = -b/(a2 + b2). Thus, we have 

a -bi a - bi 
(a + bi) - 1 = 2 b2 + 2 b2 = 2 b2 • 

a + a + a + 
D 

The numerator of this last expression, namely (a - bi) is frequently 
referred to as the complex conjugate of (a + bi). It is worth observing that 
(a 2 + b2 ) appears in the denominators, and therefore should not be zero, 
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since the division involved is real division. On the other hand, this merely 
requires that a + hi =1= 0, or that we do not attempt to obtain the multiplica­
tive inverse of zero. Hence, the commandment "thou shalt not divide by 
zero," is just as necessary with complex numbers as with real numbers. 

We pause for a moment to note that the use of i was introduced by 
Leonard Euler (1707-1748). The physicists frequently use j since they are in 
the habit of using i to represent the measure of current in an electrical 
circuit, but there is seldom confusion, and we will use the letter i to denote the 
imaginary unit. In an attempt to clarify the concept of a complex number, 
the Norwegian mathematician Wessel in 1799 represented the complex 
numbers graphically, using a horizontal axis to represent the real numbers and 
a vertical axis to represent the number of imaginary units. The work of 
Wessel seemed to have attracted very little attention, and the idea of a 
graphical representation was rediscovered in 1806 by Jean Robert Argand. 
This representation is now known under the name of the Argand Diagram. 
If we wish to graph the number 3 + 4i, we can consider this as the point 
(3,4) in which the measurement along the axis of reals is of length 3 (the 
number of real units) and the measurement along the axis of imaginaries is 4 
(the number of imaginary units). See Figure 1.2. This uniquely determines a 
vector (or directed line segment joining the origin (or point (0,0)) and the 
point (3, 4). Observe that the axis of reals is in fact the number line that we 
had considered in the previous section, and for that matter the axis of 
imaginaries is also a copy of the number line placed in the vertical position. 
The vector of the preceding paragraph can now be described in its polar 
form, as was done by Roger Cotes in 1710, and later by Abraham de Moivre 
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(1730) and Euler (1743) by noting that the length of this vector is 

5 = JY + 42 , 

19 

and that the vector makes an angle () with the positive real axis such that 
cos () = 3/5 and sin () = 4/5. Hence we can write this number as 

5( cos () + i sin (). 

[Since cos () = 0.6 and sin () = 0.8, we can determine from the tables in 
Appendix C that () = 53°7'48". The angles 413°7'48" and - 306°52' 12" would 
also work in this case. Later on (in Section III.5) we will find it profitable to 
use radian measure for angles. In radian measure we would have () = 0.9273, 
7.2105, and - 5.3559 for the angles given here in degrees.J The polar form can 
be easily 0 btailled by plotting the point on the Argand diagram corresponding 
to the number and then noting the length of the vector involved and the angle 
that the vector makes with the positive real axis. Note: If you feel the need for 
either an introduction to trigonometry or a refresher in trigonometry, all 
of the material you will need is included in Appendix A. The definition of the 
sine and cosine and the other trigonometric functions are given there together 
with many relations involving these functions. The method for converting 
from degrees to radians and vice versa is also there. 

EXAMPLE 4.1. Evaluate 

i. (3 - 4i) + (2 + 7i) 
ii. (3 - 4i) - (2 + 7i) 

iii. (3 - 4i)(2 + 7i) 
iv. (3 - 4i) -7- (2 + 7i) 

Solution 

(i) (3 - 4i) + (2 + 7i) = [3 + (-4)iJ + [2 + 7iJ 
= (3 + 2) + (-4 + 7)i 

= 5 + 3i 
(ii) (3 - 4i) - (2 + 7i) = a + bi is equivalent to the equation 

(2 + 7i) + (a + bi) = (3 - 4i). This gives 

(2 + a) + (+ 7 + b)i = 3 - 4i 

or 

whence 

2+a=3 
+7+b= -4 

a + bi = 1 - lli. 

This can be done more quickly (but with less emphasis on the definition) 
by considering (3 - 4i) - (2 + 7i) = (3 - 4i) + ( - 2 - 7i) 

= 1 - lli. 
(iii) (3 - 4i)(2 + 7i) = [(3)(2) - (-4)(7)J + [(3)(7) + (-4)(2)Ji 

= (6 + 28) + (21 - 8)i 
= 34 + 13i 
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(iv) (3 - 4i) -;- (2 + 7i) = (a + bi) is equivalent to the equation 
(2 + 7i)(a + bi) = 3 - 4i. This gives 

whence 

or 

2a - 7b = 3 

7a + 2b = -4 
4a - 14b = 6 

49a + 14b = -28 

53a = -22 

Since a = -22/53,2b = -4 - 7( -22/53) = (-212 + 154)/53 
= -58/53 

or b = -29/53. 

Therefore a + bi = -(22/53) - (29/53)i. 

This can be done more quickly (but with less emphasis on definitions) 
by considering 

3 - 4i 
(3 - 4i) -;- (2 + 7i) = 2 + 7i 

3 - 4i 2 - 7i 
= 2 + 7i' 2 - 7i 

(3 - 4i)(2 - 7i) 
(2 + 7i)(2 - 7i) 

= - 22 - 29i = ~ ( _ 22 _ 29i). 
53 ± O· i 53 

In this last solution we noted a number in the denominator of the form 
(x + yi) and then multiplied both numerator and denominator by the complex 
conjugate. Remember that the complex conjugate is obtained by replacing 
the imaginary portion of the complex number by its negative. This assured 
a real denominator since (x + yi)(x - yi) = (x 2 + y2) + Oi. 

EXAMPLE 4.2. Graph the complex number (7 - 2i) and determine its polar 
form (see Figure I.3). 

Imaginaries 

Figure 1.3 

I 
I 
I 

8 Reals 

1(7 - 2i) 



1.4 Complex Numbers 21 

Solution. The real component of this number is 7 and the imaginary 
component is (-20. We therefore plot the point (7, -2) on the Argand 
diagram. (Note the number of real and imaginary units are 7 and (- 2) 
respectively.) Either the point or the vector can be used as a representation 
of the number (7 - 20. The length of this vector is J72 + 22 = )53. The 
vector can then be written in polar form as J53 (cos e1 + i sin e1) where e1 

is the negative angle shown for which cos e1 = 7/)53 and sin e1 = -2/)53. 
Upon using a table of trigonometric functions (Appendix C) we find that 
e1 = -15°56'43" or e1 = -.278297 radians. We could equally well have 
used the form 

)53 (cos e2 + i sin e2 ) 

wheree2isapositiveanglesuchthatcos e2 = 7/)53 and sin e2 = - 2/ft. 
Here we would have e2 = 344°3'17" or e2 = 6.00489 radians. Note that in 
each case the angle would appear in the fourth quadrant 

EXAMPLE 4.3. Graph the complex number whose polar form is 

7( cos 561! + i sin 5;) 

and express this number in rectangular form (see Figure 1.4). 

Solution. Draw a ray making an angle of 51!/6 radians with the positive 
real axis. (51!/6 radians = 5(180)/6 = 150 degrees). On this ray mark off a 
vector 7 units long with the initial point at the origin. This vector represents 
the given number. The coordinates of the end point of this vector are 

( 51! . 51!) 
7 cos 6' 7 sm 6 or 

Thus this number can be described as (-(7/2).)3 + (7/2)0. This same result 
is obtained by writing 

( 51! .. 51!) (.)3 . 1) ( 7.)3 7.) 7 cos 6 + I sm 6 = 7 - 2 + I .2" = - -2- + 2" I . 

( 511: . 511:) 7cos 6 ,7sm 6 

Imaginaries 

Reals 

Figure 1.4 



22 I Prologue 

The idea of imaginary or complex numbers seems strange at first to most 
people, but the extension of the number system to include these numbers is a 
natural extension in line witlr the earlier extensions from natural number 
to integer to rational to real. The complex numbers are a near necessity in 
problems such as those relating to alternating electrical currents. 

EXERCISES 

1. Evaluate: 

(a) (2 + 30 + (-1 + 20 
(b) (- 3 - 40 + (0 - 0 
(c) (l - i) - (2 + 30 + (3 - 4i) 
(d) (3 - 40 + (3 - 4i) - (4 + 3i) + (4 + 3i) 

2. Evaluate: 

(a) (3 - 2i)(4 + 7i) 
(b) (6 + 3i)(1 - 2i) 
(c) 4(cos 30° + i sin 300)(cos 60° + i sin 60°) 
(d) 8(3 - 50 
(e) i(4 - 0 
(f) (1 + i)4 

3. Evaluate: 

(a) (3 - 20/(5i - 12) 
(b) (15 + 100/(3 - 40 
(c) (1/2)(2 + 3i) 
(d) (2 + i) + [(3 - 4i)(l + 7i)]/[(1 - i)(2 + 0] 
(e) l/(cos 30° + i sin 30°) 

4. Solve the following equations and check your work. 

(a) (4 + i) + x = 3 - 2i 
(b) (2 + 30 - (4 + 7i)x = -27 + i 
(c) (2 + 30 + (15 - 8i)x = 4 + 21i 
(d) (2 - 3i)x + (1 + i) = 6x - (4 - i) 
(e) (l + Ox = (3 - 40 + (1 - Ox 

5. Solve each of the following equations or show that no solution exists. Check each 
of the solutions you obtain. 

(a) (2 - Ox + (4 - 4i) = ix 
(b) (3 + i) - (2 - i)x = (i - 2) 
(c) (1 + i)(2 - Ox = (2 + 0 

6. Solve the following quadratic equations and check all solutions: 

(a) x2 + 6x + 25 = 0 
(b) 2x2 + 7x = 0 
(c) 3x2 + 10 = 0 
(d) 4x2 + 5x + 6 = 0 
(e) x2 + 6x + 15 = 0 



1.4 Complex Numbers 23 

7. Plot on the Argand diagram and then convert to polar form each of the following: 

(a) (3 + 4i) 
(b) -12 - 5i 
(c) -6 - 6i 
(d) 4i 
(e) 3 + 5i 
(f) (5 - 6i)/2 

8. Plot on the Argand diagram and then convert to rectangular form each of the 
following: 
(a) cos 1500 - i sin 1500 

(b) cos(n/3) 
(c) 5(cos n/4 + i sin n/4) 
(d) (cos 3n/4 + i sin 3n/4)j3 

9. Express each of the following in polar form: 

(a) 8 - 15i 

(b) 2 + 2i}3 
(c) -3 + 2i 
(d) -12 + 5i 
(e) -4 + Oi 
(f) 0 - 2i 

10. Show that each of the following statements is correct: 

(a) 5(cos n/3 + i sin n/3) = 5(cos 7n/3 + i sin 7n/3) 
(b) 2(cos n/4 + i sin n/4) = 2(cos 17n/4 + i sin 17n/4) 
(c) a[cos e + i sin e] = a[cos(e + 2nn) + i sinCe + 2nn)] for any integer n 

(d) 5(cos n/3 - i sin n/3) = 5(cos 5n/3 + i sin 5n/3). Note that n/3 + 5n/3 = 2n 
(e) a[cos 0 - i sin e] = a[cos(2n - e) + i sin(2n - e)] 

11. Show that (cos e + i sin e)2 = cos 2e + i sin 2e. 

12. Show that (cos A + i sin A)(cos B + i sin B) = cos(A + B) + i sin(A + B). 

13. Show that (cos A + i sin A)-l = cos( - A) + i sine - A) = cos A - i sin A. 

14. Prove that the complex numbers satisfy the definition of a number field. 

15. If a and b are real numbers, find the additive inverse of a + bi. 

·16. If a and b are real numbers and not both zero, find the multiplicative inverse of 
a + bi. 

17. Show that (-1 + i}3)3 = (-1 - i}3)3. What other number has the same 
value for its cube? 

18. Find a complex number z such that z(x + iy) is a real number (that is the co­
efficient of i is zero). 

19. Show that if a and b are two complex numbers, then the sum of their complex 
conjugates is the complex conjugate of their sum and the product of their complex 
conjugates is the complex conjugate of their product. [Hint: Let a = r + si and 
b = x + yi where r, s, x, and yare real numbers.] 
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20. What is the relation of the graph of a complex number and the graph of its complex 
conjugate on the Argand diagram? 

21. Ifwe consider the two forms of the complex number (x + yO and r(cos e + i sin e), 
find x and y in terms of rand e, and find rand e in terms of x and y. 

22. Plot any complex number on the Argand diagram, and then plot the result of 
multiplying that number by i. What is the relation between the two numbers 
geometrically? Does this depend on the particular complex number with which 
you started? 

23. Plot (2 + 3i) and ( - 3 + 4i) on the Argand diagram. Also plot the sum and product 
ofthese numbers. What are the geometric relationships involved between the two 
given numbers and their sum? Between the two given numbers and their product? 
What is the relation between the lengths of the given vectors and the lengths of 
their sum and product? [Hint: for the sum consider the figure with vertices at the 
origin, at the end of the two given vectors and at the end of the sum. For the 
product compare the triangle with vertices at 0, 1, and (2 + 30 with the triangle 
having vertices 0, ( - 3 + 40, and the product.] 

24. Plot (5 - 20 and (2 + i) on the Argand diagram. Also plot the difference, 
[(5 - 2i) - (2 + 0] and the quotient (5 - 20/(2 + 0. Answer questions similar 
to those of Exercise 23. 

M25. Do you think it would be possible to find a proper subset ofthe complex numbers 
which would fit the requirements for the set P as used in defining the order 
relation? Give a reason for your conclusion. 

1.5 Absolute Values and Intervals 

We have seen that it is possible to associate any real or complex number 
with a point on the Argand diagram. We can use this diagram to associate 
with any real or complex number a unique, non-negative number by noting 
the distance between the point on the Argand diagram and the origin or zero 
point. Thus, in Figure 15 we note the points associated with + 5, - 5, 
3 + 4i,4 - 3i, and - 5i, and we observe that in each ofthese cases the distance 
between the point associated with the number and the origin is + 5 units. 
In many cases we will be primarily concerned with this distance. In fact, this 
is of sufficient concern that we have given it a special name, as indicated in the 
following definition. 

Definition. The absolute value of a number, Z, whether real or complex, is the 
positive distance from the origin to the point which represents Z on the Argand 
diagram. The absolute value of Z is denoted by the symbol I z I. 

Pursuant to the discussion above, we note that I + 51 = I - 51 = 13 + 4i I = 
14 - 3i I = I - 5i I = + 5, as shown in Figure 15. Other definitions of absolute 
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value are frequently given, but we shall state these as theorems which are 
consequences of the definition given here. 

Theorem 5.1. If a is a real number and a ::2: 0, then I a I = a. If a is a real number 
and a < 0, then lal = -a. If a is a complex number and a = x + iy, then 
I a I = (a2 + y2)1/2. [This last case covers the first two cases, for if a is real, 
then y = 0, and lal = (X2)1/2.J 

In proving this theorem one only needs to consider each of the three 
cases and show that the conclusions of the theorem are the logical con­
sequences of the hypotheses and the definition. It is suggested that you draw 
a diagram indicating all of the possible situations and use this to assist you in 
obtaining a proof. 

We are frequently concerned not with the simple case ofthe absolute value 
of a single number, but rather with the absolute value of a mathematical 
expression. This expression mayor may not include variables. In particular, 
we are often concerned with the absolute value of the difference of two 
numbers, that is with I a - b I. 

We can represent the numbers a and b by the points A and B on the 
Argand diagram shown in Figure 1.6, and also by the vectors indicated by 
a and b in this diagram. The distance BA is precisely the same as the distance 
OP since BA and OP are opposite sides of a parallelogram. Since the length 
of OP is la - bl, the value la - bl is represented by the length of BA. This 
relationship between absolute value and distance will be useful in the 
discussions to follow. [Statements concerning the direction of the vector 
(a - b) would have to emphasize the distinction between BA and AB, for 
the latter would represent the vector (b - a). In the consideration of absolute 
value we do not have to be concerned with the direction, and therefore we 
can consider the length of either AB or BA in representing I a - b I.J 
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Theorem 5.2 (Properties of Absolute Value). If a and b are any two numbers, 
real or complex, then 

1. lal 2: 0, and lal = 0 ifand only ifa = 0; 
ii. labl = lal·lbl; 

iii. lal + Ibl 2: la + bl. 
PROOF. The proof of the first part follows from the definition of absolute 
value. To prove the second part note that every real or complex number, 
a, can be written in the form a = r(cos 8 + i sin 8) where r is a nonnegative 
real number. Then I a I = r. Furthermore, b can be written in the form 
b = s(cos cp + i sin cp). 

ab = r(cos 8 + i sin 8)· s(cos cp + i sin cp) 
= rs[(cos 8 cos cp - sin 8 sin cp) + i(cos 8 sin cp + sin 8 cos cp)] 
= rs[cos(8 + cp) + i sin(8 + cp)], 

and I ab I = rs = I a I . I b I. For the third part let A be the point corresponding 
to a (Figure 1.7) and P be the point corresponding to (a + b). Now by a 
theorem from geometry 0 P is no longer than the length of 0 A plus the length 

Imaginaries 

?1 p ------ I -- / 
I a-7 II 

'B 

o Reals 

Figure 1.7 
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of AP. The length of AP is the same as the length of 0 B = I b I. This proves 
the theorem and also indicates why the third part of this theorem is usually 
called the triangle inequality. D 

Note that it is sometimes more helpful to think of complex numbers in the 
polar form and sometimes more helpful in rectangular form. Since we have 
shown that for each expression in one form there is a corresponding equivalent 
expression in the other form, we have the freedom to use whichever is more 
convenient. (It is often helpful to go far enough into any portion of mathe­
matics that we can express things in more than one way.) While we will 
normally be working with real numbers in this book, we will have occasion 
to work with complex numbers from time to time. It should be apparent 
from what we have said that these two number systems follow very much 
the same rules except that the operations for addition and multiplication are 
defined differently. It is also true that the complex numbers include a subset 
(which we frequently just call the real numbers) which behave exactly like the 
real numbers, namely the subset of numbers which are plotted on the axis of 
reals in the Argand diagram. 

The determination of the distance between two numbers will be of great 
importance to us later on. For that reason, we will investigate this somewhat 
more fully in attempting to answer the question "By how much do two 
numbers differ?" For instance, we could pose the question "By how much do 
(3 - 40 and (2 - 60 differ?" One way of answering this question is by 
phrasing it in slightly different terms: "What is the distance between the 
location of (3 - 4i) on the Argand diagram and the location of (2 - 60 on 
the same diagram ?," or equivalently, "What is the absolute value of the 
expression [(3 - 40 - (2 - 60]?" In order to be sure in your own mind 
that the last two questions are equivalent draw a graph and see what is meant 
by each question and determine for yourself whether they are equivalent. The 
practice of checking the meaning of each statement is a very good practice to 
follow in reading any book, and particularly a book involving mathematics. 
We will handle the algebraic (or arithmetic) part of the question here, but 
let you handle the geometric equivalent. If we consider the last question that 
we have posed, we have, since we are dealing with complex numbers, 

1(3 - 40 - (2 - 60 I = 1(3 - 2) + ( - 4 - (- 6»i I 
= 11 + 2i I = fi+4 = vis, 

and hence we can state that these numbers differ by vis. Later on we shall 
be concerned with the notation of having one number sufficiently close to 
another, or having their difference sufficiently small to meet certain given 
conditions. Since our concern will be with the size of the differences, we shall 
be making liberal use of absolute values. 

The difference of two numbers frequently arises in another way. We might 
be interested in knowing where to find all numbers which differ from 3 
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by less than 0.5. Now we must ask another question before we can give an 
answer to this query. Do we intend to use all of the complex numbers which 
meet this requirement, or do we intend to restrict our attention to the real 
numbers? For the purposes of this book, we shall generally confine ourselves 
to the case in which we work with real numbers, but at some time you may 
have to consider the question in which the response is desired in terms of all 
of the complex numbers which would meet this requirement. We will consider 
both cases, and show their relation. It is intuitively reasonable that all of the 
points within 1/2 of a unit ofthe number (or point) + 3 are within a circle of 
radius 1/2 having the point + 3 as its center. This circle is shown in Figure I.8. 
Since any point, (x + iy) is within this circle only if J(x - 3? + (y - 0)2 
< 0.5, we see that J(x - 3)2 + y2 < 0.5 or 1 (x + iy) - 31 < 0.5. This latter 
statement is certainly easier to write. Note that it means exactly the same 
thing as does the more complicated looking distance relation involving the 
radical sign. We have in reality considered both real and complex numbers, 
for if we are concerned with all possible complex numbers, we are ready and 
willing to use any numbers corresponding to points inside this circle, and if 
we wish to restrict our attention to real numbers, we are willing to consider 
precisely the points which are both within the circle and on the axis of reals. 
Since we have the possibility of using our order relations in the case of real 
numbers, we can word the solution for real numbers in a slightly different 
way. Thus, if x is real, and if x 2 3, then x and + 3 are closer together than the 
distance 0.5 provided x - 3 < 0.5. On the other hand, if x < 3 and x is 
nearer to + 3 than 1/2, in order to use positive distance we would have to 
write 3 - x = - (x - 3) < 0.5, but since x - 3 is negative, we know by 
Theorem 1 that - (x - 3) can be written as 1 x - 31. Therefore, we can cover 
both the case in which x is a number not less than three and the case in which 
x is a number less than 3 by the simple statement 1 x - 31 < 0.5. It is apparent 
that we can handle both the case of the complex numbers and the case of the 
real numbers by using the absolute value expression (that is 1 x + iy - 31 < 
0.5 or 1 x - 31 < 0.5) provided we indicate which system of numbers we 
wish to deal with. 

In the case of real numbers, it is also possible to word the answer to this 
last question in a different manner. If we require that - 2.5 < x, and at the 
same time x < 3.5, we would certainly have x closer to 3 than the distance 
0.5 provided we restricted x to real numbers. Observe that these inequalities 
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have not been defined if x is not a real number, and consequently we cannot 
interpret these inequalities in the case involving complex numbers. We 
frequently combine these two inequalities for the real numbers and express 
the resulting interval of the real axis by the relation 2.5 < x < 3.5. Note that 
this is equivalent to the statement -0.5 < (x - 3) < 0.5. 

In the example we have discussed, we have required that 1 x - 31 < 0.5 and 
this yields a circle or interval for which we want only the inside or interior 
points. On the other hand, we might have indicated that we wanted to 
consider 1 x - 31 :s; 0.5. In this case we must include the boundary of the 
circle or the end points of the interval in question. If we are dealing with the 
circle (or more properly the disk), we may talk about the interior or open set, 
if we consider 1 x - 31 < 0.5, and likewise the closed set if we mean 1 x - 31 :s; 
0.5. We have the open or closed interval if we exclude or include the endpoints, 
respectively. If we include one but not both endpoints, we frequently refer to 
the semi-open interval. The disk refers to the complex plane, and the interval 
to the axis of reals, and hence to the real numbers. 

Since these concepts are used very frequently, another notation has been 
developed for use with real numbers which frequently simplifies statements 
concerning intervals. If a < b, then we will write (a, b) to indicate the open 
interval a < x < b, and we will write [a, b] to indicate the corresponding 
closed interval a :s; x :s; b. In similar fashion we would have (a, b] if a < x :s; b, 
and we would have [a, b) if a :s; x < b. You should note that we now have 
two possible interpretations for (a, b), one as the coordinates of a point and 
the other as an open interval. It is very seldom that you will not be able to tell 
which of the two meanings is to be assigned for the case in question from the 
context in which (a, b) appears. Since it is desirable to keep the symbolism 
used in mathematics (or any other discipline) as simple as possible, and there 
are a limited number of symbol combinations that suggest themselves, it is 
therefore not unexpected that some such combination should have to serve 
more than one purpose. 

We will have many occasions to deal with inequalities. At times it will be 
more convenient to state these inequalities in terms of absolute value and at 
other times in terms of intervals such as - 0.5 < x - 3 < 0.5 or 2.5 < x < 
3.5. The relation between these two equivalent forms is summarized in the 
following theorem. 

Theorem 5.3. If a and b are real numbers and x is to be a real number, the 
statement 1 x - a 1 < b and a - b < x < a + b are equivalent statements, and 
these statements have no values of x for which they are true statements if b 
is not positive. The statement 1 x - a 1 > b is equivalent to the statement 
"either x > a + b or x < a - b." Similar statements could be made if we were 
to use :s; or ;:::=: in lieu of < and >. 

The proof of this theorem can be written down easily, using our previous 
discussion. Note that the hypothesis of Theorem 5.3 applies only to real 



30 I Prologue 

numbers, for while we can use inequalities in statements involving the 
absolute values of complex numbers, we have no way of defining inequality 
for complex numbers themselves in a way that would not yield contradictory 
results. (In the use of inequalities with absolute values of complex numbers 
we are really using inequalities only with real numbers, for the absolute value 
is always a real number.) 

So far we have concerned ourselves with order relations involving rather 
simple expressions. Let us consider what would be meant by an expression 
such as x 2 - 3x - 4 < o. This is equivalent to asking for those values of x 
for which the graph of y = x 2 - 3x - 4 would be below the x-axis, as shown 
in Figure 1.9. We might consider factoring and obtaining (x - 4)(x + 1) < o. 
This implies that for any real number x we must have the two numbers (x - 4) 
and (x + 1) of different sign in order that their product would be negative. 
Thus, we would either have x - 4 < 0 and x + 1 > 0 or we would have 
x - 4 > 0 and x + 1 < O. If we take the first choice, then we must have 
x < 4 and also x > -1, or equivalently - 1 < x < 4. If we take the second 
of these choices then we must have x > 4 and at the same time have x < -1, 
and no one has yet seen a number that fulfills both of these requirements at 
the same time. This is summarized in the table: 

x-4 
x+1 

Summary 

First Choice 

negative; x < 4 
positive; x> -1 

-1<x&x<4 
-1<x<4 

Second Choice 

positive; x > 4 
negative; x < -1 

-1 >x&x>4 
it is not possible to 
fulfill both of these 
requirements at the 
same time. 

Hence, the only real numbers that satisfy the inequality x 2 - 3x - 4 < 0 
are those in the interval -1 < x < 4. 

Note that this result describes exactly the interval on the x-axis for which 
the values of the quadratic expression are negative. We could have done this 
in a slightly different manner, for we could have written x 2 - 3x - 4 = 

(x 2 - 3x + 9/4) - 25/4 where we have carefully picked the 9/4 in order that 
the expression in the parentheses will be a perfect square. We then picked 
the 25/4 so that we would have 9/4 - 25/4 = -4 in order to preserve the 
value ofthe original expression. Now we can write x 2 - 3x - 4 = (x - 3/2)2 
- 25/4, and this is negative provided (x - 3/2)2 is smaller than 25/4 or 
equivalently 1 x - 3/21 < 5/2. By Theorem 5.3 we have 3/2 - 5/2 < x < 3/2 
+ 5/2, but this is exactly the same as writing - 1 < x < 4 or asking that x 
be in the interval ( -1,4). 
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y 

x 

y = X 2 - 3x - 4 

Figure I.9 

You should be aware in each case that we have used our sense of logic 
and the meaning of the various symbols involved rather than trying to set up 
a formula. A formula might very well apply to only a small number of cases. 
If we were to pose the question of finding all values of x for which 

1 x 2 - 3x - 41 < 0, 

it should be apparent at once from Theorem 5.2 that this is a very simple 
problem. The very first part of Theorem 5.2 tells us that there are no such 
values, since the absolute value of a real expression can never be negative. 
Note the reward here for being alert is the saving of algebra that might have 
given a meaningless answer. If you make use of a computer during this 
course, you will find that it is very easy to put a formula into a computer 
and come out with nonsense. In this case, for instance, the computer could 
give an incorrect answer unless you had been very careful to instruct it 
concerning all of the pitfalls in the problem. These instructions would have 
to be written, of course, in the computer language used, and should even 
be so detailed as to insure that the computer will halt if no solution is found 
(something that would seem obvious to a human being). 

One final word is in order. We frequently find that inequalities or intervals 
are implied although there may be no specific statement that they are needed. 

For instance, the formula for the height of an object in terms of time is 
usually meaningless except for the brief period of time after the object has 
started on its way and before it hits either the ground or another object. By 
the same token, any expression for population is only valid during a par­
ticular period-for instance in some more primitive country until some form 
of medical service is introduced which might cut the mortality rate. 
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EXERCISES 

1. Plot each of the following on the Argand diagram and determine the absolute 
value of each: 

2,3, -2, fl, 3 - 2i,4i - 8,2i, -3i, i, 0, -ft, -i/2. 

2. Plot each of the following on the Argand diagram and determine the absolute 
value of each: 

- 2 + i, 3 - i, 2i + 3, 1 - i, 1 + i, 5 + 12i, 

15 - 8i, -4 + 3i, (2 - 3i) - (-1 + 2i). 

3. Plot 4 - 5i on the Argand diagram. Draw a figure on this same diagram which 
includes all points representing numbers whose absolute value equals the absolute 
value of 4 - 5i. How many numbers, x + iy, can you find having this absolute 
value for which both x and yare integers? Find at least one complex number and 
one real number having this absolute value for which the real component is 
irrational. 

4. For each of the following pairs of points, plot the two points on the Argand 
diagram. Compare the vector joining the two points with the algebraic expression 
obtained by subtracting one of the numbers from the other. Does the order of 
subtraction affect the answer? 

(a) 3 - 4i,2 - 6i 
(b) 2i,2 
(c) 4 + 3i, 3 - 4i 
(d) 0, i + 1 
(e) 2 + 2i, - 2 - 2i 
(f) 2 + 3i, - 2 + 3i. 

5. For each ofthe following inequalities find all values of z which satisfy the inequality 
if z is real. Do the same thing if z is complex. 

(a) Iz - 31 < 2 
(b) Iz + 31 < 2 
(c) Iz+31~2 
(d) 12z - 51 ~ 3 
(e) Iz - 41 < 0.01 

6. Express each of the following inequalities as an interval, that is as an expression of 
the form a < x < b and as (a, b) if the interval is open or in an equivalent manner 
if the interval is closed: 

(a) Ix - 21 < 3 
(b)lx+31::::;4 
(c) 12x - 41 < 3 
(d)13x+21::::;2 
(e) 12x - 71 < 1 
(f) 12x - 71 < -1. 
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7. Express each of the following as an interval or union of intervals in the manner 
that seems most simple to you. 

(a) Ix + 31 > 5 
(b) Ix - 21> 0 
(c) Ix-21~0 
(d)12x+51~4 
(e) 13x - 61 > - 2 
(f) 12x + 31 < 4 
(g) 2 < 13x - 21 < 7 
(h) 1 S 12x + 51 < 5 

8. Express each of the following as a single inequality using absolute values or 
explain why this is not possible. 

(a) -2 < x < 6 
(b) 3 < x < 5 
(c) 0 < x < 7 
(d)-3sxs-I 
(e) -2sxs5 
(f) -1 s x < 6 
(g) x > 5 and x < 9 
(h) x > 5 or x < 1 
(i) x > 5 and x < 3 
(j)x=l2 

9. Express each of the the following in polar form: 

(a) 1/2 + fii/2 
(b) 2 - 2ifi 
(c) -3 + 3i 
(d) 4 - 3i 
(e) 13 + I2i 
(f) -15 - 8i 
(g) -3 + 2i 
(h) 14 + Oi 
(i) -12 - Oi 
(j) 31 
(k) - 21 

10. Express each of the following in rectangular form: 

(a) cos 11/3 + i sin 11/3 
(b) 2(cos 11/6 + i sin 11/6) 
(c) 5(cos 711/6 + i sin 711/6) 
(d) 4(cos 2 + i sin 2) [Remember that we usually express angles as radians.] 
(e) 3(cos 0.5 + i sin 0.5) 

(f) fi(cos 1111/3 + i sin 1111/3) 
(g) 4[cos( -0.2) + i sine -0.2)] 
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11. Given that I z I > 2 and I z I < 3, find the best inequality you can under each of the 
following conditions: 

(a) z is a real number. 
(b) z is a complex number. [Hint: use the Argand diagram.] 
(c) z is a rational number. 

12. In each of the following cases find the real values such that: 

(a) x 3 + 7x2 ::;; 0 
(b) 14x + 81 < 3 
(c) Ix2 - 2xl < 3 
(d) x 2 - 4x - S < 0 
(e) x 2 + 3x > 4 
(f) I x + 21 + 3 > x [Hint: Consider this as two cases depending on whether 

(x + 2) is negative or non-negative.] 
(g) I x + 21 = 3 + I x - SI 
(h) Ix - 31 < 2 + Ix + 11 

13. Indicate graphically the location of all numbers for which I z - 21 ::;; 4. How would 
the restriction that z is a real number affect your answer? 

14. Prove that 

[r(cos fJ + i sin e)] [s(cos rx + i sin rx)] = (rs)[cos(fJ + rx) + sinCe + IX)]. 

IS. Find the indicated result in each of the following cases: 

(a) [3(cos n/4 + i sin n/4)J [4(cos 2n/3 + i sin 2n/3)] 
(b) (cos n/6 + i sin n/6)3 
(c) [2(cos n/4 + i sin n/4)]8 
(d) (1_i)11 

16. Find all of the real values of x such that: 

(a) x 3 + 7x < 0 
(b) 13x - 71 < 2 
(c) 2<lx-SI::;;4 
(d) Ix+3il<S 

17. Solve each of the following equations: 

(a) Ix + 21 = 3 - Ix - SI 
(b) Ix-SI=lxl+S 
(c) 12x + 11 = x2 + 1 

18. Find a relation which gives all of the points in the Argand diagram that are closer 
to the point i than to the point 1 - i. 

19. Show that if(a + bi) is a complex number and you consider all complex numbers 
such that I (x + iy) - (a + ib) I = s, you have the circle of radius S with center at 
the point (a, b) in the complex plane. Use analytic geometry (See Appendix B) 
to show that the result of simplifying this expression involving absolute value is 
precisely the equation of the circle. Could you start with the equation of the circle 
and recover the relation involving absolute values? How would your work have 
been altered if the "=" sign in the relation involving absolute value had been" <"? 
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20. For what portion of the x-y plane is it true that x ;?: 0 and x > y? 

21. For what portion of the Argand diagram is it true that 

n 
I r( cos e + i sin e) I > 2 and e;?:"2? 

Is there any connection between your response and the fact that the complex 
field is not ordered? 

22. If you started this particular month with a bank balance of $34.37, made deposits 
totaling $215.00, and wrote checks in the amount of $199.98, what would be the 
balance at the present time? What would be the result if you were to include all 
transactions by using their absolute value rather than noting whether you have 
debits or credits? Would it be necessary to know the exact amount of each trans­
action to determine either the correct result or the one involving absolute values? 

23. An object is thrown up from the ground and its height above the ground at any 
time is given by the equation h = 256t - 16t2 where t is the number of seconds it 
has been in the air and h is the height in feet. If you have an obstructed view so 
that you can see it only when it is at least 80 feet high, during what time interval 
are you able to see this object, assuming that the speed at which it is traveling is 
no hindrance to your perception? 

M24. Give a formal proof of Theorem 5.1. 

M25. Give a formal proof of Theorem 5.2. 

I.6 Functions 
The word function is used in many ways in the English language. We will 
focus on the use of this word as it would appear in the phrase "item Y is a 
function of item X." For example what you are wearing at the moment that 
you first read this is a function ofthe clothing you have available, the clothing 
you wish to save for some specific engagement in the near future, what seens 
to be comfortable at the present time, the weather, where you are, the time 
of day (or night), etc. In other words many facts can combine to form item X 
whereas item Y is a single entity. For our purposes we shall generally restrict 
the items X and Y to be elements of rather restricted sets, usually numbers. 
In recent years, however, the applications, particularly in the social sciences, 
have required us to consider functions for which the item X may include 
several thousand subitems as the set upon which the choice of an item Y is 
made. Having set a groundwork for the study of functions, we now proceed 
to the definition. 

Definition 6.1. Let D be a set of elements (each element of which may be 
a set in its own right) and let S be another set of elements (not necessarily 
distinct from D). A "function from D to S" is a correspondence which de­
termines for each element of D a unique element of S. The set D is called the 
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domain of the function. The set R ,which is a subset of S obtained by including 
precisely those elements of S which correspond to elements of D, is called 
the range of the function. 

Notation. If d is an element of D in Definition 6.1 and r is the unique element 
of R corresponding to D under the function, and if we designate by f the 
particular function involved, we write fed) = r, or we may also write 

f: d -. r, or d ~ r 

We may also express the function as an ordered pair (d, r) = (d, fed)) in 
which the first element of the ordered pair is an element of the domain and 
the second element is the corresponding element of the range. 

These notations indicate some of the attributes of the concept of function, 
such as that of correspondence (or mapping), and you will find each to be 
convenient on occasion. We shall make greater use of the notationsf(d) = r 
and the ordered pairs in this book, but you will see the other notations from 
time to time. This concept can be further illustrated by the diagram given 
in Figure 1.10. The circle labeled D is intended to convey the idea that the 
elements of the domain are included within the circle and can be thought of 
as points inside the circle. Similarly the points within the circle labeled R 
are intended to represent elements in the range. The arrows indicate that 
for each element in the domain there is a unique element in the range, and 
furthermore it is possible that one element in the range may be the function 
of more than one element in the domain, although the converse of this 
statement is not correct. Here we have pictured fed!) = r1> while f(d 2 ) = 
f(d 3) = r2· 

EXAMPLE 6.1. Let D and S be the same set, namely the set of all integers. Let 
the correspondence be such that for any element of the domain, the uniquely 
determined element in the range is obtained by doubling the domain element. 
That is, f(3) = (2)(3) = 6, and f( - 5) = -10. The domain would then 
consist of all integers, but the range would consist of the subset of S obtained 
by using the images of the domain elements, namely the even integers. 
Thus, R consists of the even integers, and R is the range. Note the use of the 
notationf(d) = r in designating particular cases. It is much easier to write 
f(5) = 10 then to say "the value off (d) when d = 5 is given by 10." In this 

Figure 1.10 
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case the function f denotes the process of doubling. Functions are not always 
this simple, but the concept remains valid, for the function can be thought of 
as a mechanism, formula, machine, or black box into which the domain 
element can be entered and the corresponding range value will appear. In 
mathematics we often have a formula, but in many cases we might have a 
situation in which it is not possible to express the entire relationship in a 
single formula. 

EXAMPLE 6.2. Iff(x) is given by the formulaf(x) = x3 - 3x - 5, and if the 
domain is the set of all real numbers then it would appear that the set S 
would also be the set of all real numbers, for it would not be possible to put 
a real number in the functionfand obtain anything other than a real number 
as a result. It is not obvious at first glance that the range includes all of the 
real numbers, for there might be some real numbers which cannot be ob­
tained from this formula. The graph of f(x) = x3 - 3x - 5, Figure I.11, 
would show us, however, that there are no real numbers which could not be 
an image of f(x). We also can find particular values, such as f(2) = 23 -

3(2) - 5 = 8 - 6 - 5 = - 3. More generally we can note that we would have 
f(a) = a3 - 3a - 5 or 

f(x 2 + 1) = (x 2 + 1)3 - 3(x2 + 1) - 5 
= x 6 + 3x4 + 3x2 + 1 - 3x2 - 3 - 5 
= x6 + 3x4 - 7. 

This latter case illustrates the fact that we can use any appropriate designa­
tion for a domain element, and provided we have a formula, we can obtain 
the corresponding element of the range. In this case it may well happen that 

f(x) = x3 - 3x - 5 

Figure 1.11 
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we know the particular domain element to be the result of some other 
computation involving x2 + 1, and consequently we have proceeded to use 
this designation in our evaluation of the function. For the values given here 
we could also write (2, - 3), (a, a3 - 3a - 5), and (x 2 + 1, x6 + 3x4 - 7). 

EXAMPLE 6.3. Let (x, y, z) be the coordinates of a point in space, and let t be 
the number of seconds since the first of the year. We then have for each 
point in space and for each time during the year a set of four numbers, 
(x, y, z, t), which uniquely designate the point and the time. At each point 
and time there is a unique temperature, which we can designate by the 
variable u. We can then write T(x, y, z, t) = u to indicate that there is a 
function, which we have here called T, which identifies for each point and 
time the appropriate temperature. The fact that we would find it very 
difficult to write down a specific mathematical rule for calculating this 
temperature will in no way detract from the fact that this is a function. The 
fact that there is one and only one temperature for each point and each time 
is sufficient to fulfill our definition. Here the domain consists of all possible 
combinations of points and times, including times before this year if we allow 
t to be negative, and the range consists of all temperatures which have 
actually occurred. It is worth noting that we find some values for this function 
when we consult tables that give for a particular place (the point) and a 
particular time (perhaps every twelve hours) the temperature. Such tables are 
included in many newspapers under the description of the weather for the 
day. 

EXAMPLE 6.4. A function may be defined as a set of ordered pairs, such as 
(-2,4), (-1,1), (0,0), (1,1), (3, 9), and (5,25). In this case one can assume 
that the domain consists of the set of values {-2, -1,0,1,3, 5} and that the 
range consists of the values {O, 1,4,9, 25}. For each value in the domain we 
have a corresponding value in the range, but note that in two instances the 
same value of the range is obtained starting with different values from the 
domain. If one were to reverse the order of each pair, we would not have a 
function, for then the reversed pairs (1, -1) and (1, 1) would have a single 
element from the supposed domain indicating two distinct elements from the 
supposed range. This violates that portion of the definition offunction which 
states that for each element in the domain there is a unique element in the 
range. 

While the definition gives a very complete description of functions in 
general, it would be helpful at this point to mention several specific functions 
which we will find very useful in the work to follow. These functions include 
the constant function, the identity function, the square function, the square 
root function, and others whose definitions will be rather obvious once we 
have found the manner in which these names are given to the functions to 
which they refer. 
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Definition 6.2. A function,!, with domain, D, is said to be a constant function 
if the range consists of a single element. Thus, if r is the single element in the 
range, we havef(d) = r for any element, d, selected from the domain. 

EXAMPLE 6.5. The functionf(x) having for its domain the complex numbers 
and for its range the single number 7 is a constant function. In this case we 
know thatf(x) = 7 for any value selected from the domain. In other words, 
we would have a few specific casesf(3) = 7,1(21) = 7,f( -4) = 7,1(2 + 3i) 
= 7, etc. This function could also be written 

f: d ~ 7 or written d.4 7 

where d is any element taken from the domain. 

EXAMPLE 6.6. As another example of a constant function, we might consider 
the absurd function having the set of all items in the Library of Congress for 
its domain and a printing press as the single element in the range. Then 
for any item in the Library of Congress, we would have the relationf(d) = 

printing press where d is the item in the Library of Congress under considera­
tion. (Of course it is apparent that the domain is not very well defined unless 
we restrict it to a particular moment in time since the contents of the Library 
of Congress are increasing steadily. Keeping track of the items there at that 
time would be quite a bookkeeping chore.) While it is true that such a 
function as the one described here would have little (if any) possible interest, 
it does illustrate both the fact that a constant function is one such that the 
value of the function is independent of the domain element selected, and that 
the domain and range need not be restricted to sets involving numbers. 

Another function of great importance is the function for which the domain 
and the range are identical sets and the function assigns to each element the 
element identical to it-namely itself. 

Definition 6.3. The identity function is the function,!, having a single set for 
the domain, D, and the range, R, and such that if x is any element in D, then 
f(x) = x. 

EXAMPLE 6.7. If a function is established which relates people to people such 
that the domain and the range are the same set of people, then the function 
is the identity function if and only if each person is related only to himself 
or herself. The associated ordered pairs would appear as (John, John), 
(Mary, Mary), etc. Although the illustration is apparently anti-social, it 
does emphasize the nature of the identity function. 

EXAMPLE 6.S. Let the domain and the range of a given function be the set of 
real numbers. The function is the identity function if we havef(x) = x or if 
the ordered pairs are of the form (x, x). Thus, we might have f(2) = 2, 
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f( - 3/4) = - 3/4, or alternatively (2,2) and (- 3/4, - 3/4). In this case in 
which we have an ordered field for both the domain and range we see that if 
x > y, thenf(x) > f(Y). 

We will not stop to list in great detail additional functions at this point, 
although as we mentioned before there are many, such as the square root 
function, the absolute value function, the square function, the sine function, 
the cosine function, and the exponential function. In each of these instances 
the nature of the function is rather clear from the name. The domain for most 
of these functions would be the set of real numbers, although the domain of 
the square root function would be limited to the non-negative real numbers 
if we desire that the range be real. In the case of the square function it would 
be possible to have a domain consisting of the complex numbers. A complete 
description of a function should indicate the domain in question, although in 
many instances it is possible to deduce the particular domain based upon 
the other characteristics or upon the origin of the rule for the function. 

So far we have been talking about what functions are, and identifying 
certain particular functions which will occur frequently. Before considering 
operations which can be performed on functions, it would be well to note that 
it is not always necessary to be able to express a rule formally in order to have 
a function. Thus, for each individual in a community there is an amount of 
indebtedness, possibly zero dollars, for that individual. It might be extremely 
difficult to ascertain that amoqnt for a given individual due to the use of 
several charge accounts, credit arrangements, etc. However, it seems fairly 
clear that such a function must exist (we might call it the indebtedness 
function) and that it would satisfy all of the requirements of our definition. 
There would be no rule in the nature of a formula, however, for determining 
the value of the function for a given individual. 

We should also note that the function notation has a special meaning. 
The expressionf(x) does not indicate the product off and x. Furthermore, 
it is seldom true thatf(x + y) = f(x) + f(y) or thatf(2x) = 2f(x). If you 
are ever in doubt concerning the freedom you have in this direction, you can 
usually check by using a function as simple as the square root function or the 
square function. The constant function and identity functions are not good 
functions to test in this way, for they obey many laws that functions in general 
do not obey. 

If we have two functions,f(x) and g(x), with a common domain, and with a 
range in which it is possible to perform arithmetic operations, we can define 
arithmetic operations for the functions. Consider the following example 

EXAMPLE 6.9. Letf(x) = Jx and g(x) = J25 - x 2 • If these are functions 
with only real elements in their range, then the domain of f is the set of 
nonnegative real numbers and the domain of g is the set of real numbers such 
that their absolute value is no larger than five. If the set [0, 5] is used as a 
domain for the two functions, they are both defined, and their values will 
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always be real numbers. We can then definef(x) + g(x)for the domain [0,5]. 
Note thatf(x) + g(x) is a function of x and we write (f + g)(x) to denote this 

function. We would have (f + g)(4) = f(4) + g(4) = fl + J25 - 42 = 
2 + 3 = 5. Thus, 5 is in the range of (f + g)(x). Similarly, we can define a 
difference function (f - g)(x) = f(x) - g(x), a product function (fg)(x) = 

f(x)g(x), and a quotient function (f/g)(x) = f(x)jg(x). The quotient func­
tion exists only for cases in which g(x) #- 0, and consequently the domain of 
the quotient function may be smaller than the domain of the sum, differ­
ence, or product functions. In this case (f - g)(4) = -1, (fg)(4) = 6, 
and (f/g)(4) = 2/3. Note that (f + g)(5) =)5, and (fg)(5) = 0, but 
(f/g) (5) fails to exist, and therefore 5 is not an element of the domain of the 
quotient function. Hence the domain for the quotient function is [0, 5). 

The observations of Example 6.9 can be restated in a definition as follows: 

Definition 6.4. Let f and g be functions having a common domain and let 
their range be a subset of a system in which the arithmetic operations can 
take place. The sum, difference, product and quotient functions are defined 
as follows: 

i. (f + g)(x) = f(x) + g(x); 
ii. (f - g)(x) = f(x) - g(x); 

iii. (fg)(x) = f(x)g(x); 
iv. (f/g)(x) = f(x)/g(x) when g(x) #- 0. All values of x for which g(x) = ° 

are excluded from the domain of this function. 

It should be apparent that the definition of function requires that the 
domain and the range will each be a set. It should be rather natural to con­
sider that the set which consistitutes the range of one function might well 
be a subset of the set which is the domain of a second function. If this is so, 
we can build a third function from the two given functions. 

Definition 6.5. Letfbe a function with domain D1 and range R1, and let g 
be a function with domain D2 and range R 2 , and further let R1 be a subset of 
D2. For any value, d1 in D1 we have r1 = f(d 1) and r1 is in R1 and therefore 
is in D2. Consequently, there is an element r2 = g(r1) = g(f(d1)). The 
function hex) defined such that hex) = g(f(x)), that is such that h(d1) = 

g(f(d1)) = g(r1) = r2' is called the composite function off and g or frequently 
the composite function. The notation h = g(f) is sometimes used to designate 
this function. It should be noted that g(f) is not the same as f(g) in the 
majority of cases (that is composition of functions is not commutative). 

This definition has several implications which should be noted. Since 
g(r1) must be defined here, it is apparent that r1 must be an element of D2. 
It is not necessary however, that every element of D2 be an element of R 1. 
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Figure 1.12 

The fact that g(f) exists does not imply thatf(g) exists, for the range of g 
may not be included within the domain off We can use the mapping notation 
to write 

thus indicating the composite relationship in another manner. This can be 
further illustrated by the use of a diagram such as that in Figure 1.12. It is 
noted that Rl is a subset of D2 by the fact that the circle for Rl is contained 
within the circle for D2 • (It should be pointed out that this diagram is not 
meant to imply that D2 is necessarily larger than Rd. The arrow from Dl 
to R2 represents the mapping of the function, h, described in Definition 6.5. 

EXAMPLE 6.10. As an illustration of a composite function, consider the 
following. Let Dl be the set of all book titles in a given library, and let D2 be 
the set of all catalogue numbers associated with these books. Furthermore, 
let R be the set of all books in the library. Iffis the function which assigns the 
catalogue numbers to the titles (sometimes called the cataloguer function) 
and if g is the function which locates the books corresponding to the numbers, 
then h(title) = g(f(title)) = g(number) = book. It would be meaningless 
to consider f(g(number)), for then we would have f(book), and the domain 
off consists of the titles, not the books. Symbolically we can write 

title .4 number .!4 book. 

EXAMPLE 6.11. Letf(x) = x + 3 and g(x) = x2 with each domain being the 
set of real numbers. We then have hex) = g(f(x)) = g(x + 3) = x2 + 
6x + 9. If we use the domain element x = 5, we havef(5) = 8 and g(f(5)) = 
g(8) = 64. We would obtain the same results if we were to consider h(5). 

Note that f(g(x)) = f(x 2 ) = x2 + 3, and this is not equal to hex) = 

g(f(x)). This illustrates the fact that composition of functions is not com­
mutative. It is therefore very important that you be sure of the order in which 
functions are to be used in composition. 



1.6 Functions 43 

If in Example 6.lOfwere changed to become a function which assigns the 
catalogue numbers to the books (and not to the titles) we would have 
g(f(book» = g(number) = book. If the cataloguing function is of any value 
to a library, the book referred to in g(f(book» should be the same book 
which we obtain by evaluating g(f(book», and hence the composite function 
should be the identity function. (If this is not the case, you may well have 
an excuse for not having finished a term paper.) Alternatively, we would 
have here f(g(number» = f(book) = number, and the two occurrences of 
number should denote the same number. Note that in this case we must have 
the domain off identical with the range of g and vice versa. This relationship 
is considered in the following definition. 

Definition 6.6. Ifwe have two sets, Sand T, and ifJis a function having domain 
S and range T whereas g is a function having domain T and range S and if 
furthermore f(g) and g(f) are identity functions, then g is the inverse function 
of f and f is the inverse function of g. The inverse function off is frequently 
written as f - 1. This must not be confused with the reciprocal of f(f - t i= l/f). 

This definition suggests a theorem which will verify what may be rather 
obvious concerning the function we have defined to be the inverse function. 

Theorem 1. Iff and g are inverse functions, one having domain S and range T 
and the other having domain T and range S, then f and g each define a one-to­
one correspondence between the elements of S and the elements of T. Such a 
mapping can be illustrated by 

J J 
S ~ t or s~ t. 

9 9 

PROOF. Letfhave domain S and range T, and let S1 be any element of S. Then 
we have f(S1) = t 1• But since g(f(St» = Sl by the definition of an inverse 
function we have g(tt) = St. Thus we have the unique correspondence of St 

and t 1 relating each element of S to a single element of T. By considering 
elements of T, we can show that we also have a unique relationship of an 
element Sl for each element tt of T. Thus, we have the one-to-one corre­
spondence indicated in the theorem. 0 

To illustrate this concept, consider the following illustration. Insofar as 
is known each person having a right thumb has a right thumb print which is 
different from the right thumb print of any other individual. There are agen­
cies which have made a table of the thumbprinting function such that for 
each person in the domain of right thumbed people there is established the 
unique value thumb-print (person having a right thumb). There are also 
agencies of identification establishing the inverse function, namely, identifica­
tion (right thumb-print). These agencies have become so useful in some circles 
that the function and the inverse are known to have electronic connections via 
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the various communication systems available. It has also been suggested that 
such sophisticated notions have increased the use of plastic surgery in 
isolated instances, but the author has done too little research in this area 
to be able to provide either positive or negative evidence of this conjecture. 
However, the thumb-print and identification functions are inverse functions. 

In the more mathematical applications of these definitions, we note 
several rather interesting sidelights. Thus if we were to take the square 
function, f(x) = x 2 , we would have f(4) = 16 and also f( -4) = 16. It is 
not possible, then, to have an inverse function. Where does this leave us? 
Stranded? No. Trust the mathematician to find a way to weasel out of this. 
He simply says that he will restrict the domain so that the domain is the set 
of non-negative real numbers, and then it would have been impossible to 
cohsider f( -4) in the first place. This restriction of the domain actually 
defines a new function. This new function has for its domain the set of non­
negative, real numbers, and on this domain the new function behaves exactly 
as the square function would have behaved on this domain. This is not the 
square function itself, though, for it has a different domain. You will observe 
that the square root function is now the inverse of this new function. We 
could, of course, have restricted our attention to the non-positive domain 

and then the function g(x) = -Jx would be the inverse function. Note 
that had we not restricted the domain of the square function, we could not 
have established a one-to-one correspondence between the domain and the 
range of the square function using the square root function. 

EXAMPLE 6.12. Let the function f be defined by the relation 

x - 1 
f(x)=2x+3· 

If the domain is to contain no elements other than real numbers, what is 
the largest domain possible? Find the inverse function, if it eXIsts, and then 
determine the range. 

Solution. We note thatf(x) is a quotient function and hencef(x) is defined 
for all real numbers except the one for which denominator function 
(2x + 3) = O. Therefore the domain, D, includes all real numbers except 
x = -1.5. To obtain the inverse function, let y = f(x) for any number x in 
D. Then we desire a function f- l such that f-l(f(X)) = f-l(y) = x. This 
suggests that we solve the relation 

x - 1 
y=2x+3 

for x in terms of y. We have the successive steps 

y(2x + 3) = x - 1 
x(2y - 1) = - 3y - 1 
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and if 2y - 1 #- 0, we obtain 

3y + 1 
x = 1 - 2y· 

ThisindicatesthatJ-l(y) = (3y + 1)/(1 - 2y),andalsothaty = 0.5 is not in 
the domain of J- 1(y), hence not in the range of J(x). We can check our 
results by noting that 

3(~) + 1 
J- 1(f(x)) =J-l(~) = 2x + 3 

2x + 3 1 _ 2(~) 
2x + 3 

3(x - 1) + (2x + 3) 5x - ---x 
- (2x + 3) - 2(x - 1) - 5 - . 

Similarly J(f-l(y)) = y. The fact that y = 0.5 is not in the range can be 
verified by attempting to find x such that 

x - 1 1 
2x + 3 2· 

We have 2x - 2 = 2x + 3 or zero multiplied by x equals five. Since zero 
multiplied by any number is zero, there is no solution possible in this case. 

In attempting to find the inverse function by solving J(x) = y for x in 
terms of y, it is possible that some operation may be required which gives 
more than one solution (such as taking the square root in which there are two 
choices from which a selection must be made). In such a case there will 
generally be no inverse function unless the domain ofJ(x) was so restricted 
that only one choice was possible within the domain. Thus J(x) = X4 has 
no inverse function unless the domain is restricted to a set for which no two 
elements have the same value for their fourth power. This could be done by 
establishing the domain as the set of non-negative real numbers or the non­
positive real numbers, or the set consisting of the interval [0, 2) together 
with the set of negative numbers which are not greater than - 2. In similar 
manner, although the algebraic operations are not apparent, the inverse of 
J(x) = sin x would not exist unless the domain of sin x were restricted in 
such a way that no two domain elements have the same value for the sine. 

We can also note that if we consider the functional notation of the ordered 
pair, the inverse function would merely reverse the order of the pairs. For 
example in the function (0, 0), (1, 1), (2, 4), and (3, 9), the inverse function 
would be (0, 0), (1,1), (4, 2), and (9, 3). More generally the inverse of (x,f(x)) 
would be (f(x), x). In this context our work in Example 6.12 provided us with 
the necessary information to be able to write (f(x), x) as (y, J -l(y». 

One final matter concerns us before concluding this very long section on 
functions. In Example 6.8 we noted that if the domain and range of the identity 
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function is the real field, and if x > y, then we have f(x) > fey). Thus,J(x) in­
creases as x increases. It is natural to call this an increasing function. How­
ever, the question arises what one should call a function, such as the one 
which determines the amount of postage required for a letter as a function 
of the weight of the letter. In this case it is possible to have letters of, two 
different weights requiring the same amount of postage. However, it is 
certainly true that if a letter weighs more, the postage will not be less. These 
situations are covered in the following definition. 

Definition.6.7. Iffis a function from the real numbers to the real numbers, 
and iffor x > y it is true thatf(x) 2:: f(y),fis said to be monotonic increasing. 
If further f(x) > fey) for x > y, then f is said to be monotonic strictly in­
creasing. The term increasing is frequently used in place of monotonic in­
creasing and the term strictly increasing in place of monotonic strictly 
increasing. Similar definitions hold for monotonic decreasing, decreaSing, and 
for monotonic strictly decreaSing and strictly decreasing. If a function is 
monotonic, then it is either monotonic increasing or monotonic decreasing. 

In general one can expect that the height of an individual is an increasing 
function of age (although there are exceptions), but a calorie conscious in­
dustry has built its hopes on the fact that weight need not be such a monotonic 
function. Note that here we have numeric functions by implication, for we 
are thinking of age as the number of years (or months or days), of height as 
the number of inches or centimeters, and of weight as the number of pounds or 
kilograms. It is assumed that these numbers are real and not complex whence 
we are in an ordered field and it is possible to make such comparisons. In 
this last definition it was necessary to restrict our attention to domains and 
ranges in which the order properties hold. Any results requiring monotonic 
properties would not be meaningful in situations in which order is not 
defined. 

(d) 

Figure I.13 
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These concepts are illustrated in Figure 1.13. The functions graphed in 
Figure 1.13a-1.13d represent respectively an increasing function, a strictly 
increasing function, a decreasing function, and a non-monotonic function. 
Note that parts of the graph in Figure 1.13d are monotonic increasing and 
other parts are monotonic decreasing, but the function as a whole is not 
monotonic. You should observe that by our definition a constant function 
is both increasing and decreasing, but would be neither strictly increasing 
nor strictly decreasing. 

EXERCISES 

1. Which of the following sets of ordered pairs represent functions? Give a reason for 
your answer. 

(a) (1,2), (2, 3), (3,5), (4, 4), (-1,0). 
(b) (2,3), (4, 1), (3, 3), (4, 5), (1, 1). 
(c) (2,3), (4, 1), (0, 3), (5,4), (1, 1). 

2. If f(x) = x 2 - 3x, find the value of f(1), f(2), f(O), f( -3), f(a), and f(x + 2). 

3. If g(x) = x/ex - 2), what real numbers cannot be in the domain of g(x)? For what 

values is g(x) positive? Find the values of g(O), g(2/3), g(J2), and g(y + 2). 

4. If a function f(x) is defined by the set of ordered pairs (1, 1), (2, 3), (3, 6), (4,10), 
(5, 15), (6, 21), what is f(3)? f(5)? Is f(O) defined? What is the domain of f? What 
is the range of f? Does this function have an inverse? If so, what is the inverse of 
f(x)? 

5. Let the function f be defined by the relation f(x) = x 2 - J-;. If the domain is a 
subset of the real numbers, what is the largest possible subset such that the range is 
contained in the set of real numbers? Evaluate f(4), f(9), f(13). Is it true that 
f(4) + f(9) = f(13)? Does 2f(4) = f(8)? Evaluate f(O) and f(1). Does f(x) 
have an inverse? 

6. If D is a set of three distinct objects and S is a set of four distinct objects, how many 
different functions can be defined having domain D and having the range included 
in S, perhaps including all of S? How many functions can be defined which possess 
an inverse function? What, if anything, must be done concerning the range of the 
function in order to have an inverse function? 

7. If f(x) = x 3 - 6x2 + llx - 4, find f(I), f(2), f(3). If you were only shown these 
latter results, what function might you think this would be? Can you explain why 
you might have made an incorrect assumption? 

8. If f(x) = x 2 - 3 and g(x) = (x + 3)/(2x - 4), 

(a) Find the value of (f + g)(x) and (f + g)(I). Check the latter value two ways 
(by using the sum function and by adding the two functions). 

(b) Find the value of (f - g)(x) and (f - g)(1). Check the latter value two ways. 
(c) Find the value of (fg)(x) and (fg)(1). Check the latter value two ways. 
(d) Find the value of (f/g)(x) and (f/g)(I). Check the latter value two ways. 
(e) Find the value of f(g(x)) and f(g(1)). 
(f) Find the value of g(f(x)) and g(f(a)). 
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9. Let f(x) = x2 + 3x and g(x) = x - 1. Evaluate f(g(3)) and g(f(3)). Let hex) be 
the composite function f(g(x)). Write out an expression for hex). 

1O .. If f(x) = x2 - 3 and g(x) = 2X2 - X + 3, find f(g(x)), g(f(x)), f(f(x)), and 
g(g(x)). 

11. Show that any polynomial can be formed from the identity function and the constant 
function with the four operations of algebra. ' 

12. If we consider all real numbers for which the relation f(x) = ~ is defined, 
is this a function? If so, what is the domain and what is the range? Does this function 
have an inverse function? If so, what is it? 

13. If f(x) = Jx-=5 and g(x) = }1O - x, what is their common domain, if the 
functions are to have real values? What is the value of 

[f + g](x), [f - g](x), [fg](x) and [~}X) 
for values of x in the common domain? Does each of these four functions obtained 
by arithmetic operations share the same domain? Evaluate each of these for x = 6 
and x = 9. Also, evaluate these for x = 7.5. How would the common domain be 
affected if we were to permit f(x) and g(x) to assume complex values? 

14. If the function f(x) has a domain consisting of the five smallest positive integers 
and can be described by the number pairs (1,3), (2,2), (3,0), (4,5), (5,3), will 
this function have an inverse? If so, write it out. What would your answer have been 
if the last ordered pair had been (5, 5)? 

15. Find a table giving the latest population figures for the 50 states and the District of 
Columbia. Do the pairs (state, population) form a function? Does this function 
have an inverse? Would it always follow that at any point in time this function would 
have an inverse? 

16. Does a table of logarithms represent a function? If so, does this function have an 
inverse? 

17. Does the table of sines for the angles in the first quadrant represent a function? If 
so, is this function increasing or decreasing? 

18. If f(x) = (x + 1)/(x - 2), what real number(s) cannot be in the domain of f(x)? 
If we assume that these numbers are not in the domain of f(x), does f(x) have an 
inverse? Ifso, find the inverse. [Hint: If there is an inverse, then we havef(f-l(x)) = 
x.] 

19. Are f(x) = x3 and g(x) = Xl/3 inverse functions over the real numbers? Would 
they be inverse functions over the domain of complex numbers? 

20. Does the function f(x) = x2 have an inverse? If so, what is it? If not, would there 
be some domain over which the function could have an inverse? If so, state the dom­
ain and find the inverse. 

21. Find the inverse of g(x) = (3x + 5)/(4x - 7) or show that it does not exist. 

22. If g(x) = x + 2, find g-I(X) and find hex) = l/g(x). 
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23. In which intervals is f(x) = x2 an increasing function and when is it a decreasing 
function? 

24. If a function is monotonic (and of course with a real domain), does the function 
always have an inverse? Would the answer change if the function were known to 
be strictly monotonic? Would the answer depend on whether the function is 
increasing or decreasing? Give reasons. 

25. If f(x) and g(x) are monotonic increasing functions, would either of the composite 
functions that can be formed from f(x) and g(x) be increasing? If so, which one(s). 

26. If f(x) and g(x) are monotonic increasing functions, which ones of the four arith­
metic operations will yield only an increasing function? What about the composite 
functions with regard to being increasing? 

27. Using the definition, can you find one or more functions that are simultaneously 
increasing functions and decreasing functions at all points? Strictly increasing and 
strictly decreasing? 

28. Michael Kassler in A Sketchfor the Use of Formalized Languagesfor the Assertion 
of Music,2 wrote "R is a single-valued function of D to E if and only if, for 
every element w of D, one and only one element z of E exists such that (w, z) is an 
element of R. R is the relational inverse of the relation R' of E to D if and only if R 
is the set of all elements (w, z) such that (z, w) is an element of R'. R is a one-to-one 
function of D to E if and only if R is a single-valued function of D to E and the rela­
tional inverse of R is a single-valued function of E to D. (In this last case, each of D 
and E is in one-to-one correspondence with each other.)" Sketch circles to indicate 
the sets D and E, and indicate the relationships described in this quotation. 

29. State all of the information that is implied by the statement "f(x) is a strictly 
decreasing function of x." 

30. Let f(x, y) = x2 + y2, and g(x) = J~, with x and y both taken from the set of 
real numbers. What is the domain of f? Does f(g(x)) make sense here? Does 
g(f(2, 3)) have any interpretation? Does either of these functions have an inverse? 
If so, what is it? 

I. 7 Continuous Functions 

We have seen many functions which have nice smooth graphs. These are 
functions having the real numbers, or a subset of the real numbers, as the 
domain and having a similar set for the range. The fact that we have used 
such functions for the majority of our examples to date does not mean that 
all functions whose domain and range consist of real numbers will be nice 
and smooth. Consider the postage stamp function or the step function as 
it is frequently called. The postage stamp function is given by y = f(x) where 

2 Kassler, M. 1963. "A Sketch for the Use of Formalized Languages for the Assertion of Music." 
Perspectives of New Music. Vol. I, pp. 84-85. 
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Figure 1.14 

x is the weight of a letter in ounces and y is the number of pennies in postage 
required to send the letter by first class mail. If x is in the interval (0, 1], then 
y = 13 at the time of this writing. If x is in the interval (1, 2], then y = 26, 
etc. The graph of this function is given in Figure 1.14a. Note the reason for 
calling it a step function. This is an example of a function which is discon­
tinuous at x = 1, x = 2, etc. It is easy to observe that there is no value of x 
for whichf(x) = 12 in the case of this function. In fact the range consists of 
multiples of 13 and nothing else. On the other hand, the function g(x) = x 2 , 

whose graph is given in Figure 1.14b, has no apparent breaks, and for any 
positive value, say 12, it is possible to find a value of x such .that g(x) = 12. 
In fact, we can find two values of x such that g(x) = 12, namely J12 and 
( -J12). 

It is often necessary to distinguish between the case of the continuous 
function and the discontinuous function. One might do this by considering 
that in the case of the continuous function each point on the graph (or each 
value of the function) can be reached by approaching from either side in an 
orderly manner, or in other words approaching without having any break, 
either horizontally or vertically. If we were to consider as an example a 
point x = c, we would then require that there be a valuef(c). Moreover we 
would require that as x approaches c from either the positive or negative 
side the corresponding function values should approach f(c) in a smooth 
manner. One method of expressing this relationship which has been used 
by mathematicians for more than a century involves thinking of a narrow 
horizontal band with the valuef(c) in the middle ofthe band and determining 
that there is a small interval about x = c such that all corresponding func­
tional values will be within the narrow band. This is illustrated in Figure 1.15. 
While this may seem somewhat awkward, it does give a method which 
permits one to determine whether a given function does or does not fulfill 
the requirements necessary for continuity. We state this somewhat more 
abstractly in the following definition. 
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Definition. A function f(x) having both a domain and a range consisting 
of real numbers is said to be continuous over an interval (a, b) of its domain 
if for any point x = c in (a, b) and for any positive number, e, (no matter how 
small e may be) it is possible to find an interval (c - d, c + d), d > 0, .such 
that the statement x is in (c - d, c + d) will insure the truth of the statement 
f(x) has a value in the interval (f(c) - e, f(c) + e). 

Note that in this definition the horizontal strip is the strip of width 2e which 
has f(c) - e for its lower limit and f(c) + e for its upper limit. The cor­
responding vertical strip goes from c - d to c + d. This will be discussed at 
greater length in Chapter VII. However, this definition does make clear 
that as x gets closer to c, thenf(x) must get closer tof(c) in a rather smooth 
fashion. On the other hand this situation does not occur for all points in the 
postage stamp function, for if we were to let c = 2, we would have f(2) = 26 
while at the same time values of x arbitrarily close to 2 would produce the 
value ofj(x) = 39 if x were only slightly larger than 2. More technically, if 
we were to pick a value of 1 for e, the statement f(x) is continuous would 
require that there be some positive value of d such that when x is in the 
interval (2 - d, 2 + d) we would have f(x) in the interval (26 - 1,26 + 1). 
This is certainly not correct for all values of x that can be chosen in the interval 
(2 - d, 2 + d) regardless of the value of d, as long as d must be positive as 
required by the definition. 

Earlier in this section we hinted at a property of continuous functions 
which we shall need on several occasions. It is well to clearly identify such 
a property, for then we can refer to it by name when it is needed. 

Intermediate value property of continuous functions. Ifthefunctionf(x) is con­
tinuous over the real domain [a, b], and if f(a) = c while feb) = d, and if 
furthermore y is any value between c and d, then there is some number x in the 
interval (a, b) such that f (x) = y. 
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We can put the intermediate value property to work at once in finding 
the solution of equations. 

EXAMPLE 7.1. Find the solution of x3 + x-I = 0 which is between x = 0 
and x = 1 with an error no greater than 0.05. 

Solution. We should first check to see whether the functionJ(x) = x3 + 
x-I is a continuous function. We will not go through the task of showing 
that at every point it does satisfy the requirements of the definition, but will 
rely on our intuition and past experience. In the case of polynomials this 
will be sufficient for our purposes here. We are working with the interval 
[0, 1], and therefore we will check J(O) and J(I). Since we have J(O) = -1 
and J(I) = + 1, and since -1 < 0 < + 1, the intermediate value property 
assures us that there must be some value of x, 0 < x < 1, such thatJ(x) = O. 
(It is obvious that this is the value that we have been asked to find.) Now let 
us divide the interval into two intervals, and they might as well be of equal 
length. In other words, we will consider the interval [0, 0.5]. Since J(O) = 
-1 and J(0.5) = -0.375, we have no assurance that there is a value of x 
satisfying our requirements in the interval 0 < x < 0.5. On the other hand, 
sinceJ(0.5) = -0.375 andJ(1) = + 1, we do know that there is a value of 
x,0.5 < x < 1, such thatJ(x) = O. We can now use the interval [0.5, 1] and 
again take the midpoint, repeating the entire procedure. It is easier to follow 
the reasoning if we make a short table, noting for each step the half of the 
previous interval which must contain the value of x that we are seeking. 

Small x f(x) Large x f(x) 

0.0 -\.O 1.0 1.0 
0.5 -0.375 1.0 1.0 
0.5 -0.375 0.75 0.171875 
0.625 -0.130859 0.75 0.171875 
0.625 -0.130859 0.6875 0.012451 

We now observe that the required value must be in the interval (0.625, 0.6875) 
and the midpoint of this interval is no further than 0.03125 from either end. 
Therefore, the midpoint value, x = 0.65625, gives a result which satisfies the 
demand of the problem as stated. Note that there are other values of x that 
would satisfy the requirements of the problem, but having one such value is 
sufficient. The intermediate value property is a basis for the solution by 
this method. We are assured that this property holds sinceJ(x) is continuous. 

From time to time it is convenient to pick up additional items of fre­
quently used mathematical notation. Mathematicians frequently use a 
bracket Junction, expressed as J(x) = [x], where [x] denotes the largest inte­
ger which is not larger than x. Thus [2.3] = 2, [n] = 3, [5.9] = 5, and 
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[ - 3.4] = - 4. As a result of the manner in which this function is determined, 
it is also called the greatest integer function. You will find that computers will 
frequently convert real numbers to integers using this greatest integer func­
tion. Therefore, we have something to watch out for as a possible source of 
error in computer usage if we are mixing our usage of real numbers and 
integers in the same problem. 

In this section we have given a definition of a continuous function without 
any elaboration and we have stated the intermediate value property without 
any proof. These will both be considered in more detail in Chapter VII, but 
the intuitive concepts herein presented will be sufficient at this point. It 
should be observed that polynomials are continuous, and the majority of 
functions appearing in applications also have the prqperty of continuity. A 
graph, such as the ones discussed in the next section, will usually give suffi­
cient insight to determine whether a function is continuous or not. 

EXERCISES 

1. Use the method of the Example of this section to find the decimal value of 5/13 
to 4 decimal places. Check your result by division. [Hint: Find the value of x 
such that f(x) = 13x - 5 = O. Start by finding an interval such that the function 
changes sign while going from one end of the interval to the other.J 

2. Evaluate }37 with an error no greater than 0.05. [Hint: Find the solution 
of x 2 - 37 = O.J 

3. Evaluate j20 with an error no greater than 0.1. 

4. Given the postage stamp function described in this section, evaluate f(3.4), 
f(7.I), f(0.9), and f(3.00I). Would f( -3.2) make sense for the postage stamp 
function? Would this make sense if we were to consider the step function without 
regard to the use of this function for postal purposes? 

5. Use the method described in this section to find a solution of f(x) = x3 + 
2x - 4 = 0 with an error no greater than 0.02. [There is only one real solution 
for this equation.J 

6. Is the function f(x) = x - [xJ continuous? What is the range of this function? 

7. Let g(x) = [x 2 ]. Is this function continuous? Give a reason for your answer. 
Evaluate g( -0.75), and g(2.3). 

8. Show that the quotient function is always discontinuous when the denominator 
function is zero using the definition of this Section. 

9. Show that the function f(x) = x2 fulfills the requirements of a continuous 
function for the specific value of c = 2. 

10. Show that the sum of two continuous functions having the same domain must 
be continuous. 
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Pil. The energy of a given atom is always an integral number of a very small unit of 
energy known as a quantum. Show that the energy function for an atom is a 
discontinuous function of time provided the energy of the atom changes by more 
than one quantum during the time interval. 

S12. The GNP (Gross National Product) is frequently given in millions of dollars. 
If the GNP is given in this manner as a function of time, show that the GNP 
must be a discontin~ous function of time by our definition provided the GNP 
changes by at least one million dollars in the time interval under discussion. 

M 13. Show that a continuous function of a continuous function is continuous. [It is 
necessary to make certain assumptions concerning the range of one function 
and the domain of the other. What assumptions must you make?] 

C14. Obtain the value of j12.5 with sufficient accuracy that the first six decimal 
places in the result are known to be correct. 

CIS. Find the value of.yw correct to six decimal places. 

1.8 Graphing 

It is said that a picture is worth a thousand words. This is often just as true 
with relations in mathematics as with relations in other areas of human in­
terest. The majority of mathematical pictures occur in the form of graphs. 
In fact, we have already mentioned graphs in 'connection with absolute 
values, complex numbers, and functions. We will pursue the matter of graph­
ing somewhat further in this section. It should be pointed out that there is 
a much more comprehensive discussion of graphing in Appendix B, and 
this appendix should be consulted if the information on graphing in this 
Section is not adequate. 

Our first graph will be the number line. This is frequently used to represent 
the real numbers or a subset thereof. An arbitrary point is selected to rep­
resent zero. This point is often called the origin. A line segment with one end 
at the origin will be selected to represent one unit. One direction will be 
chosen to indicate the positive direction. Once the choice of unit and direction 
have been made, the entire number line is determined as shown in Figure 
1.16. Any real number, x, may be represented by moving x units of distance 
from the origin in either the positive or negative direction depending upon 
the sign of x, thus locating the point corresponding to x. As we have already 
seen, complex numbers require two number lines, one to represent the real 

o .. ,/ 
ongm 

unit 

Figure I.16 

.. 
positive 
direction 



1.8 Graphing 

R 

o 

2 

... (5, 1) 
;'" I 

;; I 
, I 

I 
I 
I 
I 
I 
I 
I 
I 
I 6 

5 
4 

Figure 1.17 

55 

D 

7 

component of the complex number and the other to represent the imaginary 
component. For the majority of our considerations in this book we shall be 
concerned with cases involving only the real numbers. 

In order to represent a mathematical relation involving two sets of real 
numbers, we usually use two intersecting number lines. A function would be 
such a relation. In the case of a function, one line could represent the domain 
elements and the other line would include the range elements. Such a rep­
resentation is shown in Figure 1.17 in which the line labeled D represents the 
domain and the line labeled R represents the range. This graph appears 
somewhat strange, for we have made use of the arbitrariness which permits 
the two number lines to be other than perpendicular, which permits the 
origins to be at other than the point of intersection of the two lines, and 
which permits the selection of different lengths as units on the two lines. 
The one essential property is that the two lines intersect. In this case we 
could represent the point corresponding to the relationf(5) = 1 by locating 
the point on the domain line (D) corresponding to 5 and then through this 
point drawing a line parallel to the range number line. Similarly we would 
locate the point on the range line (R) corresponding to 1 and through this 
point draw a line parallel to the domain number line D. The intersection 
would then represent the relationf(5) = 1. Since we can represent this rela­
tion by the ordered pair (5, 1), we see the more familiar looking coordinates. 
A function or other relation would be represented by locating all of the 
points which satisfy the function or relation. 

At this point a few comments are in order. This type of representation is 
restricted to those cases in which we are showing relationships between two 
sets involving only real numbers. The choice of angle formed by the intersec­
tion would ordinarily be a right angle unless there is some good reason for 
another selection such as the consideration of some crystals. The choice of 
right angles permits us to determine distances between two points by use 
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of the Pythagorean Theorem rather than requiring the use of the law of 
cosines. The choice of point of intersection (whether the origin or not) and 
the length of the unit is usually dictated by the desire to make the portion 
of the graph in which we are interested as large as possible to facilitate easier 
use of this part of the graph. Thus, the location of this area of intersection 
on the graph and the size of this portion will playa part in the selection of 
the location of the origin and in the selection of the units. 

Let us now consider the graphs of some representative functions. 

EXAMPLE 8.1. Graph the constant functionf(x) = -4. 

Solution. In this case we find at once that any coordinates of the form 
(x, - 4) will represent a point determined by the function. Regardless of the 
value of x, we then have -4 as the value for y. Note the pictorial representa­
tion of the graph in Figure 1.18, which illustrates exactly what we have been 
saying. (Parenthetically, it should be noted that any equation is a mathe­
matical sentence with its subject, its verb, and its predicate, and like any 
other statement, such an equation has some fact to put forth. In this case 
the fact happens to be that regardless of the value of x, or the element selected 
from the domain set, the corresponding value in the range has the value 
-4, and the graph illustrates this with the horizontal line which has a y­
value, or ordinate, of -4 for each point). 

EXAMPLE 8.2. Graph the identity function. 

Solution. This function is merely the function f(x) = x, and since the 
second number in the ordered pair of numbers is the function value, x, then 
the coordinates appear as (x, x) for any number x. This is equivalent to 
saying that we go as far to the right (or left) of the y-axis as we go up (or 
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down), or vice versa. This is illustrated in Figure 1.19, and we see that we 
have the 45° line, or the line that makes an angle of 45° with the positive 
x-axis. 

EXAMPLE 8.3. Graph the absolute value function,J(x) = 1 x I· 

Solution. We remember that if x ~ 0, this is the same as the identity 
function. Hence, except for points to the left of the y-axis, we have the same 
graph that we had for the identity function. However, for the value of x such 
that x < 0, we havef(x) = -x, and this merely states that we will take the 
negative of the identity function, or we will measure the y-distances in the 
opposite direction from that which we would have used for the identity 
function, although we will use the same distances. This is an alternate way 
of saying that we wish to use a reflection in the x-axis of the identity function 
for those points to the left of the y-axis, or to consider the image we would 
have by observing the reflection of the negative portion of the identity 
function in this interval as it would be seen in a mirror which is located on 
the x-axis. The graph is illustrated in Figure I.20. Note that it is possible to 
obtain this from the identity function by stopping to think of the relation 
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between the absolute value function and the identity function, noting care­
fully the portion of the domain in which one relation exists and the portion 
in which another relation exists. It is frequently possible to obtain graphs 
by this type of analysis rather easily, and it saves a great deal of rather dull 
work in the plotting of many individual points, with the consequent un­
certainty about what happens to the graph in between the plotted points. 

EXAMPLE 8.4. Graph the general linear function. 

Solution. We frequently see this written as ax + by = c or we see some 
relation which is algebraically equivalent to this. We will be concerned with 
this relation when a, b, and c are real constants. If b = ° this reduces to the 
equation ax = c and if further a i' ° we have x = cia. This can be treated in 
a manner analogous to the treatment given the constant function and will 
produce a line parallel to the y-axis and at a distance cia from the y-axis. 
(If both a and b are zero we have the equation c = ° and this hardly merits a 
graph.) If b i' 0, we can write y = (clb) - x(alb), and we observe that the 
point (0, clb) is a point on the graph. This point is called the y-intercept. 
We further note that the value of y changes by a constant, ( - alb), multiplied 
by the number of units by which x is changed. Hence, it is possible to draw 
the graph of this equation as illustrated in Figure 1.21 where we have shown 
the y-intercept and the change in y corresponding to a unit change in x. 
This rate of change of y with respect to x is called the slope of the line. The 
slope is frequently denoted by the letter m, and consequently in this case 
we would have m = -alb. Note the fact that if a = ° we have a line with 
slope zero, that is a horizontal line. 

EXAMPLE 8.5. Graph the relation x2 + y2 = 16. 

Solution. We can analyze this relation by observing that if this is true, 
then either J x2 + y2 = 4 or J x2 + y2 = - 4. Since the square root symbol 
is normally used to indicate only non-negative numbers (unless specifically 
noted otherwise), we can rule out the second of these options. The relation 
J x2 + y2 = 4 is equivalent to the statement that the distance from the 
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origin to the point (x, y) is always 4. This can be seen in Figure 1.22, for this 
relation is merely a restatement of the Pythagorean Theorem in this parti­
cular case. Consequently, the graph consists of just those points which are 
at a distance of 4 units from the origin, in other words a circle of radius 4 
with center at the origin. 

It is apparent that this is not a function for we have two values of y for 
each value of x selected from the interval (-4,4). On the other hand we 
can consider either the upper semicircle or the lower semicircle, and each 
of these would represent the graph of a function. Their respective equations 
would be y = (16 - X 2 )1/2 and y = -(16 - X 2 )1/2. Here we find an easy 
way to determine whether a graph represents a function by simply noting 
whether any value of x may give more than a single value of y. 

It is worth noting that a careful analysis of the facts implied by a given 
mathematical statement (or equation) will often give sufficient information 
to at least help in drawing the graph, and this will cut back on the necessity 
for plotting many points and then wondering how the points should be 
connected to form the graph. 

EXAMPLE 8.6. Graph y = (x2 - 4)/(x + 1) for values of x in the interval 
[-4,4]. 

Solution. Since y = (x - 2)(x + 2)/(x + 1), we observe that y = 0 when 
x = 2, and when x = - 2, and there is no value for y when x = - 1 since 
then the denominator is zero. In fact, when x is near the value of - 1, we 
have a denominator which is very near zero, and hence the quotient will be 
very large in absolute value. Therefore, not only will y fail to exist when 
x = -1, but when x is near the value of -1 we will have values of y which 
have large absolute values. We also note that when x > 2, the three factors 
(x - 2), (x + 2), and (x + 1) are all positive and hence y must be positive. 
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We have indicated this fact in Figure I.23 by shading in the lower half of 
the vertical strip to the right of x = 2 below the x-axis. This is done to in­
dicate that the graph cannot appear in this area of the coordinate plane. In 
similar manner, values of x in the interval ( -1,2) will insure that y is ne­
gative, for (x - 2) will be negative for these values while both (x + 2) and 
(x + 1) will be positive. For this reason we have shaded the portion of the 
strip between x = - 1 and x = 2 above the x-axis to show that the curve 
cannot appear there. This process can be continued to show that the values 
of y must be positive if x is in ( - 2, -1) and y must be negative if x is to the 
left of x = - 2. If we put all of this information together, noting where y 
must be zero and where y must have values which will be far from the x-axis, 
we can sketch the graph with essentially no plotting of individual points. 
(Incidentally the line x = -1 which the graph approaches as y gets large 
is called an asymptote.) 

In general the type of analysis that we have used in the last three examples 
will be of great assistance in sketching the graphs of equations. You should 
carefully analyze the equation for any information which it may contain. 
You will find that initially you may look for quite a while without seeing 
much information which will be of value to you. However, if you are willing 
to persist you will soon discover that you can see a great deal of information 
and the matter of sketching curves will then become much easier. Since a 
good sketch is often very helpful in setting up an application problem, this 
ability to sketch graphs will be of great assistance later on. 
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Figure 1.24 

In all that we have done in this section we have considered that the domain 
is the set of real numbers, and also that the range is the set of real numbers. 
From our earlier work with functions, we know that this need not be the 
case. Thus, the domain might well consist of points in a plane, that is ordered 
pairs of numbers of the form (x, y) and the range might still be the set of 
real numbers. If we have a case such as this, it is usual to think of a graph 
consisting of the plane, which constitutes the domain, and a number line (or 
axis) perpendicular to the plane, usually erected at the origin on the plane, 
which displays the values of the range. Thus, for each point in the plane, 
if the plane is horizontal, we have a height which determines a unique point 
on the graph. Joining these points will generally produce some type of surface. 
An illustration using the function which assigns to each point (x, y) the value 
x2 + y + 1 is given in Figure 1.24. Note that it is necessary here to attempt 
to portray a three dimensional figure in two dimensions. It is not difficult, 
if you think about it, to conceive that this can be done, but it may be difficult 
for anyone who is not a natural artist to do it to his satisfaction. Do not let 
that keep you from trying. While such functions occur frequently, we 
shall not have occasion to use many such graphs in this book. 

As we noted in Section 7, one should not get the notion that all relations 
have nice smooth graphs of the type we have been drawing to date. Let us 
consider, for instance, the function such that if x is a rational number, 
f(x) = x, but if x is an irrational number, then f(x) = O. Thus, all of the 
rational numbers would be represented by points on the 45° line, and all 
of the irrational numbers would have points on the x-axis. The graph would 
appear to consist then of two lines intersecting at a 45° angle, but in fact 
each line would have infinitely many holes. If you stop to check,f(x) satisfies 
our definition of function, but the graph seems to be much more difficult to 
draw accurately. We shall consider this function again later, but you might 
try your hand at drawing the graph, just for fun. There is another problem 
which we might well face. What would happen if the domain consisted of 
points in a plane and the range also consisted of points in a plane, or if 
perhaps the domain consisted of all points in space and the range consisted 
of complex numbers? In these cases we can talk in geometric terms, if we 
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like, but drawing the graph would be difficult, to say the least, since our 
experience has limited our perception to three dimensions. Fortunately, 
we will postpone the consideration of such problems until a future course, 
but it should be pointed out that the vast majority of problems in the real 
world have domains which involve a large number of factors (or variables), 
and the range may also involve many different items. Thus it would be im­
possible to draw graphs for such problems in the conventional sense. Also, 
if we were to consider a domain of complex numbers, we would remember 
that each complex number depends on two real numbers, and hence we 
would have certain immediate. problems, for the complex numbers filled 
the plane using the Argand diagram. 

Up to this point we have represented the domain and range by number 
lines. As a result we have constructed graphs using the rectangular or 
Cartesian coordinate system. The latter name gives credit to the French 
mathematician-philosopher Rene DesCartes (I596-1650) who first sug­
gested such a coordinate system. He did this in an appendix to his most 
famous work on philosophy, Discourse on Method, published in 1637. It is 
not necessary, however, that we use this means of display. In another very 
useful coordinate system, called the polar coordinate system, we will let the 
domain elements be represented by the number of angular units, 8, which a 
directed line (or vector) has turned from the positive x-direction, and then 
we will let the corresponding range elements be denoted by the distance, r, 
of a point from the origin in the direction thus established. (We will usually 
use radian measure for the unit of angular measurement. The reason for 
this choice will become evident in Chapter III.) 

EXAMPLE 8.7. Graph the functionf(8) = 3 in polar coordinates. 

Solution. Note that this is the constant function, but this time we have a 
circle of radius 3 since r = 3 for any value of 8. If 8 > 2n we just keep on 
going and plot it on the second time around, so we have not really limited 
our domain. Similarly, if 8 < 0, we plot the angle in the negative or clock­
wise direction. This is shown in Figure 1.25. 
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In polar coordinates we use the term pole instead of origin. The pole has 
the interesting, and disturbing, property that the point in question is the 
pole any time the function has a value 0 regardless of the element of the 
domain which produces that value. Thus, many domain values may be 
plotted into a single point. While we are talking about terminology, the 
positive x-axis is often called the polar axis, and the value of the function is 
plotted along the radius vector. One more consideration arises from the 
fact that someone at some time started the custom in polar coordinates of 
putting the range element, namely r, first in the ordered pair, and the domain 
element, (), second. Thus, we indicate the point (r, () when in fact we are 
usually considering that we have the relationship r = f«(). Of course, it is 
true that we could have () = f(r), or in the rectangular system we could have 
x = f(y), but we rather seldom see these latter expressions in practice. 

EXAMPLE 8.8. Plot the point ( - 2, n/4) in polar coordinates. 

Solution. To plot (-2, n/4) we would first consider the vector making an 
angle of n/4 with the polar axis, as in Figure 1.26. We then proceed in the 
negative direction a distance of two units (since r = - 2) to locate the 
required point. 

Now we are ready to proceed to a somewhat more interesting illustration. 
In the following example we could plot many points, but it will be far easier 
to again analyze the function and determine from this analysis the general 
path which the curve must take. 

EXAMPLE 8.9. Sketch the graph of r = 2 + sin () in polar coordinates. 

Solution. Remember that the sine function starts with a value of zero when 
the angle is zero and then increases to the value of 1 by the time the angle 
is a right angle. The sine then decreases through zero at a straight angle and 
to - 1 after three fourths of a revolution. Finally the sine returns to the value 
zero upon completing one revolution. This same performance is repeated 
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Figure I.27 

with every complete revolution. In our case we have the distance r obtained 
by adding 2 to the value of the sine at the angle under consideration. Hence, 
r starts at 2 when e = 0 and increases to 3 when e = n12. The value of r 
starts decreasing at this point and decreases through the value 2 at a straight 
angle and down to 1 when e = 3n14. Finally the value of r starts to increase 
during the final fourth of the revolution. Since r is the distance from the 
pole along the radius vector for each angle, we are now ready to sketch the 
graph. We have indicated this process in Figure 1.27 where we have shown 
representative radius vectors and corresponding distances. Note that the 
distance from the pole behaves in exactly the manner we have described 
above. You will usually find that this type of analysis is of great assistance in 
sketching a curve, although you may have to force yourself to analyze the 
relation in this way the first few times. Many people are so much in the habit 
of plotting points that it is difficult to break that habit, but the analysis will 
usually reduce the effort required to produce a reasonably good sketch. 

Finally we should consider the relationship between the Cartesian or 
rectangular coordinate system and the polar coordinate system. This is 
usually done by thinking of superimposing the one coordinate system over 
the other with the pole and the origin being at the same point and with the 
polar axis coinciding with the positive x-axis. This is shown in Figure 1.28. 
If we now take a representative point and let it be known by the coordinates 
(x, y) in the rectangular system and let the same point be known by (r, e) in 
the polar system, we can draw the triangle indicated in Figure 1.28. Since 
we have a nicely labeled right triangle, we observe at once that 

We also observe that 

x = r cos e, 
y = r sin e. 

r = J(x2 + y2), 
tan e = ylx. 
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In determining the value of e from the values of x and y, we need to be careful 
to obtain the correct value of e. If y is positive, e will be in one of the first two 
quadrants. If y is negative, e must be in the third or fourth quadrant. 

EXERCISES 

1. Plot and label each of the following points: (3, 5), (1, -2), (- 3,2), (-1, - 3), (4, 0), 
( - 3, 0), (0, 2), (0, - 3), (0, 0). 

2. Sketch each of the following lines: 

(a) 2x - 3 = 0 
(b) 3y 2 = 0 
(c) x + n = 0 
(d) 2y + 7 = 0 
(e) x = 0 
(f) y = 0 

3. Sketch each of the following lines and give the slope and y-intercept of each: 

(a) 2x + 3y = 6 
(b) 5x - 3y = 7 
(c) 4x = 2y - 3 
(d) 3x + y = x + 3y - 7 
(e) 2x + y = 2x - y 
(f) 4x - 3y + 5 = 2x + 3y + 7 

4. Sketch each of the following pairs of lines and find the coordinates of the point at 
which the lines intersect: 

(a) x + y = 4 
x-y=6 

(b) 2x + 3y + 4 = 0 
3x + 2y - 3 = 0 

(c) x = 3 
y=4 

(d) 2x = 3 
x-y=3 
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5. Sketch each of the following and approximate the value or values of x for which 
y = O. 

(a) y = x 2 - 3x - 5 
(b) y = 2x2 - 5x + 2 
(c) x 2 - / = 0 [Hint: Factoring may help in this case.] 
(d) x 2 + / = 9 
(e) x 2 + 4x + y2 - 6x = 23 [Hint: Show that this is equivalent to (x + 2)2 

+ (y - 3)2 = 36.] 
(f) x 2 - 4/ = 4 
(g) x 2 + 4y2 = 4 

6. Find the equation of the line which passes through the pair of points in each case 
and sketch the graph. 

(a) (2,3) and ( -1, 7) 
(b) (3,4) and (-1, 2) 
(c) (- 1, 3) and (2, - I) 
(d) (0,2) and (3, 0) 
(e) (2, 3) and (0, 0) 
(f) (-1, - 3) and (0, - 5) 

7. In each of the following cases find the equation of the line and draw a sketch. 

(a) through (2. 3) with a slope of 2 
(b) through ( - 1, 3) with a slope of - 3 
(c) through (3, 0) with a slope of - 2/3 
(d) through (0,4) with a slope of 3/4 
(e) through (0, 0) with a slope of -7/3 

8. Sketch each of the following functions for values of x in the interval [ - 5, 5J: 

(a) y = x 3 + 3x 
(b) f(x) = 1/(x2 + 1) 
(c) f(x) = 2x/(x2 + 1) 
(d) f(x) = X4 - x 2 

(e) f(x) = 2-' 
(f) f(x) = (x - 1)(x + 4)/(x + 3)(x - 2) 

9. Sketch each of the following functions for values of x in the interval [ - 3n, 3n]. 

(a) y = sin x 
(b) f(x) = cos x 
(c) f(x) = tan x 
(d) f(x) = cot x 
(e) y = sec x 
(f) y = csc x 

10. An object is thrown into the air and its height, 11, above ground at any time, t, is 
given by the function h = f(t) = 256t - 16t2 • The height is measured in feet and 
the time is measured in seconds. Draw a graph showing the height at each time t, 
and determine the domain of this function which makes physical sense (that is for 
which the object is not below the surface). From your graph find the highest point 
reached and the time at which the object reached the highest point. Also find the 
total time the object was in the air. 
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II. The attractive force between two objects is inversely proportional to the square of 
the distance between them. That is, F = klr2 where k is a constant depending upon 
the masses of the objects, F is the force and r is the distance between the objects. 
Draw a graph showing the relation between the force and the distance for values of 
r which do not exceed 10. Let k = 12 for purposes of your graph. 

12. Plot and label each of the following points in polar coordinates: (2, nI2), ( - 3, nI4), 
(0, n), (-1,0), (1, n), (-1, 2n), (3, - 3nI4). Show clearly when (and it) two or more 
points coincide. 

13. Sketch each of the following in polar coordinates: 

(a) r = 4 
(b)r=-2 
(c) 0 = 0 
(d) 0 = 5nl6 
(e) r = Oln [Be sure to indicate what happens if 0 is negative as well as what 

happens when 0 is positive.J 

14. Sketch each of the following in polar coordinates: 

(a) r = 3 - 2 sin 0 
(b) r = 2 + 2 cos 0 
(c) r = I + 2 sin 0 
(d) rsinO = 2 
(e) r cos 0 = 3 

IS. Sketch each of the following: 

(a) r = 4 sin 0 
(b) r = 2 cos 20 
(c) r = 3 sin 30 
(d) r = -2cosO 

16. Sketch each of the following in polar coordinates; 

(a) r = 20 
(b) r = 29 

17. Convert the equation x 2 + y2 - 2x = 0 from rectangular to polar coordinates. 
Sketch the given curve on rectangular axes and the converted equation in the polar 
system and compare your results. 

18. Convert the equation r = sin 20 to rectangular coordinates. Sketch the graph in 
one of the two coordinate systems and state why you chose the particular system 
you used. [Hint: sin 20 = 2 sin 0 cos O.J 

19. Find the equation in rectangular coordinates of a line having slope m and y-intercept 
3. (This equation should involve m.) Find the points at which this line intersects 
the curve y = x 2 + 3x + 4. For what values of m will the line have only one point 
in common with the parabola? For what values of m will the line have no points 
in common with the parabola? Draw a graph to explain your results. 
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1.9 Flowcharts 

You have sometimes found yourself doodling when you should be listening 
to something, but then you rationalized that you were really mapping out in 
some graphic form the method by which you were going to accomplish that 
which was asked of you. We now wish to give you an alibi for such doodling 
but, as in every case, there is a catch. In this case the catch is that we are 
going to use somewhat standardized symbols for our doodling. These 
symbols are borrowed from those which apparently enjoy the greatest 
popularity at the moment among computer scientists. Our reason for using 
these is two-fold. Some of you may have access to computers, and in those 
cases it is helpful to start out using symbols that you may use later on. It is 
also true that these symbols will represent rather efficiently the items which 
we are most apt to consider in such a graphic representation. This particular 
form of doodling we will call flowcharting and oddly enough we will call the 
result aflowchart. 

There are certain basic matters that we wish to consider in any analysis 
of a problem or task which is to be done. We must first consider the starting 
point, and at the end we must know where we are to terminate our efforts. 
While it would seem obvious that this is so, it may well be that our flow­
chart, when we get around to constructing it, is so complex that it is not 
apparent to anyone else, and perhaps not even to us, where we should begin 
and where we can finally call it quits. We must also be able to enter informa­
tion into the problem and be able to extract information. In solving the 
problem we must be able to perform operations, and we must also be able 
at various points to make decisions concerning which path to follow as we 
proceed further. If the flowchart is very large, we may want to be able to 
extend it to a second (or third) page, and hence we would want the ability 
to show which parts from one page connect with parts from another page. 
It is not probable that you will be doing anything this complicated at an 
early stage, but we will include the appropriate symbols for reference 
purposes. Having indicated the types of items which must be considered, 
let us now consider the standardized symbols we will be using. These are 
shown in Figure I.29. In a complete flowchart these are joined by straight 
lines, and if the order of events would take us in any other direction than 
down or to the right, we put an arrow head on the line segment to indicate 
the direction of flow of the process involved. It never hurts to put in such 
arrow heads if you have any doubt about the clarity of the chart you have 
drawn. 

We will illustrate the flowcharting technique with the following examples. 

EXAMPLE 9.1. Draw a flowchart to indicate a potential path of your attempt 
to study this particular lesson. 

Note that in Figure I.30 we have labeled the starting point. While the 
first question may have been more fundamental than locating the book 
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These symbols are used to indicate the beginning 
and the end of the process. 

This symbol, representing a data processing 
card, indicates that information is to be entered 
at this point. 

This symbol, representing a piece of paper tom 
from a printer, is used to indicate that we are 
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at this point. 

This symbol, that is a rectangle, is used to 
indicate that some work, such as computation, 
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this point. 

This symbol, the diamond, is used to indicate 
that a decision is to be made. The flow of the 
problem would enter at one of the vertices and 
the possible alternatives would exit at other 
vertices provided there are enough vertices, 
otherwise exits can be from any portion of the 
diamond. 

This symbol, called a connector, is used to 
indicate where one part of the flow chart is to 
connect logically with another. This is done by 
using matching symbols in connectors, one at 
each of the points which should be connected. 

Figure I.29 
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(perhaps locating the assignment, checking with a fellow student, etc.), we 
have indicated the acquisition of the book as being the first item to be con­
sidered. The next step, of course, is to locate the correct page. (Perhaps we 
should have allowed for a false start, or for finding paper, etc.) After some 
period (we have indicated ten minutes) there is apt to be some type of in­
terruption generated from without by a question or an invitation to get a 
snack, or perhaps a certain restlessness that accompanies the studying of 
mathematics, and at that time one is tempted to take inventory concerning 
whether a break can be justified. This is usually accomplished by checking 
the number of pages or problems yet to be done. 

It is clear that this flowchart is only a simplified version of the one that 
should have been drawn. Can you improve on it? You might even allow 
for variable periods of study, such as starting with 5 minutes, working up 
to 15 minutes, and then finally getting down to a minute between successive 
checks of the time yet to be put in on this particular lesson. We might ob­
serve that many companies do, in fact, draw flowcharts of their activities in 
order to better coordinate and systematize their operations. Have you ever 
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encountered such a situation? Would your study schedule be improved if 
you were to draw a flowchart of your weekly intentions? 

EXAMPLE 9.2. Draw a flowchart for finding fo with an error no greater 
than one millionth for any positive number N. 

Solution. In any problem such as this, it is first necessary to get the method 
to be used clearly in mind. Let us first try a particular problem using numbers. 
If we try to obtain fo, we might start by considering that 20 = (20)(20/20) = 
(20)(1), and then take the average of the two factors, 20 and 1. We will 
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repeat this process using (20 + 1)/2 = 10.5 for a factor. This would give 20 = 
(10.5)(20/10.5) = (10.5)(1.90476). If we proceed further, we will next use 
(10.5 + 1.90476)/2 = 6.20238. This process can be continued, getting closer 
to the correct value. When the two factors differ by less than 1 millionth, 
the result is certainly as accurate as required. 

We will now let our specific 20 be replaced by N, and we will let our trial 
factor, first 20, then 10.5, etc., be denoted by M. The procedure we have 
followed then gives rise to the flowchart indicated in Figure 1.31. The flow­
chart indicates the steps we used in our numeric solution and also indicates 
the order in which they must be performed. Furthermore, the flowchart 
indicates where the decision is to be made which determines whether we 
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will try another step or whether we should quit. This type of illustration can 
be very helpful in clarifying the logic involved in solving many problems, 
whether they are strictly mathematical or not. It will be particularly helpful 
to use a flowchart if a problem is to be programmed for a computer, for the 
computer will follow the instructions given it and it is the responsibility 
of the person writing the program to have the correct logic. 

We will use flowcharts from time to time throughout this text. They are 
intended merely to clarify some of the techniques or arguments that we 
employ. If you have access to a desk calculator or computer, the flowcharts 
can be used to map out the successive operations you will want to use. We 
will designate some problems as those particularly applicable to the use of a 
desk calculator or computer, and you will find it most helpful if you draw a 
flow chart of these problems prior to mapping out your set of instructions, 
or your program. It will also be helpful in many other instances to take 
advantage of this particular form of doodling, for such pictures help clarify 
the method of solution for the larger problems. 

EXERCISES 

1. Draw a flowchart to indicate the logic involved in proving that C a) C b) = abo 

2. Draw a flowchart to illustrate the procedures you use in planning your study 
session for the next evening on which you expect to study. 

3. Use the flowchart given in Example 9.2 and following this flowchart find J30 correct 
to the number of decimal places indicated by your instructor. 

4. What modifications would you have to make in the flowchart of Example 9.2 in 
order to permit N to be other than positive? (These modifications might include pre­
sentation of an error message, computation, or whatever else might be appropriate.) 

5. Draw a flowchart to indicate the procedure for solving a quadratic equation. 

6. Draw a flowchart for plotting a complex number on the Argand diagram and then 
putting the number in polar form. 

7. Draw a flowchart for taking the words on this page and putting them in alphabetical 
order. (Ignore symbols and numbers.) 

8. Draw a flowchart for finding all prime numbers less than 1000. 

9. Draw a flowchart to determine whether a function has an inverse and to find the 
inverse function if it exists. 

10. You are given a set of real numbers and are instructed to firld the sum of all of the 
numbers which are greater than 5. Draw a flowchart indicating your method of 
solution. 

11. Draw a flowchart for the solution of the equation x3 + 4x - 9 = 0 using the 
intermediate value property. 
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1.10 Frequently Used Notation 

As you have undoubtedly observed, the mathematical expression of a rela­
tion is usually much more concise than the expression in English. This 
brevity can be very helpful, but it also can be disturbing. It is essential that 
you be able to understand just what is meant by each mathematical ex­
pression if you are to be able to use that expression intelligently. On the 
other hand, the use of mathematical notation represents a type of shorthand 
which often aids the formulation of problems. In this section we wish to 
discuss certain notation that we will find very useful in the pages that follow. 

The first notation we shall mention is represented by 
n 

I f(j)· 
j=m 

In this notation we observe first the Greek letter capital sigma (I). This 
corresponds to the Latin letter (S), and stands for sum. The symbols m and 
n will refer to integers, and the variable j is the index of summation. This 
notation indicates that we are to take consecutive values of j starting with 
j = m and stopping when we have used j = n, we are to calculate the values 
of the successive functions fU) for each of these values, and then we are to 
add these function values. From this it is apparent that n 2:: m and if n = m 
there is to be a single term, namely f(n). Iffis the identity function and if m 
and n are respectively 4 and 7, we would have 

7 

I j = 4 + 5 + 6 + 7. 
j=4 

Of course there is no reason why we could not use some other index of sum­
mation, and hence 

indicates the sum of the squares of all positive integers up to and including 
25. On the other hand 

17 n 17 
I-=-

n=17n+1 17+1 

since the index of summation, n, starts with n = 17 and also terminates with 
n = 17. As stated above, it would make no sense to start with 17 and terminate 
with 16, for we understand that n is to be incremented by one at each step 
and it would be impossible to reach 16 through incrementation if we were 
to start with 17. 

We should pause to observe a rather obvious fact, but one which is some­
times misunderstood, namely 

n 

Il=n-m+l. 
j=m 
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This follows from the fact thatfU) is the constant functionfu) = 1 and in 
adding the values of fU) we are in fact adding ones. If we look carefully we 
see that there are (n - rn + 1) values of j used, and hence this many ones 
added. In particular, 

7 

Il = 5. 
j= 3 

Here we add a one for j = 3, for j = 4, for j = 5, for j = 6, and for j = 7, 
and the result will be five. 

Having this notation, we will now prove some results which will aid us in 
the manipulation of the sigma notation. 

Theorem 10.1. Ifc is a constant, then 
n n 

I cfU) = c I fU)· 
j=m j=m 

PROOF. Since c is a constant, we can factor c out of each term of the sum­
mation by the distributive property. Note that since fU) is not generally a 
constant, the value of fU) would differ in the various terms involved and 
the distributive property would not apply to f(j). 0 

Theorem 10.2. If p, q, and r are all illtegers and if p s q < r, then 
q r r 

I f(j) + I f(j) = I f(j). 
j=p j=q+l j=p 

PROOF. Write out the terms involved and note that the second summation 
starts with the term that would have appeared immediately following the 
last term of the first summation. 0 

Corollary to. t 
n n+l 

I f(j) + fen + 1) = I f(j)· 
j=m j=m 

PROOF. Use Theorem 10.2 where p = rn, q = n, and r = n + 1. In this case 
the second summation of Theorem 10.2 is just a single term. 0 

Theorem 10.3 
n 

I [f(j + 1) - f(j)] = fen + 1) - fern). 
j=m 

PROOF. 
n 

I [f(j + 1) - f(j)] = [f(rn + 1) - fern)] + [f(rn + 2) - f(rn + 1)] 
j=m 

+ ... + [fen) - fen - 1)] + [fen + 1) - fen)]. 
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From this it should be clear that for each positive term exceptf(n + 1) there 
is a corresponding negative term to counteract it and for each negative term 
except f(m) there is a corresponding positive term. Hence, the only two 
terms left are f(n + 1) and the negative off(m). D 

Theorem 10.4 

n n n 

I [fU) + gU)] = L fU) + I gU). 
j=m j=m j=m 

OUTLINE OF PROOF. Write out the terms on each side of the equal sign and 
note that the associative and commutative properties of addition are sufficient 
to rearrange one side in order to obtain the other. D 

Another symbol that we use often is the factorial symbol. The factorial 
is indicated by the exclamation mark. Thus we have the definition 

Definition 10.1. If n is a positive integer, then the product of all positive 
integers I, 2, 3, ... , n is called n factorial and is written n!. 

EXAMPLE 10.1. Evaluate 7!. 

Solution. 7! = (1)(2)(3)(4)(5)(6)(7) = 5040. 

Theorem 10.5. (n!)(n + 1) = (n + I)!. 

PROOF. Since n! is the product of the first n positive integers, if we multiply 
n! by (n + 1) we have the product of the first (n + 1) positive integers, and 
hence have (n + I)!. 0 

There are many formulas which we shall see that can be written more 
concisely with the factorial notation. However, it is often the case that there 
is one term (and possibly more) which would fit the formula if we could 
use O! and if O! were to have the value of one. While this seems somewhat 
odd to have O! = 1, there are in fact some very good reasons why this should 
be done. We shall see these later on when we study the gamma function in 
Chapter VII. In order to take care of the customary usage at this point, 
however, we will content ourselves with a definition. 

Definition 10.2. O! = 1. 

In this way we have the definition to which we can refer, and we will 
not have to concern ourselves with any further proofs. 

In this section we have introduced two items of notation which have wide 
usage in mathematics. As in the case of all mathematical symbols you should 
make certain that you can translate each equality or inequality into words 
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or ideas in order that you understand what the mathematical statement is 
trying to state. If you are careful to understand each mathematical state­
ment, you will find that most of the things that we will be doing will be 
common sense. 

EXERCISES 
n 

Note: The form IZ=l is equivalent to the form I. 
k=l 

1. Write out and evaluate each of the following: 

(a) D=-2k 

(b) I]=3/ 
(c) B~4 1 

(d) Ii=-2 t3 

(e) D=2jV + 3) 
(f) TI=o (-Ilk 
(g) D=o (-I)ij! 
(h) D=o 2k 

(i) IZ=2 Jk+2 
2. Express in sigma notation each of the following: 

(a) 4 + 9 + 16 + 25 + ... + 121 + 144 
(b) 27 + 64 + 125 + 216 + 343 
(c) 1 - 2 + 3 - 4 + 5 - ... + 99 
(d) 2 + 6 + 18 + 54 + 162 + 486 + 1458 
(e) 1 + 2 + 4 + 8 + 16 + 32 + 64 + 128 + 256 
(f) 1 - 2 + 4 - 8 + 16 - 32 + 64 - 128 + 256 

3. Prove that each of the following is correct by quoting a theorem and also by writing 
out the terms. 

(a) It=1 k/(k + 1) + IJ=sjJV + 1) = TI=I k/(k + 1) 

(b) IZ=3 k2 + B~8 k2 = B~3 k2 

(c) D=I ,J< + r 7 = IZ=I,J< (r is a constant.) 
(d) B~l [(k + 1)2 - k2] = B~I [2k + 1] = 112 _12 = 120 

(e) D=o [(k + I)! - k!] = 7! - O! = 5039 

4. (a) Show that D=d = D=I (6 - j + I) 
(b) Show that D=d = D=dn - j + 1) 
(c) Show that D=I [j + (n - j + 1)] = n(n + 1) 

(d) Show that Ii= 1 j = n(n + 1)/2 

5. (a) Show that I]=2jV + I) = D=3 V - I)j 

(b) Show that D=mjV + I) = Ir~~+ 1 V - l)j 
(c) Show that Ii=/II fV) = D;;;~- 2 fV + 2) 
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6. Prove that (x - y) D:A X(n-I)-kl = ~:;;:A [xn-kl- X(n-I)-kl+I] 

= D:A xn-kl - D= 1 xn-kl 
= Xn _ yn. 

7. Prove that (x + l)n - xn = L;;:A (x + 1)(n-I)-kxk. 
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8. (a) Prove if x> 0 then D:A (x + 1)(n-I)-kxk < D:A (x + 1)n-1 = n(x + 1)n-1 

(b) Prove if x> 0 then D:A (x + 1)(n-l)-kxk > D:A xn- I = nxn- I 

(c) Prove if x > 0 then n(x + l)n-1 > (x + l)n - xn > nxn- I 

9. Find the value of each of the following. 

(a) 7 !j(3!4!) 
(b) 24!/22! 
(c) (12)(11!) 
(d) D=o (( -l)k/k!) 

10. Show that there are 6! ways of arranging 6 people in 6 seats. [Hint: There are 6 
places in which the first can be seated, 5 in which the second person can be seated 
after seating the first one, etc.] 

11. (a) In how many ways could 30 persons be seated in 30 chairs? 
(b) If there are 100 drops of water in one cubic centimeter, and if we consider that 

the radius of the earth is 4000 miles with an atmosphere stretching out an 
additional 100 miles, show that if the earth and its atmosphere were entirely 
water there would be more ways of seating 30 persons in 30 chairs than there 
would be drops of water in this very wet world. 

12. (a) Show that nn > n! for any integer n > 1. 
(b) Show that 36 > 6! but 37 < 7! 

13. (a) Show 6 !j(2!4!) + 6 !/(3!3!) = 7 !/(3!4!) 
(b) Show 11 !j(4!7!) + 11 !/(5!6!) = 12 !j(5!7!) 
(c) Prove n!j(k!(n - k)!) + n!j((k + 1)!(n - k - I)!) 

=(n + 1)!j((k + 1)!(n - k)!) 

1.11 Mathematical Induction 

There are many occasions in mathematics where it is necessary to know 
that a formula is correct for all positive integers, or for some infinite subset 
thereof. If it were necessary to use only a few values, these could be checked 
individually, but it is impossible to verify each case for an infinite set of 
values. Therefore, it is necessary to find some alternate method of proof. 
The usual method in this instance is known as proof by mathematical induc­
tion and it is this method which we will be investigating in this section. We 
will start with an Example. 

EXAMPLE 11.1. Prove that for any positive integer, n, the sum of the first n 
even integers is given by n(n + 1). 
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Solution. This is equivalent to asking us to show that for any positive 
integer, n, it is true that 

n 

L 2k = n(n + 1). 
k=l 

It is easy enough to check this result for n = 1, for we would then have 

1 

L 2k = 1(1 + 1) = 2 
k=l 

but the summation on the left side of this relation involves only the single 
term for which k = 1. In similar fashion we could check the result for n = 2, 
and we would have 2 + 4 = 2(2 + 1) = 6. As we indicated in the first 
paragraph of this section, it would be impossible to continue this for all 
positive integers. Therefore, having established that this is true for n = 1 
and n = 2, we will investigate whether the fact that it is true for some value 
of n assures us that it is also true for the next possible value of n. If this in­
vestigation is successful, we would then have the fact that since it is true for 
n = 2, it is also true for n = 3, but then it would be true for n = 4, and hence 
for n = 5, etc. We would thereby have accomplished our mission. 

In order to carry out the suggested investigation, let us start with a value 
of n for which we know the result to be correct. This, of course, could be 
either 1 or 2 in this case. We then wish to investigate whether it is correct for 
(n + 1). Using the Corollary of the last section we can write 

n+ 1 n 

L 2k = L 2k + 2(n + 1) = [n(n + 1)] + 2(n + 1) = (n + 1)(n + 2). 
k=l k=! 

Our substitution of n(n + 1) for L~=! 2k is permitted by our choice of n 
as a value for which these two expressions are equal. It is clear that 

(n + 1)(n + 2) = (n + 1)[(n + 1) + 1] 

would be the result obtained if in the original expression we were to replace 
n by (n + 1). It is also clear that the correctness of the given expression for an 
integer n assures us that the expression is correct for (n + 1). Hence we 
have done what we set out to do. 

You would do well to read through this solution more than once, and to be 
sure that you can write it out, complete with the reasons for each step. The 
method of mathematical induction requires that we first establish the cor­
rectness of the desired result for some beginning value of n (in this case for 
n = 1). Then we further prove that if n is a value for which the statement is 
correct it must follow that the statement is also correct for (n + 1). One of 
these parts without the other is not sufficient. This method of proof makes 
use of a set of integers starting with some initial value and then continuing 
with all subsequent integers. It is used sufficiently often that it merits a name 
of its own. 
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Definition 11.1. A set S(N) is an inductive set provided N is an element of 
S(N), and the statement "n is an element of S(N)" implies that (n + 1) is 
also an element of S(N). 

The set of positive integers is the inductive set S(1), and the set of non­
negative integers is S(O). Proof by mathematical induction, then, is a proof 
establishing the fact that a given statement is correct for some inductive 
set. Our proof in Example 1 involved showing that the truth set for the 
equation 

n 

I2k = n(n + 1) 
k=l 

is the inductive set S(1). We now proceed to another example. 

EXAMPLE 11.2. Prove by mathematical induction that 

± k(k + 1) = n(n + l)(n + 2) 
k=l 3 

for all integers in S(I), that is for all positive integers, n. 

Solution. The first step in induction is to show that this statement is correct 
if n = 1. We do this by direct substitution. Thus 

± k(k + 1) = 1(1 + 1) = (1)(2) = 2 = 1(1 + 1)(1 + 2). 
k=l 3 

We now proceed to the second step of induction. We assume that n is a 
number for which the statement is correct and then attempt to show that 
it must follow that the statement is also correct for the value (n + 1). If 
we can do this, we have shown that the statement is in fact true for all values 
of n in S( 1), for we have included 1 and all integers which follow an included 
integer. Now to carry out the second step of the proof, assume that n is an 
integer for which this is correct, and hence 

± k(k + 1) = n(n + 1)(n + 2). 
k=l 3 

We wish to show that it follows that 

nfk(k + 1) = (n + l)[(n + 1) + 1][(n + 1) + 2] 
k= 1 3 

(n + l)(n + 2)(n + 3) 
3 
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But the Corollary of the last section states that 

n+ 1 n 

L k(k + 1) = L k(k + 1) + (n + 1)[(n + 1) + 1] 
k=l k=l 

n(n + 1)(n + 2) ( 1)( 2) = 3 + n+ n+ 

= (n + 1)(n + 2) [i + 1] = (n + 1)(n ; 2)(n + 3) 

and this is just what we wished to demonstrate. You might observe that the 
algebra in this case is simplified by factoring out the common factors in the 
second line, hence making it unnecessary to multiply the factors together. 
The algebra can frequently be eased by noting items such as this. 

As we have already noted, there are two parts to any proof using mathe­
matical induction. It is essential that both parts be completed. For instance, 
it is true that 

n 

L k3 = (2n - 1)2 
k= 1 

for n = 1 and for n = 2, but it is also true that this is not correct for any 
other value of n. Consequently, the first step of the proof could be carried 
out but the second one would fail. On the other hand, the second part of 
the mathematical induction proof can be carried out for the relation 

but this statement is not correct for any value of n. Therefore, it would not 
be possible to carry out the first step of the proof. 

It would be instructive to illustrate the fact that mathematical induction 
applies to problems involving inequalities in a manner very similar to that 
used for equalities. 

EXAMPLE 11.3. Prove 

n-l 4 

L k 3 <~. 
k=O 4 

Solution. We note that the first value of n that fits in with our definition 
of a summation in this case is n = 1, and upon checking we see that with 
n = 1 this relation becomes 0 < 1/4, a statement which is certainly correct. 
Thus, we observe that the first step in showing that this is correct for the 
inductive set S(1) has been carried out. 
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For the second step we will assume that n is a value for which this is correct, 
and then see what happens for the value (n + 1). Thus, we investigate 

n n-i n4 
L e = L k3 + n3 < - + n3 • 

k=O k=O 4 
If we show that n4 /4 + n3 < (n + 1)4/4, we can then write 

~ k 3 n4 3 (n + 1)4 
~ <-+n<---

k=O 4 4 

and we will have completed our proof. Note that n4/4 + n3 < (n + 1)4/4 is 
equivalent to (n + 1)4 - n4 > 4n3 and this is precisely the result that we 
had obtained in Exercise 8c of Section 10 with the substitutions n = 4 and 
x = n. Hence, we have shown the second part of the induction proof, and 
therefore the given result is correct. This example illustrates the fact that 
it is sometimes helpful to compare the result obtained by incrementing n with 
the result we desire in order to determine whether the desired result is correct. 
This particular result is illustrative of a situation in which we do not have the 
value of the summation, but we do have a bound for this value. In other 
words we know that the sum of terms which are the cubes of non-negative 
integers will be less than a number which we can easily calculate. 

While we have started with the value n = 1 in each ofthe examples we have 
considered, there will be instances in which it will be necessary to start with 
some other starting value. Thus we might have started by showing that the 
statement is correct for n = 5. In this case, the inductive step would then 
have shown the statement to be correct for all numbers in S(5). This would 
not state that the result is not correct for n = 1, 2, 3, and 4, but it would not 
have implied that the result even had meaning for these values. If you were 
to try to prove the correctness of the statement 

n 1 n - 1 
L k=2k(k-l) n 

it should be apparent that n = 1 would be meaningless here. First of all you 
would start with the value k = 2 and end with the value k = 1 by incrementa­
tion, (a difficult feat), and secondly you would have a denominator of zero. 
Therefore, you would wish to verify that the truth set includes S(2). 

It would be in order to ask a question concerning what types of results 
should be proven by mathematical induction. Since this method clearly 
applies most easily to those cases in which the key numbers are integers, it 
would seem as a general rule that if we have a theorem involving all real 
numbers we would hardly expect to use mathematical induction, regardless 
of whether the letter n was used for the variable or not. It does not follow that 
if we are only using integers that we always use mathematical induction, 
but it would appear that if we could start at some point and work our way 
up, then induction would certainly be worth a try. 
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We can use a flowchart to illustrate the method of proof by mathematical 
induction. The first thing that we should consider is whether induction is 
appropriate, and if it is we must determine a starting value. If the relation is 
correct for the starting value, we proceed to the induction portion of the 
problem. While this flowchart is handy as an outline of the procedure which 
you should follow, it fails to indicate the care that you should take to insure 
that you make no mistakes in algebra. It also fails to indicate the use of the 
Corollary of the last section for those situations in which summations are 
used. In other words, you must do some thinking as you do your work. 
However, as you have already discovered, that is something that is required 
in doing anything in mathematics. This flowchart, as shown in Figure 1.32, 
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DETERMINE 
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VALUE. C 

IS 
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TRUE FOR 
VALUEK? 

INCREMENT 
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would not be one you would wish to follow if the result is correct for all 
integers. Note that in this case there is no way of bringing your work to a 
halt. Do you think it would be possible to remedy this defect? 

You will note that some of the exercises at the end of this section carry a 
notation that the results will be used at a later point. It is suggested that you 
pay particular attention to these exercises and note the results in order that 
you may return to them as needed in the next two chapters. 

EXERCISES 

1. Prove Lk= 1 (2k - 1) = n2 

2. Prove Lk= 1 (4k - 3) = n(2n - 1) 

3. Prove Lk=2 1/(k(k - 1» = (n - l)/n 

4. Prove Lk=I/ = n(n + 1)(2n + 1)/6 

5. Prove Lk= 1/ = n2(n + 1)2/4 

6. Prove IL 1 k(k - 1) = n(n2 - 1)/3 

7. Prove Lk= 1 (2k - 1)2 = n(2n - 1)(2n + 1)/3 

8. Prove Lk=1 1/(4e - 1) = n/(2n + 1) 

9. Prove IL 1 (1/(x + k)(x + k - 1» = n/x(x + n) if x > 0 

10. Prove I Lk= 1 f(k) I ::;; Lk= 11 f(k) I 

11. Prove Lk:6 3k = (3" - 1)/2 

12. Prove Lk= 1 (O.1)k = (1 - (0.1)")/9 

13. Prove Iz = 1 arj - 1 = a(r" - 1 )/(r - 1), provided r i= 1. [This result will be used 
later.] 

15. Prove (cos 8 + i sin 8)/1 = cos n8 + i sin n8 for any positive integer n. This result 
is known as DeMoivre's Theorem. [This result will be used later.J 

16. Use the result of Exercise 15 and the expansion of (cos 8 + i sin 8)3 to find formulas 
for cos 38 and sin 38. 

17. Prove Lk= 1 k4 ;::: n5/5. 

18. Prove IT: = 1 knl > nnl+ 1/(m + 1). 

19. Prove Lk:6 km < nnl+l/(m + 1). 

20. Prove 2:;::6 knl < nm+1/(m + 1) < Lk=1 km. [This result will be used later.] 

21. Prove (x + y)" = Lk=o (n !/[(n - k)!k !J)X"-kyk. This result is known as the binomial 
theorem. [Hint: Use Example 13 of Section 1O.J 
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22. Use the preceding result to expand (2x - 3)6. 

23. Use Exercise 21 to prove Lk=O n!/«n - k)!k!) = 2n. [Hint: let x and y both have 
the value 1.] 

24. Use Exercises 15 and 21 to evaluate cos se and sin se. 



CHAPTER II 

Integration 

11.1 Illustrative Problem 

We will start this chapter with the consideration of a relatively simple 
problem in determining costs, and then consider what would happen if the 
problem were to be made more realistic. The results of this consideration 
will indicate many questions which must be answered, and will ultimately 
lead to the definition of one of the two basic concepts of the calculus. 

Let us look in on the story of the Carefree Communication Company 
after they have perfected their new Smell-a-Phone for the aromatic touch. 
The Smell-a-Phone, henceforth referred to as SAP, went into production 
on January first ofthis year, and a careful record has been kept of all pertinent 
information. As a result there are numerous records of the cost of manu­
facture of each SAP on each day, and of the total number manufactured by 
the end of each day. Needless to say, these records are necessary not only for 
stockholders but also for tax purposes, negotiations, etc. Now the cost of 
manufacture will vary, for the cost of materials, the amount of overtime pay, 
and even the amount of plant overhead changes at surprisingly short in­
tervals of time. Therefore it is not possible to compute manufacturing costs 
by taking the cost of manufacture of any single SAP and multiplying by the 
total number produced to date. However, the total cost of manufacture is 
required, and since no one who is not actively engaged in the manufacture 
of SAPs knows the multiplication tables, they have decided to hire you to 
compute the amount spent so far for the manufacture of these valuable 
instruments. When you agreed to take the job, you were given a table, the 
first portion of which has been reproduced in Table Ill, and you noted that 
for each day you have a function C(t) which represents the unit cost of manu­
facture on the trth day, and you also have the function n(t) which indicates 

85 



86 II Integration 

Table II.1 

C(t) net) C(t) net) 

8.94 6 11 9.24 105 
2 8.95 13 12 9.23 119 
3 9.02 21 13 9.26 131 
4 9.08 30 14 9.25 145 
5 9.07 41 15 9.31 156 
6 9.19 51 16 9.43 169 
7 9.19 62 17 9.39 183 
8 9.21 72 18 9.51 198 
9 9.22 84 19 9.52 213 

10 9.20 94 20 9.51 229 

the total number of SAPs that had been manufactured from the beginning 
of production to the end of the t-th day's work. Having been well trained, 
you start in a logical fashion by drawing a flow chart of the work to be 
performed. This flow chart is shown in Figure ILL Needless to say, this was 
not the first flow chart, for you had started by putting in a computation 
block for each day, but you had soon observed that the chart could be refined. 

START 

GET CLEAN 
PAPER 

LET T = 1 

COMPUTE COST 
OF PRODUCTION 

FOR T-TH DAY 

AM I 
THROUGH? 

YES 

Figure ILl 

WRITE 
RESULTS 
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Also you had become aware that many of these jobs had cycles or repeti­
tions, and that you should take advantage of these by producing a loop in 
the flow chart. 

At this point you start the computation, and following the directions 
given in the flow chart, you compute as indicated in the following expres­
sion: 

C(l)n(l) + C(2) [n(2) - n(I)] 

+ C(3) [n(3) - n(2)] 

+ C(4)[n(4) - n(3)] 

(ll.l.1) 

but then you stop, for you realize that you have a repetition and you could 
have written 

p 

Cost of Production = L C(k)[n(k) - n(k - 1)], (11.1.2) 
k=l 

provided, of course, you had agreed that nCO), which had not previously 
seemed necessary, would have the value zero. Of course, p is the number of 
the present day of production, and you now have a formula for the cost of 
production to the present time. At this point it is a routine job to settle back, 
substitute the numbers from the table that has been provided you, and 
complete the calculation before collecting your salary. You are aware, of 
course, that we are obtaining the number of SAPs manufactured on the 
k-th day by taking the difference [n(k) - n(k - 1)], that is subtracting the 
number manufactured by the beginning of the k-th day, or the end of the 
(k - 1)-st day, from the number manufactured by the end of the k-th day. 
By the circumstances surrounding any decent manufacturing operation, 
this difference is bound to produce a non-negative result, and in fact it is 
presumed that it will be a positive result. (This is worth noting for later 
generalization of this illustration.) 

Just as you begin to feel that you have accomplished that for which you 
were hired, some foreman breaks in to remind the Carefree head book­
keeper that in reality the C(k) was never constant for an entire day, for the 
special Odor-metal that they were using is very expensive and hard to ob­
tain, and they are seldom able to keep much inventory. The price seems to 
go up with each reorder, and therefore the SAPs made later in a given day 
might well use some of a later, more expensive, shipment and would therefore 
cost more to produce. The foreman had a record of just when these different 
shipments came into use, and hence he could refine the table that you had 
been using with such painstaking care. Now instead of using k to represent 
the number of days since the start of the company it would become necessary 
to think of k (or some other variable) as representing a time at which the cost 
of manufacturing a SAP would change. In order to make this apparent you 
used the symbol X k to represent the k-th time the manufacturing cost changed. 
Thus Xo was the start of manufacturing SAPs, Xl was the moment when the 
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cost of production first changed, X 2 the instant of the second cost change, 
etc. Now you have n(xk) as representing the total number of SAPs manu­
factured at the time of the k-th change in the cost of manufacturing a single 
SAP. To further generalize the notation you decide to let tk denote some 
moment of time in the interval when you have the k-th distinct manufac­
turing cost. Thus tl would be in the interval before Xl' or in the interval 
[xo, Xl), and t2 would be in the interval [Xl' x 2). Since the cost of manufacture 
is constant throughout the interval [Xk-l, Xk), you do not really care which 
of the possible values of tk you select from this interval. Now you proceed 
to write the expression analogous to (II.l.2) using this new notation, namely 

N 

Cost of Production = L C(tk) [n(xk) - n(xk-t)]. (II. 1.3) 
k= t 

You nott: that [n(xk) - n(xn _ 1)] is the number of SAPs manufactured 
during the interval [Xk _ t, x k), and thus you have added the total cost of 
manufacture for each of the time intervals involved, be they very short or 
very long. In this case the value N is the total number of such intervals since 
the start of manufacture, and if there have been many cost changes N can be 
rather large. At this point you pause to consider the situation and observe 
that n(x) is an increasing function and the lengths of the intervals [Xk-l, Xk) 

may differ. 
If it were to happen that other persons came in with information indicating 

more frequent changes of production costs, you might find that the time 
intervals involved would become very short. In fact, a realistic view of the 
situation would suggest that the various incoming supplies would become 
mixed up and the cost of manufacture would appear to vary continuously. 
In this case it would be so inconvenient to use (Il.1.3) with a very large number 
of small time intervals that one would be well advised to consider using some 
reasonably short time interval, say two minutes, and let tk be some moment 
in the time interval such that C(tk ) would be expected to give some kind of 
an average cost of production over that short interval. You realize, of course, 
that this would no longer give an exact amount, but it would be sufficiently 
close to the correct amount that it would probably serve for all practical 
purposes. It would be possible, of course, to select the highest cost during 
the given time interval and then to obtain an upper bound for the manu­
facturing cost. It would also be possible to obtain a lower bound by using 
the lowest cost in each time interval. The correct value would be somewhere 
between the upper and lower bounds, and if the two bounds are close to 
each other you may feel rather comfortable about your result. If they are 
far apart you will probably want to go back and repeat your calculations 
using a shorter time interval, say one minute or perhaps thirty seconds. 
It would seem intuitively clear that at some point the time interval would be 
sufficiently short that the two bounds would be within a dollar or less of 
each other, and this is close enough even for tax purposes. 
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EXERCISES 

1. Using the data of Table ILl of this section, calculate the cost of manufacturing the 
first 229 SAPs. 

2. State clearly the relationship between the original choice of k in this section and the 
later choice of X k and tk • How do the various possible methods of selection of these 
values affect the calculation? 

3. A certain student has observed that the amount learned on the k-th day of school is 
p(k) percent ofthe number of pages read. If the number of pages read from the begin­
ning of school through the k-th day is given by n(k), find an expression for the total 
amount learned during the first 100 days of school. Ignore the fact that some material 
learned in the first few days may be forgotten by the 100-th day. 

4. How would you change your answer to Exercise 3 if you were given the fact that the 
percent learned would vary not only with the day but with the time of day? Discuss 
a technique similar to that used in this section which would permit you to find an 
upper and lower bound for the amount learned. 

5. Would the problem of the Carefree Communication Company be affected in any 
way if C(x) and n(x) were continuous? Would there be any affect if C(x) and n(x) 
were not monotonic? How would you interpret the fact that C(x) might not be 
monotonic increasing? Could you interpret a situation in which n(x) would not be 
an increasing function? 

6. A solid object is made by gluing together several disks, each in the form of a right 
circular cylinder. The centers of the disks are along a common axis. If you think of 
the problem of finding the volume of this solid as a problem in which you proceed 
from one end to the other along this common axis with the volume of each disk 
being obtained by considering the length of travel through that particular disk 
multiplied by the cross sectional area, you will be able to express the volume as a 
sum in a manner similar to that of the problem of this section. Carry out this pro­
cedure for a solid consisting of 10 disks if the k-th disk has a radius of k and a thickness 
of 11k. 

7. Consider a sphere of radius 6 as being approximated by a solid similar to that of 
Exercise 6 by taking a very large number of disks with centers along a diameter of the 
sphere, each of the disks being very thin. Would you be able to obtain a reasonable 
approximation of the volume of the sphere using the method of Exercise 6? If you 
have some calculating device or computer available, carry out this computation for 
disks with a thickness of 1 inch and for a thickness of 0.1 inch. 

8. Give at least three additional examples of problems in which this type of computation 
could be used to give an approximation for a quantity which may be desired. 

9. Why was it desirable to use the semi-open subintervals [Xk-l, Xk) in the problem of 
this section? What affect would the inclusion of the end point, Xb have had on the 
result? Would this inclusion of X k have had a similar result in approximating the 
volume of the sphere in Exercise 7? 
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II.2 Partitions 

In the consideration of the problem of Section II. 1 we were given information 
which made it desirable to break up the interval of time involved into sub­
intervals. Thus, we considered the set of real numbers {xo, XI' X2,"" xn} 
to be the points of subdivision. Each successive pair of points determined one 
of the sub-intervals of the interval [xo, xn]. We will now formalize this 
procedure in a definition, with the understanding that we are concerned 
here with real numbers only. 

Definition 2.1. A partition of an interval [a, b], (a < b) is defined to be a set of 
(n + 1) points {xd, (k = 0, 1,2, ... , n), (n ;:::: 1), such that a = Xo < XI < 
X2 < ... < Xn = b. This partition is denoted by pea, b], and if there is no 
doubt about the interval we will merely use the notation P. 

It should be clear from the definition that there are a large number of 
partitions for any interval on the real axis. (The fact that we have used 
inequalities would limit us to the real numbers.) Thus, we might have 
PI[2,5] = {2, 2.4, 4, 5}, and we might also have P2 [2, 5] = {2, 3, 5}. The 
only points which are required are the two end points. We note that there 
must be at least two points in the partition, namely the two end points. There 
is no upper limit to the number of points since for any partition it is always 
possible to add at least one additional point by subdividing one of the sub­
intervals determined by the partition. Note that PI determines three sub­
intervals, [2, 2.4], [2.4,4], and [4, 5], whereas P 2 determines the two 
subintervals [2, 3] and [3, 5]. Note that we have used closed subintervals 
here in contrast to the semi open subintervals in Section Ill. The distinction 
usually has little effect on the result, although one might wish to make the 
distinction in certain cases, as we did in Section II.l. 

For a given problem there may appear to be a partition which occurs 
naturally due to the nature of the situation from which it arises. The parti­
tion used in the problem in the last section, where the points of the partition 
were determined by the time at which the production costs changed, was an 
example. In the majority of cases, however, there is no such natural indication, 
and for that reason the partition is to a very great extent an arbitrary matter 
determined by the whim of the person creating the partition. This would 
seem to provide a great deal of freedom in the manner in which a problem 
could be approached, and it would appear that it would not be possible to 
obtain a unique result. However, appearances here are quite deceptive. 
Uniqueness follows as a result, although not an obvious one, ofthe following 
definition. 

Definition 2.2. If pea, b] is a partition of [a, b] and if P*[a, b] is a second 
partition of [a, b] such that P is a proper subset of P*, then P* is a refine­
ment of P. 
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Note that since P must be a proper subset of P*, then p* must have at 
least one more point than P, but must include all of the points of P. (This 
is nothing more than the definition of a proper subset.) Thus, if we were to 
consider the illustrations above, we might also consider 

P 3 = {2, 2.4, 3,4,4.6, 5}, 

and we would observe that this is both a refinement of PI and P 2' Note that 
a partition is not a refinement of itself. Note also, that the intervals in a 
refinement are never longer than the intervals of the set of which we have 
the refinement. 

The observations that we have made lead us to two important conse­
quences of our definitions, one a further definition, followed by a theorem, 
and the other a theorem. 

Definition 2.3. Let Pea, b] be a partition of [a, b], and let d(P) be the largest 
difference of the form (Xk - Xk- 1 ). We define d(P) to be the diameter of the 
partition P. 

Theorem 2.1. Let P*[a, b] be a refinement of P[ a, b]. Then d(P*) :s; d(P). 

OUTLINE OF PROOF. Consider the intervals of P and the intervals of P*. 
Show that no interval of p* is longer than the longest interval of P. 0 

I[ we were to consider a succession of refinements, and then the corres­
ponding diameters, we would have a monotone decreasing sequence of 
diameters. Does this guarantee that the diameters of successive refinements 
will of necessity get smaller? 

The other item coming from our considerations above was suggested by 
the partition, P 3, of the illustration used. 

Theorem 2.2. Let PI [a, b] and P 2[a, b] be two partitions of the interval [a, b]. 
There exists a partition, pea, b], which is a refinement of both P1 [a, b] and 
P2 [a, b]. 

PROOF. Let PI[a, b] = {ud, (k = 0, 1,2, ... , nl ) and let P2[a, b] = {Vj}, 
U = 0, 1, 2, ... , n2 ). If P I is a subset of P 2, any refinement, P, of P 2 is also a 
refinement of PI' If P 2 is a subset of PI, then P can be any refinement of Pl' 
I[ P I is not a subset of P 2 and P 2 is not a subset of PI' this indicates that PI 
has points that are not in P 2 and P 2 has points that are not in Pl' Hence 
PI U P 2 = P provides a partition, P, which is both a refinement of PI and 
of P 2' (The method of proof is illustrated in Figure 11.2). 0 

Corollary 2.1. If Pk[a, b], (k = 1,2, ... , n) are n partitions of [a, b], then 
there exists a partition pea, b] which is simultaneously a refinement of each 
partition Pk[a, b]. 
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Corollary 2.2. If P 2[a, b] is a refinement of the partition PI [a, b], and if 
P 3[a, b] is a refinement ofP 2[a, b], then P 3 is a refinement of P I. 

Since we will generally be interested in successive refinements of parti­
tions, it thus becomes clear that we are not likely to run into major difficulties, 
for if two persons start with different partitions of a given interval, there will 
always exist a common refinement. 

In equation (11.1.3) we required two sets of points. The set {xd con­
stituted a partition of the interval involved. The set {td was related to this 
partition in that for each value of the subscript k we selected tk in such a 
way that tk was in the closed interval [Xk-I, Xk]. We will now dignify this set 
by means of a definition. 

Definition 2.4. A set T = {td, (k = 1,2, ... , n) is said to be an evaluation 
set of the partition pea, b] if tk is in the closed interval [Xk- I, Xk] for each 
value of k. We shall denote this set by T(P) or T(P[a, b ]), and if there is no 
confusion concerning which partition is involved we will denote the evalua­
tion set merely by T. 

It is clear that if we are given an interval, there are infinitely many parti­
tions, and each partition will have infinitely many evaluation sets. If the 
(.liameter of the partition is small, the selection of each point of the single 
evaluation set is somewhat limited. In some cases we will find that we wish 
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to make specific selections for the elements of the evaluation sets, and in 
other cases it will make little difference which evaluation set we will select 
for a given partition. 

EXAMPLE 2.1. Let f(x) = Jx, and g(x) = x 2• Write down a partition of 
[1, 10] and an evaluation set for this partition. For your partition and 
evaluation set, write down the value of 

n 

L f(td [g(Xk) - g(Xk-l)] 
k= 1 

where n is the number of intervals in your partition. 

Solution. There are infinitely many partitions of [1, 10], but we might use 
{I, 3, 7, 10}. Hence n = 3. There are 3 subintervals in this partition, namely 
[1, 3], [3, 7], and [7, 10]. The evaluation set must then have 3 points, one 
from each of the subintervals. We might use T = {2, 7, 7}. Note that 7 is a 
number in the second and in the third subinterval. Now 

3 

L f(tk) [g(Xk) - g(Xk-l)] = f(2) [g(3) - g(1)] + f(7)[g(7) - g(3)] 
k=l 

+ f(7) [g(10) - g(7)] 

= )2(9 - 1) + )7(49 - 9) + )7(100 - 49). 

At this point the problem is reduced to arithmetic, and you can complete 
the work. 

After solving the problem, we observe that the arithmetic would have been 
easier for human solution if the values selected for the evaluation set had 
been squares of rational numbers. The set {I, 4, 9} would have been an easier 
choice, leading to the result 

1(9 - 1) + 2(49 - 9) + 3(100 - 49) = 8 + 80 + 153 = 241. 

Another observation of this solution indicates the great amount of freedom 
we have in selecting not only the partition, but also the evaluation set. The 
resulting sum can have a variety of results, depending upon both the parti­
tion and the evaluation set selected. If we were to 'choose a refinement P* 
of P such that the diameter of the refinement is no greater than 0.1 we would 
have much less variation in the possible values of the sum, both for P* and 
for any refinement of P*. This is a matter which we will pursue further in 
the next two Sections. 

EXAMPLE 2.2. Find an approximation of the area bounded by y = f(x) = x 2 , 

y = 0, x = 1, and x = 4. Also describe a method by which the area can be 
obtained more precisely. 



94 

y 

15 

10 

5 

II Integration 

2 3 4 x 

Figure II.3 

Solution. This area is indicated in Figure II.3. A specific partition, PEl, 4J 
is also indicated. We have chosen to use here the partition P[l, 4J = {I, 2, 4}, 
although we could equally well use any other partition that appealed to us. 
We have also selected an evaluation set, T = {2,3}, to accompany this 
partition. In the figure we have indicated not only the partition, but also the 
evaluation set. Note that we have drawn horizontal lines through the points 
indicated by the evaluation set. We have also drawn in rectangles such that 
their width covers a subinterval determined by the partition and their height 
is determined by the height of the parabola at the corresponding evaluation 
point. The sum of the areas of these two rectangles approximates the area 
under the portion of the parabola in which we are interested. Since the width 
of the first rectangle is [2 - 1J and the height is f(2), and since the width 
of the second rectangle is [4 - 2J and the height is f(3), we have for our 
approximation of the desired area the expression 

approx. area = f(2) [2 - 1J + f(3)[4 - 2J = 4(1) + 9(2) = 22 

2 

= I f(tk) [g(Xk) - g(Xk-1)J 
k= 1 

where in the last expression we have denoted the points of the evaluation 
set by tb and we have let g(x) be the identity function, g(x) = x, with parti­
tion points {Xk}, (k = 0, 1, and 2). 

With reference to the request for a method for improving our approxima­
tion, we note that we would only have to refine the partition used and then 
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make a corresponding modification of the evaluation set in order to obtain 
what appears to be a better approximation. This is a technique that we will 
be using in the next several Sections. 

EXAMPLE 2.3. Sketch the graph of r = 2 sin e in polar coordinates, and then 
find an approximation for the area included inside this curve between the 
vectors determined by 

n n e ="6 and e = 3" 

Solution. We note that as the angle e increases from 0 to n12, and thence to 
n that r increases from 0 to 2 and then decreases to O. Hence, the general 
shape of the curve will be that which is indicated in Figure 11.4. It is shown in 
Appendix B that this is a circle, but for this problem we do not need a precise 
graph in order to be able to determine an approximate area. We will now 
partition the interval 

and we might well use the partition 

{n n n} 
6' 4' 3 . 

We have drawn in the additional vector to indicate this partition in the graph. 
We next take an evaluation value in each subinterval of the partition. For 
these evaluation points we might select 
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If we now draw in a circular sector with center at the pole and with radius 
equal to the value of r corresponding to the evaluation point for each sub­
interval of the partition, we have in this case two circular sectors as shown 
in Figure 11.4. We can approximate the desired area by considering the sum 
of the areas of these two sectors. Since the area contained in the circle of 
radius 2 sin (n/6) is given by 

area = n [2 sin ~ r 
and the central angle involved is «1/4)n - (l/6)n) radians, we have for the 
area of the first sector 

In similar fashion the area of the second sector is 

(i -~) [2 . nJ2 
2 n sm - . 
n 3 

In each case the fraction indicates the proportion of the complete circle 
being used and 

n[2 sin tk]2 

is the area of the complete circle having a radiusf(tk) = 2 sin tk determined 
by the choice of evaluation point. 

We can now express the approximate area required as 

approx. area = ;n (2 sin ~)T ~ -~ ] + ;n (2 sin ir[i -~J 

Again we might observe that this falls into the same pattern that we ob­
served before. We could write this expression as 

2 I 
approx. area = k~l 2" [f(tk)]2[g(8k) - g(8k- 1)] 

where tk is a point of an evaluation set andf(tk) indicates the radius of the 
circular sector used in approximation, while g(8) = 8 is the identity function 
and the difference indicates the size of the sector being used. A refinement of 
the partition with a corresponding change in the evaluation set would lead 
again to a more accurate approximation of the area involved. 

While it is true that in the majority of cases we can use any partition, 
it is also true that it is frequently easier to use a partition in which the points 
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are equally spaced throughout the given interval. Since we will find it con­
venient to use such a partition frequently, we will give it a name in the fol­
lowing definition. 

Definition 2.5. A partition Pea, bJ is called regular if all subintervals have 
the same length. 

From this definition it follows that a regular partition Pea, bJ having 
(n + 1) points, and hence n subintervals, must have each subinterval of 
length (b - a)/n. In order to see this one must note that the length of the 
entire interval is (b - a) and since there are n equal subintervals, each one 
must be of length (b - a)/n. 

We now have all of the ingredients we need to discuss a summation, such 
as (1I.l.3) more fully, and this we will do in the next section. We have con­
sidered sets without trying to give them specific origins or meanings in this 
section in order that we would not prejudice their use. Thus, the interval 
might be an interval of time, money, distance, amount of material to be 
mastered in this course, or anyone of a number of other quantities. The 
partition may be one supplied by an outside source, such as nature, or may 
be one of our own choosing. The evaluation set may be prescribed, or may 
be selected as the set of points at which the task of evaluating a function, 
such as the CCt) of (11.1.3), can be most easily carried out. Since we can 
start with two different partitions and end up with a common refinement, 
the particular starting point becomes a matter of less concern than the 
ultimate refinement with which we terminate the problem. This generality 
will be helpful in the sections that follow, and will also be helpful in permitting 
the application of these ideas to a broader selection of topics. 

EXERCISES 

1. Write down a partition of [ - 1,3] involving 7 points. What is the value of n for 
this partition? Write down another partition of this interval involving 5 points. 
Obtain three distinct partitions, each of which is a simultaneous refinement of your 
7 point partition and your 5 point partition. 

2. If P[ -1, 3] is a regular partition having 9 points, what are the points of this 
partition? What is the diameter of this partition? If P*[ - 1, 3] is a refinement of 
P[ - 1, 3], what is the minimum number of points in P* if P* is a regular partition? 

3. If P[O, 4] = {O, 0.5, 2, 2.75, 4}, find the refinement, P*, of P having the least number 
of points such that P* is regular. 

4. Let P[ -4, - 2] be a regular partition having 7 points. Let T(P) be an evaluation 
set formed by taking the midpoints of the intervals of P. Give the points of P and of 
T. 

5. Let PI [2, 5] be a regular partition with 5 points and P 2[2, 5] be a regular partition 
having 7 points. Find a regular partition which is a common refinement of PI 
and P2 . 
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6. Let P[O, 4] be a regular partition having 9 points. Show that the points, Xb of the 
partition are given by the relation Xk = 4k/8 for the 9 values of k (k = 0, 1,2,3,4, 5, 
6,7,8). 

7. Let P[O, a] be a regular partition having (n + 1) points. Show that X k = ka/n for 
each of the (n + 1) values of k. 

8. If P[2, 5] is a regular partition having 7 points, show that Xk = 2 + 3k/6 for each 
of the 7 values of k. 

9. If pea, b] is a regular partition having (n + 1) points, or n subintervals, show that 

k(b - a) (n - k)a + kb 
Xk = a + = -----

n n 

for each of the (n + 1) values of k. 

10. Give an illustration which verifies Corollary 2.1. 

11. Give an illustration which verifies Corollary 2.2. 

12. Give an illustration which verifies Theorem 2.1. Complete the proof of Theorem 2.1. 

13. Write down a partition of [2, 4] having at least 5 points, and then write down an 
evaluation set corresponding to your partition. If f(x) = X2 and g(x) = X3, find 
the value of f(t k) [g(Xk) - g(Xk-l)] for each of the values of k. 

14. Using the same partition that you used in Exercise 13 and the same functions 
f(x) and g(x), find the evaluation set T(P) such that each of the terms 
f(tk) [g(xk) - g(xk -I)] is as large as possible. Also find the evaluation set such 
that each of these terms is a small as possible. 

15. Draw a graph of f(x) = X2. Using the method of Example 2.2 of this section, 
. find an approximation for the area under y = f(x) over the interval [0,2] using 

P[0,2] = {0,0.4, 1, 1.2, 1.5, 2} and using T(P) = {0.2,0.8, 1.1, 1.5, 1.5}. Draw the 
rectangles on your graph corresponding to this partition and this evaluation set in a 
manner similar to that used in Figure II.3. 

16. Using the graph and partition given in Exercise 15 find the evaluation set which 
gives the largest possible value for the approximation of the area under the curve 
y = f(x) over the interval [0,2]. Also find the evaluation set which would give the 
smallest possible value for this approximation. Using these evaluation sets find the 
upper bound and the lower bound for the number of square units of area. Does your 
answer to Exercise 15 fall within these bounds? 

17. Show that the diameter of the partition in Exercise 15 is 0.6. Show that it is possible 
to refine this partition indefinitely without making the diameter smaller. Show that 
so long as the refinements considered do not decrease the diameter the upper bound 
for the area and the lower bound will differ by more than 0.5. Find a more precise 
value for this amount by which the upper and lower bounds of area must differ. 

18. Let f(x) = x3 and g(x) = l/x. Using P[1, 3] = {I, 1.5,2.3, 3} and T = {I, 2, 3}, 
compute the value of 

H=l f(t k) [g(Xk) - g(Xk-l)] 
g(3) - g(l) 
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Show that this value is betweenf(1) andf(3). How does this result relate to a concept 
of average value? How would it relate to average value if g(x) were replaced with 
g(x) = x? 

19. Draw a graph of the cardioid r = f(8) = 1 + cos 8. Following the method given in 
Example 3, use the partition P[n/6, n/3] = {n/6, 0.6, n/4, 1, n/3} and the evaluation 
set T(P) = {0.55, 0.7, n/4, n/3} to find an approximation for the area inside the curve 
between the radius vector corresponding to 8 = n/6 and the radius vector cor­
responding to 8 = n/3. 

20. Find an approximation for the area within r = cos 8 and between the vectors 8 = 0 
and 8 = n/l Use an evluation set with three subintervals. 

21. Using your partition of Exercise 20 find the evaluation set which would give the 
smallest possible approximation for area using this partition, and then evaluate this 
smallest possible approximation for area. Do the same thing for the largest possible 
approximation for area. Is your answer for Exercise 20 between the two approxima­
tions you have just obtained? 

22. It is required to evaluate 

I tk[Xk - Xk-l] 
k =1 

where the values Xk are taken from the partition P[ -1, 5]. If d(P) < 0.1, what is 
the maximum difference between the largest possible value for this sum and the 
smallest possible value. Note that the sum can vary depending on the choice of the 
partition and of the evaluation set. 

23. If we were to consider the set of points on the circle x2 + y2 = 4 which are either on 
a positive axis or in the first quadrant, would it be possible to find a partition of this 
set? Could you find a refinement of this set? Would all of the results of this section 
hold in this case? [H int: Could you put all of these points in any order from small to 
large?] 

24. Would it be possible to find a partition of [2 + 3i, -4i] in the Argand diagram? 
What points are permissible here? Does this differ significantly from the partitioning 
of a real interval? Give a reason for your answer. 

25. In the preparation of income tax returns the government permits one to round 
numbers off to the nearest dollar. How does this relate to our use of partitions and 
evaluation sets? How much variation would you expect from the correct value if 
you were to use this method? If your time were worth the current minimum wage, 
would any possible gain to you be worth the time and effort involved in doing the 
additional arithmetic? 

11.3 The Riemann-Stieltjes Sum 

In the consideration of the cost of production problem of Section II.I we 
first established (or had given by the terms of the problem) a partition and 
an evaluation set. We had a cost function provided which was bounded in 
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that there was some finite cost which it could not exceed during the time 
interval in question. Furthermore, the counting function could only increase 
with time, and therefore was a monotonic function. This gave us a glimpse 
of a Riemann-Stieltjes sum. Since we will be using these sums very frequently, 
we will abbreviate this long title and merely call them RS sums. Since we 
will continue to use the adjective bounded, we will pause to define this term 
in a more specific manner before proceeding to a formal definition of an 
RS sum. 

Definition 3.1. A function,f(x), is said to be bounded over an interval [a, b] 
provided there exists a positive number, M, such that IJ(x)1 :so; M for all 
values of x in the interval [a, b]. 

EXAMPLE 3.1. Is the functionJ(x) = 1/x bounded over a domain consisting 
of all non-zero real numbers? 

Solution. We need to determine whether there is a positive real constant, 
M, such that I J(x) I :so; M for all values of x in the domain. Suppose there is 
such a value, M. Then if x is in the interval (0, 11M), we have J(x) > M. 
Hence, whatever value of M we might select, by virtue of the fact that it is a 
positive real constant, it must have a reciprocal which is nonzero and then 
there must be an open interval of values in the domain for whichJ(x) exceeds 
M. Therefore, this function is not bounded over this domain. However, if 
we considered the domain to be all positive real numbers not less than 0.001, 
the resulting function would be bounded, for you could show rather easily 
that a value of M = 1000 would suffice in this case. 

By limiting the domain it is often possible to remove points which would 
cause a function to be unbounded. 

Definition 3.2. If J(x) and g(x) are bounded functions defined over the in­
terval [a, b], and if PEa, b] is a partition of [a, b] and T is an evaluation 
set of PEa, b], then 

n 

S(P, T, J, g) = L J(tk) [g(Xk) - g(Xk-l)] 
k= 1 

is a Riemann-Stieltjes sum (or an RS sum) ofJ(x) with respect to g(x) over 
the interval [a, b] with partition P and evaluation set T. 

Since we will be using RS sums through much of the remainder of this 
book, and since we will be using them to define the Riemann-Stieltjes 
integral in the next section, it is interesting to note that the early develop­
ment of the calculus was very much from an intuitive point of view. G. F. B. 
Riemann (1826-1866) found in his work that he needed to obtain the integral 
of a function that had rather peculiar properties. In order to investigate this 



11.3 The Riemann-Stieltjes Sum 101 

function and to be certain that the results were correct, he established the 
basis for the development of the integral, using what are called Riemann 
sums. These are just like the RS sums provided g(x) is the identity function. 
The work of Riemann was fundamental in the development of the integral, 
and formed the basis for further development by many others, including 
the Dutch mathematician, T. J. Stieltjes (1856-1894). It is the modification 
of Riemann's work as done by Stieltjes that we are developing here. 

EXAMPLE 3.2. Evaluate the RS sum ofJ(x) = x2 - x with respect to g(x) = 

x3 - lover the interval [ -2, 3J with partition P = {-2, 0,1,2.5, 3} and 
evaluation set T = { -1, 1, 2, 2.8}. 

Solution. We note here thatJ(x) and g(x) are bounded in the prescribed 
interval. Hence, we have fulfilled the necessary requirements for an RS sum. 
Since P has five points, n = 4. Hence 

S(P, T, J, g) = S(P, T, x 2 - x, x 3 - 1) 
4 

= I J(tk) [g(xk) - g(Xk-l)J 
k= 1 

= J( -1) [g(O) - g( - 2)J + J(l) [g(1) - g(O)] 

+ J(2) [g(2.5) - g(l)J + J(2.8) [g(3) - g(2.5)] 

= (2)[(-1) - (-9)] + (0)[(0) - (-l)J 

+ (2)[(14.625) - (O)J + (5.04)[(26) - (14.625)J 

= 16 + 0 + 29.25 + 57.33 = 102.58. 

From Example 3.2 we note that we can evaluate an RS sum by the fol­
lowing steps: 

1. Check to make certain that the J(x) and g(x) are bounded over the in-
terval in question. 

2. Determine the partition to be used. 
3. Determine the evaluation set to be used. 
4. Evaluate g(x) at the partition points andJ(x) at the evaluation points. 
5. Calculate the separate terms in the summation and then calculate the sum. 

Since the two functions and the interval will usually be apparent, there is no 
question concerning step (1). There are many partitions that are possible, 
and hence step (2) would suggest that there may be many possible values 
for the RS sum if only J(x), g(x), and the interval are given initially. Let us 
assume for the moment that we have selected a particular partition. We will 
consider the possible alternatives to this choice in the next section. Note 
that when we have selected a partition, we have determined via step (4) the 
value of each of the expressions [g(Xk) - g(Xk-l)J occurring in the sum­
mands. This indicates that the only terms that can affect the value of the 
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sum at this point (having selected the partition) are the f(t k) which depend 
upon the evaluation set. Of course, the selection of a particular evaluation set 
will determine a specific RS sum, but we might wish to consider at this point 
the range of values which the RS sum might have for the given partition. 
Thus, we could attempt to find the largest possible RS sum given this parti­
tion, and we might also try to find the smallest such sum. This would give 
us an interval in which all other RS sums must occur. We will illustrate this 
in the following Example. 

EXAMPLE 3.3. Find the largest and smallest possible values for the RS sums 
S(P, T, x 2 , x 3 ) if P[l, 4] = {1, 2, 4}. 

Solution. Since we are given the partition in this case, we know that there 
are two subintervals and three points, and we also know that for an evalua­
tion set T = {t1' t 2 } we have 

If we wish to have the largest possible RS sum, we should select tl and t2 

so that we will make tti + 56t~ as large as possible. Now t1 must be in 
the subinterval [1,2] and t2 must be in the subinterval [2,4]. Hence, the 
largest value for the sum will be obtained if we choose t1 = 2 and t2 = 4. 
In this case we would have S(P, T, x 2 , x 3 ) = 7(22) + 56(42) = 924. In 
similar fashion, to find the smallest possible sum, noting that the partition is 
not altered, and hence we are still concerned with 7ti + 56ti, we would want 
to use the smallest possible value for t1 and for t 2 . Therefore, we would have 
S(P, T, x 2 , x 3 ) = 7(12) + 56(22) = 231. We are now assured that any RS 
sum of the form S(P, T, x 2 , x 3 ) with the given partition would have a value 
in the interval [231,924]. Needless to say we would not be happy to have 
such a range of values possible, but it would seem likely that we could have 
narrowed the range a great deal if we had started with a partition having a 
diameter smaller than 2. We could also write this result in the form of a 
three part inequality as 231 S S(P, T, x 2 , x 3 ) s 924. 

We will frequently have occasion to obtain bounds of this nature, or at 
least to make use of the fact that such bounds exist. Therefore, as in many 
cases when we wish to make frequent use of a concept with a rather long 
description, we will define some shorter names for these two bounds. 

Definition 3.3. If f(x) and g(x) are bounded functions defined over the in­
terval [a, b], and if pea, b] is a partition of [a, b], then the largest possible 
RS sum considering all possible evaluation sets will be called the upper RS 
sum and will be denoted by U(P, 1, g). Similarly, the smallest possible RS 
sum considering all possible evaluation sets will be called the lower RS 
sum and will be denoted by L(P,f, g). 
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Since the upper RS sum (sometimes called the upper sum) for a given 
f(x), g(x), and partition is obtained by using the evaluation set which gives 
the largest possible sum, the evaluation set has been essentially determined 
when we consider the upper sum. Therefore, it is no longer necessary to 
specify T(P) in the expression U(P,j, g). Of course, there may be more than 
one evaluation set which would give this largest value, but since the value is 
unaffected by the choice of evaluation set even if more than one such set 
exists, it is still not necessary to specify the evaluation set. A similar observa­
tion would hold for the lower sums. We now note that we can write 

L(P,j, g) ~ S(P, T,f, g) ~ U(P,j, g). (11.3.1) 

While it is well to think about each case that arises, it is possible to make 
some generalizations. If g(x) is an increasing function in the subinterval 
[Xk-l> xk], then we observe that [g(Xk) - g(Xk-l)] must necessarily be 
positive. In this instance we would wish to use the largest possible value of 
f(x) over the interval [xk-l> Xk] in order to obtain the term to be used for 
the upper sum. Iff(x) is an increasing function in this subinterval, we would 
then usef(xk) as the value giving us the appropriate term for the upper sum. 
On the other hand, if g(x) is decreasing the difference would be negative and 
we would wish to obtain the smallest possible value off(x) over the interval 
in order to have the term for the upper sum. In case g(x) is not monotonic, 
one would have to simply compute the value of the difference to know which 
value off(x) to use. Furthermore, iff (x) is not monotonic, then it is likely 
that the choice of x to obtain the appropriatef(x) would not be at either end, 
and further investigation might be in order. Such a situation is considered 
in Example 3.4. There is the further possibility that f(x) might be such a 
peculiar function that there is no largest value for the function on the interval. 
In such a situation, sincef(x) is a bounded function, there is an upper bound 
for the values of f(x) on the subinterval, and we would then choose the 
smallest possible upper bound in order to determine the upper sum. This 
latter case is fortunately very rare, but it is worth mentioning that such cases 
can exist. 

EXAMPLE 3.4. Evaluate U(P, x 2 - x, x3 - 1) and L(P, Xl - x, x3 - 1) 
where P[ -2,3] = {-2, 0,1,2.5, 3}. 

Solution. Since g(x) = x 3 - 1 is an increasing function throughout the 
interval [- 2,3], we know that each of the differences [g(Xk) - g(xk- 1)] 
will be positive, and hence we want the maximum value thatf(x) = Xl - X 

can have in each subinterval for the upper sum and we want the minimum 
value for the lower sum. We might help our consideration by drawing the 
graph of y = f (x) over the domain [ - 2, 3] as shown in Figure 11.5. You 
will observe that over the interval [ - 2,0] f(x) is decreasing, and hence the 
largest value of f(x) occurs at x = - 2 and the smallest at x = O. For the 
subinterval [0, 1] on the other hand we note that the largest value of f(x) 
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is zero, and this is attained at both x = 0 and x = 1. The smallest value 
would appear to be about halfway between 0 and 1. We can show that this 
guess is correct by writingf(x) asf(x) = x2 - X = (x - 0.5)2 - 0.25 and 
then note thatf(x) starts with the value ( -0.25) and then adds to this value 
the square of (x - 0.5). Since the square of a real number cannot be negative, 
all values off(x) must either be (-0.25) or be this value increased by some 
positive number. Hence the minimum value for f(x) must be (-0.25) and 
must be attained when (x - 0.5) = 0 or when x = 0.5. For the subintervals 
[1,2.5] and [2.5,3] we see that f(x) is an increasing function and therefore 
the largest value occurs at the right end of the subinterval and the smallest 
value occurs at the left end of the subinterval. Using all of this information 
we have 

U(P, x2 - x, x 3 - 1) = 6[( -1) - (9)] + 0[(0) - (-1)] 

+ 3.75[(14.625) - (0)] + 6[(26) - (14.625)] 

= 48 + 0 + 54.84375 + 68.25 = 171.09375. 

Using the minimum values, we have for the lower sum 

L(P,x2 - x,x3 - 1) = 0[(-1) - (-9)] + (-0.25)[(0) - (-1)] 

+ 0[(14.625) - (0)] + 3.75[(26) - (14.625)] 

= 0 - 0.25 + 0 + 42.65625 = 42.40625. 

Note that we have used the evaluation set {-2, 0 (or 1),2.5, 3} to obtain 
the upper RS sum, and we have used the evaluation set {O, 0.5, 1, 2.5} to 
obtain the lower RS sum. In the case of the upper RS sum we could use 
either of two values for t2 in the second subinterval, and for the lower RS 
sum we found that one point in the evaluation set was not an end point 
of the corresponding subinterval. In the portion of the interval [ - 2, 3] in 
whichf(x) was increasing, the point used to obtain the upper RS sum was 
the right hand end point, and in the portion in which f(x) was decreasing 
we used the left hand end point. The situation was reversed for the case of 
the lower RS sum. 
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In general, if you are asked to evaluate an RS sum, you will need a parti­
tion of the given interval and also an evaluation set appropriate to the 
partition. If you are asked for an upper RS sum or a lower RS sum, you will 
need a partition, but you will also need to stop and consider the functions 
involved in order to assure yourself that you have added as much as possible 
in each of the summands of the summation, or you have added as little as 
possible. Remember that you are working with real numbers and negative 
numbers are smaller than positive numbers. A sketch of the functions in­
volved may prove to be helpful, and may guide you into doing some algebra 
that will corroborate your guesses, just as we did in Example 3.4. Problems 
of the kind we have just considered do not lend themselves well to formulas 
or to a fixed set of rules which can be followed blindly. On the other hand, 
you will not find these problems difficult if you will stop at each step long 
enough to think through which values should be used in order to obtain the 
upper sum or the lower sum, as required. 

EXERCISES 

1. Let P[2, 5] = {2, 3, 4, 4.9, 5},f(x) = x 2 , and g(x) = x 3• 

(a) Evaluate S(P, T, j, g) if the points of T are the midpoints of the subintervals 
determined by P. [That is tk = (Xk - 1 + xk)/2.] 

(b) Evaluate S(P, T, J, g) if the points of T are left-hand endpoints of the sub­
intervals determined by P. [That is tk = Xk- d 

(c) Evaluate S(P, T, j, g) if the points of T are the right-hand endpoints of the 
subintervals determined by P. 

(d) Evaluate U(P, j, g). 
(e) Evaluate L(P, j, g). 
(f) Determine whether the answers to parts (a), (b), and (c) are in the interval 

determined by the answers to parts (d) and (e). 

2. Write down a partition of [1, 4J having five points. If j(x) = l/x and g(x) = x 2 , 

give answers to each of the six parts of Exercise 1. 

3. Find a refinement, P*, of your partition P of Exercise 2. Using the functions given 
in Exercise 2 find U(P*, j, g) and L(P*, j, g). Is the range for the possible RS 
sums larger using your refinement than for the original partition or is it smaller? 
Can you indicate why you think the change has gone in the direction you have 
observed? Does this agree with your intuition (if any) on this subject? 

4. Compute S(P, T, x3 - 3x, x2 + 1) if P is a regular partition of [ -2; 3J having 6 
points and if T is the set of midpoints of the subintervals determined by P. 

5. (a) Evaluate U(P, x2 - X, x 2 ) if P is a regular partition of[ -1, 2J having 4 points. 
(b) Evaluate U(P, x2 - X, x 2 ) if P is a regular partition of [ - 1, 2J having 7 

points. 
(c) Is the partition of part (b) a refinement of the partition of part (a)? Can you 

give a logical reason why your answer to the previous question should have 
been expected'1 (It is not sufficient to merely state that this is the way the 
results turned out.) 



106 II Integration 

6. Repeat Exercise 5 using lower sums instead of upper sums. 

7. Write down a partition P I [ -1,2] and a partition Pz[2, 4], each having three 
points. Write down evaluation sets TI and Tz corresponding to the two partitions. 
Let f(x) = sin(nx/6) and g(x) = (x + 1)/2. 

(a) Evaluate S(P I> TI> 1, g). 
(b) Evaluate S(Pz , Tz,f, g). 
(c) Show that the partition P = PI U Pz and the evaluation set T = TI U Tz 

are partitions and evaluation sets for the interval [ - 1, 4J = [-1, 2J u [2,4]. 
(d) Show that the sum ofthe answers in parts (a) and (b) is equal to S(P, T, f, g). 

8. Let SI = S(PI, TI , f, g) be an RS sum over the interval [a, b] and let Sz = 
S(Pz , Tz,1, g) be an RS sum over the interval [b, c]. Show that S = SI + Sz is 
the RS sum S(P, T, f, g) over the interval [a, c] where P = PI U Pz and 
T=TluTz· 

9. (a) Using the information given in Example 3.4, find a refinement of the given 
partition such that f(x) is monotonic in each subinterval of the refinement. 

(b) Evaluate the upper sum using this refinement of the partition. 
(c) Evaluate the lower sum using this refinement of the partition. 
(d) In what way does the evaluation of the upper and lower sums become easier 

if one uses a partition such that f(x) is monotonic on each subinterval? 

10. (a) Find a partition of [ - 3, 4J such that f(x) = sin(nx/3) is monotonic on each 
subinterval. 

(b) If g(x) = 1/(xZ + 1) find the U(P, j; g) and L(P, f, g) if P is your partition 
of part (a) and f(x) is the function of part (a). 

(c) Would it ease the computation if your partition included any additional points 
required to insure that g(x) be monotonic on each subinterval? 

11. (a) Letf(x) be a constant function. Show that S(P[a, b J, T,/, g) is not dependent 
upon the choice of partition or evaluation set. In other words, all RS sums 
S(P[a, b J, T, f, g) will depend for their value only on the particular constant 
function f(x), upon the function g(x), and upon the interval [a, b]. 

(b) Let g(x) be a constant functiQn. Show that all RS sums S(P, T, f, g) have the 
same value regardless of the choice of interval, partition, evaluation set, or 
function f(x). What is this common value? 

12. Sketch the graph of/ex) = x2 - X + 2 over the interval [ -1, 3J. Find a partition 
P[ -1, 3J having four points, and indicate these points on the x-axis of your sketch. 
Draw vertical lines through these points. 

(a) Set up an RS sum which approximates the area bounded by f(x), the vertical 
lines x = - 1 and x = 3, and the x-axis, and evaluate the sum. 

(b) Evaluate the upper sum and show that this is an upper bound for the area of 
part (a). 

(c) Evaluate the lower sum and show that this is a lower bound for the area of 
part (a). 

(d) Find the average of your answers in parts (b) and (c) and determine the 
maximum amount by which this average area could differ from the correct 
area. [Hint: The upper and lower sums represent extreme values for the area.l 
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13. Using the method suggested in Section 11.2 and again in Exercise 12, find bounds 

for the area bounded by y = ~, x'= - 3, x = 0, and the x-axis. 

14. Using the method suggested in Example 2.3, find an approximation for the area 
within the curve fee) = r = 4 sin 3e, and between the radii e = 0 and e = nj3. 
Also find an upper bound for this area and a lower bound for this area. 

15. Using the method of Exercise 14 find bounds for the area inside the smaller of 
the two loops off(e) = 2 - 4 cos e. [Hint: Sketch the curve and note the values 
of e at which the smaller loop begins and at which it ends.] 

16. (a) Sketch the circle x 2 + y2 = 16. 
(b) Sketch in a sphere obtained by rotating this circle of part (a) about the x-axis. 
(c) Partition the interval [ -4,4] using 9 points. 
(d) Sketch cross sections of the sphere of part (b) formed by plane cross sections 

passing through the partition points of part (c) such that the plane sections 
are perpendicular to the x-axis. 

(e) Replace each segment of the sphere formed by consecutive cross sections 
with a right circular cylinder whose radius is a radius of a cross section of the 
segment of the sphere at some point between the two sides of the segment. 

(f) Add up the volumes of the 8 cylinders of part (e) and show that you have an 
RS sum which approximate the volume of the sphere. 

(g) Find an upper and lower bound for the volume of the sphere using the 
partition of part ( c). 

C17. Repeat Exercise 16 using a regular partition of [ -4, 4] with n subintervals 
and find upper and lower bounds for each computation for n = 25, n = 50, 
n = 75, and n = 100. Also compute these bounds for n = 250, n = 500, n = 750, 
and n = 1000. Note whether the upper and lower bounds are approaching each 
other as the number of subintervals is increased. 

C18. Repeat Exercise 12 using a regular partition having 100 subintervals. 

C19. Repeat Exercise 14 using a regular partition having 100 subintervals. 

M20. (a) A function g(x) is said to satisfy the Lipschitz condition over an interval 
[a, b] if there is a positive constant K such that for any subinterval [Xk-l, Xk] 
of the given interval it is true that 1 g(Xk) - g(Xk- 1) 1 ::; K 1 Xk - Xk - 1 I. Show 
that if P is a regular partition of [a, b] and if both f(x) and g(x) are increasing 
functions satisfying the Lipschitz condition using the constant K, then 

n 

U(P,f, g) - L(P,f, g)::; I [f(xk) - f(xk- 1)] [g(Xk) - g(Xk- 1)] 
k=l 

n 

(b) Show that under the conditions given in part (a) it would be possible to select 
a regular partition of [a, b] such that the difference between the upper and 
lower sums can be made smaller than any given positive number. 

(c) Show that under the conditions given in part (a) it is possible to find a regular 
partition of [a, b] such that all RS sums have essentially the same value. 
By this we mean that all RS sums for the given partition would be within some 
arbitrarily small constant, such as one-millionth, of each other. 
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11.4 RS Sums and Refinements 

The results of the last section, specifically those results summarized in 
(11.3.1), provide us with a means for obtaining an upper and a lower bound 
for all RS sums having the same functions and the same partition. It is clear 
that if the difference [U(P, f, g) - L(P, f, g)] is small we could use any 
one of the RS sums and we would not be overly concerned with the parti­
cular choice of the evaluation set. On the other hand, the work that we have 
done thus far would indicate that if this difference is large we should consider 
refining the partition, for then this difference would probably become some­
what smaller. It therefore behooves us to investigate whether this is, in fact, 
correct. Consequently we shall investigate what results refinement of a 
partition would have on the corresponding RS sums, in particular on the 
upper and lower sums which serve to determine the range in which the other 
RS sums will fall. 

Before we proceed further, there are two items that will simplify our 
development, and in the interests of simplicity we will look at these now. 
If we have a partition, PEa, b], it is possible to obtain any refinement P*[a, b] 
by going through a succession of steps. each step including one more point 
in the partition. Thus we would have a sequence of refinements, each having 
an additional point, starting with the original partition and terminating 
with the refinement that we would ultimately like to have. Each one of these 
steps will be called a one-refinement. If P*[a, b] is a one-refinement of 
PEa, b], P* has all of the points of P and one additional point. 

The second item that we wish to consider before proceeding concerns 
g(x). While it is not essential for the definition of an RS sum that g(x) be 
monotonic over the interval [a, b], it will be convenient for our work in 
this Section if g(x) is at least monotonic over each subinterval [Xk-l, Xk]. 

This is not difficult to achieve for unless g(x) changes direction an infinite 
number of times in this subinterval we only need to include the points at 
which there is a change of direction in order that our partition will have 
this property. Therefore, we are not asking for too much when we ask that 
g(x) be monotonic in each subinterval. 

EXAMPLE 4.1. If P[l, 4] = {l, 3, 4}, and if P*[l, 4] = {l, 2, 3, 4} is a one­
refinement of P formed by including the additional point x = 2, show that 
U(P*, x2 - x, x 3 ) ::;; U(P, x2 - x, x 3 ). 

Solution. We observe that P has the subintervals [1, 3] and [3,4] and 
that p* has the subintervals [1,2], [2,3], and [3,4]. They have the sub­
interval [3, 4] in common. Now each of these subintervals will give rise to 
a term in the upper sum for each of the partitions. The term corresponding 
to [3, 4] will appear in each of the sums, and therefore we can expect no 
difference in the value of the two upper sums with reference to this sub­
interval. The remaining part of U(P, f, g) is given by f(3) [g(3) - g(1)], 
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since no other choice of evaluation point within this subinterval will make 
this term larger. On the other hand, the remainder of U(P*, f, g) will consist 
of two terms and these will bef(2) [g(2) - g(l)] + f(3) [g(3) - g(2)]. Thus, 
we need to compare the values of these two remainders (after omitting the 
term for the common interval [3,4]). We see thatf(2) < f(3), and also that 
[g(2) - g(1)] is positive. Consequently we have f(2) [g(2) - g(l)] < 
f(3) [g(2) - g(1)]. From this we have 

f(2) [g(2) - g(1)] + f(3) [g(3) - g(2)] 
< f(3) [g(2) - g(l)] + f(3) [g(3) - g(2)] 
< f(3) [g(2) - g(l) + g(3) - g(2)] 
< f(3) [g(3) - g(1)]. 

Therefore, the terms remaining after ignoring the common term have the 
relation indicated, that is the sum of the remaining terms of the upper sum 
using the refinement is less than the remaining term of the original partition. 
This proves the inequality U(P*, f, g) < U(P, f, g) to be correct. 

Of course we could have been more direct and put in the numeric values 
at once. We will now proceed to do just that, but be certain to observe that 
we will be following similar steps and vindicating all of the statements that 
we have made so far. Using the values of the functions, we have 

U(P,f, g) = f(3) [g(3) - g(1)] + f( 4) [g( 4) - g(3)] 
= (6) [27 - 1] + (12) [64 - 27] = (6)(26) + (12)(37) = 600. 

U(P*, g,f) = f(2)[g(2) - g(1)] + f(3) [g(3) - g(2)] + f(4) [g(4) - g(3)] 
= (2)[8 - 1] + (6)[27 - 8] + (12)[64 - 27] 
= (2)(7) + (6)(19) + (12)(37) = 572. 

While it is easy to observe that 572 < 600, we should also pause to note that 

(2)[8 - 1] + (6)[27 - 8] < (6)[8 - 1] + (6)[27 - 8] 
= (6)[8 - 1 + 27 - 8] = (6)[27 - 1]. 

This latter series of inequalities and equalities parallels our earlier discus­
sion. Be certain that you see how the two expressions are related. 

In a manner similar to that used in this solution we could prove 

using the partitions we have been discussing. Since the lower sums must be 
no greater than the upper sums provided we are using the same partitions 
for each, we could write L(P,f, g) ::;; L(P*,f, g) ::;; U(P*,f, g) ::;; U(P,f, g). 

The result which we have just written as a result of our consideration in 
Example 4.1 is much more general than might appear at first glance. It is true 
that we may not always have the strict inequality, but if we were to replace 
the «) with (::;;) the result would hold for all refinements provided, of 
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course, the functions f(x) and g(x) were the same in the four summations 
involved (that is the two lower sums and the two upper sums). It is true that 
we have put the restriction on g(x) that it would be monotonic within each 
subinterval. We will retain this restriction, but this is the only restriction we 
shall impose. In order to give this the importance it deserves, we will state 
this general result as a Theorem. (Note that g(x) was monotonic over [1,4] 
in Example 4.1.) 

Theorem 4.1. If f(x) and g(x) are bounded functions over the interval [a, b] 
and if g(x) is monotonic over each subinterval of the partition Pea, b] and 
P*[a, b] is a one-refinement of P, then U(P*,f, g) ~ U(P,f, g). 

PROOF. Since P* is a one-refinement of P, there is one additional point, x*, 
in P* that is not in P. Now suppose that x* is in the particular subinterval 
[x j - 1 , Xj] so that Xj-l < x* < Xj' We can write 

j-l 

U(P,f, g) = L f(tk)[g(xk) - g(Xk- 1 )] + f(t) [g(x) - g(Xj-l)] 
k=l 

n 

+ L f(tk)[g(xk) - g(Xk-l)]. (11.4.1) 
k=j+ 1 

The first and third parts of the right hand side of (H.4.1) will not be changed 
by the one-refinement, and hence the first part will appear as the first part of 
U(P*, g,f) and the third part of (H.4.1) will appear as the final part of 
U(P*,f, g). However, the single term which constitutes the second part 
of (H.4.1) as it is written will be divided and will consist of two terms in 
U(P*, f, g). Since g(x) is monotonic in the subinterval [Xj-l, Xj], we might 
consider the case in which g is an increasing function and think of a sketch 
as shown in Figure H.6. (If g(x) were decreasing we could use similar reason­
ing.) The value tj must occur in one of the two subintervals [Xj_ b x*] and 
[x*, xJ and it might occur at x*. Iftj is in the second subinterval we will need 
an evaluation point in the first subinterval. Let us denote this evaluation 

f(x) 

g(x.) g(x) 

Figure II.6 
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point by t*. Remember that these evaluation points are picked in such a way 
that we will obtain the upper sum over the refined partition. However, 
we know that f(t) ;2 f(t*) if g(x) is increasing for we have f(tj)[g(x) -
g(Xj-l)] ;2 f«(") [g(x) - g(xj- 1)] as required for the upper sum over the 
original partition. It follows that 

f(t*) [g(x*) - g(xj - 1)] + f(t) [g(x) - g(x*)] 

S f(t) [g(x*) - g(Xj-l)] + f(t) [g(x) - g(x*)] 
S f(t) [g(x*) - g(Xj-l) + g(x) - g(x*)] 

S f(t) [g(x) - g(Xj-l)]. 

This follows in precisely the same manner as did the argument in Example 
4.1. Note that we can see each of these terms of the summand as an area in 
the graph of Figure 11.6 in which the horizontal axis is the g(x) axis and the 
vertical axis is the f(x) axis. The shaded area represents that portion which 
is in the upper sum of the original partition but is missing from the upper 
sum of the one-refinement. 

This essentially completes the proof, for the terms we have considered 
preceded by the first summation of (11.4.1) and followed by the last sum­
mation of the same expression will give the upper sum of the refinement if 
we include the two terms on the left of the above inequality, and will give 
the upper sum of the original partition if we use the single expression which 
appears as the end of the string of inequalities above. D 

Corollary 4.1. If p* is any refinement of PEa, b] and if f(x) and g(x) are 
bounded functions over [a, b] and g(x) is monotonic in each subinterval of P, 
then U(P*,f, g) s U(P, f, g). 

PROOF. Each time a point is added to P there is a one-refinement and 
Theorem 4.1 applies. Consequently the upper sum of the successive re­
finements cannot increase at any point. Since g(x) is monotonic over each 
subinterval of P, it follows that it must be monotonic over each subinterval 
of the succession of refinements required to reach P*. D 

Theorem 4.2. If f(x) and g(x) are bounded functions over the interval [a, b] 
and if g (x) is monotonic over each subinterval of the partition PEa, b], and if 
P*[a, b] is a one-refinement of P, then L(P*,f, g) ;2 L(P, f, g). 

PROOF. This proof is very similar to the proof of Theorem 4.1. D 

Corollary 4.2. If p* is any refinement of PEa, b] and if f(x) and g(x) are 
bounded functions over [a, b] and g(x) is monotonic in each subinterval of P, 
then L(P*,f, g) ;2 L(P, f, g). 

Corollary 4.3. If P* is any refinement of PEa, b] and if f(x) and g(x) are 
bounded functions over [a, b], and if further g(x) is monotonic in each sub­
interval of P, then L(P, j; g) s L(P*, f, g) s U(P*, f, g) s U(P, f, g). 
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We have used the requirement that g(x) be monotonic in each subinterval 
of a given partition before the various theorems and corollaries will apply. 
As indicated in the beginning of this section, it is always possible to find 
such a partition provided g(x) changes from increasing to decreasing and from 
decreasing to increasing only a finite number of times in the interval [a, b]. 
It is seldom that we will have to deal with a more complicated function. A 
somewhat more general result can be obtained, but we will not worry about 
that in this book. In fact, the situations which usually arise will have g(x) 
monotonic throughout the interval or changing direction only once or twice. 
However, to show that this condition is necessary, let us consider the fol­
lowing Example. 

EXAMPLE 4.2. Find the upper and lower sums iff (x) = x and g(x) = sin(nx/2), 
and if P[O, 4J = {O, 2, 4}. Also show that there exist refinements of P for 
which the upper sum is larger and the lower sum is smaller than the cor­
responding upper and lower sum obtained using the partition, P. 

Solution. Note that g(x) is not monotonic in the subintervals [0,2J and 
[2,4]. In fact we have g(O) = g(2) = g(4) = 0, and therefore all RS sums 
using the partition P have the value zero. In particular the upper and lower 
sums have the value zero. 

If we let P*[O, 4J = {O, 1,2,3, 4}, we then have the upper sum given by 

U(P*,f, g) = f(1)[g(1) - g(O)J + f(1)[g(2) - g(1)J 
+ f(2) [g(3) - g(2)J + f(4) [g(4) - g(3)J 

= (1)[1 - OJ + (1)[0 - 1J + (2)[( -1) - OJ + (4)[0 - (-1)J 
= 1 + (-1) + (-2) + 4 = 2 

and this is larger than U(P,1, g). Similarly, 

L(P*,f, g) = f(O)[g(l) - g(O)J + f(2)[g(2) - g(l)J 

+ f(3)[g(3) - g(2)J + f(3)[g(4) - g(3)J 

= (0)[1 - OJ + (2)[0 - 1J + (3)[( -1) - OJ + (3)[0 - ( -l)J 

= ° + (- 2) + ( - 3) + 3 = - 2 

and this is smaller than L( P, f, g). 
From Example 4.2 it is apparent that we must be on the alert to insure 

that the partition we are using fulfils the necessary conditions if we wish to 
make use of the results of this section. We will assume in our discussions 
from this point on that we are dealing with partitions which meet these 
conditions, although in particular cases we will need to check to insure that 
the conditions are satisfied. Thus, we will assume in the remainder of this 
section that we are using only partitions which fulfil the condition that g(x) 
is monotonic in any subinterval of the partition. 

We wish to pause and take stock of the information that we have now 
acquired. All lower sums are bounded above by any upper sum, and con-
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any value of 
S(P, T, f, g) 

U(P,f, g) 

j
U(P",f, g) 

any value of 
S(P", T,f, g) 

L(P",f, g) 

L(P,f,g) 

Figure II.7 
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versely all upper sums are bounded below by any lower sum. Furthermore, 
successive refinements of any given partition will cause the lower sums to 
either remain constant or to increase in value, whereas the upper sums will 
remain constant or decrease in value. Successive refinements then provide 
a sequence of numbers for the lower sums which is monotonic increasing, 
but bounded above, and also a sequence of numbers corresponding to the 
upper sums which is monotonic decreasing, but bounded below. If these 
upper and lower sums are not constant, the difference between the successive 
upper and lower sums will become smaller. This is illustrated schematically 
in Figure 11.7. Since we could start with any number of different partitions, 
the question might arise whether the final results might depend upon the 
partition with which we started. However, since any finite number of parti­
tions would have a common refinement, we need only include that refine­
ment as one of the partitions in our succession of refinements to completely 
eliminate the influence of the choice of the starting partition. 

We can summarize much of what has been said in this Section by giving 
an Example involving an application. 

EXAMPLE 4.3. We are asked to find the total mass of a flywheel, and as is the 
case with many flywheels the wheel has been cast so that there is more 
weight near the rim than in the center. This particular flywheel has a radius 
of 10 centimeters, and varies in thickness so that the mass of a section r 
centimeters from the center is given by the relation e(l + r) grams per square 
centimeter. Find upper and lower bounds for this mass. 

Solution. We have drawn a sketch of our wheel in Figure II.8. We have 
also shown a partition of the radius and have drawn in some concentric 
circles with centers at the center of the wheel and with radii equal to the 
distance from the center to partition points on the radius. Note that each 
ring so constructed consists of points all of which are at approximately the 
same distance from the center of the wheel, and therefore points for which 
we can use a common expression for the density per square centimeter. 
This permits us to use the expression e(l + r) for a given value of r and apply 
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Figure II.S 

it to all of the area with approximately that value of r, and hence with that 
density. Now the area of such a ring is given by the expression [nrl - nrl-l], 
since the area of the ring is the area that is inside the outer circle (of radius 
rk) but outside the inner circle (of radius rk-l)' In the expression e(l + r), 
we could use any value of r in the interval [rk-l, rk] as an evaluation point. 
However, if we wish to have upper and lower bounds for this mass we would 
use r k for the upper bound, for this would give the greatest possible mass, 
and we would use rk-l for the lower bound, for this would give us the smallest 
possible mass. Thus, we know that an upper bound for this mass would be 
given by e(l + rk) [nrl - nrl- 1] and the lower bound for the mass of this 
ring would be given by e(1 + rk - 1 ) [nrl - nrl-l]. However, these values 
are only for the single ring in question. If we wish to have the bounds for 
the mass of the entire wheel, we could add up the lower bounds of the in­
dividual rings to obtain the lower bound of the mass of the wheel, and 
similarly we would add the upper bounds of the individual ring masses to 
obtain the upper bound for the mass of the wheel. Thus we have for the upper 
and lower bounds respectively 

n 

I e(l + rk) [nrl - nrl- 1 ] 
k=l 

and 
n 

I e(1 + rk - 1) [nrl - nrl-l]. 
k=l 

It is now apparent that we have upper and lower RS sums, for these are 
merely U(P, e(1 + r), nr2) and L(P, e(l + r), nr2). As so often happens, we 
did not start out looking for an RS sum, but through careful analysis of the 
problem we were able to write out an expression that would give us bounds 
for our answer and the bounds were in fact RS sums. 

We could now take a specific partition of the interval [0, 10] and do the 
necessary arithmetic to obtain upper and lower bounds for the mass of this 
wheel. However, we can save ourselves some arithmetic if we are willing to 
invest a bit of algebra. Let us take a regular partition of [0, 10] having n 
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subintervals. In this case each subinterval will be of length 10/n, and since 
ro = 0, we will have r1 = 1(10/n), r2 = 2(10/n), r3 = 3(1O/n), and so on 
until we finally arrive at rn = n(10/n) = 10. This is just the value that we 
should have for rn. With a little thought we see that rk = k(lO/n) = lOk/n 
and rk - 1 = (k - 1)(10/n). Using these values our upper sum becomes 

n ( 10k) [ (lOk)2 (10)2J U(P, e(1 + r), nr2) = k~l e 1 + ----;:: n ----;:: - n(k - 1)2 -;;-

= I e 1 + - n - [k 2 - (k - 1)2] n ( 10k) (10)2 
k= 1 n n 

= en -2 I 1 + - [2k - 1] ( 100) n ( 10k) 
n k= 1 n 

= enC~20) Jl [CnO)k2 + (2 - l~)k - 1 J 
= en -2 - I k2 + 2 - - L k - II. ( 100) [(20) n ( 10) n n J 

n n k=l n k=l k=l 

We have made liberal use of the theorems concerning summation that we 
derived in Section !.l0. We have also made use of the fact that not only 10, 
but also n is a constant here, for we had to choose n before we had our parti­
tion in the first place. The three summations in the last line of our expression 
were evaluated in Section 1.11 and we can substitute these values for the 
sums. Doing this, we get 

U(P, e(l + r), nr2) = enC~2) [C~) n(n + 1)~2n + 1) 

= enC~20)[20(2n2: 3n + 1) + n2 + n - 5n - 5 - nJ 

= enC~~) [23~12 + 5n - n 
2300nc 500ne 500ne 

=~-3~+-n--37· 

We now see that if n = 1, the upper bound would be llOOne. On the other 
hand if n = 500, the upper sum would be about 767.666ne. If n were 1,000,000 
we would have the upper bound very close to 766.6667ne. As the partition 
is refined the upper sum apparently does decrease, just as our theorems had 
predicted. 
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If we go through the same algebraic manipulation to find the lower sum, 
we would find that 

L(P c(l + r) nr2) = 2300nc _ 500nc _ 500nc 
, , 3 n 3n2 • 

This is obviously smaller, and subtraction tells us that the upper sum minus 
the lower sum is actually (lOOOn/n). For very large values of n it is apparent 
that the upper and lower sums are very close together and we can find an 
approximation for the mass of the wheel which is as close to the actual 
mass as we may like. 

We might take this solution one step further by noting that the number 
2300nc/3 is always between the upper and lower bounds, no matter how 
close these bounds are to each other, and hence it would seem reasonable 
to assume that 2300nc/3 grams is the mass of the wheel. 

This example illustrates several things. When we wish to evaluate some 
quantity it is frequently easier to think of taking small portions and finding 
the appropriate evaluation for each of these portions. We can then add the 
results to obtain the approximation for the entire quantity. If we give some 
thought to the problem at hand, there is frequently a method of determining 
the portions in such a way that the approximations are not difficult. This is 
apparent in our use of the concentric circles to obtain the rings in Example 
4.3, for if the rings are narrow the density is nearly constant for each ring. 
Usually such a process will lead us to an RS sum. Notice that we did not 
start out to determine what should be the functionf(r) and what should be 
g(r) in the last example, but rather we used common sense to set the problem 
up and the choice offand g became obvious from the form of the solution. 
We also notice that by refining the partition, in this case making n greater, 
we were able to make the difference between the lower and upper bounds 
smaller, and hence obtain an ever better approximation. Finally, in each of 
these examples the function which played the role of g(r), whether we knew 
in advance what the function would be or not, ultimately turned out to be 
monotonic in each subinterval. In the last case we observe that g(r) was 
monotonic over the entire interval which certainly gives us the necessary 
assurance that we have mono tonicity over the subintervals. 

EXERCISES 

Note. The adjective marginal is used in many places in economics. Con­
sequently, you can expect to see this term in some of the Exercises which 
relate to the Social Sciences. While an alternate definition will be given in 
Chapter IV, we can assume for the present that marginal cost at level n would 
be the cost of increasing production from a level of n items to a level of 
(n + 1) items. In other words, it is the cost of producing the (n + l)-th item. 
Similarly, marginal revenue at level n would be the revenue from the 
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(n + l)-th item. If the words at level n are omitted, it is understood that 
these words are implied. 

1. Using the partition P[ -1, 3] = {-I, -0.5, 2, 3} determine the values of 
U(P, x 2 , x 3 ) and L(P, x 2 , x 3 ). Let P* be a refinement of P obtained by including 
the points 0 and 1. Determine the upper and lower sums using P*. Verify that 
Corollary 4.3 applies in this case. (Be sure to check that g(x) fulfils the require­
ments of Corollary 4.3.) 

2. In the interval [ -2, 2] g(x) = x 3 - 3x has maximum values at x = -1 and 
x = 2 and g(x) has minimum values at x = -2 and x = 1. Find a partition 
containing at least five points which will meet the conditions requisite for applying 
results of this section. Using this partition evaluate U(P, x, x 3 - 3x) and 
L(P, x, x 3 - 3x). Find a one-refinement of P and evaluate the upper and lower 
sums for the one-refinement. Verify that the results of this section hold in this 
case. 

3. Follow the instructions of Exercise 2 after replacing f(x) = x with f(x) = x 2 • 

4. Let f(x) be a function defined over the interval [0, 2] such that f(x) = 1 if x is a 
rational number and f(x) = 0 if x is an irrational number. Let P[0,2] be any 
partition of [0, 2]. 

(a) What is the largest value of f(x) in each subinterval of P? [Hint: Since each 
subinterval has a non-zero length it must contain both rational and irrational 
points.] 

(b) What is the smallest value of f(x) in each subinterval of P? 
(c) For your partition find the value of U(P, f(x), 2 - x 2 ). 

(d) For your partition find the value of L(P, f(x), 2 - x 2 ). 

(e) Does your result in parts (c) and (d) depend upon the partition? 
(f) In this case would there be any refinement such that the upper and lower 

sums would approach each other? 

While this may seem a somewhat bizarre example, it is unfortunately true that 
cases such as this do arise occasionally. Therefore, there will be some exercises of 
this type from time to time to illustrate the breadth of functions that can be 
handled with the information we are acquiring. 

5. Let g(x) = [x], the greatest integer function. 

(a) Show that g(x) is an increasing function. 
(b) Find a partition P[O, 3] having at least five points. 
(c) Evaluate U(P, x 2 , g(x)) and L(P, x 2 , g(x)). 
(d) Let P* be a refinement of P having at least two additional points. Evaluate 

U(P*, x 2 , g(x)) and L(P*, x 2 , g(x)). 
(e) Does Corollary 4.3 apply in this case? 
(f) What is the maximum number of subintervals having a non-zero contribution 

to any RS sum in this case? 

6. Let P[l, 5] be a regular partition having three points. Let f(x) = x 2 and g(x) = 
l/x. 

(a) Show that g(x) is monotonic in this interval. 
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(b) Find the average of the upper and lower RS sums over this interval using the 
partition P. 

(c) Find the RS sum S(P, T,f, g) if the points of T are the midpoints of the sub-
intervals of P. Compare this result with the result of part (b). 

(d) Repeat parts (b) and (c) if P is a regular partition with five points. 
(e) Repeat parts (b) and (c) if P is a regular partition with nine points. 
(0 Show whether the conclusions of Corollary 4.3 apply with these functions 

and the given partitions. 

7. (a) Show that if either f(x) or g(x) is constant, the upper sums are equal to the 
lower sums. 

(b) Show that if g(x) is a constant, the value does not depend upon either the 
interval involved or upon the function f(x). 

(c) If g(x) = gj(x) + gz(x) is the sum of two functions, each being monotonic 
increasing over the interval [a, b], show that 

S(P, T,f, g) = S(P, T,f, gj) + S(P, T,f, gz) 

for all RS sums, and hence for the upper and lower sums. 
(d) If the functions of part (c) were both monotonic decreasing, show that the 

same result would hold. 

8. Use the methods sugge$ted in Section Il.2 to set up an RS sum approximating 
the area bounded by the curve y = 4 - X Z and the x-axis. Note that there is only 
one area whose boundaries are completely described in the preceding sentence. 
Use upper and lower sums to determine bounds for the actual area. How much 
error could you possibly have if you were to use the average of the upper and lower 
sums to represent the area? Refine your partition and notice whether you have 
reduced the margin of error. 

9. Use the methods suggested in Section II.2 to set up an RS sum approximating 
the area inside the cardioid r = 2 + 2 cos 8. Use upper and lower sums to find 
bounds for the actual area. 

10. (a) Draw a sketch of a circular floor, 5 feet in radius. 

(b) The weight on this floor is given by J,- pounds per square foot at a distance 
of r feet from the center. Draw in two circles with approximately equal radii 
and find the approximate weight per square foot of the flooring within the 
ring between the two circles. 

(c) Find an expression for the number of square feet in the ring between the two 
circles. 

(d) Find the approximate weight on the floor in this ring. 
(e) By adding up the weights in the separate rings from the inside out to the edge of 

the floor, obtain an RS sum which approximates the total weight on the floor. 
(f) Find upper and lower sums which give bounds for the weight on the floor. 
(g) Refine the partition of the radius (put in more circles) and obtain bounds 

which are closer together. 

11. Using the method suggested in Exercise 16 of Section 11.3 find an upper and lower 
bound for the volume of a sphere of radius 5. Compute the value of the RS sum 
using the partition used for the preceding part of this problem, and using an 
evaluation set formed by using the midpoints of each subinterval. Is this result 
near the middle of the range formed by the upper and lower sums? 
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C12. Using a regular partition of [0, 5] evaluate the upper sum, the RS sum using the 
midpoints of the subintervals for the evaluation points, and the lower sum for 
10,20, 30, ... , 100 subintervals if f(x) = 1/(x2 + 1) and g(x) = x 2 • List these in 
tabular form and notice the interval bounded by the upper and lower bounds 
for each of your partitions. 

C13. Evaluate U(P[l, 3], sin x, l/x) and L(P[1, 3], sin x, l/x) for regular partitions 
having 20 subintervals, and then for 40 subintervals, and continuing by using an 
additional 20 subintervals each time until the range of possible values for the 
RS sums for the partitions you are working with is less than 0.001. 

S14. The marginal cost in a certain plant in daily production is given by M(n) = 
100 - 0.02n + 0.00004n2 dollars per additional unit. 

(a) Find the cost of increasing production from 400 units per day to 401 units 
per day. 

(b) If demand is such that you wish to increase production from 400 units per 
day to 600 units per day, you would probably not want to calculate 200 terms 
and add them up. You might find an average cost for increasing from 400 
to 425 by calculating the cost of going from 412 to 413 and then mUltiply this 
by 25. If you were to do this for increments of 25 you would only need to 
calculate eight terms. Carry this computation out and show that you have 
an RS sum. 

(c) Using the partition suggested in part (b), find the upper limit to the increased 
cost and the lower limit for the increased cost of production due to the increase 
in output. 

(d) Using the result of part (b) find the average cost per unit of increasing pro­
duction from 400 units to 600 units per day. 

S15. In a certain community the population doubles in slightly less than 35 years, 
and the population t years after 1975 is given by 

pet) = 100,000 + 2,000t + 20t2 + 0.13t3 . 

(a) What is the increase in population between 1982 and 1992? 
(b) It is desired to set aside money for the construction of schools as they will be 

needed. If it is assumed that each additional person in the community will 
require an average of$300 in 1975 money for school construction, the money 
to be available five years after the person entered the community, and if it 
further assumed that inflation will necessitate (1.05), dollars t years after 
1975 for each 1975 dollar, what is the approximate total number of dollars 
that will be needed for school construction between 1982 and 1992. [Remember 
that people added to the community in 1977 will require building funds in 
1982, and the amount contributed in 1982 will have to be $300 multiplied by 
(1.05? for each additional person.] 

(c) The school authorities would like to know the upper bound for the money 
that will be required and the lower bound. Find these values for the school 
board. 

S16. The use of land for solid waste disposal is currently a controversial subject. A 
particular city has a population given by pet) = 150,000(2'/50) where t is the 
number of years since 1970. Experience has shown that it takes about one acre 
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per year for each 10,000 persons. The city manager is concerned with finding out 
for budgeting purposes the approximate increase in land required each year over 
that required for the preceding year for the period from December 31, 1980 
through December 31, 1990. [Note that this does not require the total amount of 
land required, but does require that you find out for each year how much must be 
added, and then add the amounts for the ten year period.] Also find an upper and 
a lower bound for this amount of land. 

P17. Find the mass of a wheel with radius 12 inches if the density at a point r inches 
from the center is given by (1 + 3r)/400 pounds per square inch of cross sectional 
area. Find upper and lower sums, and then find the correct value for this mass 
by the method of Example 4.3. 

P18. The velocity of a certain object is given by the relation vet) = lOOt - l00t2 feet 
per minute where t is measured in minutes. 

(a) Show that the object is at rest (velocity is zero) at t = 0 and t = 1. 
(b) Using the fact that the distance traveled in any period of 0.1 minute can be 

approximated by taking an average velocity during this time and mUltiplying 
that average velocity by the elapsed time of 0.1 minute, obtain the approximate 
distance the object has traveled during the minute. 

(c) Find an upper and a lower bound for the distance traveled. 

P19. You are asked to calculate the approximate force on the face of a dam in the 
shape of a triangle, the triangle having a horizontal top 100 feet across, and being 
an isosceles triangle with a distance of 50 feet from top to bottom. The water level 
is at the top of the dam. 

(a) Make a rather large sketch of the face of the dam, and draw in several hori­
zontal lines. 

(b) Note that between two successive horizontal lines, if they are drawn rather 
close to each other, the water depth would not vary a great deal from the top 
to the bottom. Using the fact that the force on the dam is the pressure of 
62.4x pounds per square foot multiplied by the area involved, calculate the 
force on a horizontal segment of the dam. The value of x is the depth of the 
water at that point in feet, and an average depth could be used for this value. 

(c) Approximate the force on the dam by adding up the force on each of the 
horizontal segments assuming each horizontal strip is five feet from top to 
bottom. 

(d) Find an upper and lower bound for the force on the dam based upon the 
partition of the depth that you have used in parts (b) and (c). 

P20. The physicist defines work to be the product of the force involved in moving an 
object multiplied by the distance the object moves. The force of attraction between 
a particle and a certain mass is given by the relation F(x) = l/x2 where x is the 
distance in feet from the object to the center of the mass. 

(a) Sketch the mass and the object as the object is to move away from the mass, 
and indicate the location of the object when it is 1 foot, 2 feet, 3 feet, and so on 
to 10 feet away from the mass. 

(b) Approximate the work done in moving each of the one foot distances sketched 
in part (a). 
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(c) Find an upper and lower bound for the work done in moving the object from 
a point one foot from the center of mass to a point ten feet from the center of 
mass. 

(d) Refine your partition of part (a) and repeat part (c) until the difference between 
the upper and lower bounds is less than 0.5 foot pounds. 

B21. Ordinarily a blood vessel has a circular cross section. Let the radius of the cross 
section be denoted by R. It is known that blood flows through such a blood vessel 
with the outer portion flowing more slowly due to friction with the walls of the 
blood vessel. In fact, the velocity of flow is given by the relation v(r) = C(R2 - 1'2) 
where c is a constant determined in part by the viscosity of the blood and the 
velocity v(r) is a function of the distance, 1', of the particular portion of the cross 
section from the center of the cross section. 

(a) Sketch the cross section, partitioning the radius and showing a ring between 
the circles of radii rk - 1 and I'k' 

(b) Write an expression for the volume of blood that flows through that ring in a 
single second if u is measured in centimeters per second and r is measured in 
centimeters. 

(c) Given that R = 0.1 centimeters find an upper and lower bound for the amount 
of blood passing a given cross section of the blood vessel in one second. Note 
that this result will include the factor, c. 

B22. One theory concerning the excitation of the retina of the eye by incident light 
indicates that the contribution of each square millimeter to the total excitation, 
C(r), is given by the relation C(I') = r- k where r is the distance from the center of 
the retina measured in millimeters and k is a positive constant not greater than two. 
It is also assumed that the center of the retina does not obey this law. If the radius 
of the retina is 1.5 millimeters, and if the circular area in the center of radius 0.1 
millimeters is inactive, find upper and lower bounds for the total excitation under 
the assumption that k = 2. 

II.S The Riemann-Stieltjes Integral 

In the last section we learned that if g(x) is monotonic in each subinterval 
.of PEa, b] then U(P,f, g) is a decreasing function of the successive refine­
ments of P, and similarly L(P,f, g) is an increasing function. It is possible 
within the definition of these terms, of course, that neither the upper sum 
nor the lower sum changes as refinements are made, and hence the two 
sums mayor may not be approaching each other. Example 4.3 would in­
dicate that in at least some practical cases the two sums do approach each 
other, and do indicate a common result for the ultimate refinement. In this 
section it is our purpose to further investigate this particular situation. 

In order to proceed we will need to state clearly one additional property 
of real numbers. 
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Postulate 5.1 (The Least Upper Bound Axiom). If S is a finite or infinite set 
of real numbers and ifS has an upper bound, there exists a smallest real number 
which is an upper bound of the set S. This number is called the least upper 
bound of s. 

This postulate distinguishes the rational numbers from the real numbers, 
for it is not true that there would be a rational number which is a least 
upper bound in every instance. If, for instance, we were to consider those 
positive rational numbers such that their square is less than two, we would 
find that if we had a rational upper bound we could always find a smaller one, 
and hence there would be no least upper bound. Just as we have this postulate 
which guarantees that there will be a least upper bound for a set which has 
an upper bound, if a set has a lower bound, there will be a real greatest (or 
largest) lower bound. We will be using these terms often enough that it will 
be convenient to abbreviate them, and we will frequently refer to the least 
upper bound as the lub and to the greatest lower bound as the glb. 

EXAMPLE 5.1. Let S be the set of numbers consisting of fen) = n/(n + 1) for 
all positive integers n. Find the lub and the glb. 

Solution. This is obviously an infinite set, and it may be instructive to 
write out the first few numbers in the set. Thus, we would have 1/2, 2/3, 3/4, 
4/5, ... and we see that the numbers appear to be getting larger. Therefore 
we would expect that 1/2 would be the smallest number in the set, and 
regardless of how far we proceeded we would never get a smaller number. 
That makes the glb easy, for it is clear that 1/2 is a lower bound, and it is 
also clear that any larger number would not be a lower bound since 1/2 is 
itself in the set. As we proceed with this sequence of numbers, we see that they 
are getting closer to 1, albeit slowly. In fact, we could write fen) = 1 -
l/(n + 1) and we see thatf(n) will always be less than 1, but the difference 
will become progressively smaller, finally approaching a difference of zero. 
Thus, we have 1 as an upper bound, and we see that if we were to choose a 
number smaller than 1, say 0.999999, at some point fen) would be larger 
than this number. In particular f(l,OOO,OOO) is larger than 0.999999. Hence 
0.999999 could not be the lub since it is not an upper bound. 

It may not have been obvious, but we made use of the least upper bound 
axiom earlier in this chapter. When we define the upper RS sum, we referred 
to the largest possible RS sum with the given partition. It is not at all ob­
vious at first glance that such a largest sum may exist. However, under our 
assumption thatf(x) is bounded, and since each difference [g(Xk) - g(Xk-1)J 
is a constant, we see that the least upper bound axiom does in fact guarantee 
that there will be a least upper bound in each of the subintervals of the 
partition. Iff(x) is so bizarre that it does not actually attain its least upper 
bound in the subinterval, then we will use the lub instead, and this would 
give us the upper sum as required by the definition. 
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We have repeatedly commented on the fact that with appropriate con­
ditions the lower sums can only increase under successive refinements and 
the upper sums can only decrease. However, the lower sums do have an upper 
bound, for any upper sum will serve as such an upper bound. Therefore, the 
least upper bound axiom guarantees that we have a least upper bound for 
the lower sums. By the same token we observe that any lower sum serves as 
a lower bound for the upper sums, and therefore the decreasing set of upper 
sums must have a greatest lower bound. These two numbers, the lub of the 
lower sums and the glb of the upper sums, playa very important role in the 
calculus. We therefore do the usual thing and give them special names as 
indicated in the following definition. 

Definition 5.1. The lower Riemann-Stieltjes integral oj J(x) with respect to 
g(x) over the interval [a, b] is the least upper bound of the set of all lower 
RS sums L(P,f, g) over [a, b], and is denoted by the symbol 

f J(x)dg(x). 

Definition 5.2. The upper Riemann-Stieltjes integral oj J(x) with respect to 
g(x) over the interval [a, b] is the greatest lower bound of the set of all upper 
RS sums U(P,f, g) over [a, b], and is denoted by the symbol 

f J(x)dg(x). 

If you examine the notation we have just introduced you will observe that 
we have replaced the Greek sigma (denoting summation) by the Old English 
long S, and we have replaced the difference [g(Xk) - g(Xk-l)] by the symbol 
dg(x). The latter will be discussed at much greater length later on, but suffice 
it to state at this point that this is part of the symbolism. It should not be 
unreasonable to think of the d for the moment as representing the difference 
of the two values of g(x) taken at the end points of some very small interval 
that occurs in some ultimate refinement of the original partition. This inter­
pretation is not necessary, and should not be taken literally, but it may help 
to provide a rationalization at this point. This notation was developed by 
Gottfried Wilhelm Leibniz (1646-1716), one of the co-developers of the 
calculus. [It is interesting to note that he had first used the notation omn. J 
involving an abbreviation for the Latin word for all thinking of the bringing 
together or integration of the values ofJ(x).] 

We can clarify the reasoning involved here by noting the diagram of 
Figure 11.9. This diagram indicates that if we start with any lower and upper 
sum the successive refinements will cause the lower sums to either stay at 
the same level or increase and will cause the upper sums to either stay at the 
same level or decrease. In this diagram we have indicated the possibility 
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that the lub of the lower sums may be less than the glb of the upper sums. 
It certainly could not be greater. It will frequently happen that the two have 
the same bounds, and in this case it becomes unnecessary to distinguish 
between the lower and the upper integral. 

Definition 5.3. If the lower and upper RS integrals of f(x) with respect to 
g(x) over [a, bJ exist and if they are equal, then the common value is defined 
to be the Riemann-Stieltjes integral of f(x) with respect to g(x) over the 
interval [a, bJ, and is denoted by the symbol 

f f(x)dg(x). 

EXAMPLE 5.2. Evaluate the lower and upper sums L(P, x, x 2 ) and U(P, x, x 2 ) 

over the interval [0, 2J and then find the values of the lower and upper RS 
integrals 

Solution. Since we ultimately need the lub of all of the lower sums we 
might as well start with a partition that is easy to use. Our reasoning here 
~tems from the fact that we will need to assure ourselves that we have an 
upper bound that cannot be exceeded by any lower sum, and therefore we 
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would have to assure ourselves that we have effectively considered all pos­
sible partitions of [0, 2]. This means that we must use both the simple and 
the more complex partitions. However, it is more pleasant to contemplate 
starting with the easy partitions and then trying to determine whether we 
can use these to give us the information we need without having to use the 
more complicated ones. Probably the easiest one to use is the regular parti­
tion, and in this case we would have each subinterval of length (2In). 

Further analysis in this case indicates that both x and x 2 are increasing 
functions over the entire interval [0, 2], and therefore all of our theorems 
will hold. Furthermore, [x~ - X~-l] will be positive in every case, and as 
a consequence we will use Xk[X~ - X~-l] as the term in our summation for 
the upper sum and will use Xk-l[X~ - X~-l] as the term in our summation 
for the lower sum. Hence, the upper sum will be 

n 

U(P, x, x2) = L Xk[X~ - X~-l] 
k=l 

and the lower sum will be 
n 

L(P, x, X2) = L Xk-l[X~ - X~-l]. 
k= 1 

Direct computation will give the following table for various values of n. 

n lower sum upper sum 

1 0.0 8.0 
5 4.48 6.08 

10 4.92 5.72 
20 5.13 5.53 
50 5.2528 5.4128 

100 5.2932 5.3732 
200 5.3133 5.3533 
500 5.325328 5.341328 

1000 5.329332 5.337332 
10000 5.33293332 5.33373332 

100000 5.3332933332 5.3333733332 

We note that, as predicted, the lower sums are increasing and the upper 
sums are decreasing. Furthermore, again as predicted, the upper sums 
provide an upper bound for the lower sums and vice versa. In addition we 
see that these two sequences of numbers appear to be approaching the same 
number, namely 5.333333333. Thus, by direct computation, we would ap­
parently have both the lower integral and the upper integral, and since 
they appear to be equal the integral exists and has the common value. 

The actual arithmetic for a computation such as that carried out above 
is more than we would like to do on an every day basis, so it would be 
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worth investigating whether there may be a shorter way. Using the tech­
niques of Example 4.3, we would note that using a regular partition of 
[0,2], Xk = (2kln). Also, Xk-l = 2(k - l)ln. With these values the upper 
and lower sums become 

= ~ [2n(n + 1)(2n + 1) _ n2 + nJ 
n3 6 2 

16 4 4 
--+---- 3 n 3n2 • 

Also 
2 16 4 4 

L(P, x, x ) = 3 - ;; - 3n2 

where'the result for the lower sum is obtained in a manner completely 
analogous to the method used for the upper sum. Both of these derivations 
use previous results in a manner similar to that described in Example 4.3. 
We could have derived these formulas and obtained our table above by 
substitution, as you can find out by testing a few values. From these last 
results we can see that as n becomes large the upper and lower sums both 
approach 16/3, and this agrees with our previous conjecture. 

In order to insure that the integral exists, we might consider the difference 
between the upper and the lower sum for each partition. In our algebraic 
result we observe that U(P, x, X2) - L(P, x, X2) = 8/n. When n = 100,000, 
the difference should be 0.00008, as indeed it is. As n increases further, the 
difference diminishes. Note that both the lower integral and the upper 
integral must be found in this very small gap between the lower and upper 
sums. Since this gap can be made arbitrarily small by further refining the 
partition, it is clear that there could not be two distinct values within this 
gap (one for the upper integral and one for the lower integral). Therefore, 
we have shown that only one value must exist for both integrals, and con­
sequently there must be an RS integral in this case. Thus we have established 
the fact that 

Before we leave this example we ought to consider one other point.You 
will remember that we started with a discussion which attempted to rational­
ize our use of the regular partition. This, of course was the easiest path for 
us algebraically, for we had a simple expression for the partition points, Xk. 
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However, since no lower sum could be larger than any upper sum, we see 
that no lower sum could be larger in this case than 16/3. Consequently, 
since we have already established the fact that the lub of the lower sum is 
at least 16/3, and we know that it can be no more than 16/3, we do not have 
to worry further about other possible partitions. By the same reasoning, 
we do not have to worry further about the glb of the upper sums, either. 
You will note that we have thus taken care of the concern that we might 
have had about which partition to start with. It is often the case that this 
approach will work in this fashion. We should not take it for granted, but 
we can start with this approach, and then check to insure that our results 
are comprehensive in the manner in which we handle things here. 

You should follow the work of Example 5.2 carefully, and it might help 
to see whether you can do the algebra necessary to carry out the evaluation 
of the lower sum. This Example is a very good summary of much of the work 
that we have done to the present time, and it illustrates rather well how we 
can use the information we have derived in order to find the values of in­
tegrals. Note that the integral is a refinement of the concept of the sums, 
and therefore in the various exercises for which you have obtained ap­
proximations, you can now obtain precise values-provided, of course, the 
algebra can be handled with any degree of ease. 

Examples 4.3 and 5.2 could be a bit misleading, for everything seems to 
work almost too well. In particular the upper and lower integrals are equal, 
and therefore the integral exists. This follows from the fact that the upper 
and lower sums are continually moving until they almost meet as we carry 
out further refinements. There are, however, instances in which matters 
do not work out quite so nicely. Let us consider the following example. 

EXAMPLE 5.3. LetJ(x) be a function which has the value one if x is a rational 
number and has the value zero if x is an irrational number. Thus, this func­
tion must have either the value one or zero, and there is certainly nothing 
smooth about its performance. It would seem, then, from the very start that 
this function would not be amenable to much of anything. However, let 
us wait and see. We will consider g(x) = x 2 , and ask for the integral over 
the interval [1, 3]. Remember, there are at least two integrals-an upper 
integral and a lower integral. If these two should happen to be equal we will 
have an integral. 

Solution. Let P[l, 3] be any partition of the interval [1, 3]. In each sub­
interval of the partition we must have both rational and irrational points. 
While this is probably intuitively obvious, it could be rigorously shown. 
We will not take the time to prove this fact here, however. In each subinterval 
of the partition there is a rational value of x and hence a point at which 
J(x) = 1 and thus a maximum value ofJ(x) in the interval of one. On the 
other hand, there is also an irrational value of x, and therefore a point at 
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whichf(x) = 0 and this gives a minimum value of zero in each subinterval. 
Furthermore, g(x) is monotone increasing in the interval [1,3], since for 
1 ::; x ::; y ::; 3, we would have x2 ::; y2. Therefore, we can form the RS 
sums 

n 

U(P, f, g) = I 1 . [xl '- (Xk_l)2] 
k=l 

and 
n 

L(P, f, g) = I o· [xl - (Xk_l)2]. 
k= 1 

The value of n is merely the number of intervals in the partition. However, 
upon adding up the terms we find that 

U(P,f, g) = (xi - x~) + (x~ - xi) + ... 
+ (x; - X;-l) = x; - x~ = Y - 12 = 8, 

and 
L(P,f, g) = 0 

regardless of the partition that is used. Refinements of P do not change 
this result. Therefore we can see that the glb of the upper sums must be 8 and 
the lub of the lower sum must be zero. We can write these results as 

f f(x)dg(x) = f f(x)d(x 2 ) = 8 

and 

f f(x)d(x 2 ) = O. 

In this case the two integrals are not equal, and therefore there is no RS 
integral. 

This is a somewhat unusual combination of functions, but note that we 
can obtain the upper and lower RS integrals. In fact, the functionsf(x) and 
g(x), weird though they seemed, turned out to be very nice for they gave us 
no difficulty in obtaining the necessary glb and lub. As a matter of fact there 
are some instances in which functions almost as weird as these have ap­
plications, although we will not be seeing such applications in this book. 

To make certain that the integration process is well understood, we will 
give one more example. 

EXAMPLE 5.4. Evaluate 

I: x dx if it exists. 

Solution. In this case we havef(x) = g(x) = x, the identity function, and 
we are using the interval [0, a]. While the functions involved are simple, 
be sure to observe the methods used. Needless to say, we must start with a 
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partition of [0, a]. We will make use of three different evaluation sets. In 
order to obtain the upper sum, we will let tk = Xk in view of the fact that both 
f and 9 are increasing functions of x. For the lower sum we will use tk = X k - 1 . 

We will also make use of the midpoint of each interval in order to see what 
effect this might have on our sums, and in this case we will have 
tk = (Xk- 1 + xk)/2. The three RS sums in which we are interested then 
become 

n 

U(P, x, x) = L Xk[Xk - Xk-l] 
k=l 

n 

L(P, x, x) = L Xk-1[Xk - X k - 1] 
k=l 

and 

~ Xk + Xk-l 
M(P, x, x) = k~l 2 [Xk - Xk-l] 

1 ~ 2 2 = -2 L., [Xk - Xk-l]. 
k= 1 

Curiously enough the last of these sums is the easiest one to evaluate, for 
we observe that regardless of the partition used we have 

M(P, x, x) = ~ [(xi - X6) + (X~ - xi) 

+ (x~ - xD + ... + (X~ - X;-l)] 

1 a2 - 02 a2 

= "2 [x; - X6] = 2 2 . 

We have again made use of the fact that in the addition all terms appear 
both with a positive and a negative sign except for x; and x6. For the evalua­
tion of the upper and lower sums we must be more explicit with our partition. 
If we use a regular partition with n subintervals, we would have again 
Xk = akin and Xk-l = a(k - 1)ln. Thus, the sums in question become 

) ~ ak [ak a(k - 1)J a2 ~ U(P, x, x = L... - - - = 2 L... k 
k= 1 n n n n k= 1 

= :: [n2 ; n J = a; + ~:. 

L(P, x, x) = f a(k - 1) [ak _ a(k - 1)J = a: f (k - 1) 
k= 1 n n n n k= 1 

= :: [n2 ; n - n J = ~ - ~:. 
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Using reason similar to that we have used before, we see that as n increases 
the upper sum and the lower sum decrease and increase respectively to the 
same value we had previously obtained for the sum using midpoints. Further­
more, the difference between the upper sum and the lower sum will be a2 In, 
and this difference decreases, giving rise to the same situation we had witnes­
sed in Example 5.1. As a result ofthis development we see that 

I: x dx = I: x dx = a; 

and since the upper and lower integrals are equal we have 

r a2 

Jo x dx = 2' 

It should be pointed out that we seldom have the sum using the midpoint 
exactly equal to the correct result. 

In each of the examples we have considered, we first consider a partition. 
We then have to consider the upper and lower sums and finally determine 
the glb of the upper sums and the lub of the lower sums. From this we are 
able to determine the upper integral and the lower integral and then deter­
mine whether the integral exists. It would seem from the last example that 
we might use the midpoint and then be through. However, it is not often 
that the midpoint used as the evaluation point will give precisely the correct 
result, and in fact we note that if we consider any sums other than the upper 
and lower sums, we fail to have any basis upon which to determine the upper 
and lower integrals. It is the comparison of these two integrals that lets us 
know whether the RS integral exists. 

The procedure can be summarized in the flow chart of Figure 11.10. Note 
the loop which occurs in attempting to insure that you have the upper and 
lower integrals. The determination required by this loop may well be the 
most difficult in the entire calculation. If you can show that with successive 
refinements you have [U(P,f, g) - L(P,f, g)] getting arbitrarily close to 
zero, you can show that your results can not be altered by any other choice 
of partitions and successive refinements. 

We have frequently used the fact that the RS sum 

n 

S(P, T,f, g) = L f(tk) [g(Xk) - g(Xk- 1)] 
k= 1 

over the interval [a, b] is closely related to the RS integral 

f f(x)dg(x). 

Note the similarities between the sum and the integral. We spent quite a bit 
of effort in the last section finding out how to handle problems of an applica-
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tion nature, and how such problems often produce RS sums. We are now 
prepared to take the next step. Having set up the RS sum, we are able to 
write down the corresponding integral. If we were using upper sums, we 
would expect to find the upper integral, but we are more apt to have a case 
in which the integral exists and then we do not need to worry about whether 
we have an upper integral or a lower integral. Thus, the task of setting up an 
integral which yields a certain result is one that should give no difficulty. 
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First analyze the problem and set up the approximation of the result in terms 
of an RS sum, and then write down the RS integral. It only remains to 
evaluate the integral. We have shown how to do this in a few simple cases 
in this section. We will devote most of the next chapter to this problem, and 
will come back to it again in later chapters. 

One final note is in order. If g(x) in our definition is the identity function, 
g(x) = x, we obtain 

If(X)dX, f f(x)dx, and ff(X)dX 

as the upper integral, the lower integral and the integral respectively. These 
special cases are known as the Riemann integrals. Since they are special 
cases, then everything we develop for the Riemann-Stieltjes integral will 
also hold for the Riemann integral. 

EXERCISES 

1. Find the least upper bound of each of the following sets of numbers or show that 
the set is unbounded. 

(a) 4,6,7,15/2,31/4,63/8,127/16, ... ,23 -"(2" - 1), ... 
(b) fen) = n!/n" for n = 1,2,3,4, .. . 
(c) fen) = n !/IO" for n = 1,2,3,4, .. . 
(d) 1, -1/2, 1/4, -1/8, 1/16, -1/32, .. . 
(e) fen) = sin n for n = 1, 2, 3, 4, ... [Consider the angles to be measured in 

radians.] 

2. (a) Find an algebraic expression for the upper RS sum and the lower RS sum 
U(P, x 2 , x) and L(P, x 2, x) for a partition P[O, 3] which is regular and has n 
subintervals. 

(b) Find U(P, x 2 , x) - L(P, x 2 , x) and show whether this gets smaller as n 
increases. 

(c) Evaluate n Xl dx and g x2 dx. 

(d) Does S6 x2 dx exist? If w, what is its value? 

(e) State whether you can be certain that your evaluation would not have' been 
altered if you had used other than a regular partition. Be ready to explain the 
reasons for your answer in class, if asked, 

3. Evaluate S~ x2 dx if it exists. [Use the method of Exercise 2.] 

4. (a) Let PI [0, 3] be a regular partition with 3n subintervals and let P 2[0, 5] be a 
regular partition with 5n subintervals. Show that the points of PI are also 
points of P 2, and show that if we use the endpoints of the 2n subintervals 
which are in P 2 but not in PI we have a regular partition, P, of [3, 5]. 

(b) Using the information in part (a), show that U(P, f, g) = U(P 2 , f, g)­
U(Pl,f, g) and similarly L(P,f, g) = L(P2 ,f, g) - L(P1,f, g). 
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(c) Using the information from parts (a) and (b) show that 

( x2 dx = f x2 dx - s: x2 dx. 
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(d) With the information of part (c) and with the result of Exercise 3 find the 
value of 

5. Evaluate It dx. [Hint:J(x) = 1 in this case.] 

6. Evaluate H x3 d(l). [Hint: g(x) = 1 in this case.] 

7. Evaluate S~ dg(x). 

8. LetJ(x) be a function having the value one if x is a rational number and the value 
zero if x is an irrational number. 

(a) Evaluate J1 J(x)d(x3) and 12 J(x)d(x 3). 

(b) Does S6J(x)d(x3 ) exist? Give a reason for your answer. 

9. Let J(x) be a function such that J(x) = x if x is a rational number and J(x) = 0 
if x is an irrational number. [Hint: Example 5.3 may help.] 

(a) Evaluate.IT J(x)d(x2) and If J(X)d(X2). 

(b) Evaluate Ii J(x)d(x2) if it exists. 

10. (a) Show that d = U(P, J, g) - L(P, J, g) ;;:: 0 for any choice of Pea, b] and any 
choice of J(x) and g(x) subject to the condition that g(x) is monotonic in 
each subinterval of P. 

(b) Show that the set of numbers, d, is a decreasing function under successive 
refinements of P. 

(c) Show that the set of possible values of d has a glb. 

(d) Show that S~J(x)dg(x) exists if and only if the glb of d is zero. 

11. (a) A solid is formed by taking a right circular cone of radius 4 inches and altitude 
4 inches from a cylinder of radius 4 inches and altitude 4 inches. The axes 
of the two solids are coincident and the base of the cone is identical with one 
base of the cylinder. Draw a sketch ofthe large cylinder. Draw a set of cylinders 
within the large cylinder, all of the smaller ones being concentric with the 
original cylinder. 

(b) As a result of part (a) you have represented the portion of the cylinder remain­
ing after the cone is removed by a set of nested solids, the cross section of each 
being a ring between two circles and the length being greater as the circular 
cross sections are larger. Consider one of these nested solids to be approxi­
mated by a solid similar to a piece of pipe. Find an expression for the volume 
of this solid. 

(c) Using your result in part (b), set up an RS sum for the approximate volume of 
the solid described in part (a). 

(d) Evaluate this integral, and thus find the volume of the solid described in 
part (a). 
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12. (a) Sketch the curve y = x2 over the interval from x = 0 to x = 3. 
(b) Set up an RS sum which approximates the area bounded by y = x 2 , Y = 0 

and x = 3. 
(c) Set up the RS integral which would give the number of square units of area 

in the area described in part (b). 
(d) Evaluate the integral and thus find the area. 

13. (a) Sketch the curve r = () in polar coordinates. 
(b) Set up an RS sum that approximates the area inside this curve between the 

vectors () = 0 and () = n12. 
(c) Set up an integral that gives the value of this area. 
(d) Evaluate this integral and find the area. 

C14. Use a regular partition of [1, 3] with 25, 50, 75, 100 and so on to 1000 intervals 

to find the upper and lower RS sums if f(x) = x3 and g(x) = Jx. Use these 
results to estimate the value of 

r x3 dJx and f x3 dJx. 
From the information you have, determine whether the integral exists, and if you 
think it does, estimate the value of the integral. 

CIS. Use a regular partition of [ -1, 2] with 20, 40, 60, and so on to 200 intervals to 
find the upper and lower RS sums if f(x) = x2 and g(x) = sin x. Use these 
results to estimate the value of 

f 1 x2 d(sin x) and f 1 x2 d(sinx). 

From this information determine whether the integral exists, and if you think it 
does, estimate the value of the integral. 

P16. A metal rod is one foot long, and the mass is distributed in such a way that the 
mass of the first x inches from one end is (0.2x + 0.004x2 ) pounds per inch of rod. 

(a) Sketch the rod and partition the length. 
(b) Find an expression for the mass of the portion of rod between two successive 

partition points. 
(c) The k-th moment of mass about a given axis is defined to be the product of 

the mass by the k-th power of the distance of that mass from the axis. Write 
down an expression for the second moment of the increment of mass between 
two partition points about the axis perpendicular to the rod at the end of the 
rod where x = O. 

(d) By adding up the second moments for all of the subintervals of your partition, 
find an RS sum which approximates the second moment of the entire rod 
about the axis through the end of the rod at which x = O. 

(e) Find an integral which would give the second moment of the rod about the 
axis through x = O. 

(f) Find upper and lower bounds for the value of the integral in part (e). (The 
second moment is also known as the moment of inertia). 

P17. Set up an integral to evaluate the mass of the wheel of Exercise H.4.l7. Evaluate 
this integral to find the actual mass of this wheel. 
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P18. Set up an integral to evaluate the force on the face of the dam in Exercise 1104.19. 
Evaluate this integral to find the force on the face of the dam. 

M19. Show that there is no rational number which can serve as the least upper bound 
of the set of positive numbers such that x 2 < 2. [Hint: If you assume that c is 
such a rational number, then either c2 > 2 and there is a rational number smaller 
than c that would also be an upper bound or if c2 < 2 then there is a rational 
number larger than c such that its square is less than two.] 

M20. Let f(x) be a function over the interval [a, b] such that for any positive real 
number, e, it is possible to find a positive real number, d, such that if the diameter 
of the partition [a, b] is no greater than d units, then the maximum and minimum 
values of f(x) over each subinterval differ by less than e. 

(a) Show that if Pea, b] is a partition such that d(P) < d then 

U(P,f, g) - L(P,f, g) < e I Ig(xk) - g(Xk-I)I· 
k=1 

(b) Show that under these conditions S~f(x)dg(x) exists. 
(c) If g(x) is an increasing function, show that 

U(P, f, g) - L(P, f, g) < e[g(b) - g(a)]. 

B21. Set up an integral for the evaluation of the amount of blood passing one point 
in one second in the blood vessel of Exercise lIo4.21. Given the fact that 

fo. 1 

° r2 dr2 = 5(10- 5) 

evaluate the integral (if possible) and determine exactly the rate of flow of blood 
in the blood vessel. 

B22. It can be shown that under rather general conditions the concentration of a 
solute in a circular tube (such as a blood vessel) is closely approximated by 
C(x) = Co + (Ci - Co)r ax where x is the distance in centimeters from one end 
of the tube, Co g/cm3 is the concentration outside of the tube, Ci is the con­
centration of the solute inside of the tube at the point where x = 0 and a is a 
positive constant. The decrease in concentration is due to the diffusion of some of 
the solute through the walls of the tube. 

(a) Sketch the tube if it is 20 centimeters long, and indicate a partition of the 
length. 

(b) Find an expression for the amount of solute in the tube between successive 
partition points. (Assume a tube radius of 2 millimeters.) 

(c) Set up an integral which would give the amount of solute in the tube between 
x = 0 and x = 20. (This will involve the constants a, Ci , and Co. Do not try 
to integrate this expression.) 

S23. Set up an integral for the total increase in cost of production in Exercise IIA.14. 
Evaluate this integral and find the increase in cost of production. 
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S24. In a certain town the amount of electricity used per person per day is determined 
to be (3 + O.lt) kilowatts where t is the number of years since January 1, 1975. 
The population ofthe town is given by the expression p(t) = 18,000 + 360t + 4t2 • 

(a) Find an expression for the daily use of electricity in the town t years after 
January 1, 1975. [It is not essential that t be an integer.] 

(b) Find an approximation of the total use of electricity in the town over a period 
of time from tk- 1 to tk where the values of tk are taken from a partition 
P[O, 10] of the period from January 1, 1975 to January 1, 1985. 

(c) Set up an integral which would give the total use of electricity during the 
decade from January 1, 1975 to January 1, 1985. 

(d) Find the average daily use of electricity in this town during this period oftime. 
[Approximate this use using upper and lower bounds for the integrals.] 
(Ignore leap years. This type of computation is useful in trying to project the 
community requirements for some utility in order to permit an orderly 
expansion of available services consistent with community needs.) 

II.6 Some Facts Concerning Evaluation of Integrals 

Now that we have defined upper integrals, lower integrals, and integrals, 
the question must naturally arise concerning how we can find values for 
such things. In the first place, it is not easy to contemplate having to set up 
the RS sums, and it is even less appetizing to think of trying to find the lubs 
and glbs and assuring ourselves both that an integral exists and that we have 
a sufficiently good approximation of its value. We gave some illustrations 
in the last section, but these were not necessarily reassuring. One was rather 
bizarre, to say the least, and the others seemed a bit on the special side. As 
is usually the case, however, if something has been mentioned in a book such 
as this, there is some way of getting around the difficulties in at least a few 
instances. It should be made clear at this point that the problem of evaluating 
integrals in general is not a simple one, and we will ordinarily confine our 
attention to the more tractable members of the set of all integrals. Fortu­
nately, the world of applications, as well as that of more sophisticated mathe­
matics, tends to use those integrals that are easier to handle. (This might 
be due to the fact that these are the only ones that have been given serious 
consideration, except for the rare cases in which applications provide no 
other choice.) 

There are basically two ways of evaluating integrals. The first method 
makes use of the definition, utilizing the RS sums with a partition that has 
a very small diameter, and for which we can expect little fluctuation between 
the upper sums and the lower sums. Since the correct value is never greater 
that any upper sum nor less than any lower sum, we have bounds for the 
correct result. This method would not be very appealing if I b - a I is large 
and a small diameter is required for the partition, for we would then have a 
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very large number of summands. On the other hand, if we had a hand cal­
culator, or better yet a computer, we could rather easily consider this method. 
The second method that we referred to above is that of finding some ex­
pressions or formulas which will permit us to evaluate integrals directly. 
For instance, we might use the results of the last section to start a table of 
values such as 

fa a2 

Jo xdx = T. 

When these particular integrals arise again we would not have to repeat 
this work. This method will be employed in Chapter III. Suffice it to say 
that this can be done for only a restricted class of integrals, and therefore 
the method of obtaining formulas, while the more appealing of the two 
methods, is not of the general applicability that we would like. 

We will consider the first of these two methods, the computational method, 
here. In order to be able to bring some order out of the possible chaos, we 
will restrict our attention to the case in which bothf(x) and g(x) are mono­
tonic, and for convenience we will consider that g(x) is increasing. A little 
thought should indicate what needs to be altered if g(x) is decreasing. If 
g(x) is increasing part of the time and decreasing part of the time, one would 
use a partition including all points at which the direction of monotonicity 
changes. Since we are assuming that g(x) is increasing, then the portion of 
each summand which is ofthe form [g(xk) - g(xk- 1)] is non-negative. If f(x) 
is also increasing, we would use f(Xk) as the value for the upper sum and use 
f(Xk-1) as the value for the lower sum. Consequently, we would have 

L(P,f, g) ~ .~/(x._,) [g(x,) - g(x._.)]) 

U(P,f, g) - L f(Xk) [g(xk) - g(Xk-1)]. 
k=l 

Iff(x) is a decreasing function, similar reasoning would produce 

n ) 

L(P,f, g) = L f(Xk) [g(xk) - g(Xk-1)] 

U(P,f, g) ~ :t: f(x.- ,) [g(x,) - g(x._ ,)] 

(II.6.1) 

(II.6.2) 

It becomes a relatively simple matter to plan the computation of either of 
these pairs of sums, as indicated by the flow chart in Figure ILl 1. Such a flow 
chart can be rather easily transformed into a computer program. Note that 
it is possible to compute both the lower and upper sums in the one algorithm. 
However, we still have the question whether we will have the required result 
with sufficient accuracy. If U - L is sufficiently small, then the average of 
U and L will be sufficiently close to the correct value of the integral that the 
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result will satisfy our needs. On the other hand, if U - L is too large we 
might have the correct result by taking the average, but on the other hand 
we might have far too great an error. It would be very helpful then to have 
some upper bound on the value of U - L in order that we could have some 
assurance that our computation would not be in vain. Even when using a 
computer there is a great expenditure of resources and we should not under­
take work which will not have a reasonable chance of giving a useful result. 

In order to determine whether a given partition pea, b] might give a 
satisfactory result, we can start by determining the difference 

n 

U(P,f, g) - L(P,f, g) = L I !(Xk) - !(Xk-1) I [g(Xk) - g(Xk-1)]. 
k=l 

(11.6.3) 

This is obtained by combining the terms of the upper and lower sums of 
either (11.6.1) or (11.6.2) having [g(Xk) - g(Xk- 1)] in common and observing 
that the absolute value I !(Xk) - !(Xk-1) I takes care of both the increasing 
and the decreasing case. As it stands (11.6.3) is much more complicated than 
we would like. It would help if either I f(Xk) - !(Xk-1) I or [g(Xk) - g(xk- 1)] 
were constant, for then we could factor out a common factor. It would be 
most unlikely if this were so, but we can make use of this idea by considering 
the inequality we would have if we were to replace each occurence of 
I !(xk) - !(Xk- 1) I by F where F is chosen to be the largest of the n values 
of the form 1!(Xk) - !(Xk-1)1. We would then have 

n 

U(P,f, g) - L(P,f, g):s; L F[g(xk) - g(Xk- 1)] 
k=l 

n 

:s; F L [g(xk) - g(Xk - 1)] = F[g(b) - g(a)]. 
k= 1 

{I 1. 6.4) 

In other words, F[g(b) - g(a)] is an upper bound for the difference U - L. 
Now [g(b) - g(a)] is a constant that is easily determined. Furthermore, 
by our assumptions this is positive. If D is an upper limit to a useful size for 
U - L, then if F[g(b) - g(a)] :s; D we are certain that U - L :s; D, for 
we have 

U(P,f, g) - L(P,f, g) :s; F[g(b) - g(a)] :s; D. (11.6.5) 

Thus, we can test any partition before doing the computation to determine 
whether that partition is likely to meet our needs. It is true that this is an 
upper bound, and the partition might fail this test and yet be satisfactory. 
However, if the partition passes this test, it is certain to suffice. 

We might go one step further and use the information in (11.6.5) to help 
us find a satisfactory partition. Consider the following Example. 
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EXAMPLE 6.1. Find an approximation for the value of n (1/x)d(x2) with an 
error no greater than 0.1. 

Solution. In this case we might let D = 0.1. Since g(x) = X2, we have 
[g(3) - g(2)] = 32 - 22 = S. We then wish F to be determined such that 
SF ::;; 0.1 in order to satisfy (116.3). Therefore, F ::;; 0.02. This is equivalent 
to saying that we should have a partition such that 1 (l/xk) - (I/Xk- l ) 1 ::;; 0.02. 
Since Xo = 2, we have 1 (1/Xl) - (1/2)1::;; 0.02. Since Xl > 2, we know that 
[(1/x l ) - (1/2)] is negative and hence using the absolute value we have 
I/Xl Z (1/2) - 0.02 = 0.48. Consequently, we have 

Xl ::;; 1/0.48 = 2.0833333. 

Since we now have a maximum value for Xl' we can select any value we 
wish to use in the interval [2, 2.0833] and then proceed to determine a value 
for X 2 in a similar manner. This process could be continued until we had a 
partition of the interval [2, 3] that would be guaranteed to give the required 
accuracy. 

In this case, we have done about twice as much work as was really needed, 
for we could have observed that 

U+L U+L U-L 
U---=---L=--2 2 2 . 

Therefore, if we were to use as an approximation for the integral the value 
(U + L)/2, we could have let D be bounded by 2(U - L) and then our error 
would have been at most D/2 or (U - L). In this example we would then 
let D = 0.2 and then we would have SF ::;; 0.2. This gives a bound for F of 
0.04. Consequently our choice for Xl would be limited by the relation 
(l/x l ) z (1/2) - 0.04 = 0.46, and we would have Xl ::;; 2.1739. If we con­
tinued the process, we would find that a partition consisting of the points 
{2, 2.16, 2.36, 2.60, 2.90, 3} would guarantee a sufficiently accurate result. This, 
of course, is not the only partition that we might use, but it is a compromise 
involving as few points as possible and numbers that do not carry too many 
decimal places. Using these points and evaluating the lower sum we obtain 
the approximation 1.9147. Similarly the upper sum would give 2.0938. The 
average is 2.0042S, and this is certainly within 0.1 of either the upper orlower 
sum. Hence, it is certain that it differs from the correct value of the given 
integral by less than 0.1. In fact, the value of the given integral is actually 2, 
and we see that we have a very good approximation to this value. 

It is certainly clear that there is a considerable amount of work in the 
approximation of an integral by the method of Example 6.1, but if we need 
to find an approximation with a given error bound we now have the means 
for doing so. You will note that we cut our work by quite a bit by the device 
of using the average of the upper and lower sums. We could have obtained 
this average either by computing the upper and lower sums first or by using 
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the relation 

T(P J ) = [U(P,J, g) + L(P,J, g)] 
, ,g 2 

(II.6.6) 

This method is frequently called the trapezoidal method, hence the letter T. 
The reason for this name is clear from Figure II.12, for we see that if we were 
to think of a curve plotted on the J(x) axis versus the g(x) axis, the upper 
sum contribution would be the rectangle with the upper top, the lower 
sum contribution the one with the lower top, and the trapezoidal sum con­
tribution, being the average of the other two, is the trapezoid indicated in 
the Figure. 

It is probably better to obtain the trapezoidal result by calculating the 
upper and lower sums and then averaging them, for in this way you are 
certain to have bounds for the correct value of the integral in question. 

One final computational method worth considering is the one using the 
midpoint of the interval [Xk-l, xd as the choice for t k . Thus tk = 

(Xk-l + xk)/2. This will produce another RS sum. Since we are using the 
midpoint for our computation ofthe value ofJ(x) and since we have assumed 
J(x) to be a monotonic function, this would seem to be a better choice. In 
many cases it will be, but there is no guarantee that such will be the case. 
Furthermore, there are no bounds available if this is the only computation 
we perform. This sum, however, which we will denote by M(P,J, g) (where 
we use M for midpoint) is one that we should not ignore as a possibility. 

We can illustrate the midpoint rule with the following Example. 

EXAMPLE 6.2. Approximate n (l/x)d(x 2) using the partition {2, 2.16, 2.36, 
2.60,2.90,3}. 

I(x) 

Lower 1 Sum 

Upper Sum 

g(x) 

Figure 11.12 
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Solution. We note that this is the same partition that we used in Example 
6.1, but this time we do not have the assurance that our result will be within 
0.1 of the correct result. It must certainly be in the interval [1.9147, 2.0938J, 
but if we had not been told that the correct value is 2, we might have assumed 
that the correct value would be 1.92 and we could then have obtained 2.08 
as some RS sum, clearly a result that would be in error by more than 0.1. 
This illustrates the possible danger of calculating an RS sum without having 
the bounds provided by the upper and lower sums. 

However, the discussion of the preceding paragraph does not perform 
the calculation requested in this Example. Here we have 

2)~) 2 2 L 1) 2 2 M(P, l/x, x = \2.08 [2.16 - 2 J + \2.26 [2.36 - 2.16 J 

L 1) 2 2 + ~2.48 [2.6 - 2.36 J 

Ll) 2 2 L1) 2 2 + ~2.75 [2.9 - 2.6 J + ~2.95 [3 - 2.9 J 

= 0.32 + 4 + 0.48 + 0.6 + 0.2 = 2.0 

and in this instance at least we have the exact value. It seldom turns out 
this well, but the midpoint rule is often a good compromise. 

In summary, we will not use these computational methods in practice 
if we can find a formal means that will take care of the situation at hand 
(once we have developed some formal techniques), but there will continue 
to arise cases in which the formal techniques are not adequate and in which 
we will have to resort to numerical methods of some sort. We have indicated 
some methods here that will permit us to find approximations sufficiently 
gQod to meet any requirements. It would be well to close with a comment 
concerning the bell curve which is used extensively in statistics and which 
finds occasional use in determining grade distributions. The use of this 
curve for statistical purposes requires the evaluation of an integral for which 
no formula is known. The integral in question is 

Jb 1 -x2 /2 d 
M-e x, 

a ....;2n 

where e is a constant and the approximate value of e is 2.71828. Here g(x) 
is the identity function and 

f(x) = ~e-X2/2 . 
....;2n 

Since the value of this integral is so widely used, it is almost essential that 
we not only have the value determined for various intervals [a, b J, but also 
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that we have information concerning just how accurate are the values we 
have available to us. Therefore, we would need to evaluate the upper and 
lower sums in order to have bounds for the correct value of the integral. 

EXERCISES 

1. Use the methods of this Section to obtain a lower bound, an upper bound, and 
then use the trapezoidal rule ang the midpoint rule to find the value of each of 
the following integrals, using a regular partition with 5 intervals in each case. 

Can you make a guess as to the formula that would explain each of these results? 

2. Evaluate 

fx d(x 3) 

with an error no greater than 0.1. Find a partition which would give the value of 
this integral with an error no greater than 0.001. 

3. Evaluate Ii (l/x)dx with an error no greater than 0.1. 

4. You need to evaluate each of the following integrals by the trapezoidal rule with 
an error no greater than 0.01. Find a partition that would suffice in each case. 
[It is sufficient to find the first 4 points and indicate the procedure required to 
obtain the remaining points.] 

(a) Sg x 2 d(x3 ) 

(b) S6 ~ d(2nx) 

(c) It 2X d(l/x) 

5. Show that S~ 1 X4 d(x2) exists. Note that neither function involved is an increasing 
function or a decreasing function throughout [ - 1, 2]. 

6. Use the numerical methods that we have discussed to find bounds and an ap­
proximate value for 

f~4 2x dx and for 142x dx 

if you use four subintervals in each case. Which of the two results is more apt to 
have a smaller error? 

7. (a) Sketch the graph of y = 2X over the interval [ -4,4]. 
(b) Put in the partition points of your partitions in Exercise 6. 
(c) Show that the trapezoidal rule would give values which are too large in your 

evaluation of the integrals in Exercise 6 
(d) Indicate the midpoints of your intervals, and then draw lines indicating the 

rectangles that would be used in the evaluation of M(P, 2\ x). 
(e) In each subinterval draw a line through the point (xm, 2Xm) tangent to the 

curve y = 2x. [xm is the midpoint of the subinterval.] 
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(f) Show that the trapezoid formed in each subinterval in part (e) by the four 
lines y = 0, the tangent line and the lines x = X k - I and x = X k has the same 
area as the rectangle formed by the lines y = 0, y = xm , X = Xk _ band 
x = Xk. Use this result to show that in this case the midpoint rule would give 
a value too small for the value of the integral. 

8. Use a partition with five intervals to obtain bounds for the RS integral 

f2 X2 dx. 
-I 

Do the same thing with a partition having ten intervals. What values do you 
have with the trapezoidal rule and the midpoint rule in this case? [At least half of 
your computation for ten intervals should be complete when you have completed 
the five interval case.] 

9. It is desired to find the value of 

Someone has suggested approximating this by evaluating 

J:°rx dx. 

Can you find any connection between these two results? How accurate do you 
think the approximation would be? Would it be too large or too small? 

10. Show that if either f(x) or g(x) is a constant all RS sums are equal and therefore 
any partition will serve to find the correct value of the integral. 

11. If we restrict ourselves to the interval [0, n12] it is true that for values x > y we have 
[sin x - sin y] < [x - y]. Find a partition which would permit you to evaluate 
Jo/2 sin x dx2 with an error no greater than 0.1. 

12. Find a partition which would permit you to evaluate Jo/2 x d(sin x) with an error 
no greater than 0.1. 

13. (a) Sketch the graph of y = 4 - x 2 . 

(b) Using the fact that the area bounded by this curve and the x-axis is symmetric 
about the y-axis, find the area under this curve by finding the area to the right 
of the y-axis and doubling that area. 

(c) Find the area determined by the upper sum using a partition with only one 
subinterval. Sketch on your graph the outline of this rectangle. 

(d) Determine the ratio of the area of part (b) to the area of part (c). [This ratio was 
discovered analytically by Archimedes not later than 212 B.C.] 

C14. (a) Sketch the graph of y = (4 - X 2)1/2 over the interval [0,2]. 
(b) Sketch in a regular partition having n subintervals for a small value of n, 

such as n = 5. 
(c) For one subinterval of your partition (not either end subinterval) sketch in 

the rectangles for the term in the upper sum, the lower sum, and the midpoint 
sum, and sketch in the trapezoid for use with the trapezoidal rule. 
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(d) From your sketch determine which of the various rules of evaluation are 
likely to give values larger than the area under the curve and which ones will 
give smaller values. 

(e) Use the upper sum, the lower sum, the midpoint sum, and the trapezoidal 
rule to find the area under the curve for n = 25, 50, 75, 100, ... , 500, and then 
estimate the correct area. 

(0 Use geometry to find this area and check your results. 



CHAPTER III 

More About Integrals 

111.1 Some Integrals to Remember 

While it may be necessary from time to time to use the computational 
methods of the last chapter in evaluating integrals, we would prefer other 
methods if they can be made available. It will be the purpose of this chapter 
to develop some alternatives to the use of RS sums for the evaluation of 
integrals. It might be worth listing the result of Example (11.5.4), for this 
could be the first of a list of formulas that would help. 

fa a2 

oX dx = 2' (111.1.1) 

This result would permit us to give the value of any integral with f(x) = 
g(x) = x over an interval having the origin as left-hand point. We now turn 
to some other integrals in order to add to our list of formulas. 

EXAMPLE 1.1. If f(x) = c, the constant function, and if g(x) is monotonic 
in each of the subintervals of some partition of [a, b], show that 

s: c dg(x) = c[g(b) - g(a)]. (111.1.2) 

Solution. If Pea, b] is a partition of [a, b], then any RS sum over this 
partition is given by the relation 

n n 

S(P, T, c, g(x)) = L C[g(Xk) - g(Xk-l)] = c L [g(Xk) - g(Xk- 1)] 
k=l k=l 

= c[g(xn) - g(xo)] = c[g(b) - g(a)]. 

146 
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sincef(tk ) = c in every case, and since the summation 
n 

L [g(Xk) - g(Xk-l)] 
k=l 

has the interesting property we have seen before in that each term except 
g(xn) and g(xo) appears twice, once with each sign. The only terms that do 
not "cancel" are the terms g(xn) = g(b) and g(xo) = g(a). In particular, 
since all RS sums have the same value, the upper and lower sums have this 
value. But the integral has a value not less than the lower sum nor more 
than the upper sum, and therefore the integral must have this same value. 
Note the generality of this result in that this holds over any interval and 
for any function g(x) that can meet our requirements for integrability. 

EXAMPLE 1.2. Iff(x) is a bounded function, show that 

ff(X)dC = O. (Ill. 1.3) 

Solution. In this case we have g(x) = c, a constant function. Therefore 
[g(Xk) - g(Xk-l)] = [c - c] = 0 for each choice of k. As a result we have 
for any partition the fact that the RS sum must have the value zero since 
each term must be zero and the RS sum is merely the sum of n zeroes. 

We next turn our attention to an example which is a generalization of the 
result expressed in (l1I.l.1). 

EXAMPLE 1.3. Let m be a positive integer and a > O. Find the value of SO xm dx. 

Solution. Since we have no prior formula to call upon, we must again resort 
to RS sums. Since it is the easiest one to use, let us try using again a regular 
partition with n subintervals. Since both f(x) = xm and g(x) = x are in­
creasing functions, we would have tk = Xk for the upper sum and tk = Xk-l 
for the lower sum. Again using the fact that Xk = akin and since 

[g(Xk) - g(Xk- 1)] = (akin) - [a(k - l)ln] = aln, 
we have 

U(P, xm, x) = f (ka)m[~] = (~)m+ 1 f km. 
k= 1 n n n k= 1 

In Exercise (1.11.20) it was shown that 

(111.1.4) 

From the right hand inequality in (111.1.4) we obtain 

U(P, x ,x) - - L k ~ - --m _ (a)rn+l[ n m] (a)m+l[nm+l] 
n k= 1 n m + 1 m+l' 
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Using the left hand inequality in (111.1.4) we have 
n 

L(P, xm, x) = I [(k - l)ajnr[ajn] 

Thus we have 

It is also true that 

k=1 

am + 1 

L(P, x m, x) ~ --1 ~ U(P, x m, x). 
m+ 

U(P, x m, x) - L(P, x m, x) = - I km - I km (a)m+l[ n n-l ] 
n k=l k=O 

(a)m+ 1 m am + 1 
= - n =--. 

n n 

Now, suppose that 

I:xm dx # I:xm dx. 

(III. 1.5) 

If they are not equal, then the upper integral must exceed the lower integral 
by some positive number, e. However, by (111.1.5) we can select a regular 
partition, P, with a value of n large enough that am+ 1 jn < e for any e which 
is positive. If we assume we have made use of this particular regular parti­
tion, we now have the string of inequalities 

and this presents a contradiction for the two sums differ by less than e 
whereas the two integrals differ by more than e. This contradiction was 
brought about by the assumption that the upper and lower integrals were 
not equal. Hence, we must have the upper and lower integrals equal. There­
fore 

must exist. Since 

U(P,f, g) 2:: am + lj(m + 1) 2:: L(P,f, g) 

for any regular partition, P, and since the upper and lower sum differ by an 
arbitrarily small amount with the integral also included between the upper 
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and lower sums, the assignment of any value other than am + l/(m + 1) to 
the integral would lead to a contradiction. Therefore, the result we sought is 

I:xm dx = am+ 1/(m + 1). (III. 1.6) 

We should observe that (III. 1.1) is merely a special case of (III. 1.6) in which 
m = 1. Hence, we have only developed three results so far that you need to 
remember for later use, and these are the results of (III.1.2), (III.1.3), and 
(III. 1.6). 

EXAMPLE 1.4. Find the value of 

Solution. Her,.e we have (III. 1.6) with a = 4 and m = 6. Hence the required 
value is 47/7, or 16384/7. Ordinarily we will be willing to accept 47/7 rather 
than requiring the additional practice in multiplication. (Isn't this easier 
than developing the RS sums and trying to find the appropriate partitions 
to make it possible to find the lubs and glbs?) 

We will consider just one more example in this Section. This is a slight 
generalization of Example (II.S.2), and you may wish to refer to the detailed 
description of the earlier solution. 

EXAMPLE 1.5. Find the value of So xd(x2). 

Solution. Note that f(x) is again an increasing function, and hence we 
can obtain upper and lower sums as before. Again using the regular parti­
tion we have 

n n 

U(P, x, x 2 ) = I Xk[X~ - X~-l] = I (ka/n) [(ka/n)2 - «k - l)a/n)2] 
k=l k=l 

n 

= (a/n)3 I [2k 2 - k] 
k=l 

= (a/n) 3 [2kt/2 - ktkJ 
= (~) l2n(n + 1~(2n + 1) _ n(n; I)J 

= (~)3 [4n3 + 3n2 _!!.J = 2a3 [1 + ~ - _1 J 
n 6 6 6 3 4n 4n2 
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The results of the summations were obtained by mathematical induction. 
We now observe that if we make successive refinements, always using a 
regular partition, n increases and U(P, x, x 2 ) approaches (2a3)/3. A similar 
computation would show us that the lower sum L(P, x, x2) also approaches 
(2a 3 )/3, and therefore we can conclude that 

fa 2a3 
oxdx2 = 3· (IlL 1.7) 

You could check the difference between the upper sum and the lower sum 
and show that this is (a3)/n, and hence that successive refinements will make 
this arbitrarily small. You will note that we now have available to us the 
same type of reasoning we used in Example 1.3 in order to assure ourselves 
that the integral does exist and that (IIL1.7) gives us the correct result. 

This result is a special case of a more general formula. You are asked to 
develop this generalization in Exercise 5. Note that (III. 1.6) is also a special 
case of this new result. 

EXERCISES 

1. Evaluate: 

(a) J6 3 dx 

(b) J6 x 3 dx 

(c) s~;: 7 d(sin x) 

(d) S:.! XO d(x4 ) 

(e) H x 3 d(3) 

(f) S~ n d(Jx) 
(g) S6 X!4 dx 

(h) J~!6 sin x den) 

2. Evaluate: 

(a) S6 x 3 dx 

(b) Sl x 3 dx 

(c) g x 3 dx 

(d) S6 x 3 dx 

(e) J6 x 3 dx 

(f) Sz x 3 dx 

3. (a) Sketch the curves y = x and y = x 3 •• 

(b) Find a positive value of a such that 

fx dx = fX3 dx. 

(c) Using the value of a found in part (b), sketch x = a on your graph. 
(d) Interpret the geometric meaning of the value of a using your graph. 
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4. If m and n are positive integers and if m < n 

(a) Show that S5 xm dx > S5 x" dx 
(b) Show that Ii xm dx < II x" dx 
(c) Why is the inequality of part (a) reversed for part (b)? 
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5. (a) Use a regular partition of [0, a] with p subintervals and give the upper and 
lower sums corresponding to 

fX" dxm. 

(b) Show that the upper sum can be written as 

a,,+m p 

U(P, x", xm) = "+,;, L k"[km - (k - 1)'"]. 
p k=1 

(c) Write the lower sum in a manner similar to that of part (b). 
(d) Using the result from Exercise 1.10.8 which states that 

m(k - 1)m-1 < [km - (k - 1)m] < mk,"-I show that 

ma"+'" P 
U(P x" xm) < -- "k"+(m-I) and 

" n+m ~ 
p k= 1 

ma,,+m P ma,,+m p-l 

L(P x" xm) > -- " (k - l)"+(m-l) = -- " k"+,"-I. 
" n+m ,L.; n+m ~ P k= 1 P k=O 

(e) Using a result similar to (111.1.4) together with the inequalities of part (d), 
show that 

ma,,+m 
U(P, x", xm) - L(P, x", x'") < -­

P 

(f) Show that S~ x" dx'" exists and 

fa ma"+m 
x"dxm =--. 

° n + m 

6. Use (IIL1.8) to evaluate each of the following: 

(a) S~ x3 dx2 

(b) Sg x 2 dx 3 

(c) S5 X4 dx5 

(d) Sf x 3 dx4 

(e) Sf x 2 dx3 

(f) S~ X4 dx5 

7. Use (111.1.8) to evaluate each of the following: 

(a) S6 XO dx6 

(b) S~ x dx 5 

(III. 1.8) 
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(c) Sii X 2 dx4 

(d) Sii x 3 dx3 

(e) Sii X4 dx2 

(f) J5 x5 dx 
(g) g x 6 dxo 

III More About Integrals 

8. Evaluate each of the following and verify whether the result given by 
(IIL1.8) agrees with results you would have obtained for the following 
integrals using methods derived in this section. 

(a) So x" dx 

(b) So x dx2 

(c) So dx" = SO XO dx" 
(d) So x" d(1) = So x" dxo 

9. (a) Sketch the general shape of y = x" for an integer n > 1. 
(b) Set up the integral for the area bounded by y = x", y = 0 and x = a, where 

a is some positive real number. 
(c) Find the number of square units of area in the figure defined in part (b). 
(d) Find the area in the rectangle bounded by y = 0, x = a, y = a", and x = o. 
(e) Show that the area of part (b) is included in the area of part (d), and show that 

the ratio of the portion of the rectangle which is not in part (b) to the area in 
part (b) is equal to n. 

(f) Show that the area in part (b) is [1/(n + 1)] times the area of the rectangle in 
part (d). 

10. (a) Show that So x" dx" = (a")2/2 for any positive integer n. 
(b) Show that So Xk" dx" = (a")k+ l/(k + 1) for any positive integers k and n. 

(c) Evaluate st' x9 dx 3• 

III.2 Theorems Concerning Integrals 

In Section IILl we developed formulas which are of great assistance to us in 
the evaluation of a limited variety of integrals. It would be very helpful 
if we could find some means for expanding the utility of these formulas. It 
would be nice, for instance, to be able to use our earlier results to evaluate 

f(X7 - 9x4 + 8)dx. 

Since this integral has three terms, each of which is of the type we considered 
in the last section, it would not seem impossible that we might build upon 
our earlier work. It will be the purpose of this section and the next to develop 
theorems which will permit this expansion of the usage of the earlier results. 

In the majority of theorems the proofs are rather straightforward and 
only the outline of the proof will be given. In some instances only a sugges­
tion will be offered. You should be aware, of course, that in cases where the 
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proof is not given in detail it is up to you to supply the missing steps. You 
are also aware that you should not use any result which has not been proven 
as a basis for a step or a statement in any proof or solution. Since we do not 
have a large backlog of proven theorems concerning integrals it is not un­
expected that for the first proofs, at least, we will have to resort to the RS 
sums upon which the integrals are based. It is worth mentioning that it is 
frequently helpful to work through an example of the statement of the 
theorem, for that may give clues concerning a possible method of proof. 

Theorem 2.1. If 

f fl(X)dg(x) and f fz(x)dg(x) 

exist, then 

f [fl(X) + fz(x)]dg(x) = f fl(X)dg(x) + f fz(x)dg(x). 

OUTLINE OF PROOF. If we select any partition PEa, b] and examine the upper 
sums U(P,fl + f2' g), U(P,fl, g) and U(P,f2' g) we observe that in any 
subinterval it is possible, if not probable, that the evaluation point used for 
fl(X) will not be the same evaluation point as that used for f2(X). However, 
since [g(Xk) - g(Xk-l)] will have the same sign in each of the three upper 
sums, we would need either the largest value of fl and the largest value of 
f2' or else we would need the smallest values in the subinterval. If the evalua­
tion points for the two functions fl and f2 differ within the subinterval, then 
it can be shown that 

[fl (rk) + fz(rk)] [g(xk) - g(Xk- 1)] S fl (Sk) [g(xk) 
- g(Xk- 1)] + fit k ) [g(Xk) - g(Xk-l)] 

where rk is the evaluation point used for the integral involving fl + f2' 
Sk is the evaluation point used for the integral involving only fI> and tk 
is the evaluation point used for the integral involving only f2' From this 
we can deduce the fact that r [fl(X) + f2(X)]dg(x) s r fl(X)dg(x) + r f2(X)dg(x). 

By similar reasoning we can obtain a corresponding relation for the lower 
integrals. Hence, we have 

f fl(X)dg(x) + f fz(x)dg(x) s [[fl(X) + fz(x)]dg(x) 

s r [fl(X) + f2(X)]dg(x) (III.2.I) 

Ii fb s 1 fl(X)dg(x) + a fz(x)dg(x). 
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Since the two integrals J~fl(X)dg(x) and J~f2(X)dg(x) exist, the first and 
last expressions of (III.2.1) are equal, and hence each of the inequalities of 
this expression can be replaced by an equality. 0 

Theorem 2.2. If the integrals involved exist, and if c is a constant, then 

f cf(x)dg(x) = f f(x)d[cg(x)] = c f f(x)dg(x). 

OUTLINE OF PROOF. Show that 

S(P, T, ci, g) = S(P, T,f, cg) = cS(P, T,f, g) 

for any RS sum S(P, T,f, g). The Theorem follows from this fact and our 
previous Theorems. 0 

Theorem 2.2 permits us to move a factor outside of the integral provided 
the factor is a constant. It cannot be emphasized too greatly that it is not 
possible in general to move a factor outside of the integral if the factor is 
not a constant. 

With these two theorems and the results of the last section we can now 
handle the integral that was proposed in the first paragraph of this section. 

EXAMPLE 2.1. Evaluate 

16
(X7 - 9x4 + 8)dx. 

Solution. By Theorem 2.1 we have 

1
6
(X 7 -9x4 +8)dx= 16x7dx+ 1

6
(-9)X4 dx+ 168dx. 

Theorem 2.2 permits us to write 

16x7 dx + 16
( -9)x4 dx + 168 dx 

= 16 
X 7 dx + ( - 9) 16 

X4 dx + 8 16 
dx. 

Combining these two equations and using the results of the last section, we 
now have J8 (x 7 - 9x4 + 8)dx = (68/8) - 9(65/5) + 8(6). From this point 
on we have just arithmetic, and hence we have been able to evaluate the 
integral in question. 

This demonstrates that theorems can be very helpful at times. 

Theorem 2.3. If all the integrals involved exist, then 

f f(x)d[gl(X) + g2(X)] = f f(x)dg 1(x) + f f(x)dgz(x). 
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OUTLINE OF PROOF. This proof is somewhat similar to the proof of Theorem 
2.2. The biggest pitfall would be that of ignoring the situation in which gl 
might be increasing in a subinterval and g2 might be decreasing in the same 
interval. In this case we would have for the upper sum 

f(rk)[(gl(Xk) + gz(Xk)) - (gl(Xk-l) + gz(Xk- 1))] 
Sf(Sk)[gl(Xk) - gl(Xk- 1)] + f(tk) [g2(Xk) - g2(Xk- 1)]. 

Where rb Sb and tk are evaluation points for the respective upper sums. D 

We can combine the results of Theorems 1, 2, and 3 in the following 
corollary. 

Corollary 2.1. If C1 , C2' C3 and C4 are constants and if the integrals in the 
following expression exist, then 

f[C1fl(X) + c2fix)]d[C3g 1(X) + c4 gz(x)] 

= C1 C3 ffl(X)dg1(x) + C1C4 ffl(X)dg2(x) 

+ C2C3 f f2(X)dg 1(x) + C2C4 f fix)dg 2(x). 

While we have considered several theorems which apply over a general 
interval [a, b], the majority of the results already obtained which help us 
evaluate integrals apply only over an interval [0, a] starting at the origin and 
assuming a > 0. It is not to be expected that such an interval will suffice for 
all of our needs, and consequently we will consider some theorems which 
address this problem. 

Theorem 2.4. If a < b < C and if all of the integrals involved exist, then 

f f(x)dg(x) + ff(X)dg(x) = ff(X)dg(x). 

OUTLINE OF PROOF. Start with the RS sums S(P1[a, b], T1,J, g) and 
S(P2 [b, c], T2 ,J, g). Show that P = P 1 U P 2 is a partition of [a, c] and 
T = Tl U Tz is a corresponding evaluation set. Then show that S(P 1, T1, f, g) 
+ S(Pz, Tz,J, g) = S(P, T,J, g). From this obtain the necessary upper and 
lower sums and show that the conclusion of the theorem holds. D 

This last result has rather interesting implications, for it permits us to 
evaluate the integral over [a, b] and over [b, c] and then know that the sum 
of the results is the result we would have obtained by evaluating the integral 
over [a, c]. Of course, it would also be possible to evaluate the integral over 
[a, c] and then subtract either the integral over [a, b] to obtain the integral 
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over [b, c] or to subtract the integral over [b, c] to obtain the integral over 
[a, b]. By our definitions, of course, we have assumed that a < b < c. It 
would be nice to be able to relax this last restriction in Theorem 2.4. For 
instance, we might wish to let b = c. Then, of course, by mere substitution 
we would have 

f f(x)dg(x) + f f(x)dg(x) = f f(x)dg(x) 

This could not be correct unless we were to have nf(x)dg(x) = O. While it 
seems reasonable that it would be true that the RS sum in which the domain 
starts and stops at the same point should have a zero value, we will be on 
safer ground if we define this to be true as follows. 

Definition 2.1. For any f(x) and g(x) it is true that J~f(x)dg(x) = O. 

We have solved one problem by this definition and made Theorem 2.4 
one of slightly larger application. However it would be nice to be able to 
remove all restrictions on the order of a, b, and c. If we were to do this, we 
would then be able to write, letting c = a, 

f f(x)dg(x) + ff(X)d9(X) = f f(x)dg(x). 

By our definition the right hand side is zero, and this can only be true pro­
vided 

f f(x)dg(x) = - f f(x)dg(x). 

Since we have not covered the case in which the interval of integration goes 
from the larger to the smaller value, we will use the definition route again. 

Definition 2.2. If the integral J~ f(x)dg(x), b > a, exists, then the integral 
Jt:f(x)dg(x) is defined by the relation Jbf(x)dg(x) = - J~f(x)dg(x). 

This use of definition is not new, for you will remember that we had a 
definition of an for all cases in which n is a positive integer early in our study 
of algebra, and we then found certain laws which the exponents obeyed. 
In order to make these laws apply to a larger class of exponents, we defined 
a- n to be 1jan and we also defined aD = 1. In similar fashion we define 
O! = 1. The results defined above will help, for we can now extend our 
earlier results to all intervals [a, b]. Thus 

ff(X)d9(X) = ff(X)d9(X) + I:f(X)d9(X) = I:f(X)d9(X) - I:f(X)d9(X)' 
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In particular we can write 

Jb fb fa b"+l a"+l 
x"dx = x"dx - x"dx = ----

a 0 0 (n + 1) (n + 1) 
(b"+l _ a"+l) 

(111.2.2) 

(n + 1) 

EXAMPLE 2.2. Evaluate 

f(3x 3 - x 2 + 2)d(x3 - 3x). 

Solution. Using the corollary we can write this as 

3 f x 3 d(x3 ) - f x 2 d(x3 ) + 2 l2 d(x3 ) - 9 l2 x 3 dx 

+ 3l
2
X 2 dX - 612 

dx. 

Now with the aid of Exercise (111.1.5) and the reasoning of Equation (111.2.2) 
we have 

3[3(~)6 _ 3(~)6J _ [3(~)5 _ 3(~)5J + 2[(2)3 _ (1)3] 

- 9[(~4 _ (~4J + 3[(2t - (ItJ - 6[(2) - (1)] 

= 3[~ (63)J - [~(3I)J + 2[(7)] - 9[1 (15)J + 3[~ (7)J -6[(1)] = 57.15. 

EXAMPLE 2.3. If f(x) is a function such that f(x) = x 2 for values of x :s; 3 
andf(x) = 9 for values of x > 3, find the value of the integral 

ff(X)dX 2• 

Solution. In this case we have two definitions for f(x), one valid in the 
interval to the left of and including x = 3 and the other definition valid in 
the interval from x = 3 extending toward the right. Since we are concerned 
with the interval [1,6], it is clear that we will have to use both definitions. 
We can do this by noting that we can represent [1,6] as the union of [1,3] 
and [3, 6]. Since it is possible to express the integral over [1, 6] as the sum 
of the integrals over [1, 3] and [3, 6], we can then write 

f f(x)dx 2 = f f(x)dx2 + f f(x)dx 2 = f x 2 dx2 + f 9 dx2 

=,2(34 ; 14) + 9(62 _ 32 ) = 2(:0) + 9(27) = 283. 
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Note that in this example we have considered the original integral as the 
sum of two separate integrals. When there are two or more definitions of a 
function, each depending upon the portion of the domain under considera­
tion, the method shown in Example 2.3 provides us with a means of evalu­
ating the integral. This is another illustration of the versatility provided us 
by the theorems we have proven up to this point. 

Having considered several theorems and definitions which involve equali­
ties, we will now consider one involving inequalities. 

Theorem 2.5. If flex) :::; fix) for every x in the interval [a, b], and if g(x) is 
monotonic increasing throughout [a, b], then 

f fl(x)dg(x) :::; i b f2(x)dg(x). 

OUTLINE OF PROOF. For any partition PEa, b] and evaluation set T over 
that partition, we have S(P, T,fl' g) :::; S(P, T,f2, g). This follows from the 
fact that fl (tk)[g(Xk) - g(Xk-l)] :::; f2(tk)[g(xk) - g(Xx-l)] for each tk and 
[Xk-l, x k ] since [g(Xk) - g(Xk-l)] :.2: o. 0 

EXAMPLE 2.4. Find upper and lower bounds for the value of the integral 
J~)~ tan x dx 2 • 

Solution. Since tan x :.2: 1/j3 and tan x :::; lover the interval [n/6, n/4], 
and since x2 is increasing over this interval, the theorem applies. 

Therefore, we have J~)~ (1/j3)dx 2 :::; J~)~ tan x dx 2 :::; J~)~ 1 dx2 or 
(1/j3)[(n2/16) - (n2/36)] :::; J~)~ tan x dx :::; 1[(n2/16) - (n2/36)]. Thus 
5n2/(l44j3) :::; J~)~ tan x dx2 :::; 5n2/144 or 0.19785:::; J~)~ tan x dx2 :::; 

0.34269. 

EXERCISES 

1. Evaluate each of the following: 

(a) H 4x 3 dx 

(b) n 5x l dx l 

(c) H 2x3 dx4 

(d) H 5x dx4 

(e) Soil 2 d(eos x) 

(f) S;" 7 sin Xl den) 
(g) J6 3(X l )3 dx 

(h) H.! (2X 3)2 dx2 

2. Evaluate each of the following: 

(a) n (x + 2)dx 

(b) It (x 2 - 3x + l)d(x + 1) 
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(c) n (x + 2)2 dx 2 

(d) Sf (3x2 - 4X)2 d(x2 - 5) 

(e) J6 (2x - 1)3 dx 

(f) B (x 2 + x)d(x2 - x) 

(g) Sf (x2 + X + 1)2 d(2x - 3) 

(h) n x d(x + 1)2 

3. Evaluate: 

(a) Ii (4x2 - 7x 5 + 2)dx 
(b) Sf (x 3 + 4x)dx 
(c) S~ (3x + 7x 3 - 9x5)dx 
(d) S5 (x2 - 3x)d(7x) 
(e) H (x - x2)d(x + x 2) 

(f) Si 4x2 dx 

4. Find the value of Sf (IZ=o xk)d(5x - 7). 
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5. If f(x) = x2 when x is in the interval [1, 2J and f(x) = x3 - x2 when x is in the 
interval [2, 4J, find the value of It f(x)d(5x 2). 

6. Evaluate SU(x)dx3 if f(x) = 4 - x2 when x is in the interval [1, 3J andf(x) = 
x - 8 when x is in the interval [3, 5]. 

7. (a) Evaluate Sri (x2 - 4)dx. 
(b) Sketch the graph of y = x2 - 4 over the interval [0,4J. 
(c) Note the portion of the graph of part (b) that is below the x-axis and the 

portion that is above. Sketch the area bounded by x = 0, x = 4, and the 
curve y = x2 - 4. 

(d) Calculate the area of part (c) which is below the x-axis and the area which is 
above the x-axis. Note that the integral determining the area below the 
x-axis has a negative value. 

(e) Interpret the integral of part (a) as an area, noting whether the two areas of 
part (c) are added together taking into account the signs of the two areas (the 
area above being positive and the area below being negative) or whether 
you have the sums of the absolute values of the two areas. 

(f) Show how you could obtain the sum of the absolute values by breaking the 
interva: [t), 4J into two parts and using a different f(x) for each part. 

8. Show that Sri (x - 2)dx = ° and interpret this geometrically in terms of area 
under the curve f(x) = x - 2 using the general approach indicated in Exercise 7. 

9. The triangle with vertices (0,0), (5, 0), and (5, 3) is rotated about the x-axis to 
form a cone. If you partition the x-axis and then take cross sections perpendicular 
to the x-axis through the partition points, you have the cone as being formed by 
a series of disks with circular cross sections. 

(a) Sketch this figure. 
(b) Set up the RS sum for the volume of the cone by adding the volumes of the 

disks. 
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(c) Set up the integral corresponding to your RS sum. 
(d) Evaluate the integral, and compare your result with the result you would 

have found if you had used the formula for the volume of a cone. 

10. Repeat the work of Exercise 9 if the vertices of the original triangle are (0, 0), 
(h,O), and (h, r). Show that this gives the formula for the volume ofthe cone. 

11. The quarter circle y = (r2 - X2)1/2 in the first quadrant is rotated about the x-axis 
to form a hemisphere. Sketch this hemisphere. Set up the integral for the volume of 
this hemisphere and then find the volume. Show that your result gives the formula 
for the volume of a hemisphere of radius r. 

12. Find bounds for the value of each of the following integrals. 

(a) SP-x dx 

(b) SO/3 sin x dx2 

(c) S~/3 sec x dx 

(d) no loglo x dx 

(e) H )25 - x 2 d~ 
(f) It cos2 X dx3 

13. Show that IS~ (sin x + cos x)dg(x) I < j2[g(a) - g(b)] if a < band g(x) is 

decreasing in [a, b]. [Hint: Show that sin x + cos x = j2 cos(x - in).] 

14. Let g(x) = [x] where [x] is the bracket function, and as we mentioned earlier is 
defined to be the largest integer which is not greater than x. 

(a) Set up the RS sum S(P[I, 5], T, 5, g(x» for some partition P of [1,5]. 
(b) Observe that if the diameter of P is less than one there are some terms in the 

RS sum of part (a) which have the value zero. 
(c) Evaluate the integral 

f 5 dg(x) = f 5 d[x]. 

(Integrals of this type are useful in statistics and in other applications.) 

15. Evaluate the integral 

f x 2 d([2x]). 

[Note that you have the greatest integer function of (2x) and not twice the 
greatest integer function of x.] 

P16. You are given a circular disk with a radius of 5 inches such that for each portion 
of the disk having a square inch of surface the mass is 0.5 pounds. Find the 
second moment of this disk about an axis through the center of the disk and 
perpendicular to the disk. 

P17. Find the distance traveled by an object in the first 10 seconds of movement if its 
velocity is given by the relation vet) = 16t2 + 32t. 

B18. Evaluate the integral involved in Exercise (11.4.21) and thus evaluate the amount 
of blood flowing past a point in the blood vessel in one second. 
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S19. If the cost of the first 100 items of weekly production in a given plant is $15,000 
and if the marginal cost is given by the relation M(n) = 4 + IOn - 0.000001n2 
+ 0.000000003n3, find the cost of producing 300 items in one week. M(n) is the 
increase in the number of dollars required to increase weekly production from 
n items to (n + 1) items. 

M20. Prove Theorem 2.1. 

M21. Prove Theorem 2.2. 

M22. Prove Theorem 2.3. 

M23. Prove Theorem 2.4. 

M24. Prove Theorem 2.5. 

111.3 Some Additional Theorems 

In Section 111.2 we discussed certain theorems which assist us in evaluating 
integrals. These theorems express integrals with many terms as a combina­
tion of integrals of a simple nature. This capability is not always sufficient to 
permit us to evaluate an integral, however. If, for instance, we were faced 
with the integral 

J"IZ 
sinz x d(sin x) 

"/6 

we would be lost, for this does not resemble anything we have seen so far. 
In this section our purpose will be to obtain some additional theorems which 
among other things will help us evaluate integrals of this type. 

A very important Theorem, called the integral theorem of the mean or 
the mean value theorem for integrals follows quickly from Theorem (111.2.5). 
The word mean is used here, as in all of mathematics, as it comes to us from 
the older English with the meaning of middle, or a value in the middle. 
You should see why we have chosen this name when you read the Theorem. 

Theorem 3.1. If f(x) is a bounded, continuous function and g(x) is monotonic 
and bounded over the interval [a, b] then there is a number c such that a < 
c < b and J~f(x)dg(x) = f(c) [g(b) - g(a)]. 

OUTLINE OF PROOF. Since g(x) is monotonic, we can assume that it is in­
creasing. (A similar argument would hold if it were decreasing.) Since f(x) 
is bounded, it must have a lub, M, and a glb, m. on [a, b]. Furthermore, 
there must be values Xl and X z in [a, b] such thatf(xt) = M andf(xz) = m. 
This will be shown in Chapter VII, but we will assume it for the present. 
(It is not an unreasonable assumption, although it is one that should be 
questioned.) Since m S; f(x) S; M for all values in [a, b], it follows from 
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Theorem III.2.5 that 

f m dg(x) = m[g(b) - g(a)J ::;; f f(x)dg(x) 

::;; f M dg(x) = M[g(b) - g(a)]. 

Thus, 

ff(X)dg(x) 

has a value between m[g(b) - g(a)J and M[g(b) - g(a)]. Consequently 
this integral must be equal to C[g(b) - g(a)] for some value of C between 
m and M. However, by the intermediate value property of continuous func­
tions, f(x) must assume the value C at some point x between Xl and X2' 

Therefore,f(x) = C at a point in the interval [a, b]. Let us denote this point 
by X = c. Thenf(c) = C, and we have 

f f(x)dg(x) = f(c)[g(b) - g(a)] 

as required. 

EXAMPLE 3.1. Find a value c in (1, 3) such that 

f f(x)dg(x) = f(c) [g(3) - g(l)] 

iff (x) = x 2 + 2x - 5 and g(x) = x 2 • 

Solution. 

f f(x)dg(x) = f (x 2 + 2x - 5)d(x2 ) 

= f x2 d(x 2 ) + 2 f X d(x 2 ) - 5 f d(x2 ) 

= ~[(3)4 - (1)4] + 2(~)[(3? - (1)3] - 5[(3)2 - (1)2] 

104 104 
= 40 + - - 40 = -. 

3 3 
Also 

f(c)[g(3) - g(l)J = (e2 + 2e - 5)[(3)2 - (1)2J = 8e2 + 16c - 40. 

These two results will be equal if 

104 
8c2 + l6e - 40 = 3 or 3c2 + 6e - 28 = O. 

D 
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Hence c = - 1 + tJ93 or -1 - tJ93. It is clear that the latter value is 
not in (1, 3) but a bit of computation shows that -1 + tJ93 is approx­
imately -1 + t (9.64) or 2.21 and this is the value requested. 

It is always necessary in a problem of this variety to check your results, 
for it is required that the result in this case be in the interval (1, 3), and 
any result not in this interval fails to provide a usable answer. We should 
also note that we have required that the value be in (1, 3) and not in [1, 3J. 
This is possible since Theorem 1 guarantees that there will be a suitable 
value between the two end points. Of course, we should also note that in 
this case g(x) is increasing, and therefore monotonic throughout the in­
terval. 

Theorem 3.1 will be used most frequently to assure us that a value, c, exists 
without requiring that we obtain a specific value. However, there are oc­
casions when such a value is required. In all cases be sure that you check 
whether g(x) is monotonic, for the Theorem does not apply otherwise. Also 
be certain to check that your value of c is in the required open interval. 

It is often very helpful in evaluating integrals to be able to make a sub­
stitution for some function which occurs more than once in the integrand. 
This would help, for instance, in the integral given at the beginning of this 
section. It is true that such a substitution should not change the value of the 
integral, but it is usually much easier to see how to handle a problem if the 
problem looks somewhat less complicated. The following Theorem will 
help us in this regard. 

Theorem 3.2. If g(x) is a monotonic, continuous, bounded function on the 
interval [a, b J and if the integral 

f f(g(x»dg(x) 

exists, then 

fb 19(b) 
f(g(x»dg(x) = f(y)dy. 

a 900 

PROOF. Since the integral 

f f(g(x»dg(x) 

exists, we can content ourselves with using either the upper or lower RS. 
sum, but without the requirement that we consider both. Therefore, this 
integral will be considered here as the lub of the lower RS sum. Let us suppose 
that T is the evaluation set for the partition P such that 

n 

L(P,f, g) = L f(g(tk»[g(Xk) - g(Xk-l)]. 
k=l 
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If we let y = g(x), then the set of points Py such that Yk = g(Xk) will give us a 
partition of [g(a), g(b)] provided we eliminate any points which are re­
peated. We can now establish an evaluation set 1'y by using the points 
Sk = g(tk). The fact that g(x) is monotonic assures us that Sk is in the interval 
[Yk - 1, Yk]. It follows at once that 

n n 

L f(g(tk» [g(xk) - g(Xk-l)] = L f(Sk) [Yk - Yk-l]. 
k=l k=l 

Therefore, for each lower sum corresponding to the integral 

f f(g(x»dg(x) 

we have a corresponding lower sum with equal value associated with the 
integral 

S9(b) 

f(y)dy. 
g(a) 

Note that we have determined the limits of integration in the latter integral 
by noting that the lower limit x = a indicates a corresponding lower limit 
Y = g(a) and similarly for the upper limit. Thus, we are assured that the 
partition pea, b] is equivalent to the partition py[g(a), g(b)]. 

Since the lower sums of the first integral each give rise to lower sums with 
equal values for the second integral, we would apparently be able to con­
clude that the two sets of lower sums have the same lub. However, it might 
be possible for an additional lower sum to creep in for th(JI integral 

S9(b) 

f(y)dy 
g(a) 

which would alter the lub, and consequently we must be sure that we can go 
in the other direction. However, since we have assumed that g(x) is a con­
tinuous, monotonic function it follows if x is in [a, b] then g(x) is in the 
interval [g(a), g(b)]. By the intermediate value property, we know that for 
any value of yin [g(a), g(b)] there is a value of x in [a, b] such that g(x) = y. 
Hence, if we were to consider the lower RS sum which is associated with 

S9(b) 

f(y)dy 
g(a) 

we could then make the reverse substitution and obtain the corresponding 
lower RS sum associated with 

f f(g(x»dg(x). 

Therefore, we have for each lower RS sum for one of the two integrals a 
corresponding lower RS sum for the other one which has the same value. 



111.3 Some Additional Theorems 165 

Consequently, any upper bound for one set of lower sums is also an upper 
bound for the other. This implies that the lubs are also equal, and hence 
the integrals are equal. D 

EXAMPLE 3.1. Evaluate 

f"/2 
sin2 x d(sin x). 

,,/6 

Solution. We note that g(x) = sin x is monotonic, continuous, and 
bounded over the interval [n/6, n/2J, and hence Theorem 3.2 applies. Since 
sin(n/6) = 1/2 and sin(n/2) = 1, our new integral will apply over the interval 
[1/2, IJ, and, of course, we will have y = g(x) = sin x. Consequently, 

f"/2 II 13 - (I/2? 
sin2 x d(sin x) = y2 dy = 3 

,,/6 1/2 

7 
24' 

It is well to be certain that Theorem 3.2 applies before trying to make use 
of it, for it is possible that a situation might occur in which some of the 
hypotheses fail to hold, and hence the theorem might not apply. We will 
broaden the coverage of this theorem in some of the remaining theorems 
and corollaries of this section, but there will still remain some limitations. 

From Example 3.1 it is apparent that this substitution concept is going to 
be of great assistance to us. However, it often happens that we may not have 
f as a function involving g, but rather that f and g may both be composite 
functions involving a common function, say h. To cover this situation, we 
have the following theorem. 

Theorem 3.3. If h(x) is bounded and monotonic on the interval [a, b J and g(x) 
is continuous, bounded, and strictly monotonic on the interval [h(a), h(b)], 
and if the integral 

f f(h(x))dg(h(x)) 

exists, then 

fb Sh(b) 
f(h(x))dg(h(x)) = f(y)dg(y). 

a h(a) 

PROOF. Let g(h(x)) = k(x) and let g-I(X) be the inverse function of g(x) on 
the interval [h(a), h(b)]. The inverse exists since g(x) is strictly monotonic. 
We know that h(x) = g-l(g(h(x))) = g-I(k(x)), and therefore f(h(x)) = 
f(g-I(k(x))). It is 'also true that g-I(g(y)) = y. With this information, we 
have 

fb fb lk(b) 
f(h(x))dg(h(x)) = f(g-l(k(x)))dk(x) = f(g-l(z))dz 

a a ~~ 
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from Theorem 3.2. On the other hand, we also know that 

l
h(b) lh(b) 

f(y)dg(y) = f(g-l(g(y»)dg(y) 
h(a) h(a) 

f9(h(b)) lk(b) 
= f(g-l(Z» dz = f(g-l(Z»dz. 

9(h(a» k(a) 

Therefore 

fb lh(b) 
f(h(x»dg(h(x» = f(y)dg(y) 

a hOO 

since these two integrals are equal to the same integral. o 

Corollary 3.1. Ifh(x) is bounded and monotonic on the interval [a, bJ and g(x) 
is continuous, bounded, and monotonic on the interval [h(a), h(b)], and if the 
integral 

f f(h(x»dg(h(x» 

exists, then 

fb lh(b) 
f(h(x»dg(h(x» = f(y)dg(y). 

a h(a) 

OUTLINE OF PROOF. This Corollary differs from Theorem 3.3 in that g(x) is 
required to be monotonic, but not required to be strictly monotonic. Parti­
tion [a, bJ such that on each subinterval [Xk- 1 , XkJ either g(h(x» is strictly 
monotonic or else g(h(x» is constant. This is possible since g(x) is monotonic 
on [h(a), h(b)]. Since the integral over an interval can be obtained by taking 
the sum of the separate integrals over the subintervals of a partition of the 
given interval, we have 

f f(h(x»dg(h(x» = ktl J~k_l f(h(x»dg(h(x». 

However, the integrals in the summation either satisfy the requirements 'Of 
Theorem 3.3 or else g(x) is a constant in the subinterval and hence the 
integral has a zero value. In the former case the substitution indicated by 
the theorem is valid, and in the latter case the substitution would continue 
to give a zero value. Thus, the results of the theorem apply with the removal 
of the adjective strictly from the assumptions required in the theorem. 0 

EXAMPLE 3.2. Evaluate 
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Solution. If we let h(x) = X1/3, we note that X4/3 = (X 1/3)4 = [h(X)]4. In 
similar fashion, g(x) = X S/ 3 = [h(x)]s. Furthermore, the hypotheses of the 
corollary are satisfied. Since h(1) = P/3 = 1 and h(8) = 81/ 3 = 2, the 
interval of integration after substitution will be [1, 2]. Therefore, we have 

fs X4/3 dxS/3 = f2 y4 di = 5[29 - 19 ] = 5(511) = 2555. 
1 1 9 9 9 

Corollary 3.2. Let h(x) be a bounded function with afinite number of maxima 
and minima over the interval [a, b], and let M be the maximum value and m 
the minimum value of h over [a, b]. If g(x) is continuous, bounded, and has a 
finite number of maxima and minima in the interval em, M] then 

fb ih(b) 
f(h(x))dg(h(x)) = f(y)dg(y). 

a h(a) 

PROOF. Let P = {Xl, X2, X3, ... , Xn -1' xn } be the set of points which include 
all of the points at which h(x) has a maximum or a minimum and the points 
at which g(h(x)) has a maximum or a minimum. In any interval [Xk-1, Xk], 
h(x) is monotonic and g(h(x)) is also monotonic. If we let Xo = a and Xn = b, 
we can then write 

fb n IXk n lh(Xk) 
a f(h(x))dg(h(x)) = k~l Xk_If(h(x))dg(h(x)) = k""f1 h(Xk_llf(y)dg(y) 

ih(b) 

= f (y )dg(y). 
heal 

Note that we have satisfied the requirements on g in each of the subintervals 
[Xk-l, Xk]. (We might note the fact that if g(x) is continuous on a closed 
interval, it must be bounded. This will be shown in Chapter VII.) 0 

We have made heavy use of the results of Example (IILl.3) and Exercise 
(IlL 1.5). However, these two results have limited our integration of power 
functions to intervals having only non-negative numbers. This prevents our 
using these results in many instances when they would otherwise be helpful. 
It is time to consider removing these restrictions. 

Corollary 3.3. If a is a negative number then 

fo nam+n 
xmdxn = --­

a m+n 

PROOF. Since f(x) = f( -( -x)) and g(x) = g( -( -x)), we can make the 
substitution y = (-x), and the limits of integration then become (-a) and 
(-0) = 0 respectively. Also, we would have 

fo fO fO i-a xmdxn= (_y)rnd(_y)n =c ymdyn= -c ymdyn 
a -a -a 0 
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where c = ( + 1) if (m + n) is an even integer and c = ( -1) if (m + n) is an 
odd integer. However, 

I-a m n n( - a)m+n nam+n 
-c y dy = -c = ---

o m+n m+n 

by again factoring out the negative signs and noting that there are an even 
number of them if (m + n) is even and an odd number otherwise. This gives 
~~~~ 0 

Corollary 3.4. If a and b are any real numbers such that a < b, then 

fb n(bm+n - am+n) 
xm dxn = . 

a m+n 

PROOF. Either 0 < a < b in which case the given integral is the difference 
of two integrals as shown in (111.2.2), or a < 0 < b in which case we have 
the sum over the two interval [a, 0] and [0, b], or we have a < b < 0 in 
which case we have the difference obtained by subtracting the integral over 
[a,O] from the integral over [b, 0]. 0 

EXAMPLE 3.3. Evaluate J:"2 x 3 dx 2 and show that Theorem 3.1 (the integral 
theorem of the mean) does not apply in this case. 

Solution. Using the results of Corollary 3.4 we have 

f2 X3 dx2 = 2[(2)5 - ( - 2)5] = 2[32 - ( - 32)] = 128. 
-2 5 5 5 

However, if we were to try to use the integral theorem of the mean, we would 
be seeking a value c such that 

c3 [(2)2 _ ( _ 2)2] = f2 x3 dx2 = 128. 
-2 5 

No such c exists, for this would require us to have a c such that zero multiplied 
by c3 , obviously a zero result, would equal a non-zero number. In this case 
the integral theorem of the mean does not fail, but we did not satisfy all of 
the hypotheses. You will remember that we required that g(x) be monotonic 
in the interval of integration, but g(x) is not monotonic in the interval 
[ - 2, 2]. Hence the theorem is intact, but it does pay to check hypotheses 
before attempting to use the theorem. 

Corollary 3.5. If 

ff(X + c)dx 

exists, then 

f b fb+C 
f(x + c)dx = f(x)dx. 

a a+c 
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PROOF. Observe that 

f f(x + c)dx = f f(x + c)d[(x + c) - c] 

= ff(X + c)d(x + c) - ff(X + c)dc. 

However, the second integral in the last line has a value of zero since g(x) 
is a constant, and by Corollary 3.2 

ib ib ib+e 
f(x + c)dx = f(x + c)d(x + c) = f(y)dy. 

a a a+c 
D 

Corollary 3.6. If the integral J~:f(x)dx exists then J:f(cx)dx = (l/c) J~:f(x)dx. 

PROOF. 

f f(cx)dx = f f(CX)dD (CX)] = (l/c) f f(cx)d(cx) 

since (lIe) is a constant and can therefore be factored out of the integral. 
But now we can apply Theorem 3.3, and we have 

ib lib 1i~ 1f~ f(cx)dx = - f(cx)d(cx) = - f(y)dy = - f(x)dx. 
a C a C ea C ea 

The last step is possible in view of the fact that the particular letter used to 
represent the variable of integration is immaterial, for a change of letter 
only involves a change ofletter throughout the RS sums. However, the letters 
used to represent the variable are representing the same numbers from the 
same partitions. D 

EXAMPLE 3.4. If you are told that J~/2 sin x dx = 1, find the value of 
Jo/4 sin 2x dx. 

Solution. By Corollary 3.6 we know that 

f1</4 1 f2(1</4) 1 1 
o sin 2x dx = 2 2(0) sin x dx = 2 (l) = 2' 

Corollary 3.7. If m and n are positive, rational numbers and if am, an, bm, and 
bn are real, then 

OUTLINE OF PROOF. If m or n have odd numerators and even denominators, 
for example 3/2, then negative values would yield imaginary results. Thus 
(_4)312 requires the computation of the square root of a negative number. 
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This is imaginary. Since we have developed our results only for the case 
in which all of the values involved are real, we will exclude the imaginary 
possibility from our consideration here. This explains the restriction on 
am, an, bm, and bn in the corollary. 

Let r be the least common denominator of the two rational numbers m 
and n, and then m = p/r and n = q/r where p, q, and r are positive integers. 
If h(x) = xl/r, then xm = xp/r = [h(x)JP and xn = xq/r = [h(x)Jq. Therefore, 
we have 

f b xm d(xn) = fb [h(x)]P d([h(x)]q) = rh(b)yp d(yq) 
a a hoo 

q([h(b)Jp+q - [h(a)]p+q) 

p+q 

(q/r)[b(p+q)/r - a<p+q)/rJ 

(p + q)/r 

o 

This corollary extends the result of Corollary 3.4, for we can now apply this 
result when m and n are positive rational numbers and we do not require 
that they be integers. 

EXAMPLE 3.5. Evaluate S~l X 5/ 3 dx2!3. 

Solution. Since both 5/3 and 2/3 are rational, we can apply Corollary 
3.7. Thus we have 

I8 5/3 2/3 _ (2/3)[8(5/3)+(2/3) - ( _1)(5/3)+(2/3)J 

-1 X dx - (5/3) + (2/3) 

(2/3)[87/3 - (-1)7/3J 

(7/3) 

(2) [27 - ( - 1) 7J 

7 

(2)[128 - (-1)] 2(129) 258 

7 7 7 

We will close this section with what amounts to an application. You will 
remember that when we wished to obtain an average of a set of values, we 
added them up and divided by the number of values. In some instances 
a value might occur more than once, and then it was necessary to count each 
occurrence of that value. Equivalently we could add the products obtained 
by multiplying each value by its respective weighting function (or number of 
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occurrences) and then divide by the sum of the weighting functions. This 
can also be done when the weighting function indicates the relative 
importance of the value. Thus, if in your class you had three hour tests and 
a final exam, and the final is to count as the equivalent of two hour tests, 
you would obtain your average by computing 

In the case of attempting to find the average value of a function, we do the 
same thing. In this case we will be trying to find the average value of f(x) 
with respect to a weighting function g(x). If we think of the summations, 
we will have to consider first the interval over which we are interested. Let 
us assume it to be [a, b], and then we can assume some suitable partition 
of the interval, PEa, b]. If we use an evaluation set, T, we will obtain 

n 

L f(tk) [g(Xk) - g(Xk - 1)] 

f(x)g == -k=-l-cnc---------

L [g(Xk) - g(Xk - 1)] 
k=l 

where we have indicated the average or mean value by placing a bar over the 
function, using a subscript 9 to indicate that the mean value is obtained with 
respect to the weighting function g(x). We have also indicated that this is 
an approximation by placing the dot over the" = ", since we have some 
doubts concerning whether we selected the correct partition and evaluation 
set. It should not come as a surprise that we will proceed from the two RS 
sums that we have here, one in the numerator and the other in the de­
nominator, to integrals by successive refinements. Thus, we have the following 
definition. 

Definition 3.3. The mean value of f(x) with respect to g(x) over [a, b] is 

ff(X)d9(X) 1 b 

f(x)g = b = (b) _ () J f(x)dg(x). i dg(x) 9 9 a a 

The mean value has many interpretations, including the usual ones in 
statistics, but also including centroid (essentially center of gravity) among 
others. 

EXAMPLE 3.4. Find the mean value of x3 with respect to x2 over [1, 4]. 
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Solution. The mean value is given by the relation 

I 1 f4 3 d( 2 1 [2 5 2 5 ] Mean va ue = (4)2 _ (1)2 1 X x) = 15 5 (4 ) - 5 (1 ) 

2 682 
= 75 [1023] = 25 = 27.28. 

Note that the mean value is between the minimum and maximum value 
assumed by x3 in [1,4]. 

EXERCISES 

1. Find a value c which satisfies the integral theorem of the mean or else show 
that such a value fails to exist. 

(a) Ji x dx 
(b) J8 x 3 dx 
(c) Ii (x 2 - 2x + 2)dx 

(d) J~2 (x - Wdx 
(e) J~2 x dx2 

(f) J~ 1 x 3 dx2 

(g) J~/2 4 d(sin x) 

(h) S~ 1 (Xl + sin x)d(4) 

2. Evaluate: 

(a) Ii (3x - 2)ldx 

(b) S~l (x + 2)2d(x + 3) 

(c) S: 1 (x + 3)l/3d(x + 3)4/3 

(d) J~2 Fx+3 dx 
(e) J~1 (2x3 - 3x 2 + 4x - 17)dx2 

(0 g (x 2 - 5)d(Xl - X + 3) 

(g) S~ 1 x2 d(x - 3)3 

(h)WPd# 
3. Evaluate: 

(a) S':!;/6 sin2 x d(sin3 x) 

(b) JO/3 cos3 x d(cos x) 

(c) SQi4 Jtan3 x d(sec l x) 
[Hint: sec1 x = 1 + tan l x.] 

(d) S~2 Jx2+5 dxl 

(e) J~1 23x d(2x/l) [Hint: 23x = (2x)3] 

(0 SO/2 cos4 x d(sin x) 
[Hint: cos l x = 1 - sin l x.] 

(g) H (x 3 + 27)1/3 dx3 



III.3 Some Additional Theorems 

4. Evaluate: 

(a) S:2 x(x + l)d(x + 2) 
(b) S~21 X2/5 dX4 (5 

(c) S5 (4 - y)1/2 dy2 
[Hint: y2 = {4 - (4 - yW] 

(d) Ii (4/x)d(1/x 3) 

(e) H (x2 - 9)1/2 dx 2 

(f) Sf (2x4 )dx 

5. Evaluate: 

(a) W.JxdJx 
(b) S5 (x + 1)3/2 dx 

(c) SO/3 (cos X)2/3d(Jcos x) 

(d) SO/4 sec4 x d(tan 2 x) 
[Hint: sec2 x = tan2 x + 1.] 

(e) S: 1 Jx2+3 d(x 2 ) 

(f) S5 Jx2+3 d(x2 ) 

(g) n (3X)2dx 
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6. Find the mean value of f(x) with respect to g(x) over the interval [a, b] in each 
of the following cases. 

(a) f(x) = x, g(x) = x 2, over [1,4]. 
(b) f(x) = x 3, g(x) = x, over [-2,2]. 
(c) f(x) = x, g(x) = x, over [0,4]. 
(d) f(x) = X°.4, g(x) = XO. 6, over [1, 5]. 

7. (a) Find the area bounded by f(x) = Jx, x = I, x = 4 and the x-axis. 

(b) Find the mean value of f(x) = Jx with respect to g(x) = x over the interval 
[1,4]. 

(c) Sketch the graph of y = Jx over the interval [1,4], and then draw the line 
y = m where m is the mean value found in part (b). 

(d) Compare the area of part (a) with the area of the rectangle bounded by 
x = 1, x = 4, y = 0, and y = m where m is the mean value found in part (b). 

8. Find both upper and lower bounds for each of the following integrals. 

(a) S~)~ sin x dx 

(b) Sis Jx4 + 1 d(x - 2) 

(c) SO/2 sin2 x dx 

(d) St sin 3 x d(xJx) 

(e) SO/4 tan x dx 2 

(f) n° 10glO x dx 
(g) So/3 cos3 X dx2 

(h) S~~/6 x3 d(sin x) 
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Figure III.l 

III More About Integrals 

Area of 
face = g(y) 

x 

9. (a) Prove n (l/x)dx = n (l/ax)d(ax). 

(b) Prove n (l/ax)d(ax) = W (l/y)dy = S~b (l/x)dx 
(c) Prove n (l/x)dx = S~b (l/x)dx 

(d) Prove H (l/x)dx + n (l/x)dx = S~ (l/x)dx + S~b (l/x)dx = Slb (I/x)dx 

(e) If h(a) = Sl (l/x)dx, then part (d) states h(a) + h(b) = h(ab). Can you think 
of any other function that behaves in this way (that is such that the sum of 
the functions of a and b give the function for the product ab)? 

10. The portion of the curve y = 4 - x2 which is above the x-axis is revolved about 
the x-axis to form the surface of a solid of revolution as shown in Figure IIU. 

(a) Partition the interval [0, 4J of the y-axis, and sketch the right circular 
cylinders having the x-axis as the axis of the cylinder and with.a radius equal 
to the value of Yk for each partition point. 

(b) If the cylinders are just long enough to fit inside the surface of revolution, 
show that the approximate volume which is inside one of these cylinders but 
outside the next smaller one is given by 2(4 - tk)I/2[ny~ - nyf-l]. 

(c) Add the volumes of the type given in part (b) to find an RS sum which ap­
proximates the volume of the solid of revolution. 

(d) Set up the corresponding RS integral and find the volume of this solid of 
revolution. 

(e) Partition the x-axis and set up an RS sum and then an RS integral to find 
this same volume. Compare your two results. 

11. The area bounded by y = x 2 , Y = 0, and x = 5 is rotated about the y-axis. Use 
the method of Exercise 10 (that is the method of using cylindrical shells) to find 
the volume of the resulting solid. 

12. Find the area bounded by the spiral r = 8/2,8 = n/6, and (J = n/2. 
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6500 Km ....... Surface 
6400 Km - Crust 

6300 Km....... - Top of mantle 

4100 Km 

1800Km 

1400 Km 

Mantle 

Outer core 

} Transition zone 

Center of earth 

} 'on" oore 

Figure III.2 
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P13. The inner core of the earth as shown in Figure 111.2, comprises a sphere in the 
center of the earth of radius 1400 km. The density at the center is 16.5 and the 
density at the outer layer of this inner core is 14.0. (lfthe density is 5, each cubic 
centimeter of volume weighs 5 g.) 

(a) If we assume that the density is a linear function of the radius, find the equa­
tion relating density and radius. 

(b) Find the mass of the inner core. 
(c) Given that the outer core of the earth is bounded by spheres of radii 1800 km 

and 4100 km and the information that the density at 1800 km is 11.8 whereas 
the density at 4100 km is 9.5, find the mass of the outer core. Assume that the 
density is a lin ear function of radius. 

(d) Find the mass of the lower mantle under the assumption that the density is a 
linear function of radius and given that the lower mantle has spheres of 
radii 4100 km and 6300 km as boundaries. The density is 5.5 at the inside of 
the lower mantle and is 4.20 at the outside of this mantle. 

P14. The portion of the earth's crust called the "simatic layer" is that portion which 
starts about 5 km below the earth's surface and goes down to a depth of 60 km. 
If the density of this layer is about 3.00 and the earth is 6500 km in radius, find 
the mass of this layer. 

M15. If the conditions for the integral theorem of the mean are satisfied, show that the 
mean value of f(x) with respect to g(x) over the interval [a, b] is exactly f(c) 
where c is the value guaranteed by the integral theorem of the mean. 
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BS16. The number of organisms in a certain culture t hours after the culture was started 
is given by the relation pet) = 100 + (t/2) + (t2/8) + (t 3/48). Find the average 
(or mean) value of the number of organisms in the culture between t = 0 and 
t = 3. (If this same question were to be asked concerning the number of people 
in a given area, the relation would be approximately the same if the unit of 
time were about 25 years.) 

M17. (a) Evaluate S~ (ex)"dx using Corollary 3.6. 

(b) Evaluate J~ (ex)"dx = e" J~ x" dx using Corollary 3.7. 
(c) Show that the results of parts (a) and (b) are equal. 

P18. (a) Find the first moment of the area bounded by x = 0, y = 0, and f(x) = 
4 - x 2 about the y-axis. 

(b) Find the mean value of the first moment of the area of part (a) with respect to 
the area. This value is the x-coordinate of the centroid (or center of gravity) 
of the area of part (a). 

(c) Find the second moment (moment of inertia) of the area about the y-axis. 

P19. (a) Find the area of the triangle having vertices (0, 0), (4, 0), and (4, 3). 
(b) Find the first moment of this area about the y-axis. Note that it is necessary 

to use a partition of the x-axis in this case. 
(c) Find the x-coordinate of the centroid of the triangle of part (a). 
(d) Find the y-coordinate of the centroid of the triangle of part (a). In this case 

it will be necessary to partition the y-axis. 
(e) Show that the centroid is located at the point where the medians of the 

triangle intersect, and that the centroid divides each median in such a way 
that one part is twice the length of the other. 

I1I.4 The Exponential Function 

You have often heard it said that something is growing exponentially. Have 
you ever questioned precisely what is meant by this, other than the fact 
that the context usually indicates that it is growing very fast? Let us consider 
the function f(x) = 2X as shown -in Figure III.3. We see that f(O) = 1, 
f(l) = 2,/(2) = 4,/(3) = 8, ... ,/(20) = 1,048,576, etc. This would indicate 
rapid growth. Of course, it is possible to use other values for x, too, for we 
could write f( -4) = 1/16, f(1/2) = J2, etc. We note at once that f(x) is 
monotonic increasing. If we consider x > y and then consider f(x) and fey), 
we have f(x) - fey) = 2X - 2Y = 2Y[2 X - Y - 1]. But 2Y > 0, and since 
x > y, x - y > 0 and 2x - y > 1. Therefore [2x - y - 1] > 0, whence 
f(x) - fey) > 0 or f(x) > .f{y). Note that the same result could have been 
obtained if we had replaced 2 by any number a > 1. The function g(x) = aX 
is called the exponential function. This is a very important function in many 
applications, particularly those having to do with problems of growth 
or decay, such as population growth, economic growth, radioactive decay, 
etc. We will consider the problem of integrating the exponential function 
in this section. 
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We must first assure ourselves that the integral in which we are interested 
actually exists, for the exponential function differs from the kind of function 
we have considered in the past. 

Theorem 4.1. If a > 1 and c > b, then the integral St aX dx exists. 

PROOF. Let PCb, c] be a regular partition with n subintervals. In this case 
we have Xk = b + k(c - b)/n, and we see that Xk - Xk-l = (c - b)/n. Now 

X X n xb+k(c-b)/n(c - b) 
U(P, a , x) - L(P, a , x) = L -----

k= 1 n 
n xb+(k-l)(c-b)/n(c - b) 

- L 
k= 1 n 

n n n 

However, this last expression has a constant numerator, and as we increase 
the number of subintervals we increase the denominator. Thus, the fraction 
can be made as small as we like by making n sufficiently large. Therefore, 
the upper and lower sums become arbitrarily close to each other by taking 
a regular partition with a sufficient number of subintervals. Thus, by 
arguments we have used before, we see that the integral must exist. 0 

Our next task will be that of finding the value of the integral St aX dx 
given that a > 1 and b > 0. Of course this integral considers only the interval 
[0, b], but we will worry about taking a more flexible approach to the interval 
later on. For the moment this choice will greatly simplify the algebra in our 
proof. Since we have no formulas to which we can refer for this integral, we 
will have to go back to the RS sums. The proof of Theorem 4.1 demonstrates 
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that we can make use of regular partitions (always somewhat easier to use) 
and be assured that either the upper or lower sum can be brought arbitrarily 
close to the value of the integral itself by requiring a suitably large number of 
subintervals. With this in mind we will again follow the procedure of 
obtaining a formula for the value of the sum based upon n and determine what 
would happen if n is made very large. In this case it will be slightly more 
convenient to use the lower sum. 

Since we know that under the given conditions both f(x) = aX and 
g(x) = x are increasing functions, we will wish to use the value X k - l as the 
evaluation point for the k-th subinterval. Furthermore, we know from past 
experience that if P[O, b] is a regular partition with n subintervals then Xk = 
(kb)ln. Hence, we have 

L(P, aX, x) = ± a(k-l)b/n [kb _ k(b - 1)J (III.4.1) 
k~l n n 

= ~ ± a<k-l)b/n. 
n k~ I 

However, 
n L a<k-l)b/n = aD + a b/n + a 2b/n + ... + a(n-l)b/n 

k~l 

= [ab/n]D + [ab/n]l + [ab/n]2 + ... + [ab1n]n-1 

a nb/n _ 1 a b - 1 
= ab/n - 1 = ab/n - 1· 

This result stems from the fact that we have a geometric progression with 
the first term being aD = 1 and the ratio being a b/n. By inserting this result 
in (I1I.4.1), we have 

b ab - 1 ab - 1 
L(P, aX, x) = ~ ab/n _ 1 = (ab/n _ l)/[(bln) _ 0] (III.4.2) 

The final expression in (III.4.2) has been written in such a way that the 
numerator, at least, does not involve n, and is therefore completely deter­
mined regardless of the regular partition used. A close look at the de­
nominator should-bring back memories of the fraction (Yz - Yl)/(x 2 - Xl) 

which gives the slope of the line segment joining (x b YI) and (X2' Yz). This 
indicates that the denominator of (111.4.2), that is 

(bin) - 0' 

is the slope of the line segment joining (0, aD) and (bin, a b/n). Both of these 
points are points of the curve f(x) = aX as shown in Figure 111.4. Since we 
are ultimately interested in what happens as this partition is refined without 
stopping, we are concerned with this slope as (bin) becomes smaller. This 
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follows, of course, since n becomes larger. Weare not prepared to consider 
every detail of this process at this point, but we can follow very closely 
in an intuitive manner. We should also observe that since we must divide by 
the ultimate value of this slope, that is the value that this slope will approach 
as we continue to refine the partition, it would be convenient if this ultimate 
value were one. Thus, we would like to select a value for a such that as (bin) 
gets closer and closer to zero the value of 

abfn - 1 

(bin) 

gets correspondingly closer to one. 
Since the fraction (bin) occurs so often, we will simplify our writing by 

replacing this value by h. Thus, we will examine (ah - 1)lh as h becomes 
progressively closer to zero. If we ask that this fraction have the value one, 
we would then have (ah - l)lh = lor ah = 1 + h. From this we have 

a = (1 + h)l/h. (III.4.3) 

Of course we desire that this be the case for very small values of h, ther",fore 
we must regard this equation as an approximation, but we will proceed 
nevertheless. We can see the value obtained for a using this expression and 
various values of h in the following table. 

Table III. 1 

h 

0.1 
0.01 
0.001 
0.0001 
0.00001 

a = (l + h)l/h 

2.593742 
2.704814 
2.716924 
2.718146 
2.718255 

It would seem that the value of a is approaching some limit as h gets smaller. 
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If we again draw a graph of f(x) = aX and this time determine the points 
corresponding to both x = - h and x = h, we would have the situation 
shown in Figure 111.5. It would seem that the slope over the interval [0, hJ 
would be larger than the slope over the interval [ - h, OJ and perhaps we 
could improve our choice of a value for a if we were to average these two 
slopes and ask that the average be one. The fact that the slope to the right 
of the axis is actually larger than the slope to the left can be shown by the 
relation 

ah -l l-a-h a-h-l 
h h -h- = a h = a ---h,-----

when we realize that ah > 1 if h > 0, (ah - l)/h is the slope to the right of 
the y-axis, and (a- h - 1)/( -h) is the slope to the left of the y-axis. Now to 
pursue this idea of setting the average equal to the number one, we would 
have 

or 

(ah - 1)/h + (a- h - l)/-h 
2 

If we multiply both sides of this equation by ah and move all terms to the 
left side, we obtain 

a2h - 2hah - 1 = (ah)2 - 2h(ah) - 1 = 0. 

This is obviously a quadratic equation in the variable (ah), and hence we 
have 

ah = 2h ± J4h 2 + 4 = h + fh2+1. 2 _yTl ,I 

This is equivalent to 

a = (Jh2+1 + h)l/h. (III.4.4) 

We can use this result to obtain a table similar to Table 111.1. 
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Table III.2 

h a = (Jh2+1 + h)l/h 

0.1 2.713775362 
0.01 2.718236596 
0.001 2.718281285 
0.0001 2.718281828 

These values are, in fact, much better than those obtained using (111.4.3). 
It has been shown that the limiting value of a as h becomes smaller would 
actually be 2.718281828459045 .... This number is one that is very useful 
in a great many applications of mathematics, and consequently it is given 
a name. It is called e. It has been computed to more than 100,000 decimal 
places. The value given here is more than sufficient for the majority of appli­
cations, however. 

Since we have now selected a specific value for the a of the function f(x), 
namely e, we have 

(III.4.5) 

We have used the fact that if we let a = e the denominator of (111.4.2) will 
approach one with further refinements of the partition. 

EXAMPLE 4.1. Evaluate g eX dx. 

Solution. Using (111.4.5) we have g eX dx = e3 - 1 = 20,0855 - 1 = 
19.855. The values of eX are given in Table 2 of Appendix C. Many of the hand­
held calculators also have a function key which will permit computation of 
the powers of e. 

We have developed the integral of the exponential function for a rather 
special case, for we have required that we have a power of e and that the 
interval be an interval starting at x = 0 and proceeding to the right. In the 
first case we can gain relief by noting that for any value of a > 0 there must 
be some value of c such that a = eC• This would seem reasonable if we look 
at the graph of eX for we only need to show that there is a value of x such that 
eX = a as shown in Figure 111.6. It can be shown thatf(x) = eX is a continuous 
function, and since it is possible to find positive exponents sufficiently large 
that the exponential function will exceed any given value of a and it is also 
possible to find negative exponents which give values of the exponential 
function sufficiently close to zero that the value would be less than a, the 
intermediate value theorem assures us that the value c referred to above must 
exist. Since eC = a, c is the logarithm of a to the base e by definition of the 
logarithm. We can write this c = loge a. In view of the fact that logarithms 
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c 

Figure III.6 

to the base e, often called natural logarithms, occur so frequently, we will 
introduce the special notation "In a" to indicate the natural logarithm. 

We have now reduced the problem of integrating the more general 
exponential function to the problem of finding the integral of 

I: aX dx = J:(ecy dx = I: eCX dx. 

Corollary 3.6 of the last section tells us that this last value is given by the 
relation 

f
b fb 1 fCb ecb - 1 ab - 1 aX dx = eCx dx = - eX dx = --- = --. 
° ° c ° c In a 

(111.4.6) 

Since In e = 1 we see that (111.4.6) includes the result of (III.4.S). Since 
formula (111.4.5) is probably easier to remember you may wish to restrict 
your computation to this formula in the manner indicated in the next 
example. 

EXAMPLE 4.2. Evaluate J~ 2X dx. 

Solution. Since In 2 = 0.6931, we know that 2 = eO.6931. Therefore we 
wish to find the value of 

f 32X dx = f3 eO.6931x dx = _1_ [e(O.6931)(3) - 1] 
° ° 0.6931 

= 1.4428(23 - 1) = 10.0996. 

We now take a look at the possibility of integrating over some interval 
other than [0, b]. 

Theorem 4.1. 
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PROOF. 

s: eX dx = ib 
eaex - a dx = e a s: e x - a dx = e a s:-a eX dx = ea(eb - a - 1) 

= eaeb - a _ e a = e b _ ea. 

Here we have used the fact that ea is a constant and can therefore be factored 
out of the integrand. We have also used Corollary 3.5 of the last section. 
Note that this theorem removes all restrictions on the interval. It is also 
true that this includes the previous result, for there is no reason why a could 
not have the value zero. 0 

EXAMPLE 4.3. Evaluate J:' 1 32x dx. 

Solution. Since loge 3 = In 3 = 1.0986, we have 

32x dx = e(1.0986)(2x) dx = -----------f
2 f2 e(1.0986)(2)(2) - e(1.0986)(2)(-1) 

-1 -1 (1.0986)(2) 

3(2)(2) _ 3(2)(-1) 81 _ (!) 
= 2.1972 = 2.1972 = 36.815. 

We conclude this section with a summary of the results of the section and 
with one additional note on notation. 

Notation. The functional notation exp(x) is often used to denote the 
exponential function. Thus, by definition exp(x) = eX. 

The results of the work in this section can be summed up in the single formula 

aXdx = -(aC - ab). Ic 1 

b In a 
Since In e = 1, this reduces to the simpler formula 

s: exp(x)dx = exp(c) - exp(b) 

if a = e. 

EXERCISES 

(111.4.7) 

(111.4.8) 

The following table may be helpful. A more complete table can be found in Appendix C. 

c 2 3 4 

In c 0.6931 1.0986 1.3863 

1. Evaluate each ofthe following: 

(a) J~ 1 e·< dx 

5 6 10 

1.6094 1.7918 2.3026 
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(b) S6 e2x dx 
(c) [3 e- x dx .1 

(d) Sf eX dx 

(e) J~2 3x dx 

(0 S6 4- x dx 

(g) J~2 3- 2x dx 

(h) H 2x + 1 dx 

2. Evaluate each of the following: 

(a) J~ 1 (eX - 1)3dx 

(b) Sf e1X2 ) dx2 

(c) J~ 1 (x 2 - 2X)dx 

(d) J~l (eX +e- X)2dx 

(e) J~2 (lj2X)dx 

(f) S':i~/6 sin x d(sin x) 
(g) JO/4 3tanx d(tan x) 

(h) S~ 2 e(eX
) d(eX) 

3. Evaluate each of the following: 

(a) J~ 1 exp(x)dx 

(b) S~l [1 - exp(x)]3dx 

(c) S~2 (2X - eX)dx 

(d) Sf exp(3x)dx 

(e) Sf exp(x)d(3x) 

(f) It exp(Jx)d(Jx) 

III More About Integrals 

4. Let F(x) be defined as indicated in each of the following parts. The domain in 
each case consists of all real numbers x such that x > 1. In each case determine 
whether F(x) is an increasing or a decreasing function, or whether it is non­
monotonic. 

(a) F(x) = J6 x Y dy. [Hint: Remember that x is a constant insofar as the integra-
tion is concerned.] 

(b) F(x) = J~3 xY dy 

(c) F(x) = B x- Y dy 

(d) F(x) = S~3 x- Y dy 

(e) F(x) = So eY dy 

(f) F(x) = S~x eY dy 

(g) F(x) = So e- Y dy 

(h) F(x) = S~x e-}' dy 

5. The hyperbolic sine (sinh x) and hyperbolic cosine (cosh x) are defined by the 
relations sinh x = (exp(x) - exp( -x»/2 and cosh x = (exp(x) + exp( -x»j2. 

(a) Evaluate So sinh x dx. (Express the result in terms of hyperbolic functions.) 

(b) Evaluate So cosh x dx. (Express the results in terms of hyperbolic functions.) 
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(c) Show that cosh l x - sinh l x = 1. 

(d) Show that exp(x) = sinh x + cosh x. 

(e) Evaluate S6 (sinh x)(cosh x)dx. 
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6. Find the area bounded by y = Xl, Y = 2\ and x = O. Note that Xl = 2X if 
x = 2. (Show that there is no intersection of these curves in the first ql.tadrant to 
the left of (2,4).) 

7. Find the area inside the logarithmic spiral r = eO between the radii (J = - 7[/6 
and (J = 7[/4. [The spiral of the snail's shell is given by this equation.] 

8. Find the mean value of the function f(x) = 2x with respect to g(x) = x over the 
interval L - 2,2]. Sketch the graph of y = f(x) and show this mean value on the 
graph. Determine whether your result seems reasonable. 

9. (a) Show that e- x < 1 if x> O. Then show S~ e- I dt s x whence e- x ;::0: 1 - x. 
(b) Continue with the same line of reasoning to show 1 - x + (x l /2) ;::0: e- X 

;::0: I - x and then 

2 (-xt x 2 -x x 2 x 3 3 (_X)k 
I--=I-x+->e >l-x+---=I--

k=O k! 2 - - 2 6 k=O k! 

(c) Use mathematical induction to show 

2" (-xt 2n+l (-xt 
I --,-;::0: e-X;::O: I --,- for x> O. 

k=O k. k=O k. 

for x> O. 

(d) Use the first eight terms to show that e is approximately 280/103. (Use the 
terms including the one that has 7! in the denominator.) What is the maxi­
mum error in e- x using the first 8 terms? (Hint: What would be added to 
change your result to an upper bound?) 

ClO. Write a program to use the results of Exercise 9 and obtain a table of values of 
e- x for x = 0,0.02,0.04, ... , 1.0 correct to 6 decimal places. 

CI1. (a) Draw a flowchart and write a program to evaluate f(a) = a3 - 1 - g aX dx 
using upper sums and using lower sums for the evaluation of the integral. 

(b) Use your program to show thatf(2) < 0 andf(3) > O. [Determine whether 
you should use upper or lower sums in each case to be sure that your result 
is correct. You might stop to think that if you have the smallest possible 
approximation for the integral and the function has a negative value, it 
would certainly have a negative value for the correct value of the function.] 

(c) Use the bisection method based on the intermediate value property for f(a) 
to determine the value of a for which f(a) = 0 to six decimal places. 

(d) Interpret the results that you have obtained in this Exercise. 

BPI2. The emission rate of a radioactive material decays in an exponential manner. 
Hence, if the emission rate on a given day is R milliroentgens per day, the 
emission rate t days later will be ret) = Reel milliroentgens per day for some 
constant c depending upon the particular substance. It is known that radioactive 
iodine (atomic weight 131) has a half-life of 8 days. Therefore, r(8) = 0.5r(0). 
This short half-life is one of the reasons why this isotope of iodine is useful in 
curing certain types of cancer, such as cancer of the goiter. 
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(a) Given that the half-life of radioactive iodine is 8 days, find the value of c 
in the formula for ret). 

(b) If the total emission from a certain amount of radioactive iodine during an 
eight day period is 10 milliroentgens, find the value of R, and hence the 
formula for ret) in this case. [Hint: The total emission is the sum of the 
emissions over relatively short intervals of time, and this would lead to an 
RS sum.] 

(c) Find the total emission from this amount of radioactive iodine during the 
period from t = 72 to t = 80. 

Cd) Find the total emission from this amount of radioactive iodine during the 
period from t = 0 to t = 80. What percentage of this emission occurs in 
the first 8 days? 

BP13. A salt will dissolve in a solution at the rate of ae- bt grams per minute at a time t 
minutes after the process starts. The constants a and b are determined by the 
amount of the salt involved in relation to the amount of solution and also related 
to the particular salt and solution. In a given situation we have a = 5 and 
b = 0.25. 

(a) Find the amount of salt dissolved in the first ten minutes. 
(b) Find the amount of salt dissolved in the first 100 minutes. 
(c) Find the amount of salt dissolved in the first day. 
(d) What is the maximum amount of salt that would be dissolved assuming the 

process were to continue without disturbance? 
(e) By what time will 95% of the maximum amount have been dissolved? 

S 14. If the population of a community at a given time is P(O) persons, the population t 
years later will be closely approximated by the function pet) = P(O)ert where r 
is a constant determined by the rate of growth. This relation ignores sudden 
unusual changes such as might be caused by the establishment of a major in­
dustry with many potential jobs or perhaps by a devastating epidemic of influenza 
However, it provides us with a good general formula. 

(a) A certain community has 100,000 people in 1960 and 128,400 people in 1970. 
Find the rate of growth, r, for this community. 

(b) If each person in this community uses 10 kilowatts of electricity per day, 
find the total amount of electricity that will be used in this community 
during the decade from 1980 to 1990. 

(c) Find the average daily electricity usage in this community during the period 
from 1980 to 1990. 

S15. A company starts manufacturing a new product, and since people have to learn 
the new processes the number of items manufactured per day can be expected 
to increase as time goes on. The cost of the items can also be expected to increase 
with inflation. If the number of items manufactured from the beginning of 
operation through the t-th month is given by NCt) = lOOOt - 400e-O.2t and the 
cost is given by C(t) = 60 + 3eO.005t, find the total cost of production for each 
of the first five years of operation. [Hint: e-O.2 = (eO.00 5)-40.] 
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M16. (a) Expand (1 + h)l/h using the binomial expansion. Consider that h is so chosen 
that I/h is an integer. 

(b) Using your expansion of part (a). show that if h is very small then (1 + h)l/h 
= Lk=O (11k!) where the symbol = indicates "approximately equal" and 
n = Ilh. 

(c) Find the value of the summation of part (b) if n = 8 and then compare this 
value with the value of e. 

(d) Repeat part (c) for n = 10. 

M 17. (a) If you have $1.00 and invest it at an annual rate of r percent interest com­
pounded n times per year, show that at the end of the year you would have 
(1 + rln)n dollars on deposit. 

(b) Show that this amount could also be written [(1 + rln)n/']' = [(1 + h)l/h]' 
if we replace fin by h. 

(c) Using the results of Exercise 16, show that if nis very large (that is we are 
compounding a very large number of times per year) this value can be 
approximated bye'. 

(d) Show that if n is very large, the amount on deposit after t years will be given by 
err dollars. 

M 18. (a) Sketch the curve y = eX. 
(b) Find the area bounded by y = eX, y = 0, x = _106 and x = a. 

(c) Show that the area you have found in part (b) is essentially the same as the 
height of the curve at the right hand end. 

111.5 Trigonometric Functions 

We have considered the integral of the power function xn, and the integral 
of the exponential function, aX. Another class of functions which appear 
frequently includes the trigonometric functions. Any problem involving 
periodic change is apt to use trigonometric functions. We will also find that 
the evaluation of many integrals of an algebraic nature can be facilitated 
through the use of trigonometric functions (see Chapter VI). The trig­
onometric functions are described in detail in Appendix A. Our concern 
here will concentrate on the integration of the sine and cosine, probably 
the two most used of the six trigonometric functions. While the tangent is 
also very much used, we shall postpone consideration of the tangent until 
Chapter VI, since it involves material which we have not yet derived. The 
present section can be considered in some ways to be a review section, for we 
will be calling on many items we discussed previously but which appear 
to have been forgotten to this point. As an interesting exercise you might 
thumb back through this book to see how many things we have derived 
that have not yet been used, and then see how many of these things are 
mentioned in this section. (That is one of the difficulties with mathematics­
seemingly unimportant bits of information turn out to be used at some later 
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time and there is no leeway for those of us who have somewhat less than 
perfect memories !) 

In order to keep the flow of thought uninterrupted when we get to the 
derivation of the integrals of the sine and cosine, we will introduce a theorem 
at this point which has a conclusion that is necessary later on, although 
on the surface of things it does not appear to relate to the integral. 

Theorem 5.1. Let V be the number of units of angular measure in one complete 
revolution. Let x be the number of units in a positive angle no larger than a 
right angle. As the size of the angle shrinks toward zero, the value of (sin x/x) 
approaches (2n/V). For any positive number c there are sufficiently small 
positive values of x that I sin x/x - 2n/V I < c. 

PROOF. Let L POQ of Figure III.7 be an angle containing x angular units, 
and let OP be a segment oflength one. The coordinates of P are (cos x, sin x). 
The area of sector ORS is to the area of the circle of radius (cos x) as x is 
to V since the sector occupies x/V times the area of the circle. Therefore, 
the area of ORS is (x/V) [n(cos X)2]. In similar fashion the area of sector 
OPQ is (x/V) [n(1)2]. The area of the triangle OPR is 1(sin x)(cos x). Hence, 
we have the relationship 

~ (nI2) 2 ~ (sin x)(cos x) 2 ~ (n cos2 x). (111.5.1) 

In this expression we have respectively the areas of the sector OPQ, the tri­
angle OPR, and the sector ORS. The inequalities are established by the 
inclusion of one area within another. We seek (sin x)/x. We can obtain this 
function from (I1I.5.1) by multiplying each term by 2/(x cos x). By the 
conditions we have imposed, we see that 2/(x cos x) is a positive number, 
and we can multiply all terms by this number without disturbing the in­
equalities. It follows that 

2n 1 sin x 2n 
---2--· 2-COSX. 
V cos x x V 

(111.5.2) 
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We note that the difference between the first term and the third term can be 
expressed as 

2n _1 __ 2n cos x = 2n (1 - cos2 x) = 2n sin2 x. 
U cos x U U cos x U cos x 

But we can establish the fact that 

. 2nx 
smx<­

U 

since PR = sin x and PQ = (x/U)(2n). Consequently, we can write 

(IlI.5.3) 

2n 1 2n 2n sin 2 x 2n (2nx)2 1 8n3 x2 
--- - -cosx = --- < ----- = ---. 
U cos x U U cos x U U2 cos X U3 cos X 

We are interested in the case in which x is small. If x is less than 0.14 radians 
(about 8 degrees), cos x > 0.99. Therefore, if we restrict x to values which 
are less than 0.14, we know that the difference obtained by subtracting the 
third term of (IlI.5.2) from the first term is less than 

8n3 
2 

0.99u3 x . 

It is clear that for any positive number c we can find a value of x sufficiently 
small that 

8n3 
2 

o.99u 3 x < c. (III. 5.4) 

We only need to take the smaller of the values 0.14 and the value of x used 
to satisfy this last inequality, and we have a value of x which satisfies (111.5.4). 

In view of the fact that the first and third terms of (111.5.2) are closer 
together than some given positive integer, c, it follows that (sin x)/x is closer 
to either (2n/U)[1/(cos x)] or (2n/U)[cos x] than c, for (sin x)/x is in the 
middle in (111.5.2). Furthermore, 2n/U is also between the first and third 
terms of (III. 5.2). Therefore sin x/x and 2n/U must be closer together than c. 
In other words I (sin x)/x - 2n/U I < c. D 

We were more restrictive than necessary in stating Theorem 5.1. If x 
is a negative angle, but Ixl < n/2 then cos x is positive and (sin x)/x is 
positive. Furthermore, (lIl.5.2) still holds. Hence, the same argument could 
be used with only the modification of including a few absolute value signs 
and the same result would follow. 

EXAMPLE 5.1. Make a table of values for sin x/x both for degree measure and 
for radian measure as x diminishes from x = 1 radian to x = 0.01 radian. 
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Solution. For degrees we have U = 360, and hence the anticipated results 
will have (sin x)/x approaching 2n/360 = 0.017453. For radians we will have 
U = 2n and consequently we expect (sin x)/x to approach 2n/2n = 1. 

x (radians) (sin x)lx (radians) x (degrees) (sin x)lx (degrees) 

1.00 0.84147 57.29578 0.018686 
0.50 0.95885 28.64789 0.016735 
0.20 0.99335 11.45926 0.017337 
0.10 0.99833 5.72957 0.017424 
0.05 0.99958 2.86479 0.017446 
0.01 0.99998 0.57296 0,017453 

We note here that the predicted results appear to be verified by the result 
of the computations. 

A second result that will be needed can now be derived. We need to know 
the value (1 - cos x)/x will assume as x approaches the value zero. 

Theorem 5.2. If an angle of x units is nearing the zero angle, then 
1(1 - cos x)/xl will be nearing the value zero. The smaller the value of x, the 
smaller the value ofl(1 - cos x)/xl. 

PROOF. Algebra and trigonometry provide the following derivation: 

11 - ~os x I = I X~I-+c~:: :) I = I Si: x 1·11 ~i::s x I· 
By Theorem 5.1, we can select any positive number C and then be sure that x 
can be made small enough that 1 (sin x)/xl < 2n/U + c. For values of x less 
than U /4 we know that cos x > 0, and consequently (1 + cos x) > 1. There­
fore, 1 (sin x)j(1 + cos x) 1 < 1 sin x I. We can now state the inequality 

1 - ~osx < (~ + c)sinx < e~ + c) 2;X = (~ + c)e~)x. 
Here we have made use of (III.5.3). Since the coefficient of x in the last term is 
bounded, we can always find a value of x sufficiently small that this last 
expression is less than any positive number we might care to think of. Thus, 
we are assured that (1 - cos x)/x gets closer to zero as x gets closer to zero. 

o 
EXAMPLE 5.2. Make a table similar to the table in Example 5.1 illustrating 
the behavior of (1 - cos x)/x. 

Solution. In this case the result should be approaching zero regardless of 
the unit used for measuring the value of x. 
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x (radians) (1 - cos x)/x (radians) x (degrees) (1 - cos x)/x (degrees) 

1.00 
0.50 
0.10 
0.05 
0.01 

0.45970 
0.24483 
0.04996 
0.02499 
0.00500 

57.29578 
28.64789 

5.72957 
2.86479 
0.57295 

0.008023 
0.004273 
0.000872 
0.000436 
0.000087 

Again we can see that the predicted results appear to be forthcoming. 
Now we turn to the problem of obtaining integrals for the sine and cosine, 

the problem we posed at the "beginning of this section. In this derivation we 
will make the assumption that we can evaluate an RS sum in which f(x) is 
complex provided the values of the real parts at successive evaluation points 
can be brought sufficiently near each other, and provided the same property 
would hold for the imaginary parts of the complex values. We will also 
assume that we can still move a constant factor of the integrand outside the 
integral as a coefficient of the integral. Both of these assumptions are shown 
to be valid in later work in mathematics. 

We wish to obtain the values of the two integrals 

f: sin x dx and f: cos x dx. 

We will obtain these in one result by starting with the integral 

f(COS x + i sin x)dx. 

By the Corollary of Theorem 2.2 of this chapter, this can be written 

f: (cos x + i sin x )dx = f cos x dx + i f sin x dx. (111.5.5) 

Since we are using complex quantities here, the rules for complex numbers 
will hold. Hence the real portion of the result must be equal to It cos x dx 
and the coefficient of the imaginary unit must be equal to It sin x dx. 

We are again in the position of having to use RS sums, for we have no 
other recourse. It would seem advisable to use a regular partition of [0, b], 
for the regular partition has proven to be somewhat easier to handle in the 
past. There is the question whether this partition will give us the value we 
desire, but we can assure ourselves that it will if we can show that with succes­
sive refinements we can make U - L smaller than any given positive number. 
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Now if we take a regular partition of [0, b] with n subintervals, each sub­
interval is of length (bin). Therefore we will have 

U(P, cos x + i sin x, x) - L(P, cos x + i sin x, x) 

= [± (cos Uk + i sin Uk) (~) - ± (cos lk + i sin lk) (~)J 
k=l n k=l n 

= - I (cos Uk - cos lk) + i I (sin Uk - sin lk) • b [ n n J 
n k=l k=l 

Here we have used Uk as the evaluation point associated with the upper sum 
and lk as the evaluation point associated with the lower sum. In no quadrant 
can either 

m m 

I (cos Uk - cos lk) or I (sin Uk - sin lk) 
k=l k=l 

exceed one, and hence we know that U - L < Q(l + i)blm where Q 
is the number of quadrants in which at least part of the angle of magnitude 
b can be found. (We have used m to indicate the number of terms in a 
quadrant.) For instance, if b is 500 degrees, then Q = 6 for b would extend 
through a complete revolution of 4 quadrants and would go on through 
the first and part of the second quadrant for a second time. Since Q(l + i)b 
is a constant, it follows that upon dividing it by a very large value of m we 
have a very small difference U - L. Consequently, we can conclude that 
the integral exists and we could evaluate this integral by using any RS sum 
and a regular partition, for any such sum must be either the upper sum, the 
lower sum, or must have some value in between. 

We will use the left hand points of the partition as evaluation points, 
and hence tk = Xk-l = b(k - l)ln. Thus we have the sum 

S(P, T, cos x + i sm x, x) = I cos + i sm -• n [ b(k - 1) . b(k - l)J (b) 
k= 1 n n n 

b n-l [bk bkJ = - I cos - + i sin -
n k=O n n 

= - I cos - + i sin - , 
b n-l [b bJk 
n k=O n n 

where the last step was obtained by using DeMoivre's Theorem. However, 
the last expression is a geometric progression. We can handle this as we 
handled the geometric progression in the development of the integral for 
the exponential function. Note the ratio here is [(cos bin) + i(sin bin)]. 
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Thus, we obtain 

b n-l [b b]k 
S(P, T, cos x + i sin x, x) = - I cos - + i sin -

n k=O n n 

( b b)n cos - + i sin - - 1 
b n n 

=;; ( b . b) 1 cos ;; + i SIll;; -

(cos b + i sin b) - 1 
cos(bln) - 1 . sin(bln)· 

(bin) + 1 (bin) 
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As we consider successive refinements, we have (bin) approaching zero, 
and hence the two fractions in the denominator of the last expression conform 
to the fractions appearing in Theorems 5.1 and 5.2. As n increases we have 
the first fraction of the denominator approaching zero and the second 
fraction approaching (2nIU). Hence the RS sum approaches the value 

(cos b - 1) + i sin b V [( b 1) .. b] 

O . 2n 2ni () 
= - cos - + 1 SIll 

+1 -
V 

= 2U~2 [(cos b - 1) + i sin b] 
nz 

= U2i [(cos b - 1) + i sin b] 
- n 

= {~ (1 - cos b)] + ~ sin b. 
This gives us for the integral the value 

I: (cos x + i sin x )dx = I: cos x dx + i I: sin x dx 

= ~ sin b + {~ (1 - cos b) 1 
By equating the real and imaginary parts of these expressions we have 

fb V 
cos x dx = - sin b 

o 2n 
(111.5.6) 

and 

rb V Jo sin x dx = 2n (1 - cos b). (III.5.7) 
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EXAMPLE 5.3. Evaluate J8°° sin x dx and goo cos x dx where the unit of 
angular measure is the degree. 

Solution. Here U = 360, and consequently our formulas give us 

sin x dx = - (1 - cos 60°) = - 1 - - = 28.6479 f600 360 180 ( 1) 
° 2n n 2 

and 

f300 360 180 (1) ° cos x dx = 2; sin 30° = --;- 2: = 28.6479. 

EXAMPLE 5.4. Evaluate Jg.4 sin x dx and Jg.6 cos x dx where the unit of 
angular measure is the radian. 

Solution. Here U = 2n, and consequently our formulas give us 

fO. 4 2n 
sin x dx = - (1 - cos 0.4) = (1 - 0.92106) = 0.07894. 

° 2n 

and 

fO. 6 2n 
° cos x dx = 2n sin 0.6 = 0.56464. 

We obtained the values of the sine and cosine in this last case by means of 
Table 1 of Appendix C. We note that the fraction (2njU) is not troublesome 
in this example, for it has the value one. 

It is clear from these examples that the formulas for the integration of 
the sine and cosine would be somewhat simpler to apply if we· were to use 
radian measure, for then the fraction (2njU) would have the value one. It is 
for this reason that radian measure is used in much of mathematics. From 
this point on we will agree that we will consider all angles to be measured in 
radians unless specifically stated otherwise. With this convention we have 
the formulas 

I: sin x dx = 1 - cos b 

f:cos x dx = sin b. 

(III.5.8) 

It is unrealistic to assume that we will always wish to use the interval 
[0, b] starting at the origin as the interval of integration. We can avoid this 
requirement by the use of the following theorem. 
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Theorem 5.3. If a < b, then J~ sin x dx = cos a - cos b and J~ cos x dx = 
sin b - sin a. 

PROOF. 

fSin x dx = fSin[a + (x - a)]dx 

= f [sin a cos(x - a) + cos a sin(x - a)]dx 

= sin a f cos(x - a)dx + cos a f sin(x - a)dx 

Jb-a Jb-a 
= sin a 0 cos x dx + cos a 0 sin x dx 

= sin a sin(b - a) + cos a[l - cos(b - a)] 

= cos a - [cos a cos(b - a) - sin a sin(b - a)] 

= cos a - cos[a + (b - a)] = cos a - cos b. 

The other half of the theorem can be proved in a similar manner. 0 

EXAMPLE 5.5. Evaluate J:il (3 sin x - 4 cos x)dx. 

Solution. 

J1[/3 (3 sin x - 4 cos x )dx = 3 (cos ~ - cos~) - 4(sin ~ - sin~) 
1[/4 4 3 3 4 

= 3(f -~) -4(f -f) 
= 7f-2J3-~. 

As a final bit of generalization, we can again invoke Corollary 3.6 and 
obtain the following corollary. 

Corollary 5.1. If e i= 0, J~ sin ex dx = (l/e)(cos ea - cos eb) and J~ cos ex dx 
= (l/e)(sin cb - sin ca). 

OUTLINE OF PROOF. This follows immediately from Theorem 5.3 and 
Corollary III.3.6. In case a > b, we would also invoke Definition 111.2.2. 0 

EXAMPLE 5.6. Evaluate JO/6 (2 cos 3x - 4 sin 2x)dx. 
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Solution. Using Corollary 5.1, we will have: 

1"/6 1"/6 1"/6 Jo (2 cos 3x - 4 sin 2x)dx = 2 Jo cos 3x dx - 4 Jo sin 2x dx 

EXERCISES 

= 2 [ G) (Sin 36n) - 4 [ G) (1 - cos 26n) ] 

= (~) (sin~) - 2 + 2 cos ~ 

= G) -2 + 1 = ( - ~). 

1. Evaluate each of the following: 

(a) Iol2 sin x dx 

(b) IO/2 cos x dx 

(c) Iol20 2 sin 5x dx 

(d) Io i ) (sin 2x - cos x)dx 

(e) Io/S cos 4x dx 

(f) Io/9 sin 3x dx 

(g) Iol6 3 cos 2x dx 

(h) Sol) (x 2 - 4 cos x)dx 

2. Evaluate each of the following: 

(a) Jl;~ sin nx dx 

(b) I~~16 4 d(sin x) 

(c) Il,'II6 3 cos nx dx 

(d) Sf cos 5x d(3) 

(e) Il}116 3 sin nx dx 
(f) I~~13 4 cos 2x dx 

(g) I~;14 (3 cos 2x - sin 2x)dx 
(h) Sf (x 2 - 3x + sin 2x)dx 

3. Evaluate each of the following: 

(a) Iol3 (cos x + 4)d(cos x) 

(b) Iol3 (cos x + 4)d(cos x + 4) 

(c) Iol3 (cos X + 4)dx 

(d) I~H esinx d(sin x) 

(e) J6 sin 2ex d(eX ) 
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(f) SO'l sin(nx/2)dx 

(g) Ii cos(nx/6)dx 

(h) Sg·s sin nx 2 dx2 

4. Evaluate each of the following: 

(a) mmg~~)~l cos(3e2-')d(e2x) 

(b) SO/4 cos 2x tan2x dx 

(c) SO/6 sin 3x cot 3x dx 

(d) SO/6 eSin 2x d(sin 2x) 

(e) SO/6 sin x cos x dx 

[Hint: sin A cos A = hin 2A.] 

(f) SO/6 sin 2 x dx [Hint: sin2 A = (1 - cos 2A)/2.] 

(g) .1'0/ 6 cos2 2x dx [Hint: cos2 A = (1 + cos 2A)/2.] 

(h) Joi6 (sin x + cos x)2dx 

5. Evaluate each of the following. 

(a) S~ 1 [e2x + cos(nx/3)]dx 

(b) S~ 1 sine nx/4 )dx 

(c) S-=-I d(cos(nx/3)) 

(d) SO/4 esin 2x d( sin 2x) 

(e) f2 sin x2 dx 2 
.1 

(f) S~2 (x 3 + e- x - sin(nx/12) + cos(nx/6))dx 
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6. (a) Use the relation cos(5x) = cos(4x + x) = cos 4x cos x - sin 4x sin x and 
cos 3x = cos(4x - x) = cos 4x cos x + sin 4x sin x to show that cos 4x cos x 
= !(cos 3x + cos 5x). 

(b) Use part (a) and evaluate S~~/6 cos 4x cos x dx. 

(c) Use a technique similar to that of part (a) and then evaluate J~~/6 sin 4x sin x dx. 

7. (a) Find the area of the rectangle bounded by x = 0, x = n/2, y = 0, and y = 2/n. 
(b) Find the area of the region bounded by y = sin x, y = 0, and x = n/2. 
(c) Sketch the regions of parts (a) and (b) on the same set of axes. 
(d) Explain the fact that the areas of these two regions are equal, using your 

sketch. 

8. Find the area bounded by r = (sin 8)1/2 and the radii 8 = ° and 8 = n/4. 

9. Find the mean value of sin x with respect to x over the interval [0, n/2]. 

10. (a) Since cos x S 1, S~ cos t dt s S~ 1 dt if x > 0. Use this to derive the relation 
sin x s x for x > 0. 

(b) Use the result of part (a) to derive the relation 1 - cos x s x 2/2 and then 
1 - (x 2/2) s cos x. 

(c) Use the relations of parts (a) and (b) to obtain x - (x 3/6) s sin x s x 
(if x > 0). 
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(d) Continue with this process (using mathematical induction if appropriate) to 
obtain 

x 2 X4 X 6 X 8 X IO X 2 X4 X 6 X 8 

I - - + - - - + - - - < cos x < I - - + - - - + -
2! 4! 6! 8! 1O!- - 2! 4! 6! 8! 

and 

x 3 X 5 X 7 X 9 XII X 3 X 5 X 7 X 9 

X - - + - - - + - - - < sin x < x - - + - - - + -
3! 5! 7! 9! 11!- - 3! 5! 7! 9! 

(if x> 0). 

(e) Show that the successive lower bounds in these two inequalities form a mono­
tone increasing sequence and the upper bounds form a monotone decreasing 
sequence provided x is not too large. (If x = 10, for instance, this mono tonicity 
would not show up until we had passed the term having 10! in the denomina­
tor.) 

Cll. Using the relations derived in Exercise 10 write a program and obtain a table 
giving the values of the sines and cosines for 00 , 1°, 2°, and so on to include 900 • 

Note that the results of Exercise 10 only apply for radian measure, and therefore 
you will have to convert 1 ° to radian measure for computation, and similarly 
with the other values. If your facilities will permit, obtain the results to six decimal 
places, and then compare your table with printed tables of trigonometric functions. 

12. In 1777 the Comte de fa Buff6n proposed a method for approximating the value of 
n through a process that involved tossing a needle oflength I and letting it fall on a 
floor consisting of boards running lengthwise of the room, each board being of 
width I. He asserted that if one dropped this needle a very large number of times, 
it should land so that it covers a crack between two boards about (2n/n) times out 
of each n drops of the needle for any integer n. He further stated that this approxi­
mation should be very close if n is very large. 

(a) In Figure III.8, show that if the angle which the needle makes with the line 
PQ is likely to be any angle in the interval [0, n/2J then the effective length of 
the needle parallel to PQ is 21/n. [Hint: Show that you have the mean value of 
L cos a with respect to all values of e in the interval [0, n/2].J 

!/\O 
P--r---~-~,-r~~--Q 

Figure Ill.8 
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(b) Using the information from part (a), 'show that the probability that the needle 
lands on a crack is given by 21n. 

(c) Confirm the conjecture of the Comte de la Buffen. 
(d) Try this experiment 200 times and determine whether your results appear to 

confirm this conjecture. 
(e) If your computer has a random number generator, write a program which will 

carry out this experiment and determine the results after 5000 simulated tosses 
of the needle. 

III. 6 Summary 

In this Chapter we have developed many results and established many 
Theorems which can be of assistance in evaluating integrals. This will be of 
aid in problems involving applications, however, only if an integral is 
involved in the application, and then only after the integral has been obtained. 
In order to obtain the integral in the first place, it is suggested that you should 
first of all think of a problem, such as one of those in the Exercises of this 
Chapter, as being approximately solved by adding up a large number of 
values, each of which describes a small portion of the total problem. In 
other words, set the problem up in such a way that you approximate the 
the solution through an RS sum. You can then determine the integral which 
would result from using the sum with continuing refinement of the interval 
involved. At this point and only at this point the results of this chapter can be 
used to evaluate the integral. 

In the evaluation of integrals we must use the results obtained herein 
exactly as they are derived. If an integrand almost fits, that is not sufficient. 
This means, of course, that in some cases we may not find a corresponding 
result and may yet have to resort to RS sums. In the material that is ahead 
of you you will find more results which will assist in the evaluation of integrals, 
but it is probable that if you use a great deal of calculus in applications you 
will still have to resort to RS sums or some equivalent alternative from time to 
time. Unfortunately, there are integrals that occur in practice for which no 
formulas have been found, and for which there is an assurance that no 
formulas will be found. 

In order to bring together the formulas which we have derived so far and 
the conditions under which these formulas are applicable, we give the 
following list. 

1. S~ xm dxn = m(bm+n - am+n)/(m + n), m and n are non-negative, rational 
numbers. 

2. S~ aCx dx = (aCq - aCP)/(e In a), a > 1 and e # O. 
2a. S~ eCX dx = (l/e)(eCb - eCa), e # O. 
3. S~ sin ex dx = (l/e)(cos ea - cos eb), e # O. 
4. S~ cos ex dx = (l/e)(sin eb - sin ea), e # O. 
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Note that (2a) is a special case of (2). In general you will find that (2a) is 
sufficient for most purposes, although both are stated here for purposes 
of completeness. 

In addition to the calculus, we have seen Exercises that cover a great 
many applications throughout Chapters II and III. It might be well to 
review these. Note that we have found two methods for finding volumes of 
revolution. We have also discussed moments, work, force, marginal cost, 
etc. Some of these concepts come up from time to time in problems, and any 
person concerned with applications will find it necessary on occasion to use 
the index and look up methods, to carefully analyze a problem, and to 
handle each problem as a unique challenge. You may find that some of these 
suggestions will be helpful in the exercises at the end of this section. 

EXERCISES 

1. Evaluate the following integrals: 

(a) Ii x 3 dx 

(b) S-=-4 tx7 dx 

(c) S-=- 2 3x6 d(tx) 

(d) SV4 sin 2x dx 

(e) Ii ex/2 dx 

(f) S~ 1 2X dx 
(g) g e- x dx 

(h) B/2 (4x 2 - 7 + 3 cos nx - 2e- X )dx 

2. Evaluate the following integrals: 

(a) Ii x 3 d(2 + ~) 
(b) Ii ex2 d(x 2 ) 

(c) Jo!2 e- cosx d(cos x) 

(d) Ii cos 3 2x d(cos 2x) 

(e) S=-l 32x dx 

(f) Ii X 3/2 dx 

(g) Sg X4/3 dx 

(h) S1 X2~ £Ix 

3. Evaluate the following integrals: 

(a) S~ 1 sinh 2x dx 

(b) S~l cosh 3x dx 

(c) Ii sinh x cosh x dx 

(d) S~ir sin(2x - n)dx 

(e) S~ 1 (4/exp(2x»dx 
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(f) Ii (2/x2)d(l/x) 
[Hint: try a substitution.] 

(g) S=l (eX - e- X)3dx 

(h) S~~/6 cos(3x + n/2)dx 

4. Evaluate the following integrals: 

(a) H2 X 4 .2dxo. s 

(b) H ex + 2 dx 
(c) S6 [x2 - sin(2x - 4) + e2x+ 3]dx 
(d) SO/9 sin 2 3x dx 

[Hint: See hints in exercises for Section III.S.] 

(e) n (x - 4Nx 
(f) Ii 3 sin(x - I )dx 
(g) S8 (x 2/3 - 3)2d(x + 1)2 

(h) S~!f 2 sin 2x sin x dx 

5. (a) Sketch the curve y = 2 cosh x over the interval [ - 3, 3]. 
(b) Find the area bounded by x = - 3, x = 3, y = 2 cosh x, and y = 0. 
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(c) Find the volume of the solid of revolution formed by revolving the area of 
part (b) about the x-axis. 

(d) Find the mean value of 2 cosh x with respect to x over the interval [ - 3, 3]. 
6. (a) Evaluate the integral S~4 (x 2 - X - 6)dx 

(b) Evaluate the integral S~41(X2 - x - 6)ldx 
(c) Indicate the difference in geometric interpretation of these two integrals. as 

areas. 

7. Find the area bounded by y = e- 2x and x = 3 which is in the first quadrant. 

8. Find the area bounded by y = 18 - x 2 , and y = x 2. 

9. (a) Sketch the curve y = X 3/ 2 over the interval [0, 4], and the lines x = 0, x = 4, 
y = 0, and y = 8. Note that the rectangle formed by the four lines is cut 
into a larger and smaller portion by the semi-cubical parabola. 

(b) Find the area of the larger portion and the smaller portion of the two areas 
formed in part (a). 

(c) Find the volume formed by revolving the larger portion about the x-axis and 
the volume formed by revolving the smaller portion about the x-axis. 

(d) Find the volume formed by revolving each ofthese two areas about the y-axis. 
(e) Find the volume formed by revolving each of these two areas about the line 

x = 4. [Hint: Sketch a partition and small solids, and then set up the RS sum 
and hence the integral in each case.] 

(f) Find the volume formed by revolving each of these two areas about the line 
y = 8. 

10. Find the area bounded by the curve r = eO and 8 = 0 which has a central angle 
equal to a right angle. Note that this describes two areas. Find the area of each. 

11. Find the area inside one loop of the curve r = sin 28. 
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12. Find the volume of a sphere of radius R. Note that this sphere can be thought of as 
the solid of revolution formed by revolving the circle x2 + y2 = R2 about either 
the x-axis or the y-axis. 

13. (a) Find the first moment of the area bounded by y = x 2 , X = 3, and the x-axis 
about the y-axis. 

(b) Find the quotient obtained by dividing this first moment by the number of 
square units of area in the region described in part (a). This quotient gives the 
x-coordinate of the center of gravity of this area. 

(c) Find the first moment of this area about the x-axis. 
(d) Use your result in part (c) to find the y-coordinate of the center of gravity 

for this area. 
(e) Plot the point whose coordinates are the x-coordinate and the y-coordinate 

of the center of gravity respectively. Show that this location is a reasonable 
location for the center of gravity of this area. 

14. Using the method of Exercise 13 find the coordinates of the center of gravity of 
the area bounded by y2 = 4x and x = 4 which is in the first quadrant. 

PIS. (a) Find the moment of inertia (the second moment) of the area of Exercise 13 
about the x-axis. 

(b) Find the quotient of the moment of inertia divided by the area involved. 
(c) Find the square root of the quotient of part (b). This square root is called the 

radius of gyration of the area about the axis. 

P16. Find the radius of gyration of the area of Exercise 14 about both the x-axis and 
the y-axis. 

P17. A certain light bulb has a resistance of R = 200 ohms. The voltage on the circuit 
of which the bulb is a part is given by E = 100 sin(l20nt) volts. Time is measured 
in seconds. The power consumed is given by P = E2 / R watts. How many kilowatt­
hours (1000 watts for one hour) are used by the bulb in the course of3 hours? [Hint: 
Since the voltage is that of an alternating current at 60 cycles per second, the 
voltage varies. Hence, it is necessary to think ofthe power used in a short increment 
of time, and add up such individual power uses to find the total power used. 
This should involve an RS sum and then a corresponding integral.] 

B18. A certain dose of medicine is taken, and it is being absorbed by the body at a rate 
given by M(t) = OAe- o.s, milligrams per hour at a time t hours after it was ingested. 

(a) How much is absorbed by the body in the first two hours after the medicine 
is taken? 

(b) If the medicinal effect is negligible when the absorption rate is 0.08 milligrams 
per hour, at what time does this occur? (At this time one would ordinarily 
take another dose.) 

(c) How much of this medication is absorbed before another dose is needed as 
determined by your response to part (b)? 

B19. It is not infrequent that a medical prescription prescribes that two tablets be taken 
at once and then one tablet is to be taken at stated intervals thereafter. The time 
interval between doses is ideally the time such that one additional tablet will 
restore the absorption rate of the drug to that which the two tablets had given 
initially. The rate of absorption closely approximates M(t) = De- rl • 
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(a) If the first dose is taken when t = 0, find the time for the second dose in terms 
of r if the second dose is to be given at such time that the one tablet will bring 
the absorption level back to that which prevailed at time t = O. 

(b) Find the number of milligrams absorbed between doses if D = 0.5 milligrams 
and r = 0.3. 

(c) Find D if it is desired that 0.4 milligrams be absorbed in the first hour. 
(d) For what value of r would it be desirable to take a dose of medicine under the 

conditions of this problem every four hours? 

B20. Ecologists often use heat accumulation above a prescribed temperature threshold 
over a given period of time as a means of predicting temperature effects on bio­
logical processes. C. Y. Arnold has shown that a very good approximation to the 
number of degree days of heat accumulation can be obtained by considering the 
area which is under a sine curve and above the given threshold temperature. 
Suppose the given threshold temperature for a given day is 50°F, and the tempera­
ture t hours after sunrise is given by T(t) = 50 + 25 sin(m/12) measured in degrees 
Fahrenheit. Find the effective heat accumulation for this day measured in degree­
days. [Hint: a degree-day is the additional energy that would be obtained were 
the temperature to have been one degree higher for the entire 24 hour period. 
It-is necessary to watch time units in this problem.] 

S21. The amount of ore extracted from a certain mine is given by the equation 
T(t) = lO00e-o.oOlt tons per day where t is the number of working days since 
January 1, 1978. Find the amount of ore extracted during the year 1978 if it is 
assumed that there are 50 weeks of 5 days each during which work is in progress 
each year. (Note that the loss of two weeks would just about cover the standard 
vacation.) At some point in the life of a mine the behavior indicated by this equa­
tion would be reasonable, for the amount of ore remaining in the mine would 
become sufficiently small that it would be impossible to continue to mine at a 
constant rate without an expenditure that would make the mine uneconomical 
to operate. 

S22. If the marginal cost of production of a certain item at a level of n items of production 
per day is given by the relation MC(n) = 12 + 6n + (e- o.I /I/12), find the cost of 
producing 40 items per day. Find the average cost per item if the production rate is 
40 items per day. 

S23. The price at which a product sells determines for most items the approximate 
number that can be sold. The higher the price, the less the demand is likely to be. 
Consequently, if the equation relating price and the quantity demanded is graphed 
we can expect a curve which generally looks like the curve AB of Figure III.9. 
In similar manner, the greater the price the more items will probably be manu­
factured, and the equation relating price and supply will appear as the curve 
BC of the graph. If we envisage an economy with pure competition, it is reasonable 
to assume that the selling price will ultimately settle on the price indicated by the 
intersection of these two curves, for a lower price would yield an unfulfilled demand 
and a higher price would tend to leave items unsold. For any price used, the hori­
zontal line representing that price will divide the area ABC into two parts. For 
this selling price the area ABD represents money at least part of which would have 
been spent by some consumers if the price had been higher. Consequently, this is 
called consumer's surplus since at the price represented by the horizontal line this 
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area represents a gain for the purchaser. On the other hand, the area represented 
by the portion of ABC below the line involves money obtained by the supplier 
due to higher prices on goods he would have been willing to produce for less. 
This area represents a producer's surplus. In Figure III.9 the line BD represents the 
limiting price under pure competition, the area ABD represents the consumer's 
surplus and the area BCD represents the producer's surplus. 

If the demand and supply curves are respectively 2x + 3y = 195 and 20y = x 2 , 

find the price reached under pure competition. Find the consumer's surplus and 
the producer's surplus. (Assume price to be in dollars and the quantity of demand 
to be the number of individual items.) 

S24. If the equation of the demand curve is lOy + 2eo. lx = 90, find the consumer's 
surplus if the price of equilibrium is $3. Do the same thing if the price is $1, $2, 
$4, and $5 respectively. For what interval would this demand curve have a sensible 
interpretation? [Hint: Look at the graph of this equation.] 

S25. If the equations of the demand and supply curves are respectively y = 440 - x2 
- 2x and 2y = 4 + (x + 4)2, find the price reached under pure competition. 
Also find the consumer's surplus and the producer's surplus for this price. Use 
RS sums (with a partition of the y-axis) to show that this is the price at which the 
sum of the two surpluses is a minimum. 

S26. (a) The equation of a supply curve is given by y = 8eO. 2x. Find the producer's 
surplus if the price of equilibrium is $16. 

(b) Do the same if the price of pure equilibrium is $10. 
(c) Show why you could not have a price of equilibrium less than $8, and why $8 

is most unlikely. [Hint: Examine the graph of this curve.] 



CHAPTER IV 

Differentiation 

IV.l Rates of Change 

In our work so far we have developed the integral and discussed the process 
of integration at some length. The calculus is built around two concepts of 
which integration is only one. The other part of the calculus will investigate 
the rate at which a function changes. One of the important questions con­
cerning any thing that is changing is "How fast is it changing?" This is just 
as true in matters of economic and social change as it is for change of loca­
tion or change in the amount of your mathematical knowledge since you 
first opened this book. It is this question which we wish to address in this 
chapter. We shall find that it has very far reaching ramifications, and that 
there are many rather subtle matters that must be considered. We shall be 
more alert to the nature of the ideas involved, however, than the rigorous 
treatment ofthe subtleties in this chapter. We shall come back to consider the 
latter in more detail in Chapter VII. 

In order to provide a brief insight into the manner of attack we will use 
an illustrative example. Let us consider the question of determining how 
fast a vehicle is going as it passes a given spot. We might even consider that 
the speedometer is not operating properly, and the driver has occasion to 
try to prove in court that he was not going as fast as he had been accused of 
traveling. It should be pointed out, however, that this latter case is unlikely 
here, for few would be so foresighted as we will demand if they then take 
chances with speed limits. We will assume that the aforementioned driver 
has available to him some very accurate timing equipment and measuring 
equipment, and that it is set up so that he can measure with very great accura­
cy the distance traveled in the first second after passing the spot in question. 
If he knows that he has traveled 66 feet in this one second period, he knows 
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that he would travel sixty times as far in one minute, or a distance of 3960 
feet (three-fourths of a mile), and this very astute driver would then be able 
to determine that ifhe were to maintain for one hour the same average speed 
he had maintained over that one second, he would have been traveling at 
45 miles per hour. (Note that if and when the metric system is adopted, this 
example will have to be altered-one of the problems that progress always 
brings!) Now, we have already made certain implicit assumptions that are 
hardly justified. For instance, we have introduced a very big IF concerning 
the maintenance of the same average speed throughout the period of an 
hour. It is not at all certain that the speed was constant throughout the 
second~ and hence we have had to use the word average here. Since some 
acceleration or deceleration is possible in one second, we would have done 
better to take a shorter time interval, say one third of a second. It is possible 
to raise the same argument here, though, for it does not follow that the same 
average speed is maintained throughout one third of a second, although this 
would seem more likely than the fact that it would be maintained during an 
entire second. With this accurate timing mechanism, however, there is no 
reason why we can't go further and consider a time interval of one tenth of a 
second, or one one-hundredth of a second, or one one-thousandth of a second, 
etc. As we consider shorter and shorter intervals, we are allowing less time 
for any change of speed, and hence are more likely to have the speed that 
the car had at the moment it passed the spot in question. 

Now it should be very clear that we cannot hope to obtain the speed at 
the moment that it passes the spot, for this would imply in our rather im­
precise use of the word moment that there is only one point involved and 
this is not enough information to establish a speed. Therefore, the best that 
we would seem to be able to do would be to list the average speeds over 
shorter and shorter time periods, each of which would include the instant 
at which we passed the spot in question, and then determine whether this set 
of numbers would approach some limiting value. We have already seen 
examples of limiting situations in our use of lubs and glbs to derive integral 
formulas. In these cases we were able to establish upper and lower bounds 
for the final result and then to make use of these bounds in establishing the 
desired limiting value. This matter of obtaining bounds might provide us 
with some assistance in finding limits in the future. 

While we have selected a particular example involving speed, we could 
equally well have selected any number of illustrations from a wide variety of 
disciplines. These rates of change have such names as velocity, marginal cost, 
rate oj solution, slope, etc., but they all share the same concept. Rather than 
having to concern ourselves with such a variety of entities we will call this 
limiting rate of change a derivative, and remember that this has application 
in a number of disciplines under names that seem appropriate to those 
disciplines. We shall mention some of these names in the application Exercises 
as we go along. 

In talking about the rate of change of distance, we assumed that the 
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problem of measuring speed is one that has occurred before. However, to 
make certain that the computations involved are well understood, let us 
take just a moment for review. If set) denotes the distance from some starting 
point, at a time denoted by t, then the location at time (t + M) will be given 
by set + dt). We have used dt here to denote a difference in time, since d 
is the Greek equivalent of our letter D, the first letter of difference. The 
distance traveled during the period from t to (t + dt) is then set + M) -
set), or the odometer reading at the end of the time interval minus that at 
the beginning. (The odometer is that portion of the mileage measuring 
instrument which indicates how far the car has gone.) Since this distance 
was traversed in M = (t + M) - t units of time, the average speed is then 
obtained by computing the value 

set + dt) - set) set + dt) - set) 
(t + dt) - t dt 

We list both of these, for they will give rise to two forms of the same expres­
sion, one of which will be of greater use in some instances and the other at 
other times. Our concern here is to try to find the value toward which this 
expression seems to be moving as M assumes smaller and smaller values. 
Note that this is very much like the problem we had with denominators 
occurring in the derivations of Sections 3.4 and 3.5. Since we will be using 
this expression rather frequently, it will be convenient to give it a name. 
Henceforth, we will refer to it by the name differential quotient. 

Definition 1.1. Iff(x) is a function defined over the interval [a, b] then the 
differential quotient off (x) with respect to x over the interval [a, b] is given 
by DQf(a, b) = [feb) - f(a)]/(b - a). 

We have used the notation DQf(a, b) to indicate that we have the dif­
ferential quotient off(x) and the interval involved is the interval [a, b]. In 
particular 

Dnr;( d ) =f(x + dx) - f(x) =f(x + dX) - f(x) 
'LJ ' x, X + X ( A ) A .. X+LlX -x L.U 

is the differential quotient over the interval from x to x + fu. It is clear 
that the differential quotient represents an average rate of change over an 
interval, and specifically DQf(a, b) represents the rate of change (or slope) 
from (a, f(a» to (b, feb ». Also DQf(x, x + dx) represents the rate of change 
(or slope) from (x,J(x» to (x + fu,J(x + fu». 

EXAMPLE 1.1. Iff(x) = x 2 - eX, find DQf(1, 2). 

Solution. 

DQj'(l 2) = f(2) - f(l) = (4 - e2 ) - (1 - e) = 3 _ 2 + 
, 2 - 1 1 e e. 
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EXAMPLE 1.2. Find DQf(x, x + ~x) iff (x) = 1/x2• 

Solution. 

1 1 

DQf( ~ ) = f(x + ~x) - f(x) = (x + ~X)2 - :?" 
x, x + x (x + ~x) - x ~x 

x2 - [x2 + 2x(~x) + (~X)2J 
= 

(~X)X2(X + ~X)2 
(~x)( -2x - ~) 

= -:-;-~-;;--:---:---,-,;-
(~X)X2(X + ~X)2' 

This last result can be further simplified if (~x) "1= 0. It would, of course, be 
meaningless if (~x) were to be zero, for then we would have a fraction with 
both numerator and denominator zero. To complete the simplification under 
the assumption that (~x) "1= 0, we would have 

EXERCISES 

2x + ~x 
DQf(x, x + ~x) = - 2( ~ )2' 

X X + X 

1. If f(x) = x 2 find the value of each of the following differential quotients. 

(a) DQf(3,6) 
(b) DQf(3,5) 
(c) DQf(3,4) 
(d) DQf(3,3.1) 
(e) DQf(3,3.01) 
(f) DQf(3,3.001) 
(g) DQf(3,3.0001) 
(h) DQf(3,0) 
(i) DQf(3, 1) 
(j) DQf(3, 2) 
(k) DQf(3, 2.9) 
(I) DQf(3, 2.99) 
(m) DQf(3, 2.999) 
(n) DQf(3, 2.9999) 

2. Evaluate DQf(x, x + ~x) for each of the following functions. Simplify each as 
far as possible under the assumption that (~x) i=- O. Show where you use this 
assumption in each case. 

(a) f(x) = l/x 
(b) f(x) = 3x - 2 
(c) f(x) = 4 - x + x 2 

(d) f(x) = Jx 
(e) f(x) = x 3 

(f) f(x) = x 2 - X-I 
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(g) f(x) = 12.3 
(h) f(x) = 2X- 1j2 

(i) f(x) = (2x - W 
(j) f(x) = (2x - W 
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3. Show that DQf(a, b) does not depend on the values of a and b iff (x) is a constant 
function. 

4. Show that DQf(a, b) does not depend on the values of a and b iff(x) is any constant 
multiple of the identity function. 

5. Show that DQf(a, b) = DQf(b, a) for any function and for any values of a and 
b. Interpret this result on the graph of y = f(x). 

6. (a) Show that the differential quotient of a monotonic function cannot be positive 
over one interval and negative over another interval. 

(b) If the monotonic function is increasing, show that its differential quotient 
can never be negative. 

(c) If the monotonic function is strictly increasing, show that its differential 
quotient is always positive. 

(d) Repeat parts (b) and (c) for decreasing and strictly decreasing functions 
respectively with the appropriate algebraic signs. 

7. If f(x) = xm use the results of Exercise 8 of Section 1.10 to show that mam - 1 ~ 

DQf(a, a + 1) ~ mea + l)m-1 for any positive integer m. 

8. If pea, b] is a partition of the interval [a, b], show that 

k= 1 

9. (a) Write an expression for DQf(O, bin) if f(x) = aX. 
(b) Locate this result in the derivation of Section IlIA. 
(c) Use the results of Section 1II.4 to determine the value of DQf(O, bin) when 

bin is very close to zero. 

10. (a) Write out DQ cos(O, bin). 
(b) Locate this result in the derivation of Section I11.5 and determine the value of 

this differential quotient when bin is very close to zero. 

11. (a) Write out DQ sin(O, bill). 
(b) Locate this result in the derivation of Section III.5 and determine the value of 

this differential quotient when bin is very close to zero. Note that this result 
depends upon the unit used for measuring the angle. 

S12. If C(Il) is the cost of producing n items in one day, show that the marginal cost of 
increasing production from a level of Il items per day is given by DQf(ll, n + 1). 

B 13. If the number of organisms in a given culture at a time t hours after the culture is 
started is given by net) = 100eo. lt, find the average rate of change in the number of 
organisms during the first 100 hours. During the first 50 hours. During the first 
20 hours. During the first 10 hours. During the first 5 hours. During the first 3 hours. 
During the first 2 hours. During the first hour. Does this sequence of numbers 
appear to be approaching some number? If so, what is the number that this 
appears to be approaching? 
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IV.2 The Derivative 

In the preceding section we defined the differential quotient 

DQf(x, x + Ax), 

and we discussed some of the consequences of letting Llx get smaller and 
letting it eventually approach zero. It was carefully pointed out that it would 
make no sense to let Llx actually become zero, for then we would have a 
quotient with zero for both the numerator and the denominator. Such a 
quotient is undefined. In similar fashion if we consider the differential 
quotient to represent a slope, letting Llx be zero would be equivalent to 
asking for the slope of a line determined by a single point and it is obvious 
that a single point does not determine a unique line. 

We will start this discussion by considering the functionf(x) = Xl/2, and 
the differential quotient DQf(4, 4 + Llx). The differential quotient gives the 
slope of the line joining the point (4,f(4)) and the point (4 + Ax,f(4 + Llx)). 
This is pictured in Figure IV.1. We will permit Llx to be either positive or 
negative, and will follow the behavior of this differential quotient as the 
value of Llx gets closer to zero. 

As a first approximation we consider Llx to be - 1 and then Llx to be + 1, 
giving us the average rate of change off(x) in the interval one unit to the left of 
x = 4 and also in one unit to the right of x = 4. We have 

DQf(4 3) = J3 - .j4 = 1.7320508 - 2 = 02679492 
, 3-4 -1 . 

and 

yI5 - .j4 2.2360680 - 2 
DQf( 4, 5) = 5 _ 4 = + 1 = 0.2360680. 

There results are rather far apart, but they indicate the manner in which 
such results must be calculated. We proceed to make a table starting with 
these values and using ever smaller values for Llx. This table is given in 
Table IV.1. It seems clear that the value of the differential quotient is ap­
proaching 0.25 as x approaches zero, and it does not depend on whether x 

y 

Figure IV.l 
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Table IV.l 

~x 

1.0000 
0.1000 
0.0100 
0.0010 
0.0001 

DQf(4,4 -~) 

0.267949 
0.251582 
0.250156 
0.250016 
0.250002 

DQf(4,4 + ~x) 

0.236068 
0.248457 
0.249844 
0.249984 
0.249998 
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is negative or whether x is positive. At best, however, this deduction is 
intuitive, and it would be well to examine this situation a bit more thoroughly. 

Using this same function, let us use a more formal approach to investigate 
the behavior of this differential quotient as dx nears zero. If we write 
DQf(4,4 + dX) = (J4 + dx - J4)/dX we observe that as dx gets smaller, 
both the numerator and denominator get smaller, and there is a real ques­
tion concerning which will win the race toward zero. We know that we must 
refrain from letting dx go all of the way to zero. Consequently, we will 
require that at no time shall dx = O. There are times when some algebraic 
legerdemain may be helpful, and here we will use some to rationalize the 
numerator! Consider the following 

DQf(4,4 + dx) = J4 + dx - J4. J4 + dx + J4 
dx J4+dx+J4 

(4 + dx) - 4 = dx (IV.2.l) 
= dX[J4 + dx + J4] dx[J4 + dx + J4]' 

You will note that we have multiplied both numerator and denominator by 
an expression that is similar to the conjugate in complex numbers. It would 
appear reasonable at this point to divide the numerator and denominator of 
the last expression by dx. This can be done since we have decreed that 
dx "i' O. However, we should note once more that this would not be possible 
if we were to permit dx to be zero. Now we can write DQf(4, 4 + dX) = 

1/(J4 + dx + J4) for those values of dx other than zero. We are in no 
way limiting any non-zero values for dx, no matter how small, and regardless 
of sign. If dx is very small, then J 4 + dx will have a value very close to 2. 
Thus DQf(4, 4 + dx) would be very close to 1/4. We would then say that 
the limit of DQf(4, 4 + dx) is 1/4 as dx approaches zero. This agrees with 
our earlier supposition concerning the value this differential quotient should 
be approaching. 

It is clear from the graph in Figure IY.1 that we are taking the slope as dx 
gets smaller, and thus we are obtaining the slopes of lines which approach 
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DQf 
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Figure IV.2 

the limiting position given by the tangent line. Since this limit is 0.25 we can 
then say that the tangent line at the point (4,f(4)) has a slope of 1/4. 

This discussion raises several issues. We have taken the "limit" of the 
differential quotient as ~x approached (but did not reach) zero. We could 
word this in a reverse manner by indicating that if we wished to insure that 
DQf(4,4 + ~x) had values in the interval (0.2484, 0.2516) we need only be 
certain that ~x has values in the interval ( -0.1,0.1). This is shown in Figure 
IV.2. If we wished to insure that DQf( 4, 4 + ~x) has values restricted to the 
interval (0.249, 0.251), we need only limit the values of ~x to the interval 
( -0.063,0.064). This suggests that if we wish to show that the value of the 
differential quotient is approaching 0.25 as ~x approaches zero, we might 
specify an open interval, E, which includes the value 0.25 and then see 
whether there is an interval, D, such that values of ~x in D other than ~x = 0 
insure the fact that the differential quotient has a value in E. We must, of 
course, be able to do this for any open interval E which includes 0.25. We 
shall use this approach as a basis for a definition of the limit concept. We will 
specify that the set of points, D, be a deleted neighborhood of 0 and by this 
we will mean that D is an open interval with zero as an interior point but 
with the single point, ~x = 0, deleted. This terminology will permit us to 
avoid the repeated indication that zero is to be avoided from this point on. 

Definition 2.1. The limit of the function f(x) as x approaches the value a is L 
if and only iffor any open interval E which includes L there is a corresponding 
deleted neighborhood D about the point a such that if x is an element of D, 
thenf(x) is an element of E. We denote this limit by limx~af(x) = L. 

We can now write for our earlier example lim<1x~o DQf(4, 4 + ~x) = 
0.25. From our discussion above we see that we have satisfied the require­
ments of the definition. (The abbreviation lim obviously stands for limit 
and the notation" L1x = 0" indicates that the limit is taken as ~x approaches 
zero.) 
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It is important to note in the definition of the limit that the choice of 
the open interval E is arbitrary but for the fact that it must include as an 
interior point the limit, L. As shown in Figure IV.3, we are taking an interval 
on thef(x) axis which effectively determines a horizontal strip on the graph. 
We are now asking that there be a deleted neighborhood, D, about the point 
x = a such that when x is selected as being a member of D, we are assured 
thatf(x) has a value in the horizontal strip. We can use D as the base for a 
vertical strip such that no point of the graph y = f(x) which is in the strip 
D is outside the strip E. 

We started our discussion by considering a differential quotient and then 
taking the limit of the differential quotient DQf(x, x + ilx) as ilx approaches 
zero. This operation occurs frequently enough to merit a definition. 

Definition 2.2. The derivative off(x) at x = Xo is defined to be Dxf(xo) = 
limt.x--+o DQf(xo, Xo + ilx) provided the limit exists. If the limit fails to 
exist,f(x) has no derivative at x = Xo. 

The process of finding the derivative is called differentiation. The deriva­
tive has many aliases. It is also known as the slope in connection with the 
direction of a line, as velocity or acceleration in connection with the move­
ment of a particle, as marginal cost in consideration of a problem in eco­
nomics, etc. Thus, you may find that the derivative appears under other names 
in disciplines outside of mathematics, but the properties of the derivative 
hold for each of the aliases which the derivative has. 

There are many notations for the derivative, also. We will use either 
Dxf(x) or f'(x) most frequently. The former denotes the derivative with 
respect to x in a very unmistakable manner. The notationf'(x) is a modifica­
tion of the notation introduced by Sir Isaac Newton (1642-1727). Newton 
had placed a dot over the function to indicate the derivative. Leibniz, on the 
other hand, noted that the differential quotient involved a change inf divided 
by a change in x, or in other words ilf / ilx. From this he derived the notation 
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dfjdx to represent the derivative. We shall use Dxf(x) andf'(x), for they are 
less likely to cause one to inadvertently treat the derivative as a fraction. If 
we have y = f(x), we may also refer to the derivative as y'. 

Note that the definition starts with the differential quotient and then has 
us taking the limit. We can illustrate this process with the following Example. 

EXAMPLE 2.1. Findf'(xo) iff (x) = 2x3. 

Solution. 

( ~ ) _ f(xo + ~x) - f(xo) _ 2(xo + ~X)3 - 2X6 
DQf xo, Xo + x - ~x - ~x 

2[(xo + ~) - x o] [(xo + ~X)2 + (xo + ~x)xo + x5] 
~x 

2~x[3x5 + 3xo~x + (~X)2] 
~x 

= 2[3x5 + 3xo~x + (~X)2] = 6x5 + ~x(6xo + 2~x) 

provided we do not permit ~x = O. Weare now able to take the limit and 
thus obtain 

f'(xo) = Dxf(x)lx=xQ = lim DQf(xo, Xo + ~x) 
Ax-O 

= lim [6x5 + ~x(6xo + 2~x)] 
Ax-O 

= 6x5· 

This follows since the definition of limit specifically precludes the pos­
sibility that ~x = 0, and for any interval E which includes the value 6x5, 
we can find a deleted neighborhood D of ~x = 0 such that if ~x is in D then 
the differential quotient is in E. Since the amount by which the differential 
quotient differs from 6x5 is [~(6xo + 2~x)], we observe first that we can 
find a deleted neighborhood D which allows so little variation for ~ that ~x 
can be kept as small as we may need. Since for such a neighborhood we are 
assured that there is some positive number M such that 16xo + 2~x I < M, 
we only need to further insure that ~x is small enough that M(~x) is small 
enough that 6x5 + M(~x) is within E for both positive and negative values 
of(~x). 

Observe that we have very carefully considered what happens as ~x takes 
on values close to zero. One should guard against just substituting zero for 
~x. While this appears to work in many instances there will be some instances 
in which it is not possible to obtain a result using this method, and it is a bad 
habit to start. (The difficulty with bad habits is that just about the time they 
become habits there is some instance in which the habit gives an incorrect 
answer. Hence, we emphasize here the desirability of correct thinking from 
the beginning.) 
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In looking at the above result, we have really done more than might 
appear on the surface. We have obtainedf'(xo) forf(x) = 2x3. But we have 
a general result, for we placed no restrictions on the choice of Xo. In fact, 
Xo could have been any value of x. Therefore, our result f'(xo) = 6x5 would 
indicate that we would have the derivative if we would evaluate 6x2 at 
the point Xo. We do, indeed, have a derived function, and there is no reason 
why we should not drop the subscript and write f'(x) = 6x2. In this case 
we didn't need to specify a specific point, and hence we could equally well 
write Dxf(x) = Dx2x3 = 6x2. The subscript, x, placed on the D (for de­
rivative) is to remind us that it was the variable x that we were considering 
as the variable in obtaining this particular derivative. This convention will 
be particularly helpful in case a function may have more than one literal 
expression with all but one being constant for the purpose of evaluating 
the derivative. Thus, we might have considered the function g(x) = ax3 with 
the understanding that a is a constant coefficient and we might wish to 
consider the derivative with respect to the variable x. If a = 2 in this instance 
we would have the result considered above. 

The process of obtaining the derivative is called differentiation, and we 
differentiate a function in order to obtain its derivative. Since the derivative 
is the rate of change, anything which is a rate of change is therefore es­
sentially a derivative of something with respect to something. Note that the 
expression (abln - 1)/(bln) was in fact a differential quotient. If f(x) = aX, 
then DQf(O, bin) = (abl n - l)/(bln). When we tried to find the value of the 
differential quotient for a very small value of bin we were approximating 
the derivative. If a = ewe havef'(O) = 1. 

In order to evaluate a derivative using the definition the procedure is 
very straightforward. Evaluate the differential quotient, considering if you 
like that .1x can be small for all cases in which you will be interested, and 
then obtain the limit of this differential quotient as .1x approaches zero. 
This process is given in the flow chart in Figure IV.4. The main question 
concerns whether one can find the limit. Cases exist for which there is no 
limit. We shall see that in the cases in which we are interested we will usually 
be able to find the limit. (Could this have something to do with the fact that 
we are interested in these cases-namely that we can handle them?) Later 
we will develop formal means for finding derivatives,just as we did for finding 
integrals. For situations not covered by the formal results you can always 
resort to the definition, for the definition is the point from which all of these 
results start. 

At this point we should comment on a matter of notation in Example 2.1. 
You will observe that we were very careful to use (.1X)2 and not to use .1x2. 
Since the Greek letter .1 denotes a difference or change, .1x2 would denote a 
difference or change in x 2. Hence, we would have .1x2 = (x + .1X)2 - x2 = 

2x.1x + (.1X)2. One of the difficulties experienced by many people in ob­
taining derivatives is in the use of algebra, and you will find it most helpful 
to be very careful to write algebraic expressions correctly. This includes the 
use of parentheses where they are needed. 
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IV Differentiation 

It should be emphasized that the derivative is a rate of change. It-can 
appear under many different aliases depending upon the circumstances. For 
instance the derivative may appear as velocity or acceleration in physics; 
it may appear as a marginal construct, such as marginal cost, in economics; 
it can appear as slope in geometry; it can appear as rate of solution in chem­
istry; etc. If the concept involved is that of a rate of change, it is safe to 
conjecture that you have what the mathematician will call a derivative. 

EXAMPLE 2.2. Find an expression for the slope of the line tangent to the 
curve y = l/x at a general point (x, y). 

Solution. Let P be a point (x, y) on the curve whose equation is y = l/x 
as shown in Figure IV.S. Let Q be a second point on the curve with co­
ordinates (x + ~x, y + ~y). The slope of the line through P and Q is given 
by the relation m = ((y + ~y) - y)/((x + ~x) - x) = ~y/~x. In this par-
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ticular case where y = l/x and y + Lly = 1/(x + Llx) we now have 

1 1 
x+Llx x m = -----,--

x + Llx 
(x) - (x + Llx) -1 

(Llx)(x)(x + Llx) x(x + Llx)' 

Here we have used the fact that P and Q are distinct points, and therefore 
Llx =1= O. This all looks very much like the differential quotient of Example 
2.1. We illustrate this in Figure IV.S by several choices for Q, labeling each 
one with a subscript, and further labeling those to the right of P with ( + ) 
and those to the left with ( - ). It seems probable that we will have the slope 
of the tangent line if we hold P fixed and let Q move toward P. It is clear 
that Q could move either from the right or from the left. It is equally clear 
that as Q moves toward P we have Llx approaching zero. Therefore, we again 
have the derivative. Thus, we would have in this case 

m*= lim Lly= lim -1 -1 
Ax-O Llx Ax-O x(x + Llx) 7' 

We have denoted the limiting value of the slope by m* to distinguish it from 
the value m used when we obtained the slope of the line PQ. Note that we 
really have the derivative, and thus m* = DxY = y' where we have again used 
the prime (') to denote the derivative. We can establish the fact that the limit 
involved is really - l/x 2 by again establishing the fact that the definition of 
limit is satisfied. While it is somewhat less straightforward than in Example 
2.1, it is suggested that you try applying the definition to prove that this 
result is correct. 

We have introduced two notations commonly used for the derivative. 
There are others. Leibniz introduced the notation df /dx or dy/dx where 
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y = f(x). He was thinking in terms of the differential quotient which he 
wrote as I1f / I1x or as 11 y / I1x. He then considered that the lower case Latin 
letter, d, would indicate that he had taken the limit. While this notation is 
appealing and is widely used, it has the danger that one might consider that 
the derivative is a quotient, and one might try some algebra that is not 
warranted. (It is true that this can be considered as a quotient from a different 
point of view, but we will reserve this for a later portion of this book.) If x 
is a function of time, and hence x = x(t), the derivative is sometimes written 
as x (that is with a dot over the x). This notation was due to Sir Isaac Newton. 
The Leibniz notation for the derivative is more widely used, but each of these 
notations can be found in mathematical literature. 

As a final note in the section we should mention the problem of finding 
the derivative of a functionf(x) defined over the domain [a, b J at one of the 
end points of the domain. If we consider the derivative at x = a, the defini­
tion of limit requires that we consider a· deleted neighborhood of x = a, 
or equivalently that in considering a + I1x the value I1x must be in a deleted 
neighborhood of zero. Since f(x) is not defined for points to the left of 
x = a, we run into an impasse. We get around this by considering those 
points for whichf(x) is defined, that is the points to the right of x = a. Thus, 
our deleted neighborhood becomes an open interval (a, c) for some value c 
such that c > a. The resulting derivative, if the limit exists, is called the 
right-hand derivative of f(x) at x = a and is denoted by f'+(a). We would 
handle the left-hand derivative in similar fashion and write f'_(b). We will 
have occasion to use these one-sided derivatives later on. 

We can also find functions such that at certain points only one ofthe one­
sided derivatives will exist. (It should be clear that if both one-sided deriva­
tives exist and they are equal, we have the derivative. This is reminiscent of 
the fact that when the upper and lower integrals exist and are equal we have 
the integral.) 

EXAMPLE 2.3. Find the one-sided derivatives off(x) = [xJ at the point (3, 3). 

Solution. We first consider the right-hand derivative and have 

f ' (3) - l' [3 + I1xJ - [3J - l' ~ - ° + - ® - ® -
dx~O+ I1x dx~O+ I1x 

provided we consider I1x to be in the open interval (0, 1). Since we are not 
to permit I1x to be zero, and since I1x must approach zero, we are certain of 
having I1x in this interval if I1x is positive. For the right-hand derivative, we 
are approaching x = 3 from the right, and this assures us that I1x must be 
positive in this case. (We have used, of course, the fact that [XJ = 3 provided 
3 :os; X < 4, for this comes from the definition of the greatest integer func-. 
tion.) We have also noted that I1x approaches zero from the right by our 
use of I1x -+ 0+ under the phrase lim. Here the right hand derivative exists 
and is equal to zero. On the other hand, if we examine the left-hand derivative, 
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we know that we are approaching three from the left, and consequently ~x 
must be negative. Therefore we have 

f'-(3) = lim [3 + ~x] - [3] = lim -=-!. 
Ax-+O - ~x Ax-+O- ~x 

but the limit in this case fails to exist. We have considered here that if ~x 
is going to approach zero from the left, it must at some time arrive and then 
stay in the interval -1 ~ x < 0, and in this interval we have [3 + ~] = 2. 
Therefore, the numerator of this differential quotient becomes (-1) and 
then remains at this value. However, the denominator, while negative, is 
approaching zero. It should be intuitively clear that when one tries to divide 
(-1) by a number which is approaching zero, the quotient becomes larger 
without limit. Since any result we could obtain would be useless in view of 
the infinitely large size which would result, we can denote this by stating, as 
we have done, that the limit fails to exist. Note that here we have a function 
which at the point 3, at least, has a derivative on one side, in this case the right 
side, but no derivative if we approach from the other side. While such func­
tions are not common, they do occur from time to time. 

EXERCISES 

1. Differentiate each of the following functions at the point indicated: 

(a) f(x) = 3x2 - X + 1 at x = 2 
(b) f(x) = 6/x at x = 3 
(c) f(x) = 3x - Xl/2 at x = 4 
(d) f(x) = (2x - W at x = 0 
(e) f(x) = 4x3 - 2x at x = 2 

(f) f(x) = .j2x at x = 8 
(g)f(x)=x3 +x2 atx= -2 
(h) f(x) = 2X- 1/ 2 - 7[3 at x = 4 

2. Find rex) in each of the following cases: 

(a) f(x) = x 
(b) f(x) = (x - W 
(c) f(x) = (3 - 2X)3 
(d) f(x) = 4x3 - X - e 
(e) f(x) = 4 - X4 

(f) f(x) = x 3 - l/x 
(g) f(x) = 1/2 
(h) f(x) = (x - 3)-1 

3. (a) If y = x3 - 3x2 - 9x + 7, find y'. 
(b) Find all values for which y' = O. 
(c) Find all points at which the graph ofy = x3 - 3x2 - 9x + 7 has a horizontal 

tangent. (Be sure to give both x and y coordinates.) 
(d) Sketch the graph of this curve and show the horizontal tangents. 
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4. Repeat the work of Exercise 3 if y = x 3• Note that the horizontal tangent in this 
case does not occur at a point which is either a maximum point of the graph nor a 
minimum point of the graph. 

5. (a) Solve the general linear equation ax + by + c = 0 for y. 
(b) Find DxY. 
(c) Show that DxY is a constant, and is equal to the slope of the given line. 

6. (a) Sketch the graph of y = x 2 - 2x. 
(b) Find the interval for which D,y > 0 and the interval for which DxY < O. 
(c) Determine whether there is a relationship between the sign of the derivative 

and the direction of the slope of the curve. Explain any relationship you find. 

7. (a) Sketch the graph of y = l/x. 
(b) Find DxY. 
(c) Show that the derivative of part (b) is either undefined or its sign is always 

negative. 
(d) Interpret the result of part (c) geometrically. Find the value of the slope of 

the curve at points near the y-axis, and use the derivative to help explain the 
behavior of this curve near the y-axis. 

8. Find the derivative of Xk for k = 0, 1, 2, 3, and 4. Examine your results and see if 
you can determine a formula that would appear to hold for all of these results. 

9. Show that limx~o 3x = 0 and limx~o x = O. 
(b) Find limx~o (3x/x). 
(c) Find limx~o (x/3x). 
(d) Discuss the reason for saying that zero divided by zero is undefined. You 

may want to use information other than the information which is included 
in parts (a), (b), and (c) of this Exercise. 

10. (a) Show that the right-hand derivative off (x) = [x] exists for each value of x. 
(b) Show that the left-hand derivative of this function exists for each value of x 

which is not an integer. 
(c) Show that the greatest integer function has a derivative at every point 

except when x is an integer. 

11. (a) Evaluate F(x) = H (3t + 2)dt. 
(b) Find F(x). 

12. (a) Evaluate F(x) = n (t 2 - 4t + 3t 1/ 2 )dt. 
(b) Find DxF(x) and compare this with the integrand in part (a). 

13. (a) Sketch the curvef(x) = Xl/2, and locate the point (9, 3) on the curve. 
(b) Draw in the line which is tangent to the curve at (9, 3), and find its slope. 
(c) Locate the point on this tangent line at which x = 10 and give the coordinates 

of this point. 
(d) Compare the y-coordinate of this point with Jlo, and explain their relative 

closeness using the graph. 
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14. (a) Sketch the curve f(x) = 2X2, and sketch the line tangent to this curve at the 
point (3, 18). 

(b) Find the equation ofthe line tangent to the curve at (3, 18) and determine the 
y-value on this line corresponding to x = 2.8. 

(c) Compare the value found in part (b) with f(2.8). 

15. (a) Find an expression which would give the area under the curve y = x2 

+ 3x + 1 to the right of the y-axis, and to the left of an arbitrary value x = xo. 
(b) Let Xo of part a be a variable so that you have a formula for the area from 

x = 0 up to and including x = Xo. Differentiate this formula with respect to 
Xo· 

(c) Compare the results you obtained in part (b) with the equation of the curve. 

C16. If f(x) = x 2, write a program that will print out dx, DQf(2,2 - dx), and 
DQf(2.2 + dx) for dx = 2- k and k = 0, 1,2,3, ... ,20. Compare your result 
withf'(2). 

C17. If f(x) = sin x, write a program that will print out dx, DQf(nI3, nl3 - dx) 
and DQf(nI3, nl3 + dx) for x = 2- k with k = 0, 1,2,3, ... ,20. 

SBI8. It has been postulated that epidemics spread in a manner which is determined 
by the number who are currently infected. Let pet) be the proportion of the 
population currently infected. Then [1 - pet)] will be the proportion free 
of the infection. The rate of change of the proportion infected is assumed to be 
proportional to the product of the proportion infected and those not infected. 
Thus, the rate of change would be proportional to pet) [1 - pet)]. 

(a) Express this in terms of a derivative. 
(b) Show that the rate of change is very small when pet) is near 0 or near 1. 

B 19. If in Exercise 18 we let x = pet), then the rate of change of the proportion infected 
is given by the relation kx(1 - x). It is apparent that x must be in the interval 
[0, I]. 

(a) When is the rate of change increasing and when is it decreasing? 
(b) Can you deduce anything about the percentage which would give the maxi­

mum rate of change? If so, what? 

S20. The cost of producing n items is given by C(n) = 12000 + 34n + 0.02n2 dollars. 
Find the marginal cost when n = 100. Find the marginal cost when n = 200. 
Find the marginal cost when II = no. 

SB21. The population of a certain community is given by the expression pet) = 25000 
+ 120t + 2t2 where t is the number of years since January I, 1975. 

(a) Find the rate of growth of the population in this community on January I, 
1979. 

(b) Compare this with the average rate of growth of this population during the 
year 1978. 

P22. A car travels with velocity 9t - 0.01t3 at a time t seconds after starting where the 
velocity is measured in feet per second. 

(a) Find the acceleration of the car at t = 2. 
(b) When is the car going faster and when is it slowing down? 
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P23. The distance an object falls in t seconds from a very high point is given approxi­
mately by the formula s = 16t2• This formula assumes that the object is falling 
in a vacuum and it therefore ignores air resistance. 

(a) Find the velocity of fall t seconds after release. 
(b) Find the acceleration t seconds after release. [The acceleration is the rate 

at which velocity is changing.] 
(c) If the object is dropped from a height of 10,000 feet, find the speed with 

which it hits the ground. [Hint: First find the number of seconds which it 
will fall before it hits the ground.] 

P24. An object is thrown upward from the top of a building 512 feet tall. The height 
of the object at a time t seconds after it was thrown is given by h(t) = 512 + 
96t - 16t2• 

(a) Find the velocity of this object t seconds after being thrown. 
(b) When is the velocity zero? 
(c) Find the highest point which this object attains on its trajectory. 
(d) Find the speed with which this object hits the ground. 

IV.3 Some Special Cases 

In the last section we defined the derivative and gave some examples showing 
how one might determine the derivative. You will remember that in the case 
of the integral we derived certain special cases and then found that by means 
of certain theorems we could use these cases to obtain the integrals of more 
complicated functions. It should not be surprising, then, that the same thing 
is possible in the case of the derivative. Before starting on the theorems, we 
will develop derivatives for some special cases. We will then use these as the 
starting point for obtaining results with wider applications. The functions 
with which we will start are all algebraic in nature as opposed to the ex­
ponential and trigonometric functions we will consider later. In each case 
we will start with the definition of the derivative, both because this is the 
only basis for obtaining these derivatives at this time and because this will 
give an opportunity to become more familiar with the definition. 

EXAMPLE 3.1. Find Dxf(x) wheref(x) is a constant function. 

Solution. Sincef(x) is a constant function,J(x) = c where c is a constant. 
Consequently,J(x + L1x) = c, and we have 

D c = lim f(x + L1x) - f(x) = lim c - c = lim ~ = 0 
x AX--+O L1x Ax--+O L1x Ax--+O L1x 

since zero divided by any non-zero number is zero, and since L1x is of necessity 
lIon-zero here. Since the value of the differential quotient in this case is 
always zero, our limit is rather easy to take. Given any interval, E, which 
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includes zero it makes no difference which deleted neighborhood, D, of 
zero we use for our choice of Llx. The differential quotient in this Example 
will always have a value in E, namely zero, regardless of the choice of Llx. 

Result. Dxc = 0 for any constant c. 

This result should have been anticipated, for if we have a function whose 
value is unable to change, the rate at which it changes must be zero. We pause 
to note here that a positive rate of change means that the function is increasing 
and a negative rate of change that it is decreasing. Neither of these could 
apply in the case of a constant function, and since the only other choice, 
given the order relation for real numbers, is zero, this result should not be 
at all unexpected. 

EXAMPLE 3.2. Find Dxf(x) wheref(x) is the identity function. 

Solution. Since f(x) is the identity function, f(x) = x. The difficulty in 
this case lies in the fact that things are almost too nice. We have at once that 
f(x + ilx) = x + Llx, and consequently the differential quotient is 
DQf(x, x + Llx) = [(x + Llx) - x]/Llx = Llx/Llx = 1. To complete the com­
putation of the derivative we take the limit and have 

lim DQf(x, x + Llx) = lim 1 = 1 
dX-+O dX-+O 

since if we take any interval, E, which includes 1 as an interior point, then 
for any Llx whatsoever the differential quotient has the value 1. This result is 
not surprising, for by the very nature of the identity function, the function 
should be increasing at the same rate that the domain element is increasing. 

Result. Dxx = 1. 

So far we have discussed two of the very basic functions, and these results 
will be used from this point on. While it is possible to re-derive them each 
time you encounter them, it is probably easier to remember them, for the 
results are not difficult to remember. In Section IV.5 we will find one result 
which will encompass both of these, so the requirement for knowing these 
individually is rather short-lived. However, they are used often enough that 
you may still wish to retain them as special cases. We now proceed to other 
cases that will occur from time to time. 

EXAMPLE 3.3. Evaluate Dx x 2 • 

Solution. The differential quotient is given by 

DQf(x, x + Llx) = (x + Ll:~2 - x2 

Llx[2x + Llx] 
Llx 

[(x + Llx) - x] [(x + Llx) + x] 
Llx 
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Since Llx =F 0, we have the fact that this differential quotient is equal to 
(2x + Llx). We take the limit and have 

lim (2x + Llx) = 2x 
Ax-+O 

Result. Dx x 2 = 2x. 

If in this example we take an open interval, E, with 2x as an interior point, 
there must be points on either side of 2x. Let D be the set of points which 
are obtained by subtracting 2x from each point of E, and then remove the 
zero from D. We leave it for you to show that if Llx is in the deleted neighbor­
hood of zero given by D then Llx =F 0, and furthermore Llx + 2x is in E. 

EXAMPLE 3.4. Evaluate Dx(l/x). 

Solution. 

1 1 
x + Llx x 

DQf(x, x + Llx) = Llx 
x-(x+Llx) -1 

(Llx)(x)(x + Llx) x(x + Llx)' 

Again we have used the fact that Llx =F 0. (If we seem to keep emphasizing 
this point, it is because we wish to point out very emphatically that the 
algebra we are using to simplify the fractions which arise would not be 
legitimate if Llx were zero.) As we approach the limit in this case, it seems 
reasonable that the denominator would approach the value x 2 , but it is not 
quite as easy to find the set, D, given the set E. Such sets do exist, and we 
leave it to you to find them. We would like to give the hint, however, that the 
relative size of the set D will depend not only on the size of E, but also on the 
value of x selected for the particular problem at hand. We have, once you 
have shown that this guess for the limit is correct, the following result. 

EXAMPLE 3.5. Findf'(x) iff(x) == JX. 
Solution. This is very similar to the first example of the last section, with 

the exception that we will obtain the derivative for a more general value 
than x = 4. The procedure is the same. Hence we will proceed without 
further comment. 

DQf{x x + Llx) = Jx + Llx - JX = (x + Llx) - x 
. , Llx Llx[Jx + Llx + JX] 

I 

Jx + Llx + JX' 
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By reasoning not unlike that used in the earlier case and with the type of 
reasoning required in Example 3.4 relative to the sets E and D, we find 

Result. 

1 
f'(x) = limDQf(x, x + L\x) = r:;.' 

Ll.x .... O 2yx 

This bears out our former result, for when x = 4,f'(x) = 1/4. 

Note that all of the Examples given follow the same pattern. The develop­
ment of the differential quotient is not difficult in any of these cases, although 
the simplification may require some type of trickery as in the case of the 
square root function. Before you take the limit you prefer not to have a ~x 
in the denominator as a factor, if you can avoid it, and you therefore need 
to look for methods by which you can divide out the ~x which occurs there 
naturally. The second part of obtaining the derivative is that of obtaining 
the limit. This can usually be done by making an educated guess and then 
determining whether you are right by trying to establish the fact that for 
any set E given pursuant to the requirements of the definition of a limit 
there is a corresponding deleted neighborhood D. Note that the neighbor­
hood D can be any set whatsoever that fulfills the requirement of the defini­
tion. It does not have to be the largest possible neighborhood. 

EXERCISES 

I. Differentiate: 

(a) 3x2 - 5x + 2 
(b) 4 - X-I + Xl!2 

(c) (2x - 3)2 
(d) (4x 3 - 3x + 7)/x 
(e) (x/2 - 1/3)2 

(f) (24 + 3p)2 
(g) x 3 - 3x2 + 7x - 4/x 

(h) (x + 1/P)2 

2. Differentiate: 

(a) (2x - 3/X)2 
(b) x(2x - 3/X)2 
(c) x 2(3 + 1/x) 

(d) (P - 1/p)2 
(e) x/2 - x/3 - x/6 + 11:3 

(f) x 2(3 + 1/x)2 

3. (a) Sketch f(x) = Xl and g(x) = p on the same set of axes. 

(b) Find the slope of f(x) = x2 at the point (a, a2 ). 

(c) Find the slope of g(x) = p at the point (a 2 , a). 
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(d) Show that the product of the slopes of parts (b) and (c) is always 1 regardless 
of the value of a. 

(e) For some value a, plot (a, a2 ) and (a 2, a) on your graph. Show that these two 
points are symmetric with respect to the line y = x. Use this sketch to explain 
the result of part (d). 

4. (a) For which values of x is Dxx 2 > DxJx? 
(b) For which values of x is D,x2 < DxJx? 
(c) Use a sketch of y = x 2 and y = Jx on the same set of axes to illustrate 

graphically your answers for parts (a) and (b). 

5. (a) Show that the slope of y = l/x is always negative. 
(b) Show graphically what happens to the curve and the slope of the curve 

y = l/x when x is very small. 
(c) A line which is tangent to the curve y = 1/x at the point (a, 1/a) will cross 

both the x and y-axes. Find the values of a such that the x and y-intercepts 
of the tangent at (a, l/a) are equal. 

6. Find the equation of the line tangent to each of the following curves at the 
indicated point. [Hint: You have a point and a slope in each case.] 

(a) y = Xl - 3x + 2 at (2,0). 

(b) y = Jx at (4, 2) 
(c) y = x 2 + l/x at x = (1,2) 
(d) y = 2x - 3 at (4, 5) 
(e) y = 7 at (-1, 7) 

7. Find all of the points (if any) at which f(x) = x 3 - 3x has the following slopes. 
Illustrate each answer on a sketch of this curve. 

(a) 0 
(b) 9 
(c) -3 
(d) -4 

8. Iff and 9 are two functions such that f(x) = g(x + a) for each value of x, use the 
Definition of the derivative to prove that F(b) = g'(b + a) for any constant b. 
It is assumed here that a is a constant. 

S9. If Q is a demand function relating the quantity Q(P) and the price, p, the elasticity 
of demand is defined to be the ratio of the percentage change in quantity demanded 
to the percentage change in price. This is given by the equation 

E(p) = 
Q'(P) 

= -p Q(P)' 

The negative sign is inserted in order to make the elasticity non-negative. 

(a) Show why Q'(p) is normally a negative quantity. 
(b) Show that the simplification from the first fraction to the second fraction in 

the elasticity function is correct. 
(c) If Q(P) = c/p where c is a constant, show that the elasticity is one. 
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PlO. If a body falls from rest in a vacuum, it falls set) = tgt2 feet in t seconds. 

(a) Find the velocity of the body after t seconds of fall. 
(b) Find the acceleration of the body after t seconds of fall. 
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(c) The force which causes a body to move is the mass of the body multiplied 
by the acceleration which the force gives to the body. Find the force of gravity 
on an object weighing ten pounds. 

(d) In the case of a body falling in a vacuum, does the force depend upon the time 
during which the body has been falling? 

BI1. For a certain individual the number of units of excitation of the retina of the eye 
is given by C(r) = kr - 2 where k is a constant determined by the intensity of the 
incoming light. 

(a) Find the rate at which the excitation is changing with respect to radius as 
one moves away from the center of the retina. 

(b) Is the excitation increasing or decreasing as the point in question is moved 
further from the center of the retina? Relate this to the sign of the derivative 
in part (a). 

M12. Let F(x) = S~ f(t)dg(t). 

(a) Show that F(x)f(x) ~ 0 if g(x) is increasing throughout the interval [a, b] 
and if x is in this interval. [You may wish to use RS sums here.] 

(b) Show that F(x)f(x) ~ 0 if g(x) is decreasing throughout the interval [a, b] 
and if x is in this interval. 

(c) Under what conditions would equality hold in parts (a) and (b)? 

IV.4 Some Theorems Concerning Derivatives 

It would appear that one could find all of the derivatives we might need by a 
direct application of the definition, but it would seem unreasonable to con­
template actually carrying out such computations in the case of more com­
plicated functions. For this reason, we will pause to see what relationships 
we may be able to develop which might permit us to differentiate functions 
such as f(x) = 4x2 - 3x + 7(x - 2)2/X + ~ by making use of the 
results of the last section. Whereas we were only able to find formulas for 
addition and subtraction in the case of the integral, we will find that the 
logic of mathematics treats us somewhat more kindly at this point. We will 
be able to find results relating to each of the four basic operations of algebra. 

Theorem 4.1. If Dxf(x) and Dxg(x) both exist, then Dx[f(x) + g(x)] = 
Dxf(x) + Dxg(x). 
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PROOF. 

DQ[f ]( A ) _ [f(X + dX) + g(X + dx)] - [f(X) + g(X)] 
+ g X, X + ilX - dx 

[f(X + dx) - f(x)] + [g(X + dx) - g(X)] 
dx 

f(x + dx) - f(x) g(x + dx) - g(x) 
= dx + "--'-------:-d--'-x--"---'----'-

= DQf(x, X + dx) + DQg(x, X + dx). 

In order to establish the fact that limL',x_o DQ[f + g] (x, x + dx) exists, we 
must start by taking an interval E which includes the proposed limit, namely 
rex) + g'(x). Let e be some positive constant such that the interval 
(f'(x) + g'(x) - e, rex) + g'(x) + e) is entirely within the interval E. We 
can now take two intervals, E f = (f'(x) - e/2, rex) + e/2) and Eg = 

(g'(x) - e/2, g'(x) + e/2) and determine deleted neighborhoods D f and Dg 
such that if dx is in D f then DQf(x, x + dx) is in E f and if dx is in D 9 then 
DQg(x, x + dX) is in Eg. Let the deleted neighborhood D be the intersection 
of DfandDg. Now if we take any dxinD, we know that it is in both Df and Dg. 
Consequently we know that DQf(x, x + dx)isinEfandDQg(x,x + dx)isin 
Eg. However, the sum of any value in E f and any value in Eg is a value in E. 
Therefore if dx is in D we can be sure that DQ[f + g](x, x + dx) is in E. 
This establishes the fact that 

lim DQ[f + g] (x, x + dx) = lim DQf(x, x + dX) 

+ lim DQg(x, x + dx) 
~x-+O 

and consequently Dx[f(x) + g(x)] = Dxf(x) + Dxg(x). (It is worth noting 
that since both D f and Dg are deleted neighborhoods, D is a deleted neighbor­
hood, and again we have ruled out dx = 0.) 0 

The fact that the derivative of the sum of two functions is the sum of the 
derivatives is not surprising. We will now take a look at the product. Leibniz 
found this a difficult problem, for he tried for some time to show that the 
derivative of a product is the product of the derivatives. Of course, this is 
the result that seems natural at first glance. However, if we consider the 
simple example of f(x) = x2 = (x)(x), we find that this does not work. We 
would have on the one hand Dix2 ) = 2x. Using the factored form we would 
have (Dxx)(Dxx) = (1)(1) = 1. It is obvious that these two results are not 
equal for all values of x. After much searching Leibniz found the correct 
rule for the product. We have it in the following theorem. 

Theorem 4.2. IfDxf(x) and Dxg(x) both exist, Dx[f(x)g(x)] = f(x)Dxg(x) + 
g(x)Dxf(x). 
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PROOF. 

DQ[fg] (x, X + Ax) =f(x + Ax)g(x :,:X) - f(x)g(x). 

It is not immediately obvious that one can relate this expression to the 
respective differential quotients as we did in Theorem 4.1, for there does 
not appear off hand to be any connection. However, one might try (and we 
would hardly suggest it if it would not work) finding terms which either in­
volve bothf(x + Ax) and g(x) or involvef(x) and g(x + Ax) such that we 
could use the distributive property to obtain at least one differential quotient 
along the way. In fact we can use either of these choices, and the selection 
is an arbitrary one. We will use the choice which involves the factorf(x + Ax), 
and therefore will want to have 

f(x + Ax)[g(x + Ax) - g(x)] = f(x + ~x)g(x + ~x) - f(x + ~x)g(x). 
We note that the first of these two terms is already on hand, but we do not 
have a term in our differential quotient which resembles f(x + ~x)g(x). 
Since we are not permitted to change any values, we must insert a com­
pensating term, and thus we would have 

DQ[fg] (x + ~x) 
f(x + ~x)g(x + Ax) - f(x + Ax)g(x) + f(x + Ax)g(x) - f(x)g(x) 

~x 

= f( Ax) g(x + ~x) - g(x) ()f(x + Ax) - f(x) 
x+ Ax +gx Ax 

= f(x + ~x)DQg(x, x + Ax) + g(x)DQf(x, x + ~x). 

Having gone this far, the next step is that of taking the limit as Ax approaches 
zero. The two differential quotients on the right side present no problem 
by virtue of our assumption that the derivatives exist. The factor g(x) is not 
affected in any way by ~x, and therefore presents no difficulty. Since we have 
assumed that Dxf(x) exists, we know that for any interval E including the 
valuef'(x) a deleted neighborhood D can be found such that when ~x is in 
D, (f(x + ~x) - f(x»/~x = s is some number in E. This assures us that 
for such a value of Ax, we have f(x + Ax) = f(x) + sAx, where s is in E. 
Consequently, as Ax approaches zero, it follows thatf(x + Ax) approaches 
f(x), for sAx will approach zero. (Note that this appears to insure that if 
f(x) has a derivative at a point, thenf(x) is continuous at that point. We 
will have more to say about this in Chapter VII.) Using this information 
concerning the behavior of f(x + Ax) and the other information we have 
available about limits, we are now in a position to state that 

lim DQ[fg] (x, x + Ax) = f(x)Dxg(x) + g(x)Dxf(x) 

= f(x)g'(x) + g(x)f'(x). 
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ft:.g 

Figure IV.6 

The reader is encouraged to fill in any details that are missing in showing 
that this last statement follows as a result of a proper use of the definition 
of limit. A more thorough discussion of the intricacies involved will be given 
in Chapter VII. 0 

This result should not be too surprising if We think of it in terms of Figure 
IV.6. Note that an increase in f(x) causes a change I1f and an increase in 
g(x) causes a change I1g. The area calculated by the product f(x)g(x) is 
then increased by the three areasf(x)l1g, g(x)/).j, and /).j I1g. If the change is 
very small, then I1f I1g will be very small, for it is the product of two small 
numbers. If we take the limit and let I1x approach zero, then we can expect 
I1fto approach zero and I1g to approach zero. Thus, we have the fact that 
I1f I1g rapidly diminishes in importance, and the consequent change in 
area is effectively given by f(x)l1g + g(x)/).j. We have only to divide by I1x 
to obtain the corresponding rates of change, and this gives us in an intuitive 
manner the result we just obtained. 

We can now return to the example which caused trouble when we tried 
to use an incorrect formula for differentiating a product. If we consider 

we see that this formula gives us a result, at least in this case, which agrees 
with our earlier derivations. 

We now turn to the quotient. After our work with the product we would 
not anticipate anything simple here, and we will not be disappointed. We 
have the following theorem. 

Theorem 4.3. If Dxf(x) and Dxg(x) both exist, and if there is an interval (a, b) 
in which g(x) is never equal to zero, then in that interval 
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PROOF. 

f(x + ~x) f(x) 

DQ[~J (x, x + ~x) = g(x + ~;~ g(x) 

g(x)f(x + ~x) - f(x)g(x + ~x) 
~xg(x)g(x + ~x) 

Now we have a dilemma not dissimilar to that which we had in the proof of 
Theorem 4.2. If an idea works once, it is certainly worth trying again, although 
you might observe that this time the product to be inserted and then deleted 
by addition and subtraction respectively should be a different one. While 
it would be possible to use f(x + ~x)g(x + ~x), it will be slightly more 
convenient to usef(x)g(x). Hence, 

DQ[~J (x, x + ~x) 
g(x)f(x + ~x) - g(x)f(x) + f(x)g(x) - f(x)g(x + ~x) 

~xg(x)g(x + ~x) 

g(x) f(x + ~; - f(x) _ f(x) g(x + ~:~ - g(x) 

g(x)g(x + ~x) 
g(x)DQf(x, x + ~x) - f(x)DQg(x, x + ~x) 

g(x)g(x + ~) 

where we have factored out [ - f(x)] from the second half of the numerator 
in order to obtain the desired DQg(x, x + ~x). Now we are ready to take 
limits. Using the discussion of the last proof we see that g(x + ~x) must 
approach g(x). Since we have assumed in the hypothesis that for any x in 
(a, b) it is true that g(x) i= 0, we can require that the deleted neighborhood 
D of the limit application be such that (x + ~x) is in (a, b). Thus we avoid 
division by zero. Taking the limits we have 

D [1J = g(x)f'(x) - f(x)g'(x) 
x 9 [g(x)] 2 

as required. Again we remind you that a more careful analysis of limits will 
be given later. D 

It is worth observing that this result can be explained geometrically in 
a manner not greatly different from that used to suggest the reasonableness 
of the formula for the derivative of the product. Consider f(x) as the area of 
a rectangle with one side being of length g(x) and the other side being of 
lengthf(x)!g(x). We now wish to see the effect on this quotient if we change 
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f(x) and if we change g(x). If we change f(x) and let g(x) remain fixed, we 
would have, as shown in Figure IV.7, an increase in area off(x) and con­
sequently the side f(x)jg(x) would be increased by I1f jg(x), where I1f is the 
increment info On the other hand, if we were to increase g(x) and letf(x) 
remain unchanged, we would have an increase in area in the amount 
I1g[f(x)jg(x)] to be diminished by reducing the length of f(x)jg(x). Thus, 
the change in f(x)jg(x) is [-l1g(f(x)jg(x))]jg = - ((l1g)f(x))j[g(x)Y Put­
ting these two changes together, we would have 

I1fi(x)] = I1f _ (l1g)f(x) = (l1f)g(x) - (l1g)f(x) 
Lg(x) g(x) [g(x)] 2 [g(x)] 2 • 

We note that this shows the approximate change in the quotient. By thinking 
not of change but of rate of change this approximate rate of change brings 
us back to the formula for the derivative of a quotient. It should be em­
phasized that this is not a proof, but it does show that a geometric argument 
can be used to demonstrate the reasonableness of this result. 

In the derivative of the product we have the sum of two terms, and since 
addition is commutative it makes no difference which one is written first. 
On the other hand, the numerator of the expression for the derivative of the 
quotient involves the difference, and since subtraction is not commutative 
it makes a great deal of difference whether one reverses the order of the terms. 
Be certain to keep the terms in correct order, for otherwise you will have an 
incorrect sign for all derivatives of quotients. 

You will observe that we have omitted the operation of subtraction. We 
will now take care of that, by making use of theorems already derived. It 
will be easier to consider this in two steps. The first will be one that can 
save some work later on if you are alert to labor saving techniques. The 
second of which will provide us with the subtraction result. 
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Corollary 4.1. If J'(x) exists, then Dx[cf(x)] = cJ'(x) provided c is a constant. 

PROOF. Since cf(x) is a product, we can apply Theorem 4.2 and obtain 
Dx[cf(x)] = cDxf(x) + f(x)Dxc, but Dxc = 0 by the results of Section 
IV.3, since c is a constant. Hence, we have the desired result. 0 

Corollary 4.2. If J'(x) and g'(x) exist, then Dx[J(x) - g(x)] = Dxf(x) -
Dx g(x). 

PRCX)F. We can write f(x) - g(x) = f(x) + (-1)g(x), and then apply 
Theorem 4.1 and Corollary 4.1 to obtain the desired result. Hence, 

Dx[J(x) + (-1)g(x)] = Dx f(x) + Dx[( -1)g(x)] 
= Dxf(x) + (-1)Dxg(x) = Dxf(x) - Dxg(x). 0 

We are now able to differentiate the result of addition, subtraction, 
multiplication, or division provided we can differentiate the constituent 
parts of the function. You will find these results sufficiently useful that you 
should be able to repeat them without reference to notes. Their usefulness 
is illustrated in the following examples. 

EXAMPLE 4.1. Find DxX4. 

Solution. Since X4 = (X 2 )(X2 ) and since we know the derivative of x 2, 
we can use the product formula and write 

Dx(x4) = Dx[(X2 )(X2)] = x2 Dx(x2 ) + [Dx(X2 )JX2 = x2(2x) + (2x)x2 = 4x3• 

Notice that we did not have to use the definition of the derivative, and 
hence we didn't have to actually take any limits. Of course, the limits were 
taken in obtaining the derivative of (x 2 ), but we didn't have to repeat the 
matter of taking limits here. 

EXAMPLE 4.2. Evaluate Dx[(x2 + 3)/(x2 - Jx)]. 

Solution. Here we have a quotient, and we see thatf(x) of our formula is 
given by f(x) = x2 + 3 while g(x) = x2 - Jx. Therefore 

D [ x2 + 3 ] = (x 2 - Jx)Dx(x2 + 3) - (x2 + 3)Dx(x2 - Jx) 
x x2 _ Jx (x2 - Jx)2 

(x2 - Jx)(2x) - (x2 + 3) (2X - &,) 
(x2 - Jx)2 

We have now done the differentiation, and only algebra remains. We 
will not write out the algebra here. It is very helpful to write out the respective 
terms carefully using either parentheses or brackets to indicate the various 
parts of the result as you go along. 
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With this much practice we will return to the illustration with which 
we started this section. 

EXAMPLE 4.3. Findf'(x) iff(x) = 4x2 - 3x + 7(x - 2)2/X + J24x. 
Solution. 

Dx[4x2 - 3x + 7(x - 2)2/X + J24xJ 
= DxC4x2) - Dx(3x) + Dx[7(x - 2)2/XJ + Dx(J24x) 

= 4DxCX2) - 3Dxx + 7Dx[(X ~ 2)2J + j24DxJx 

= 4(2x) - 3(1) + 7[ XDxCX2 - 4x + :~ - (x - 2)2 Dxx J + j24 (2fi) 

= 8x _ 3 + 7[X(DxCX2 ) - 4Dxx + Dx4) - (x - 2)2(1)J + J6 

x 2 Jx 

= 8x _ 3 + 7[X[(2X) - 4(1) + (O)J - (x 2 - 4x + 4)J + J6 

x 2 Jx 

8 3 7[2x2 - 4x - x 2 + 4x - 4J J6 
= x- + +-

x 2 Jx 

= 8x - 3 + 7 [1 - i.J + J6 
x 2 Jx 

28 J6 
= 8x + 4 - 2 + r:.. 

x yX 

It would have been possible to simplify the expression algebraically before 
differentiation and obtain the following: 

Dx[4x2 - 3x + 7(x - 4 + 4/x) + 2J6 JxJ 
= 8x + 4 + 28[x(0) - 1(1)J/x2 + 2J6(1/2Jx). 

= 8x + 4 + 28[x(0) - 1(1)J/x2 + 2J6(1/(2Jx». 

The parentheses enclose results of differentiation where appropriate. This 
last result reduces to that obtained above. 

EXERCISES 

1. Differentiate each of the following: 

(a) 4x2 - 7x + 3Jx - fo 
(b) (4x 2 - 5)/(2x - l/x) 
(c) x 3 
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(d) X- 3 /2 

(e) 14(x - W - 5 
(f) X-I 

(g) x- 3 

(h) (x + 2)3/(X - 3)2 
(i) 4(x2 - 2)2 - 4(x2 + 2)2 + (4X)2 + J8 
(j) 3x3 + 4e4 + 5n5 

2. Differentiate each of the following: 

(a) x 5 

(b) x- 5 

(c) (x4 - x- 4 )j(Jx - 2) 
(d) 32/(4 - x) 
(e) (3 - x)/(5 - x) 
(f) (2x - We? 

3. (a) When is the function f(x) = X4 - 2X2 + 3 increasing? 
(b) When is this function decreasing? 
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(c) When is this function neither increasing nor decreasing? Interpret the per­
formance of the function at these points. 

4. Find the equation of the line which is tangent to f(x) = 2(3x - 4)2 + 7x - 3 
at the point where x = 2. 

5. (a) Find the equation of the line which is tangent to the curve f(x) = x 2 at the 
point where x = Xo. 

(b) Show that the x-intercept of this line is (xo/2) and the y-intercept is -f(xo). 

6. Let c be a non-zero constant. Sketch the curve whose equation is xy = c. 

(a) Find the equation of the line which is tangent to this curve at the point where 
x = Xo. 

(b) Find the x and y intercepts of the tangent line of part (a). 
(c) Show that the product of these two intercepts is 4c. 

7. (a) Find the equation of the line which is tangent to the curve whose equation is 
y = x 3 at the point where x = 10. 

(b) Find the y-coordinate of the point on the line for which x = 9.8. 
(c) Compare the value found in part (b) with (9.8)3. Does this give a reasonable 

approximation for (9.8)3 ? 

8. State and prove a Theorem which would give the derivative of l/g(x). Be sure to 
include any conditions which should be imposed upon g(x). 

9. (a) Find the rate of change of the area of a circle with respect to the radius of the 
circle. 

(b) Explain geometrically why this result is reasonable. 
(c) If we think of x as the radius of a square then the side (or diameter) of the 

square would be of length 2x. This causes x to represent something analogous 
to the radius of part (a). Find the rate of change of area of this square with 
respect to a change in x. 

(d) Explain geometrically why this result is reasonable. 
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10. (a) Find the rate of change of the volume of a sphere with respect to the change in 
radius. 

(b) Explain geometrically why this result is reasonable. 
(c) Let x be the radius of a cube and hence the edge of the cube (which corresponds 

to a diameter) will be 2x. Find the rate of change of the volume of this cube 
with respect to the value of x (the equivalent of the radius in part (a». 

(d) Explain geometrically why this result is reasonable. 

II. If f(x)g(x) is a constant, show that (f'(x)ff(x» + (g'(x)/g(x» = O. 

P12. The force of attraction between two objects is given by the relation F = GMm/r2 

where G is a gravitational constant, M and m are the masses of the two objects, 
and r is the distance between the two objects. 

(a) Find the rate at which F is changing with respect to a change in r. [Your 
answer will involve the constants G, M, and m.] 

(b) Explain the sign of your result in terms of physics. 

S 13. In a certain situation the utility, U, is given by U = 45Q - 6Q2 where Q represents 
the quantity of goods consumed. 

(a) Find the marginal utility with respect to quantity of goods. 
(b) Is the marginal utility ever negative? 
(c) How would you interpret the marginal utility in case it were negative? 

S14. In a given situation Q = 10,000 - 1.5p2 where Q is the quantity of goods demanded 
and p is the unit price of these goods. Find the elasticity of demand in this situation. 

B15. Some biochemical research has shown that the reaction of a body to a drug is 
given by a relation of the form R = D2(a - hD) where R is the reaction of the 
individual to the drug, D is the dosage given, and a and b are constants. The con­
stant a will ordinarily have a value which is half of the maximum dose that can be 
tolerated. The constant b is ordinarily If3. 

(a) If the maximum dose of a certain drug that an individual can tolerate is 30 
milligrams, find the rate at which the reaction changes with respect to changes 
in D. 

(b) For what values of D will the rate of reaction be increasing? 
(c) For what values of D will the rate of reaction be decreasing? 
(d) Show that for a dose which is half of the maximum dose that can be tolerated 

the rate of reaction appears to be increasing more rapidly than for other 
doses that might have been given. 

IV.S More About Derivatives 

We have obtained several formulas concerning derivatives and we have also 
discovered the derivatives of a limited number of specific functions, such as 
the square function. Putting these together, it is possible to obtain many 
more formulas. For instance, we could treat X 19 .5 as the product of9 square 
functions, the identity function, and the square root function, and then with 
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our formulas find the derivative. It would be more convenient to have a 
formula which would permit us to write down the derivative immediately. 
We will make progress in this direction with the following Theorem. 

Theorem 5.1. Iff(x) = x" and n is either a non-zero integer or n is an integer 
plus one half, then r(x) = nx" - 1. 

PROOF. We shall consider three cases. 

Case 1. Let n be a non-negative integer. We already know that Dxx = 
Dxx 1 = (l)xo. Using mathematical induction, we will let k be an integer 
for which the theorem is true, and obviously k could be one. We will assume 
that k is an integer such that Dxxk = kXk-1. Now we follow the induction 
technique and consider Dxxk+ 1 as follows 

Dxxk+ 1 = Dx[(x)(xk)] = x(Dxxk) + xk(Dxx) = x(kxk- 1) + xk(1) 
= kXk + Xk = (k + l)x(k+1)-1. 

This proves the result in this case, since the theorem is correct for the in­
ductive set S(1). 

Case 2. This time we start with 

DxJx = DxX1/2 = 1;:-: = (1/2)x- 1/2 
2yx 

= (1/2)x(1/2)-1. 

For n = 1/2 the result holds. If we assume that k is a number for which the 
theorem holds, then 1/2 is a suitable choice. Hence by the induction in Case 
1 we see the formula is true for values of n which are 1/2 increased by any 
positive integer. Hence, the theorem is true for the inductive set S(I/2). 
As a result of Cases 1 and 2 we have the theorem for 1/2, 1, 3/2, 2, 5/2, 3, 
7/2, ... and for all positive terms covered by the statement of the Theorem. 

Case 3. Let n be a positive number for which the theorem is true. Consider 
the function l/x" = x-no We have 

xn(o) - nxn- 1 
x2n 

= _ n(xn- 1- 2n) = ( _ n)x(-n-l). 

D 

This completes the proof for all cases listed in the theorem. It is worth 
observing that the machinery we have developed is not all in vain, for it 
does simplify results a great deal. We are now able to find the derivative of 
any integral power of either x or its square root without resorting to the 
definition. One might suspect that this result would even apply to all possible 
exponents. This is indeed the case, but we do not yet have enough machinery 
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to prove this easily. Note that one could apply the definition to obtain 
Dx X 1/ 3 and Dx X 2 / 3 and upon obtaining these results, use induction to obtain 
the corresponding results for all powers of cube roots. We have already 
completed the induction part of the proof. 

Returning to the problem of differentiating X19.5 , we note that 19.5 is 
an exponent covered by our theorem. Hence, we have 

Dix19 .5 ) = (19.5)X 19 .5 - 1 = 19.5x18 .5 • 

This is much less complex than evaluating 

. (x + i\X)19.5 _ X 19.5 
hm -'----------

Ax--+O i\x 

We now turn our attention to a different type of problem. We have found 
that the derivative of a constant is always zero. It will be helpful to know for 
later work that if the derivative of a function is zero for each value in the 
domain, then the function must be a constant. While this is intuitively 
clear (?), it requires a bit of proving to be certain that there can be no excep­
tions to this rule. In order to make the proof somewhat easier to follow, 
we will first prove two Lemmas. (A lemma is a small theorem which is used 
to prove another lemma or a theorem. Since we will have no reason to refer 
to this result later, we will not dignify it by calling it a theorem.) 

Lemma 5.1.1fIDQf(a, b) I = c > 0, and if a < m < b, then either IDQf(a, m) I 
~ cor IDQf(m, b)1 ~ c. 

PROOF. The equation [f(b) - f(m)] + [f(m) - f(a)] = [f(b) - f(a)] is 
identically true. Therefore, 

(b - m)f(b) - f(m) + (m _ a)f(m) - f(a) = (b _ a)f(b) - f(a). 
b-m m-a b-a 

But this is just 

or 

Now 

(b - m)DQj(m, b) + (m - a)DQf(a, m) = (b - a)DQf(a, b) 

b-m m-a 
b _ a DQj(m, b) + b _ a DQf(a, m) = DQf(a, b). 

b-m m-a --+--= 1 
b-a b-a ' 

and both of these fractions are positive since a < m < b. For convenience 
we can rename these fractions by the relations 

b-m 
--=k1 
b-a 

m-a 
and -b-- = k2' -a 



IV.5 More About Derivatives 239 

giving 

Ik1DQf(m, b) + k2DQf(a, m)1 = IDQj(a, b)1 = c 

with k1 + k2 = 1. If we assume that IDQj(m, b)1 < c and IDQj(a, m)1 < c, 
then we have 

Ik1DQf(m, b) + k2DQf(a, m)1 < k1c + k2c = (k1 + k2)c = c. 

But this is a contradiction. Hence, it is not possible to have both 1 DQj(m, b) 1 

and IDQf(a, m)1 smaller than c, and therefore either IDQf(m, b)1 or 
1 DQf(a, m) 1 is at least as large as 1 DQf(a, b) I. D 

This lemma can be made intuitively clear if we consider a geometric 
interpretation. Suppose we let DQf(a, b) = c > 0. Then the slope of the 
line segment joining (a,f(a» and (b,f(b» is positive as indicated in Figure 
IV.8. Let m be some value between a and b. Then (m,f(m» is on the segment 
joining (a,f(a» and (b,j(b» or above this segment or below this segment. 
If it is on the segment then DQf(a, m) = DQf(m, b) = c. If (m,f(m» is above 
the segment, DQj(a, m) > c, and if the point is below the segment we have 
DQf(m, b) > c. 

Lemma 5.2. If 1 DQf(a, b) 1 = c > 0, and if the length of the interval (a, b) is 
denoted by 1 (a, b) I, thenfor each positive integer k there is an interval (ak' bk) £; 

(a, b) such that I(ak' bk)1 = 2- kl(a, b)1 and IDQf(ak, bk)1 ;;::: c. 

PROOF. Let m1 be the midpoint of (a, b). Then either IDQf(a, m1)1 or 
1 DQf(m 1 , b) 1 is greater than or equal to c by Lemma 5.1. Select the one that 
is greater than or equal to c (if both of them qualify, pick either one), and 
denote the left end of this subinterval by a1 and the right end by b1 . Now 
1 DQf(aj, bd 1 ;;::: c, and 1 (a1, b1) 1 = 2 -11 (a, b) I. This gives us the first step 
in a proof by mathematical induction. Now, if we assume that the lemma is 
correct for some value k, that is 1 DQf(ak, bk)1 ;;::: c and 1 (ak, bk)1 = 2-k I(a, b)l, 
then let mk+ 1 be the midpoint of (ak, bk). By reasoning similar to that above, 
we have either IDQf(ab mk+1)1 or 1 DQf(mk+ 1, bk)1 greater than or equal to 

y 

slope = c 

+ slope >c\ 

slope >c 

f(a) f(b) 

a m b x 

Figure IV.S 
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c, and each of the two subintervals is one half as long as (ak, bk). We will 
select the differential quotient which satisfies the inequality and label the 
end points of the interval ak+ 1 and bk+ 1 respectively. We now have the fact 
that I DQf(ak+ 1, bk + 1) I 2 c and also that 

l(ak+1, bk+1)1 = (1/2)(2- k)l(a, b)1 = 2- k - 11(a, b)1 = 2-(k+1)I(a, b)l. 

Therefore, this relation is true for the inductive set S(1), and hence the lemma 
is correct. 0 

Theorem 5.2. If f(x) has derivative at every point of an interval [a, b] and 
f'(x) = Of or each value ofx in (a, b) thenf(x) is a constant function. 

PROOF. If f(x) were not a constant function, then there would be two values 
of x, say x = c and x = d, such thatf(c) =F f(d). Therefore, DQf(c, d) =F O. 
Let IDQf(c, d)1 = m> O. Then by Lemma 5.2 we have a sequence of in­
tervals Ik = (Ck' dk) such that IDQj(Ck' dk)1 2 m and the length of h is the 
length of 10 = I(c, d)1 multiplied by 2- k• Now we have a nest of intervals as 
shown in Figure IV.9 with each new interval occupying just one half of the 
preceding interval in the sequence. Since the intervals are getting shorter 
and shorter, this infinite sequence will ultimately distinguish a single point. 
To see that this is true, assume that we can have two distinct points in such 
a sequence. Assume further that they are e units apart. At some point in the 
sequence of intervals we will find an interval h of length less than e. Thus, 
it would be impossible to have both of our assumed points in I k , and con­
sequently the assumption that we could have two points must be false. 

We will now designate this unique point X. It follows that f'(X) =F o. 
It is easy to see that we must have one of two cases. Either X is some value 
of ak or bk or else it is not. If X is an end point of some interval I k' it is the end­
point of all subsequent intervals in the sequence. In each of these intervals 
we have the absolute value of the differential quotient at least m. Therefore, 
if the interval E of the definition of limit is any subset of (-m, m) which 
includes 0 as an interior point, it would be impossible to find a deleted neigh­
borhood D of X such that for all points in D the differential quotient is in E. 
Therefore we could not have f'(X) = O. On the other hand, if we take the 
second case, that in which X is not an end point of any of the intervals I k , 

we know that X must be an interior point of each I k • Now we have either 
DQf(ab X) or DQj(X, bk) is greater than m in absolute value for each value 
of k. With this information we can use the same argument we used in the 

a 

I, 

~ 
~ 
! "dill! ! 

Figure IV.9 

b 
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first case to show that we could not havef'(X) = O. We can summarize our 
discussion by noting that if we assume thatf(x) is not a constant function 
on the interval [a, b], there must be some point in this interval for which 
the derivative is not zero. Hence if the derivative is zero at every point of 
this interval,f(x) must be a constant function throughout the interval. 0 

As we can see from the proof of Theorem 5.2, some simple results do not 
come easily. However, now that we have this result we can prove another 
Theorem very readily. 

Theorem 5.3. If both f(x) and g(x) have derivatives, and f'(x) = g'(x) for all 
values ofx in [a, b], thenf(x) and g(x) differ by at most an additive constant 
on (a, b). 

PROOF. By hypothesis Dx[f(x) - g(x)] = f'(x) - g'(x) = O. Therefore 
f(x) - g(x) is a constant. If we denote this constant by C, then we have 
f(x) - g(x) = C orf(x) = g(x) + c. We can now state that a function has 
a zero derivative if and only if it is a constant function, and two functions 
have the same function for their derivative if and only if they differ by a 
constant function. 0 

EXERCISES 

1. Differentiate each of the following functions: 

(a) 4x 7 - 3x 5 + 5/x 10 

(b) (7x 2/Jx) - x 5(Jx) + 3Jn 
(c) (x 2 - 7x + 3x- 2)!Fx 
(d) D~ 1 (xk/k) 

(e) D~o kXk 

(f) (3 - x? 
(g) (4/3)n:x 3 

(h) x 2/(1 + x 3 ) 

(i) (2x - W(4x 2 + 3). 

2. Find the derivative of each of the following: 

(a) 4x 7.5 - 3x1 + 5/x9 

(b) (x 2 - X- 1)3 Ix4 
(c) 1/(x2 - x) 

(d) x 3(1 + x 4 ) 

(e) 3x\jh - (x 2 + 1)2 

(f) (X 2 .5 - 1)(1 - X- 1)2 

(g) x 3 - 4x- 3 + 4- 6 

(h) x 3/(1 + x 4 ) 
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3. (a) Show that DxC2x - 3)k = 2k(2x - 3)k-l for k = 0, 1, and 2. 
(b) Use mathematical induction to show that Dx(2x - 3)" = 2n(2x - 3)"-1 for 

all positive integers n. 

4. If a and b are any real constants and n is a non-negative integer, use mathematical 
induction to show that DxCax + b)" = an(ax + b)n-l. 

5. Let n be a non-negative integer or one-half plus a non-negative integer. 

(a) Find the equation of the line which is tangent to y = x" + 1 at the point 
(a, a"+ 1). 

(b) Show that the point where this line intersects the x-axis divides the interval 
[0, a] of the x-axis into two segments whose lengths have the ratio n to 1. 

(c) Show that the y-intercept is (-n) times the y-coordinate of the point of 
tangency. 

6. (a) Differentiate x" if n is a positive integer. 
(b) Differentiate the result of part (a). 
(c) Differentiate the result of part (b), and continue successive differentiation 

until you have performed a total of n differentiations. Show that the result 
will be n!. 

(d) Show that if you were to differentiate at least (n + 1) times altogether the 
derivative would be zero. 

(e) Show that if 11 had been one half plus an integer the derivative would never 
be zero for positive values of x. 

7. In Exercise 111.4.9 we showed that e- x is approximated by 

and that the approximation is a rather good one if n is large. 

(a) Differentiate this approximation. 
(b) Examine your result and see if you can determine a probable derivative of 

e- x . 

8. In Exercise 111.5.10 we showed that sin x and cos x can be approximated by the 
expressions 

" (-ltx2k+ 1 

sin x == I --'--­
k=O (2k + I)! 

" (-x 2t 
and cos x == I -(2 , 

"=0 k). 

with the approximations being good ones for large values of n. 

(a) Differentiate the expression for sin x. 
(b) Examine your result and see if this is related to either sin x or cos x. Hence 

make a guess as to the probable derivative of sin x. 
(c) Differentiate the expression for cos x. 
(d) Examine your result and see if this is related to either sin x or cos x. Hence 

make a guess as to the probable derivative of cos x. 

9. Find all of the values of t for which D,(2t6 - 3t4 + 195782) is zero. What would 
be the significance of these points on a graph of y = 2t6 - 3t4 + 195782? 
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10. (a) Evaluate Dx[(x + 2)/(x + 1)] 
(b) Evaluate D xCx + 1) - 1 
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(c) Compare the two derivatives and determine from the derivatives any relation 
that must exist between (x + 2)/(x + 1) and (x + 1)-1. 

MIL If the points (1,2) and (2,3) are on the graph of a continuous function, use the 
method of proof given for Theorem 5.2 to show that there must be some point 
on the graph between (1, 2) and (2, 3) at which the derivative is at least one. 

M12. (a) Show that the derivative off(x) = [5x] is zero at all points except for multi­
ples of (1/5). 

(b) Explain why Theorem 5.2 does not apply in this case despite the fact that 
f'(x) = 0 for almost every value of x. 

13. It will be shown later that D, tan 2 x = Dx sec2 x. What does this say about the 
values of tan2 x and sec2 x? Does this agree with any trigonometric identity 
that you remember? 

14. (a) Write out the derivative of [f(x)g(x)h(x)] in terms of these three functions 
and their individual derivatives. 

(b) Show that (f(x)/f'(x» + (g(x)/g'(x» + (h(x)/h'(x» = 0 if the product 
[f(x)g(x)h(x)] is a constant. 

(c) Show that a similar result would hold for a product of five functions if the 
product had a constant value. 

P15. An object is thrown upward and its height at any time is given by h = 80 + 256t 
- 16t2 . 

(a) What is its velocity at t = 3? 
(b) What is its acceleration at t = 3? 
(c) How fast does the acceleration change at t = 3? 
(d) How fast does the velocity change at t = 3? 
(e) When does the object hit the ground? 
(f) How high was the building from which the object was launched? 
(g) What is the domain which makes sense in this problem, assuming that the 

stop watch was started when the object was launched, and that the height is 
determined by this rule until the object hits the ground? 

P16. If air resistance is ignored, and an object is thrown upward from the top of a 
building 1024 feet high with a velocity of 160 feet per second, its distance above 
the ground will be given by h = 1024 + 160t - 16t2 . The quantity t is measured 
in seconds and h is measured in feet. 

(a) How fast is the object going when it hits the ground? 
(b) How fast is the acceleration increasing? 
(c) How fast is the object going when ir-passes the top of the building on the 

way down? 

P17. According to Boyle's law the product of the pressure and the volume of a gas 
held at constant temperature is constant. A cylinder having a movable piston 
initially has a volume of 100 in 3. If the initial pressure is 25 Ibs/in2 find the rate 
of change of pressure if the volume is increasing at the rate of 3 in 3/ sec. Be sure 
to give the units involved. 
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P 18. Assume that the parabola y2 = 4ax is a cross section of an automobile headlight 
which includes the axis of the headlight. Show that if the filament of the light is 
located at the focus (a, 0) and is considered to be a single point, then all of the 
light rays which hit the reflector are reflected parallel to the axis of the headlight. 
[Hint: Sketch y2 = 4ax. The angle that the initial beam makes with the tangent 
to the curve is equal to the angle that the reflected beam makes with the tangent 
to the curve.J 

P19. A whispering gallery is formed by building a ceiling with an elliptical shape, 
such that all planes through the axis of the room are in the form of an ellipse. 
If the ellipse in each such plane has the equation b2x 2 + a2y2 = a2b2 , 

(a > b > 0), show that anyone standing such that his mouth is at one focus can 
whisper, the sound waves will spread in a spherical pattern, bounce off of the 
reflecting ceiling, and then will all re-unite at the other focus with the same 
elapsed time for each such path. In this way a person whose ear is at the other 
focus would hear that which was whispered with the same intensity and no 
cancellation of waves, provided the ceiling had perfect reflectivity. [Hint: See 

the hint to Exercise 18. Thefoci are located at (J a2 - b2 , 0) and (-J al - bl,O).J 

S20. The cost function for a firm is given by C(n) = 100 + 1.2n - nl + 0.1n3 . 

(a) Find the marginal cost. 
(b) Find the average cost per item [that is C(n)/n]. When is the average cost 

increasing? 
(c) When is the average cost decreasing? 
(d) Sketch the graph of the average cost using your knowledge of the intervals 

in which it is increasing and in which it is decreasing. 
(e) Where does the minimum value of the average cost appear to be? 
(f) For the value of n which makes {he average cost a minimum, calculate both 

the average cost and the marginal cost. 

B21. As mentioned in an earlier Exercise one theory of the excitation of the retina of 
the eye due to incident light is summarized in the relation C(r) = r~k where r 
is the distance from the center of the eye. 

(a) If k = 1.5, find the rate of change of the excitation with respect to the distance 
from the center of the eye. 

(b) What is the rate of change at r = 0.1 millimeters? 
(c) What is the rate of change at 0.01 millimeters? 
(d) What is the rate of change at 2 millimeters? 



CHAPTER V 

The Interrelation of Integration and 
Differentiation 

V.I The Fundamental Theorem of the Calculus 

In the last chapter we left the subject of integration and embarked on the 
development of differentiation. Actually these two operations are very closely 
related. It will be our purpose in this section to develop this interrelationship. 
We will see that these two operations are almost inverse operations, and will 
develop the reason for the use of the word" almost." 

Before trying to prove the Fundamental Theorem, we will need to remind 
ourselves of a few bits of information which are implicit in our earlier work. 
However, to make this information very clear here, we will proceed with the 
following lemmas. 

Lemma 1.1. If f(x) is a continuous function on the interval [a, b] and if c 
is any point in (a, b), then limx _ c f(x) = fCc). 

PROOF. This is effectively a restatement of our condition for continuity 
combined with the definition oflimit. Since f(x) is continuous on [a, b], it is 
defined for each value on this interval, and hence f(x) exists. Let E be the 
interval (f(c) - e, fCc) + e) for some positive number e. By the definition of 
continuous founction there must be a positive number d such that if x is in 
the interval D = (c - d, c + d), then f(x) is in E. If we remove from D the 
single point x = c, we have a deleted neighborhood of c such that if x is in this 
deleted neighborhood then f(x) is in E. This satisfies the Definition of the 
limit, and therefore proves the lemma. D 

Lemma 1.2. Iff(x) is a continuous function on the interval [a, b] and iff(x) 
does not change sign an infinite number of times as x increases from a to b, 
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then for any value x = c in (a, b) there exist values C1 < c and C2 > c in (a, b) 
such that f(x) does not change sign in [c 1, c] or in [c, C2]. 

PROOF. Since f(x) does not change sign an infinite number of times on 
[a, b] there must be a finite set of points at which it changes sign. Let 
Xl' X2' ..• , Xn be these points in (a, b) at which f(x) does change sign as x 
increases from a to b. If c is any value in (a, b), it must either be one of the n 
points Xk or it must be in some interval (Xb Xk+ 1). If c = Xk for some value 
of k, let Cl be chosen in the interval (Xk-1' Xk) and C2 in the interval (Xb Xk+ 1). 

Since f(x) does not change sign in either of the two subintervals, the lemma 
is satisfied. If c is not a point Xk then c must be in some subinterval (Xk, Xk+ 1). 

In this case select C1 in (Xk' c) and C2 in (c, Xk+ 1). Since both C1 and C2 are in 
the subinterval (Xb Xk+ 1) and since f(x) does not change sign in this interval, 
it follows that this choice for C1 and C2 satisfies the lemma. Consequently 
in any case it is possible to find C1 and C2 such that f(x) takes on only one 
sign in each of the two intervals (Cl> c) and (c, C2). It should be noted that we 
have not required that the sign of f(x) be the same in both of these two 
intervals. If c is a point Xk the signs will not be the same. 0 

Before proceeding further we should comment on the fact that the variable 
of integration used in the integral has no effect on the value of the integral. 
Thus, we have 

(2 (2 J2 y3 dy2 = 2(25 - 15) = 62. J 1 X3 dx2 = J 1 t3 dt2 = 1 5 5 

More generally we have 

f f(x)dg(x) = f f(t)dg(t) = f f(y)dg(y). 

Since we will wish to take the derivative of an integral in order to show 
the relationship between differentiation and integration, it will be necessary 
for us to establish the integral as a function which is not necessarily constant. 
Otherwise the derivative would be zero in every case. We will do this by 
noting that the integral S~ f(t)dg(t) is the integral over the interval [a, b], and 
if we were to let the value of b vary, we would expect to have different values 
for the resulting integral. In order to emphasize this, we will write F(x) = 

S: f(t)dg(t) and note that F(x), which is the integral over the interval [a, x], 
will be a function of the right hand endpoint of the interval. Thus, we can 
expect F(x) to be a function which in general will not be a constant. Since 
F(x) is an integral, we can now proceed with the differentiation of an integral 
by attempting to find the derivative of F(x). 

Theorem 1.1 (The Fundamental Theorem of the calculus). Let f(t) be a 
continuous function over the interval [a, b] and let x be an interior point of this 
interval. Let get) be a function for which the derivative exists at every point 
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of [a, b] and such that the derivative does not change sign an infinite number 
of times on [a, b]. Then 

Dx f f(t)dg(t) = f(x)g'(x). (V.U) 

PROOF. Since we have no previous experience with the derivative of an 
integral, we will have to revert to the definition of the derivative. In order to 
facilitate our discussion, let us denote the integral by F(x), and thus we 
will start with 

F(x) = ff(t)dg(t), 

and we will find F'(x). Starting with the differential quotient, we will have 

DQF(x, x + ~x) = 1x [fHXf(t)dg(t) - ff(t)dg(t)] 

1 fX + AX 

= ~x x f(t)dg(t). 

Since g'(t) exists for all points in [a, b] and since g'(t) does not change signs 
an infinite number oftimes in [a, b], we know that for any value of x in [a, b] 
there is an interval to the left of x and one to the right of x in which g'(t) 
does not change sign. Therefore, we know that g(t) is monotonic in each 
of these two intervals. Therefore, for any value of ~x which is in either of 
these two intervals, g(t) will be monotonic over the interval [x, x + ~x] 
regardless of the sign of ~x. As a result, we can invoke the integral theorem 
of the mean and know that there must be some value z in the interval 
(x, x + ~x) such that 

fHXf(t)dg(t) = f(z) fHX dg(t) = f(z) [g(x + ~x) - g(x)]. 

Consequently we have 

1 fXHX g(x + ~x) - g(x) 
DQF(x, x + ~x) = ~x x f(t)dg(t) = f(z) ~x 

= f(z)DQg(x, x + ~x). 
It should be emphasized that we have used the fact that ~x must be so chosen 
that the interval with end points x and (x + ~x) will be an interval for which 
g'(x) does not change sign, and consequently an interval for which g(x) is 
monotonic. Furthermore, the value z will be some value within this interval. 
Since we will be taking the limit as ~x approaches zero, this causes no 
problem, for there is no harm in starting with a small value of ~x. 

We are now ready to take the limit of the differential quotient in order 
to obtain F'(x). We have a product here, and we have already observed in 
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developing the derivative that the limit of a product is the product of the 
respective limits, provided the individual limits exist. We now have 

F'(x) = lim DQF(x, x + L1x) = lim [f(z)DQg(x, x + L1x)] 
Ll.x--+O Ll.x--+O 

= [lim f(z)J [ lim DQg(x, x + L1X)J 
Ll.x--+O Ll.x--+O 

= f(x)g'(x). 

We obtain this final step by observing that z is in the interval (x, x + L1x) 
and consequently as L1x approaches zero, z must approach x. The fact that 
z is closer to x then is (x + L1x) permits us to state 

lim fez) = lim fez) = f(x) 
x+Ax"""x Z-+x 

since Lemma 1.1 applies for the continuous function f(x). On the other hand 
limLl.x--+o DQg(x, x + L1x) yields the derivative by definition provided the 
limit exists. We have assumed in the conditions for the theorem that g'(X) 
does exist. Consequently the final question concerning this proof is resolved. 

D 

EXAMPLE 1.1. Differentiate S~ tn dtm where m and n are integers or halves of 
integers. 

Solution. By the Fundamental Theorem of the calculus we have 

Alternatively we might have integrated and obtained 

Ix m(xm+n - am+n) mxm+n mam+n 
tn dtm = = - . 

a (m + n) (m + n) (m + n) 

If we differentiate this last result, and observe that the second term in this 
last expression is a constant, we see that the derivative is 

m(m + n)xm + n - 1 
---'--~--- = mxm + n-l, 

(m + n) 

and this is the same result we had before. Hence we have verified the correct­
ness of the Fundamental Theorem in this instance. We restricted the values 
of m and n in the original statement of the example in order that we could 
differentiate the result. 

At first glance one might feel that this is an interesting result, but might 
also wonder why we have made it appear that this is a very important 
result. In fact, this theorem, relating differentiation and integration as it does, 
permits us to use our integral results to obtain corresponding derivative 
results and also permits us to use derivative results to obtain corresponding 
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integral results. In fact we can use a variation of Example 1.1 to extend 
the formula for the derivative of a power function to include all rational 
exponents. 

EXAMPLE 1.2. Prove Dxxn = nxn- 1 for any rational number n. 

Solution. If n is any rational number, we have the fact that 

Ix nxn 
ntn- 1 dt = - = xn. 

o n 

By taking derivatives of each side of this result, we have 

and this must be correct for any positive rational number n. If n is a negative 
rational number, then (-n) is a positive rational number and we have 

-nx-n- 1 
__ ,.-,:-_ = nxn - 1. 

X 2n 
(V. 1.2) 

We no longer have to be quite so restrictive in our use of this derivative 
formula. Note that we still have the restriction that n must be rational, but 
we will remove this at a later point. In this example we see the usefulness of 
being able to relate the derivative and the integral, for we were able to remove 
a major restriction with very little effort. 

EXAMPLE 1.3. Prove 

Ix m(xm+n - am+n) 
xn dxm = -----'-----'-

a (m + n) 

for any rational numbers m and n provided m + n "# 0 and provided both 
xm and xn exist and are real at all points in the interval of integration. 

Solution. The requirement m + n "# 0 is needed in order to avoid a zero 
denominator. The second requirement is necessary if the result is to be real. 
From the Fundamental Theorem we know 

We also know that 

_______ = mxm+ n - 1. D [
m(xm+n - am+n)] = m(m + n)xm+n- 1 

x (m + n) (m + n) 
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Since the two expressions have identical derivatives, the two expressions 
must differ by at most a constant. Hence we must be able to write 

fx m(xm+n - am+n) 
xn dxm = + c 

a m+n 

where C is some constant whose value we would like to know. However, 
since C is a constant, if we can determine it for one value of x we know it for 
all values of x. Let x = a. In this case we have 

or 0 = 0 + C. Therefore we know that C = 0 and 

fx m(xm+n - am+n) 
xndxm= . 

a m+n 
(y'1.3) 

We have now extended our previous results for both the integral and the 
derivative. We continue to have the restriction that m + n =f. o. Thus we 
cannot evaluate 

fb 1 fb - dx = X-I dx 
a X a 

at the present time. We will come back to this case later on. 

In Example 1.2 we used the fact that if two derivatives are equal, the 
functions of which they are derivatives can differ by at most a constant. This 
gives rise to the following theorem. 

Theorem 1.2 (Alternate form of the Fundamental Theorem of the calculus). 
If F'(x) = f(x)g'(x), then 

f f(t)dg(t) = F(x) - F(a) 

and 

ff(X)dg(x) = F(b) - F(a). (V.lA) 

PROOF. Since the derivative of the integral is given by the relation 

Dx ff(t)dg(t) = f(x)g'(x) 

and since by hypothesis F'(x) has the same derivative, then F(x) must differ 
from the integral by at most an additive constant. Therefore, we have 

ff(t)dg(t) = F(x) + C. (V. 1.5) 
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This relation holds for any value of x for which the integral exists, and 
therefore it holds for x = a. But then the integral has a zero value and hence 
F(a) + C = O. From this it follows that C = -F(a), and (V. 1.5) should read 

ff(X)dg(x) = F(x) - F(a). 

If x takes on the value b, we have 

ff(X)dg(x) = F(b) - F(a). D 

We will find Theorem 1.2 to be very useful. For instance, we can evaluate 

I5
3x2 dx 

noting that Dxx 3 = 3x2, and hence 

f253x2 dx = 53 - 23 = 117. 

In this case the derivative of x3 is also the derivative of 

f3t 2 dt, 

and the value ofthe integral is obtained at once by substitution. It is frequently 
convenient to use the following notation. 

I53x2 dx = x315 = 53 - 23 = 117. 
2 . 2 

In this case we have indicated the function corresponding to F(x) in the 
theorem and followed with a vertical line. Note that this line follows the 
function. Since it is a line and not an integral sign, and since it follows the 
function, it should be clear that no further integration is required. We only 
need to use the limits of integration. In order to remind ourselves of these 
limits, we have placed them on the vertical line. The remaining step is one 
of evaluating the function F(x) at the upper limit of integration and then 
subtracting from this value the value of F(x) at the lower limit of integration. 
In general this result can be written 

ff(X)dg(x) = F(x) I: = F(b) - F(a). 

This function F(x) is often called the anti-derivative of f(x)g'(x). This should 
indicate that instead of reading the statement DxF(x) = f(x)g'(x) from left 
to right we are to read it from right to left. In other words, we are looking 
for a function whose derivative has the value f(x)g'(x). We might raise the 
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question concerning which anti-derivative we should use. Actually it makes 
no difference, for if we were to use F(x) + K for some constant K, we would 
then have 

ff(X)dg(x) = [F(x) + KJ I: = [F(b) + KJ - [F(a) + KJ 

= F(b) - F(a). 

This is a perfectly general result, since any anti-derivative of f(x)g'(x) can 
differ from any other anti-derivative only by a constant, such as the constant 
K we used in our illustration. 

In order to further illustrate the role of the constant we have had to refer 
frequently to the fact that two anti-derivatives of the same function can 
differ only by a constant. Because of the role that the anti-derivative plays 
in integration, this constant is often referred to as the "constant of in­
tegration." The role of this constant can be further illustrated with a geometric 
illustration. 

EXAMPLE 1.4. Find the equation of the curve y = f(x) if the slope at any point 
(x, f(x» is given by the function 3x2 - 1. In particular find the equation 
of the curve which passes through ( - 2, 3). 

Solution. Since the slope is obtained by evaluating the derivative, we 
know that f'(x) = 3x2 - 1. Therefore, f(x) is the anti-derivative of 3x2 - 1. 
From this we have y = f(x) = x 3 - X + C where C is some constant. We 
have shown the curves corresponding to this equation for C = 2, 1, 0, - 1, 
and -2 in Figure V.l. It is clear that there are many more curves each cor­
responding to some value of C. 

We would not be able to determine which value of C is desired if we did 
not have some additional item of information. In this case we are told that 
we desire the curve which passes through the point ( - 2, 3). If we substitute 
3 for y and ( - 2) for x we have 3 = ( - 2)3 - ( - 2) + C = ( - 8) + 2 + C. 
From this it follows that C = 9. Therefore the particular equation we were 
asked to find is y = x 3 - X + 9. You should check to make certain that 
( - 2, 3) is a point on this curve. 

It would be possible to obtain this specific equation using a somewhat 
different notation, but precisely the same logic. If we were to write 

f(x) - f( -2) = f}3t 2 - l)dt 

this would lead us to the equation 

y - 3 = (t 3 - t)[2 = (x 3 - x) - [(_2)3 - (-2)J 

= x 3 - X + 6. 
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y 

x 

Figure V.l 

From this our earlier result follows. That this is correct follows from Theorem 
1.2, for f(x) is the anti-derivative of (3x 2 - 1)(1), f(x) = y, and f( - 2) = 3 
since the curve is to pass through the point ( - 2, 3). 

So far the specific examples we have considered in this section have used 
only the identity function for g(x), despite the fact that we have been more 
general in our Theorems and discussions. Consider the following. 

EXAMPLE 1.5. Show that 

Solution. The respective derivatives of these. expressions are x 2(3x 2 ), 

x 2(3x 2)(1), and 3x4 (1) where the derivative of the g(x) is shown in parentheses 
in each instance. It is clear that these three derivatives are equal, and hence 
in each case the anti-derivative is given by 3x5/5 + C for some constant C. 
However, since each of these integrals has the value 0 if x = 0, we know that 
the constant C must have the value zero. 

It would have been possible, of course, to use our earlier formulas for 
the integral, but the machinery of the Fundamental Theorem can also be 
very helpful in this instance. 

Example 1.5 suggests another theorem. 
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Theorem 1.3. If the derivatives and integrals involved exist, then 

ff(t)dg(t) = ff(t)g'(t)dt. 

PROOF. Observe that if we let F(x) be defined by F(x) = S~ f(t)dg(t) we have 
F'(x) = f(t)g'(t) by the Fundamental Theorem. Also, we have 

Dx l xf(t)g'(t)dt = f(x)g'(x). 

Since the derivatives have a common value, we now have 

ff(t)dg(t) = ff(t)g'(t)dt + c. 

If x = a this becomes 

ff(t)dg(t) = ff(t)g'(t)dt + C 

or ° = ° + C. Therefore C = 0, and the theorem is correct. o 
This last result suggests that many RS integrals can be written as Riemann 

integrals. You will remember that a Riemann integral is an RS integral for 
which get) = t is the identity function. Therefore a table of Riemann integrals 
may be adequate for evaluating many integrals. This is certainly true. How­
ever, there are some functions g(x) such that for at least some values in the 
interval of integration the derivative fails to exist. This result would obviously 
fail under those circumstances. We have also seen some problems in which 
it is somewhat easier to set up the integral using a function g(x) other than 
the identity function. If one can reduce the integral to a Riemann integral, 
and if the Riemann integral is easier to evaluate, this Theorem is very helpful. 
It will prove to be helpful in other ways as well, as we will see later on when 
we try to expand our ability to integrate a variety of functions. 

In this section we have frequently considered an integral over the interval 
[a, x] of variable length in contrast to our former requirement that the interval 
be a fixed interval. This has led us to the relation 

ff(X)dg(x) = F(x) - F(a) 

provided F(x) is the anti-derivative off(x)g'(x). In this case the integral is 
itself a function. Here F(a) is a constant determined by the value of a and 
the particular function F(x). There are many instances in which we will not 
be certain of the value a, and consequently all we will know about the value of 
this integral is that the value is F(x) increased or decreased by some constant. 
Given this situation, we could just as well write 

f f(x)dg(x) = F(x) + c. 
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Again, it is presumed that F(x) is the anti-derivative of f(x)g'(x). Observe 
that we have omitted the limits of integration entirely. If we are not certain 
of the value of a, we might just as well replace [ -F(a)] by some constant C, 
and not even attempt to indicate limits of integration. An integral of this 
type is called an indefinite integral whereas the integral with specific limits 
is called the definite integral. The reason for this nomenclature should be 
clear. 

EXAMPLE 1.6. Integrate J 2X4 dx 5 • 

Solution. Since 2x4Dx(x 5 ) = 2x4(5x4) = lOx8 , and since Dx[lOx9/9] = 

lOx8 , we know that an anti-derivative of f(x)g'(x) in this case is [lOx9/9]. 
Hence we have 

f lOx9 
2X4 dx 5 = -9- + c. 

This is an indefinite integral. We would be able to find a value for Conly 
if we were supplied with some additional information giving the value of 
the integral for some particular value of x. 

EXERCISES 

1. Find the derivative of each of the following. 

(a) Ii e- 3t dt4 /7 

(b) Ii tan 3t dt2/3 

(c) f:'n/8 (sec 2t - esc 2t)2dt2 

(d) .f1 csc(3nt/8)dt 

(e) S:'n sin 4t dt2 

(f) Ii (cos 2t - In t)dt 

(g) So (3 sin 2t - 2)3 dt2 

(h) S':.l e - 2t sin 3t dt 

2. Find the derivative of each of the following. 

(a) n (et + sin t)d(t2 - t + 2) 

(b) S~ tan t d(jt) 
(c) n·3 xn d(tan3 x) 

(d) n C 6 d(t7 ) 

(e) J~ eet dt 

(f) Ii x- 4 dx 

(g) Ii X- 2/ 3 dx 

(h) J~i~ (sin 2X)-3 d(sin 2x) 

(i) J':.l (x + 3)-5 dx 

(j) J~ (2/../x)dx 
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3. In each of the following show that the derivative of the integral is the same as the 
derivative of the function F(x). From this information obtain the value of the 
integral. 

(a) n t3 dt2; F(x) = (2/S)x 5 

(b) n t2!3 dt; F(x) = (3/S)X 5!3 

(c) n 3t4 dt2; F(x) = x6 

4. Evaluate each of the following indefinite integrals: 

(a) J X3!4 dX2!3 

(b) J ex!2 dx 

(c) J sin x2 dx2 

(d) J (x - 2)3 dx2 

(e) S sin(x/2)dx 
(f) S (x - 1)4 dx 

(g) S cos x 3 dx3 

(h) S e,inx d(sin x) 

S. (a) Show that n xex2 dx = (1/2) n ex2 dx2. Evaluate Sf xex2 dx. 
(b) Show that So x 2 sin x 3 dx = (1/3) SO sin x 3 dx3. Evaluate S6 x 2 sin x 3 dx. 
(c) Show that SO xe- 3x2 dx = (1/2) So e- 3x2 dx 2• Evaluate B xe- 3x2 dx. 

6. The slope of a curve is given by the formula (x 3 - Sx + 3) at a point (x, f(x)). 
Find the equation of this curve if the curve passes through the point (2, 4). 

7. Find the equation of the curve through the point (3,4) if the slope for any value x 
is given by (X 3!2 + sin x - x2). 

8. Find the equation of the line which is tangent to the curve y = x 3 + 31 at the 
point ( - 3,4). 

9. For each of the following functions find the intervals when the function is in­
creasing, and when it is decreasing. 

(a) F(x) = S:'2 (t2 - 4)dt2 

(b) F(x) = So [t/(t 2 + l)]dt 

(c) F(x) = S:'3 e- x dx2 

10. Find an integral whose derivative is given by (sin x - cos x)(2x). What restric­
tions, if any, need be placed on the lower limit of this integral? 

11. Find an integral whose derivative is given by (tan x)(3x 2 ). What restrictions, if 
any, need be placed on the interval over which this integral is valid? [Hint: Is 
there any value for which the integrand might be expected to give any difficulty?] 

12. (a) Show that S~ f'(t)dt = f(x) + C for some constant C. 
(b) Show that S~ f'(g(t))g'(t)dt = S~ f'(g(t))dg(t) = f(g(x)) + C for some con­

stant C. 

13. Use the mean value theorem of the integral to show that there exists a value x = c 
in the interval [a, b] such that each of the following is true under the assumption 
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that the appropriate functions are continuous or monotonic. Indicate precisely 
these conditions in each case. 

(a) S:f(x)dg(x) = f(c) [g(b) - g(a)] 
(b) S:f'(x)dg(x) = f'(c) [g(b) - g(a)] 

(c) S: f(x)dg(x) = S: f(x)g'(x)dx = f(c)g'(c) [b - a] 
(d) S: dg(x) = g'(c)[b - a] 

14. (a) Find the area under the curve y = X 3/2 from x = 1 to an arbitrary point x. 
(b) Differentiate your result of part (a) and show that the rate of change of the 

area as x moves toward the right is given by the value of y corresponding to 
the given value of x. 

(c) From the information of part (b) find the value of x at which the area is 
changing at a rate of 8 square units per unit change in x. 

15. (a) Find a formula for the area inside r = f(O) between 0 = 0 and an arbitrary 
value of the angle 0 using polar coordinates. 

(b) Show that the rate at which the area of part (a) is changing with respect to a 
change in 0 is given by ! fr2. 

(c) Illustrate the results of parts (a) and (b) with the curve having the equation 
r = O. 

P16. If the location of a particle at time t is given by s(t), the velocity by v(t) and the 
acceleration by a(t), use the fundamental theorem (differentiating each side of 
the equation) to show that the integral of the acceleration is the velocity and the 
integral of the velocity is the location. 

P17. If an object moves with an acceleration (toward the center of the earth) of 32 
ft/sec2, find the velocity and location at time t if the initial velocity was upward at 
8 ft/sec and the initial location was 256 feet above the earth. 

P18. A spacecraft is traveling from the earth to the moon. It is acted upon by two 
gravitational fields in (nearly) opposite directions. The force pulling the space­
craft toward the earth is given by GMeMs/r2 where G is the universal gravitational 
constant, Me is the mass of the earth, M s is the mass of the spacecraft, and r is the 
distance from the center of the earth. The force pulling the spacecraft toward the 
moon is given by GMmMs/(R - r)2 where in addition to the above symbols we 
have Mm as the mass of the moon and R as the distance between the center of 
the moon and the center of the earth. [(R - r) is effectively the distance from the 
spacecraft to the moon.] Therefore, the force directed toward the earth at a 
distance, r, from the center of the earth is given by the equation 

F = GMeMs _ GMmMs 
r2 (R - r)2 . 

This force is the net force pulling the spacecraft toward the earth. On this particular 
mission we are planning to crashland a (hopefully unmanned) spacecraft on the 
moon, and we are concerned with conservation of energy. We are anxious to 
get the spacecraft to the point at which the greater force is in the direction of the 
moon, but we are content to have an almost zero velocity at this point. If 
Me = 5.983 X 1024 kilograms, Mm = 7.237 X 1022 kg., G = 6.670 X 10- 11 

(newton)(meters)2/(kgs)2, and R = 384393 kilometers, find the minimal work 
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required for a spacecraft of 200 kg. (The radius of the earth is approximately 
6400 km and the radius of the moon 1700 km.) [Hint: Find the point at which 
the force changes from an earth directed force to one directed toward the moon. 
This is the point you must be able to reach. Also, remember that a physicist defines 
work as the force times the distance traveled, and since the force varies with the 
distance from the earth, you can only consider the distance to be a near constant 
for a very short interval. Hence, RS sums, etc., are indicated.] 

S19. If the marginal cost of producing an item when the present production rate is n 
items per day is given by M(n) = 50 + n + 0.OOO4n2, what is the cost of increasing 
production from 200 to 250 items per day? 

S20. The cost of production of n items per day is given by the relation C(n) = 
5000 + lOn + 0.5n2 - 0.001 n3 dollars per day. 

(a) Find the marginal cost of production and interpret this function. 
(b) Using your result of part (a) find the cost of production. Note the need for a 

value for the constant of integration in this case. What information would 
ordinarily be supplied to obtain this value? 

B21. The rate of population growth of a certain community is given by R(t) = aeO.02t 

where a is a constant. If it is known that the population of the community was 
40,000 and growing at a rate of 2 % in 1960, find a formula for the population, P(t), 
of the community in the year, t. Use this to evaluate the population expected in 
1980. 

B22. In a colony of mice used for experimental purposes it is known that the number 
born on the t-th day is given by the relation b(t) = 0.03p(t) - 0.OOOOl[p(t)J2 
where p(t) is the population ofthe colony on the t-th day. It is also known that the 
number of deaths in the colony on the t-th day is given by d(t) = 0.015p(t) -
O.OOOOl[p(t)J2, It is also known that p(O) = 2000. 

(a) Find the rate of change of the mouse population per day. 
(b) Set up an integral which would give the total mouse population as a function 

of time. This integral will involve p(t). You are not asked to evaluate this 
integral. 

(c) If you have a computer available, find the mouse population on the 10-th day. 

M23. If Dx S~ f(t)dg(t) = Dx S~ f(t)dg(t), then show that S~ f(t)dg(t) must be a constant. 
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V.2 Some More Derivatives and Integrals 

In this section we will make a great deal of use of the Fundamental Theorem 
developed in the last section. We will start with some integrals developed in 
Chapter III and then take anti-integrals to obtain derivatives. We will use 
these derivatives together with some of our theorems of Section IV.4 to 
obtain more derivatives and then take anti-derivatives to obtain integrals. 
Perhaps you will begin to see why Theorem V.U has been called the "Funda­
mental Theorem of the calculus." 

EXAMPLE 2.1. From an earlier result we have J~ ect dt = (eCXle) - (lie) 
where e is a constant other than zero. We now have 

where the first two results come from the Fundamental Theorem and the last 
two are merely expressing the fact that we have the derivative of the result 
of integration and the simplication of this result. Using the third and the last 
of the equal results in the equation above and multiplying both sides by the 
constant e we have 

(V.2.1) 

This is a result we want to record, for it permits us to obtain the derivative, 
or rate of change, ofthe exponential function. If e = 1 we have the special case 

(V.2.1a) 

It is interesting to find a function which is its own derivative, or which changes 
at a rate which is exactly equal to the value that it takes on at the point in 
question. You will remember that we carefully picked the value e as the one 
value such that the function would have a slope of one at the point (0, 1). 

After this success with the exponential function, perhaps we should try the 
trigonometric functions. We will follow the same pattern we followed 
above, but this time we will not put in quite as many words of explanation. 
You can merely copy the words above if you find that you need additional 
help. 

EXAMPLE 2.2. 

Dx S:sin et dt = sin ex = Dx[ G) (1 - cos ex)] = ( - ~ )Dx cos ex, 

and hence 

Dx cos ex = -e sin ex. (V.2.2) 
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Also 

Dx (cos et dt = cos ex = Dx[ G)sin ex] = (~)Dx sin ex, 

whence 

Dx sin ex = e cos ex. (V.2.3) 

Note that with very little effort we have now obtained the derivatives of 
the exponential function and of the sine and cosine functions. Of course, 
we had to expend some work getting to the Fundamental Theorem but at 
this point it may almost seem worth it when you consider the alternative of 
finding the derivatives of these functions using the Definition. Now that we 
have these results, we can use the theorems of Section IVA to obtain the 
derivatives of the other four trigonometric functions. 

EXAMPLE 2.3. 

D tan ex = ----- =~--~~~----~~----~~----~ D [
sin ex] (cos ex)(Dx sin ex) - (sin ex)(Dx cos ex) 

x x cos ex cos2 ex 

(cos ex)(e cos ex) - (sin ex)( -e sin ex) 

cos2 ex 

e[cos2 ex + sin2 ex] e(l) 
cos2 ex cos2 ex 

= e sec2 ex. (V.2A) 

Note that an anti-derivative of sec2 ex = (l/e)tan ex, and consequently we 
can apply the Fundamental Theorem to obtain 

iX

sec2 et dt = G) [tan ex - tan ea] (V.2.S) 

or 

fsec 2 ex dx = G) [tan eb - tan eal (V.2.6) 

It is necessary to be careful in regard to the interval of integration for we 
cannot tolerate the situation in which the integrand might fail to exist. 
Hence, the interval [a, x] in the first integral and the interval [a, b] in the 
second integral must be picked rather carefully. For instance, the value nl2 
should not be included in the interval. Similar observations should apply 
to all integrals. Later on we will find that it is possible under certain 
conditions to consider some integrals in which this condition is partially 
relaxed, but this is something that must be considered separately for each 
integral which fails to meet the requirements stated here. 



V.2 Some More Derivatives and Integrals 261 

EXAMPLE 2.4. 

_ [cos ex] _ (sin ex)( -e sin ex) - (cos ex)(e cos ex) 
Dx cot ex - Dx. - . 2 

sm ex sm ex 

-e(sin2 ex + cos2 ex) 2 
= . 2 = - e csc ex. 

sm ex 
(V.2.7) 

Here we have done the same thing we did in the previous example, but we 
have not written out the steps in as much detail. In a manner similar to that 
above, we can also write 

fcsc 2 et dt = ( - ~)cot ex + (~)cot ea (V.2.8) 

and 

s: csc2 ex dx = G) [cot ea - cot eb]. (V.2.9) 

You will note the reversal of order in the latter expression as a result of the 
negative sign which appeared in both the derivative and the basic integral. 

EXAMPLE 2.5. 

D sec ex = D -- = --'---------'----'---------=---'----[ 1 ] (cos ex)(O) ~ (1)( -e sin ex) 
x x cos ex cos2 ex 

sin ex 1 
=e---­

cos ex cos ex 

= e tan ex sec ex. (Y.2.1O) 

We should observe that all of the algebraic simplification is not required 
to obtain the derivative, but it is usually done to obtain the results in a form 
that is easier to remember. We can now evaluate the integrals, 

iXsec et tan et dt = G)sec ex - (~)sec ea (V.2.ll) 

and 

ibsec ex tan ex dx = G) [sec eb - sec ea]. (V.2.l2) 

EXAMPLE 2.6. 

_ [_1_] _ (sin ex)(O) - (l)(e cos ex) 
Dx csc ex - Dx. - . '2 

sm ex sm ex 

1 cos ex 
-e----

sin ex sin ex 

- e csc ex cot ex. (V.2.l3) 
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This gives rise to the integral formulas 

IX csc et cot et dt = ( - ~)csc ex + G)csc ea (V.2.I4) 

and 

f csc ex cot ex dx = G) [csc ea - csc eb ]. (V.2.IS) 

We have not yet found any integrals for the tangent, cotangent, secant, or 
cosecant except as they appear in these strange products, but be patient. 
These require a bit more machinery. We shall obtain them in the next 
Chapter. 

Note that we have been able to get a substantial number of formulas for 
derivatives and integrals based only on results already obtained. The fact 
that we can do this with so little effort should make you feel that you have 
learned quite a bit of calculus. You should make a list of all of the derivatives 
and the integrals that you have seen to date, for this list will be very handy in 
evaluating the integrals and the derivatives which may occur in any 
applications. 

One final admonition. Until this time we have generally divided the work 
so that in Chapters II and III you knew that if you used calculus you must 
use integration, for you had not yet gotten to any material in this book on 
the derivative, and in Chapter IV it was natural to expect to use the derivative. 
Now, however, you may find that either of these two operations is used, and in 
fact both may be used in the same exercise. Hence you must always be on 
the lookout to determine which operation is appropriate. Remember we 
obtained the integral by considering sums and we discovered the derivative 
through the idea of rate of change. If you are applying the Fundamental 
Theorem, you should also be aware of whether you are starting with the 
derivative and trying to obtain the integral or starting with the integral 
and trying to obtain the derivative. Confusing? Not if you are careful to 
think through each problem before starting to work. Remember the old 
proverb "when pencil touches paper, mind goes out of gear." Be sure that 
you have your plan of attack in mind before you start solving any problem. 

EXERCISES 

1. (a) Make a list of all of the formulas we have derived for the derivative. This 
list should include the power function, the exponential function, and the six 
trigonometric functions. 

(b) Make a list of all of the integral formulas we have derived up to this point. 
It would be helpful to make this list match the formulas of part (a) in that 
the formula for the integral of the cosine would relate to the formula for the 
derivative of the sine. 

(c) Illustrate the relationship of each formula of part (a) with a formula of part 
(b) using the fundamental theorem. 
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2. Find the derivative of each of the following: 

(a) e3x - sin 4x + X 12 .5 

(b) e- x sin 2x + O.5~ 
(c) r 2x cos 3x 
(d) x 2e3x 

(e) e2x/x3 

(f) x 2 cos x 

(g) Jx sin(x/2) 
(h) x2e2X(cos 3x - sin 3x) 
(i) tan x - sec 2x 
(j) x 2 cot x 
(k) e- 2xcosx 
(1) csc 2x cot 2x 
(m) sec 2x tan 2x 

3. Find the derivative of each of the following: 

(a) ~ - ~/(X3 - 3x + 2) 
(b) tan 3x + cot 3x 
(c) sin(x + n/2) + cos x 

(d) ~ - 2 
(e) xO.3eO.4x sin O.5x cos O.6x 
(f) x"ebx tan ex where a, b, and e are constants and a is rational. 

4. Find the indefinite integral of each of the following: 

(a) S sin 3x dx 
(b) S cos 4x dx 
(c) S sec2 5x dx 
(d) S csc2 2x dx 
(e) S sec 2x tan 2x dx 
(f) S csc 3x cot 3x dx 
(g) S e2x dx 
(h) S x2j7 dx5j7 

5. Find the indefinite integral of each of the following: 

(a) S esinx d(sin x) 
(b) J esinx cos x dx 
(c) J cos x d(cos x) 
(d) S sin x d(sin x) 

(e) S sin x cos x dx 
(f) S sin3 x cos x dx 
(g) S tan x d(tan x) 

(h) S tan x sec2 x dx 

263 
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6. Find the indefinite integral of each of the following: 

(a) J (e3x - sin 4x + n2/x4 )dx 

(b) J (sec2 3x - csc24x)dx 
(c) J (sec 2x tan 2x - cos 2x tan 2x)dx 

[Hint: Simplify the second term before tryinf:!; to integrate.] 

(d) J sin 3x/(cos2 3x)dx 
[Hint: Can you convert this to any other functions for which you know the 
integral ?] 

7. Evaluate each of the following: 

(a) Jo!4 tan x sec2 x dx 

(b) J~ e-IX d(.fi) 
(c) Jm cot2 nx dx 

[Hint:csc2 y - cot2 y = 1] 

(d) J~ 1 Jx(x - 1)2dx 

(e) H Jx(x - 1/X)2dx 

Why could we not use the interval [ -1,8] instead of [1,8] here? 

8. Use the Fundamental Theorem to check each of the following to determine 
whether the indefinite integration is correct. If you find an error, correct either 
the integrand or the result of the integration in order to make a correct statement. 

(a) J sin x dx 2 = 2 sin x - 2x cos x + C 

(b) J sin x dx = cos x + C 

(c) J 5ex d(sin 2x) = 2eX(cos 2x + 2 sin 2x) + C 

(d) J xex dx = xex - eX + C 

(e) J (x2 + Wdx = (l/3)(x2 + W + C 

9. (a) Find the equation of the line tangent to f(x) = cos x at x = n/6. 
(b) Find the equation of the line tangent to f(x) = cos x at x = o. 
(c) When is cos x increasing? 
(d) When is cos x decreasing? 

10. (a) Draw the graph of each of the six trigonometric functions. 
(b) Examine the graph of cos x, cot x, and csc x for values of x between 0 and 

nl2 (in the first quadrant) and indicate why these values indicate that the 
derivative of these functions should be negative. 

11. (a) Show by differentiation that tan x and cot x are monotonic functions where­
ever they exist. 

(b) Note the graph of these two functions and verify graphically that the informa­
tion obtained by differentiation is correct. 

12. (a) Find the derivative of f(x) = xe- X • 

(b) Show that f(x) is positive when x is positive and negative when x is negative. 
(c) Note the intervals in which f(x) is increasing and when it is decreasing. 
(d) Use the information of parts (b) and (c) to sketch the graph of y = f(x). 
(e) Show that DxC -xe- x - e- X ) = xe- x• 
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(f) Using the result of part (e) find the area bounded by y = f(x), y = 0 and 
x = 10. 

(g) Show that there would be very little increase in the area of part (f) if 
"x = 10" were replaced by "x = 100." 

13. Repeat Exercise 12 if f(x) = x 2e- x• In part (e) you should show that 

Dx x 2e- x = _(x2 + 2x + 2)e- x • 

14. Differentiate each of the following. Explain your results in each case. 

(a) sin2 x + cos2 x 
(b) sec2 x - tan2 x 
(c) csc2 X - cot2 x 

15. Sketch the graph of y = sec x. Find the volume of revolution obtained by revolv­
ing the area bounded by x = 0, x = nj4, y = sec x and y = 0 about the x-axis. 

16. Find the area bounded by the curve r = csc e and the vectors e = nj6 and 
e = nj2. 

SB17. (a) The population of a given community is given by pet) = P(0)eO.025t where 
pet) is the popUlation of the community t years after its founding. Find the 
rate at which this community is growing. 

(b) How long will it take this community to double its population at this rate of 
growth? 

(c) What is the percentage rate of annual growth of this community? 
(d) What would the formula have been for the population if the rate of annual 

growth had been 3 % ? 

SB18. In 1920 R. Pearl and L. J. Reed published the formula 

197273000 
y = 1 + e 0.0313395t 

in an effort to predict the population of the United States. In this equation t 
represents the number of years since April 1, 1914 and y represents the population 
of the United States. During the period 1790-1920 this formula was never off 
by more than 3.3 % and it has continued to do a good job of predicting, being 
off by no more than 3.8 % through 1950. 

(a) Find the annual rate of growth of the population in 1790, 1860, and 1940. 
(b) Using this formula what would be the maximum population the United 

States would ever attain? 
(c) Find the rate of growth in 1980 using this formula as a predictor. 
(d) What would be the predicted population of the U.S. in 1980 using this formula 

as a predictor? 

SPI9. A bit of information is a single item such as a dot or a dash in Morse code or 
such as a one or a zero in the binary system frequently used with computers 
and with data transmission. It is postulated that the marginal rate of information 
transmitted between a source and a destination with respect to the number of 
bits per second is given by K(x) = Rt- X where Rand t are positive constants 
and x represents the complexity of the system in terms of the number of bits 
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transmitted per second. Since K(x) is a marginal rate, it represents the additional 
information that can be transmitted if the transmission rate is increased from x 
bits per second to (x + 1) bits per second. Iff(x) represents the total amount of 
information that is transmitted per second when the transmission rate is x bits per 
second, find an expression for f(x) as a function of x. In order to do this, you 
might observe that f(O) = 0 and then calculate the increase in total transmission 
with each additional increase in transmission rate. It should be pointed out that 
increasing the speed of transmission creates problems in that it is not unlikely 
that the rate of erroneous transmission would also increase. Hence f(x) should 
not be expected to increase without limit. 

P20. A pebble is dropped in a smooth pond of water. At a certain point in the pond 
the height of the water is observed to follow the function h = 5e-o.o5 '(sin(m/60) 
+ 2 cos(m/60» where t is measured in seconds and h is measured in inches 
from the equilibrium level of the pond. 

(a) How fast is the height ofthe water changing when t = 10 seconds, and is the 
surface rising or falling? 

(b) During what time intervals is the water rising at this point? 

V.3 The Mean Value Theorem and the Differential 

In the last chapter we started with the differential quotient and then went 
to the derivative by taking a limit. Thus, at least in some cases, there is 
certainly a connection between the differential quotient and the derivative. 
We wish to expand upon that relationship in this Section. However, we 
must be careful to observe that certain conditions are required before we 
can establish a useable relation. In Figure V.2 we have indicated the point P 
with coordinates (a, f(a)) or (a, g(a)) and the point Q with coordinates 
(b,f(b)) or (b,g(b)). We have also indicated two curves y = f(x) and y = g(x). 
We note that the slope of the segment PQ is given by DQf(a, b) = DQg(a, b). 
We also note that there is a point (c, f(c)) at which the tangent line appears 
to be parallel to the line PQ. In this case we would then havef'(c) = DQf(a, b). 

y 

y = g(x) 

a c b x 

Figure V.2 
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On the other hand, we observe that there appears to be no similar point for 
the curve y = g(x). Therefore, there seems to be a basic difference between 
the two functions f(x) and g(x). This difference results from the fact that 
f'(x) is continuous over the interval [a, b] while g'(x) is not. This result is 
given explicitly in the following Theorem. 

Theorem 3.1 (The mean value theorem). If f(x) is a function having a con­
tinuous derivative in the interval [q, b], then there is some value, x = c, in 
the interval (a, b) such thatf(b) - f(a) = f'(c)(b - a). 

PROOF. We start with the integral J: f'(x)dx and note that since f'(x) is 
continuous in [a, b] and x is monotonic, there is a value c in (a, b) such that 

f f'(x)dx = f'(c) f dx = f'(c)(b - a). 

We also have 

ff'(X)dX = feb) - f(a) 

since f(x) is a function that has for its derivative f'(x). Hence, we have 

feb) - f(a) = f'(c)(b - a). (V.3.1) D 

This Theorem will turn up in a surprising number of places and in various 
forms. We shall indicate a few such forms in this section. However, before 
we go further we should point out that the Theorem merely guarantees 
that at least one number, c, exists such that feb) - f(a) = f'(c)(b - a), 
and the theorem is only counting those numbers which exist as interior 
points of the interval (a, b). We have given no method for finding any such 
values. In fact, there is no easy way of finding these values. If the computation 
is feasible, we can find a value or values for c by calculating the values f(a) 
and feb) and then solving the equation 

f'(c) = f(b~ = ~(a) = DQf(a, b) (V.3.2) 

for the value or values of c which are in the interval (a, b). Unless f'(c) is 
a rather simple function, there is little chance that a formula exists for the 
solution of (V.3.2) and often it is not necessary to obtain a solution. 

EXAMPLE 3.1. Find the value of c which satisfies the mean value theorem if 
f(x) = x3 + X - 4 and the interval involved is [ -1,2]. 

Solution. Here we wish to find a value of c such that f(2) - f( -1) = 

f'(c)[2 - (-1)].Thisisequivalenttotheequation6 - (-6) = (3c 2 + 1)(3), 
or 12 = 9c2 + 3. Since c2 = 1 in this case, we must have c = + 1 or c = - 1. 
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Only the value + 1 is satisfactory here, for the theorem requires that c be a 
point of the open interval ( -1, 2). The value c = - 1 is a boundary point of 
the interval and not an interior point. 

We should note in (V.3.2), that the average rate of change off (x) over the 
interval [a, b], that is DQf(a, b), is equal to the value ofthe derivative for some 
undetermined point within the interval (a, b). If the diameter (or length) of 
this interval is small, then the value of c is known without a large error. On 
the other hand, if the diameter of (a, b) is large, we may know very little 
about the location of c. 

The mean value theorem is often expressed in the form 

feb) = f(a) + f'(c)(b - a). (V.3.3) 

This expresses the value of feb) in terms of the values of f(a) and f'(c). 
If we have even an approximate value for f'(c), we may be able to obtain a 
suitable approximation for feb). 

EXAMPLE 3.2. Find an approximate value of eO. l . 

Solution. In this case it is apparent that we should let f(x) = eX and let 
b = 0.1. Since we must know the value of f(a) = ea, we should select a 
with some degree of care. We would like to have a fairly close to b and the 
rather obvious choice is a = 0, since we know that eO = 1. We can now fill 
in most of (V.3.3) and write 

eO.! = eO + f'(c)(O.1 - 0) = 1 + eC(O.I). 

We do not know the value of c, but we do know that it must be a value between 
o and 0.1. Since eC does not vary by much in this interval, and since we know 
the value of eO, it is appealing to use c = 0, even though we are sure that it is 
not the correct value. Thus, we would write eO.! == 1 + eO(O.I) = 1 + 0.1 = 
1.1. We have indicated the approximate value here with the dot over the equal 
sign. Since eX is an increasing function and we have chosen to use a value 
for c which is smaller than any possibility for the correct value, we can be 
certain that our approximation is too small. Usually we are more than 
satisfied to have a value that is a fair approximation and would stop here. 
However, if you wished to improve this, you might try again, this time 
replacing c with 0.1 and using the approximation eO. l == 1.1. We would then 
have as a second approximation eO. l == 1 + eO. l(0.1) == 1 + (1.1)(0.1) = 

1.11. We would expect this to be too large, for now we have used in place of c 
a value that is too large. If we were to take the average of 1.1 and 1.11, we 
would have 1.105. This would seem to be more reasonable. In fact, eO. l = 

1.1051709, and we have achieved a very good approximation. 

Usually we will stop with the first value as an approximation, and this 
will be sufficiently accurate. It is rather clear that unless f'(x) is changing 
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rapidly in (a, b) and the value of Ib - al is large, the choice of c will not be 
critical for a useable approximation. 

A special case of the mean value theorem is sometimes given particular 
attention. It will be referred to from time to time, and consequently we will 
present it at this point. 

Corollary 3.1 (Rolle's theorem). If f(a) = feb) = ° and f'(x) is continuous 
throughout the interval [a, b] then there is a value x = c in (a, b) such that 
f'(c) = 0. 

PROOF. Using the mean value theorem, substitutef(a) = feb) = 0, and the 
result follows at once. D 

By a change of variable, we can write the mean value theorem in a slightly 
different manner. Thusf(x + ~x) - f(x) = f'(c) [(x + ~x) - x] = f'(c)~x. 

Since the symbol ~ is used to denote a difference in the values of the quantity 
in question, we could write ~f to indicate the difference f(x + ~x) - f(x). 
This equation would then reduce to 

~f = f'(c)~x. (V.3.4) 

Since ~f represents the change in the value of the function over the interval 
[x, x + ~x] and since ~x represents the change in x over the same interval, 
we note that the average rate of change of the function with respect to x is then 
N/~x = f'(c). This isjust another way of writing DQf(x, x + ~x). The main 
difficulty with all of these results is that we do not know the value of c other 
than the fact that it is in (x, x + ~x). It is tempting to assign to c a known 
value which would give at least a reasonable approximation to the correct 
result in these situations. The rather obvious choice is to replace c with the 
value x, for while ~x can change as we consider intervals of different lengths, 
the point x remains fixed for anyone discussion. If ~x is small, this should 
not cause a large error, or so it would seem. (The actual error created by 
replacing c by x would depend upon f(x), the value of x, and the value of 
~x.) This choice is the same one we made in Example 3.2. 

We now return to (V.3.4) and note that replacing c by x gives us an approxi­
mation ~f == f'(x)~x. The right hand side would probably not give us the 
correct value, but hopefully it would be close. Note that the right hand side 
is a function of two variables, x and ~x. The function f'(x)~x is called the 
differential of f(x) with respect to x, and its value will depend both on x 
and upon the length of the interval involved. Since this is not the value ~f, 
we will use another notation for the differential and write df(x, ~x), df(x), 
or simply df The notation df(x, ~x) would be logically correct, but we tend 
to abbreviate if there is no ambiguity. If we let f(x) be the identity function, 
f(x) = x, we would have df = dx = (l)~x, and it is clear that ~x = dx. 
For purposes of symmetry, we usually write df = f'(x)dx instead of df = 

f'(x)~x. This is summarized in the following definition. 
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y 
y = f(x) 

(x, y)~_---, 
----~ 

dx= Ax 

x 

Figure V.3 

Definition 3.1. If f(x) is a function for which f'(x) exists and is continuous 
on a given interval, the differential of f with respect to x on the interval is 
defined by the relation df(x, dx) = f'(x)dx. Where there is no ambiguity, 
the differential is abbreviated df(x) or df. 

We see by comparing Definition 3.1 with (V.3.4) that the differential is 
an approximation to 11/ (as we had expected it to be). We can picture this, 
as shown in Figure V.3. If we take the interval of length dx = I1x on the 
x-axis, we produce an actual change in f(x) in the amount I1f On the other 
hand, if we think of the rate of change as being a constant and equal to f'(x), 
we would have the change indicated by the tangent to f(x) at the point x. 
The values I1f and df are shown on the graph, and you should inspect them 
carefully to be certain that you understand their relationship to each other. 
Note that smaller values of dx = I1x are apt to produce smaIIer variations 
between df and I1f This, too, would be anticipated from our earlier discussion. 

We can summarize much of our latest discussion by writing 

f(a + I1x) = f(a) + f'(c)[(a + I1x) - a] == f(a) + df(a), (Y.3.5) 

where we have replaced x by a to emphasize that we are talking about a fixed 
point, and we have used df(a) to denote df(a, I1x). This result is frequently 
used for approximations. 

EXAMPLE 3.3. Find an approximate value of J9.i2. 
Solution. Let f(x) = Jx. Then (V.3.5) states that f(9 + 0.12) == 

f(9) + f'(9)(0.12) where we have used a = 9 and I1x = 0.12. Here f'(9)(O.l2) 
is the differential indicated by df(a) in (V.3.5). Since f'(x) = (1/2)x- 1/2, 
f'(9) = (1/2)(1/3) = 1/6. Hence, we have f(9.12) == f(9) + (1/6)(0.12) = 
3 + 0.02 = 3.02. We can check this by noting that 3.022 = 9.1204. This 
seems to be a very good approximation. (More accurately J9.i2 = 3.01993 
and therefore our approximation is excellent in this case.) 

At this time it is well to pause long enough to recaII that we have seen 
this same notation before, and there was an indication that an explanation 
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would follow in due course. Due course has now arrived for this particular 
topic. The notation for the integral includes dg(x) or dx. In the RS sums we 
had [g(Xk) - g(Xk-l)], but if we let Llxk = Xk - Xk-l, we note by the mean 
value theorem that [g(Xk) - g(Xk-l)] = g'(c)Llxk' In what might be termed 
the limiting situation that produces the lub or the glb, as the case may be, 
we would then be able to approximate this difference rather accurately 
with the differential, since the interval would be small. The error in using 
g'(Xk) instead of g'(c) would be small. Thus, we can replace dg(x) with 
g'(x)dx = dg(x, dx). Note that this agrees with the result we obtained 
in the fundamental Theorem when we obtained the derivative ofthe integral. 
There we had the fact that the differential, given by the product of the 
derivative and dx, was g'(x)dx. This is exactly dg(x, dx). 

We observe another result of the notation that we have developed. It is 
possible to write not only Llf /Llx = f'(c), but it is also possible to write 
df /dx = f'(x), since, by definition, we know that df(x) = f'(x)dx. This 
means that the derivative can be thought of as the quotient of two differentials. 
Note that it would not have been possible to obtain the differential of f(x) 
without first obtaining the derivative, and consequently this does not provide 
an alternate means of obtaining derivatives. It does provide an alternate 
notation. There are many times when such a notation is useful. We will 
find this particularly true in Chapter XI. In case of doubt, we need only 
replace df by its value, and we will have dfldx = f'(x)dx/dx = f'(x). 

You should make use of this result where it is helpful, but be very cautious 
concerning the use thereof. While it happens that the first derivative (that 
is the result of a single differentiation of f(x» is the quotient of differentials, 
if we were to differentiate the derivative we would find no simple counterpart 
for this result which would relate to the differentials of f(x). Since we have 
occasion to differentiate derivatives in the next Section, this is something 
to keep in mind. 

Before leaving the subject of the mean value theorem, we should state 
and prove the extended mean value theorem. 

Theorem 3.2 (The extended mean value theorem). If f(x) and g(x) are 
functions possessing continuous derivatives, and if g'(x) is not zero in the interval 
[a, b], then there exists a number c in (a, b) such that (f(b) - f(a»/(g(b) - g(a» 
= f'(c)/g'(c). 

PROOF. Since g'(x) is continuous over the interval [a, b] and since g'(x) = 0 
for no value in [a, b], then g(b) - g(a) i= 0 in [a, b]. This follows, since there 
must be some number, c l , in (a, b) such that g(b) - g(a) = g'(cl)(b - a), 
but the right hand side of this equation is not zero. Furthermore, since 
g'(x) is continuous and is never zero, it follows that g(x) must be monotonic 
throughout the interval. Therefore, it is appropriate to use the mean value 
theorem for integrals and obtain 

ib f'(x) f'(c) 
a g'(x) dg(x) = g'(c) [g(b) - g(a)] 
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for some value of c in (a, b). But since dg(x) = g'(x)dx we have 

Jb f'(x) Jb f'(x) Jb 
a g'(x) dg(x) = a g'(x) g'(x)dx = a f'(x)dx = feb) - f(a). 

Now equating these two values of the integral with which we started, we see 
that [f'(c)/g'(c)] [g(b) - g(a)] = feb) - f(a) or (f(b) - f(a»/(g(b) - g(a» 
= f'(c)/g'(c) as required. Note that we have no difficulty with zero denomi­
nators by the hypothesis that g'(x) i= 0 throughout the interval. 0 

You will note in this extended mean value theorem if g(x) is the identity 
function, we not only fulfill all of the hypotheses but we also have precisely 
the Theorem of the mean. This is the reason for the introduction of the 
adjective extended in this case. 

We should include one application of the differential which is very useful 
in problems requiring a knowledge of the length of a curve or the area of a 
surface of revolution. 

EXAMPLE 3.4. Find the length of the curve y = x 3/2 from x = 1 to x = 9. 

Solution. We have drawn a sketch of the curve in Figure V.4 and have 
noted an interval of the curve with an approximation of the length of the 
portion of the curve. This portion is enlarged in Figure V.5. Note that the 
length of this portion is approximately given by the length of the line segment 
joining the points (Xk-l, Yk-l) and (Xk, Yk). If we denote the x and Y increments 
by Llx and Lly respectively, we see that this line segment is of length 
[(LlX)2 + (Lly)2J1/2. Using the right triangle in Figure V.5 we see that 
J(LlX)2 + (Lly)2 = Llx sec e where e is the angle formed by the segment with 

)' 

Figure V.4 
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~Y 

(Xk-l,Yk-l) ~ 

Figure V.5 

the horizontal as indicated. We do not have a convenient method for 
obtaining the secant of this angle, but we can obtain the tangent, since the 
tangent is the sfope, and we can relate the secant and tangent with an identity. 
Therefore, we would have J(AX)2 + (Ay)2 = Ax sec 8 = Ax(tan2 8 + 1)1/2. 
The tangent is the slope of the line segment, but in view ofthe fact that f(x) = 

X 3/2 has a continuous derivative over the interval [1, 9] we also know that 
there is some value of x between Xk-1 and Xk for which f'(x) = tan 8. This 
follows, of course, from the mean value theorem. Therefore, we can write 
J(AX)2 + (Ay)2 = Ax[(f'(tk»2 + 1r/2 using tk as an evaluation point. 
We are now ready to go back and add up all of the short segments. We 
thus obtain the RS sum 

n 

I [(f'(tk»2 + 1]1/2Axk' 
k=1 

From this sum we obtain the integral H [(f'(X»2 + 1]1/2 dx. In our case we 
havef(x) = X3 /2 and hencef'(x) = 3X1/2j2. Therefore, the integral becomes 

~ + 1 dx = - x + - dx = - yl/2 dy 5,9 (9X )1/2 3 J9 ( 4)1/2 3 fJ8579 
14 21 9 2jI379 

= ~ (~)y3/21J8579 = (85)3/2 _ (13)3/2 
23 jI3f9 9 9 

_ 85J85 - 13Ji3 _ 2 8 
- 27 - 7.28 5. 

This example uses a great deal of the theory we have developed, and it is 
well worth taking a close look at all of the work that is involved, including 
the use of the mean value theorem, the development of the RS sum, the 
development of the integral, and the method by which the integral was 
evaluated. It is customary to represent the length of arc by the letter sand 
we can then write As = ((AX)2 + (Ay)2)1/2 or in differentials we can express 
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this as ds = (dx2 + dy2)1/2 with very little error. Any error in this last 
statement would disappear in effect as we proceed from the RS sum to the 
integral. 

We will now examine the problem of determining the surface area created 
by revolving a curve about the axis. 

EXAMPLE 3.5. Find the surface area created by revolving that portion of the 
curve y = x3 between x = 1 and x = 3 about the x-axis. 

Solution. This curve and the surface created are sketched in Figure Y.6. 
Again we have partitioned the x-axis and shown the result of revolving that 
portion of the curve between (Xk- b Yk-l) and (Xb Yk) about the x-axis. We 
can use our work of Example 3.4 concerning arc length here, for we see that 
we essentially have the length of arc /),.S revolved to form the surface of a 
truncated cone. The radius of the conical surface varies from Yk _ 1 to Yk. 
If we use some radius rk selected from this range, we have an approximate 
surface area 2nrk(/),.s) for the surface of this particular section of the total 

y 

\ 
\ 
\ 
\ 
\ 
\ 
\ 

Figure V.6 

x 
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surface we seek. We can add these portions up in an RS sum and obtain 
n n 

Approximate surface = I 2nrk(ils) ='= 2n I rk[(f'(tk»2 + 1r/2ilx. 
k=1 k=1 

With continued refinement this yields the integral 

S = 2n ff(X) [(f'(x)? + 1]1/2 dx, 

where we have replaced rk> actually some value of y = f(x) in the interval 
[Xk-1, Xk], by the value f(x) which it must approach as the subintervals of 
the partition become smaller and smaller. In our case we have f(x) = x3 

and hence f'(x) = 3x2 • Thus, we wish to evaluate 

f3 f3 ( 1)1/2 
S = 2n 1 x 3(9x4 + 1)1/2 dx = 6n 1 X4 + "9 x 3 dx 

= - X4 + - dx4 6n f3 ( 1)1/2 
4 1 9 

3n f730/ 9 
= - yl/2 dy 

2 10/9 

= __ y3/2 3n (2) 1730/9 
2 3 10/9 

= 730J736n - lOJiOn 
27 

= 729.33n. 

This example also involves a lot of careful thought. Note the value of 
thinking of RS sums, for that allows us to think of the small sections, and 
thus determine results on a relatively simple scale. If we add these we get 
the RS sum. Successive refinements of the RS sum will bring us to the integral. 

EXAMPLE 3.6. Find the length of arc of r = 1 + cos 8. 

Solution. We have sketched this curve in Figure V.7. However, we can 
handle part of this problem without the use of the figure. It is always good 
practice to have such a sketch, for it enables one to verify that the result 
obtained is reasonably close to the correct result. 

In this instance we know that the arc length of a curve can be obtained 
by evaluating the integral 
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A 

Figure V.7 

with appropriate limits of integration. We also know that ds is given by the 
relation ds = (dx2 + dy2)1/2. We have made use in the past of the relations 
x = r cos 0 and y = r sin 0 as the relations between the polar coordinates 
and the rectangular coordinates. Consequently, it would seem only necessary 
that we use these relations to obtain dx and dy. Since r is a function of 0, 
it is clear that for points on the cardioid of this problem x and yare also 
functions of 0, and the differentiation necessary to obtain the differentials 
dx and dy should then be carried out with respect to O. Also, we note that 
both x and yare products, and it will be necessary to use the product formula 
for differentiation. Consequently, we will have 

dx = [Do(r cos O)]dO = [r' cos 0 - r sin O]dO and 

dy = [Dir sin O)]dO = [r' sin 0 + r cos O]dO. 

Upon substituting these expressions in the expression for ds, we obtain 

ds = [(r')2(cos2 0 + sin2 0) + r2(sin2 0 + cos2 0)]1/2 dO 

= [(r')2 + r2] 1/2 dO. 

You should verify the algebra, for the cross product terms of dx2 and dy2 
will negate each other. Upon using this expression for ds in the integral for 
arc length, we obtain 

In the particular case r = 1 + cos 0, we have r' = ( - sin 0) and therefore we 
have 

= f" (sin2 0 + cos2 0 + 1 + 2 cos 0)1/2 dO 
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If we remember that cos(e/2) = J(1 + cos e)/2, we realize that we can use 
this relation in the integral and thus obtain 

I" e e \" n - n s = _} cos 2. de = 4 sin 2. _" = 4 sin "2 - 4 sin 2 

= 4 - (-4) = 8., 

We have used the interval [ -n, n] here in order that we would have that 
interval for which cos(e/2) is positive throughout the interval. Otherwise we 
would have had one portion of the integrand canceling another portion. 
This is something that must be watched carefully in the case of polar co­
ordinates. 

You should observe the manner in which differentials have been helpful 
in the development of Example 3.6. We were careful to ascertain that the 
expressions involved were actually functions ofthe single variable e, but from 
this point on we could use the differentials and thus eliminate the necessity 
for a separate development in polar coordinates. 

EXERCISES 

1. Find the value of c which satisfies the requirements of the mean value theorem in 
each of the following cases: 

(a) f(x) = x2 - 4x + 3 for the interval [2, 5]. 
(b) f(x) = 4x - 5 for the interval [-2,3]. 
(c) f(x) = x3 - 3x2 + 4x - 6 for the interval [ -1,5]. 
(d) f(x) = x3 - 6x2 + llx - 6 for the interval [ - 2,0]. 
(e) f(x) = x3 - 6x2 + llx - 6 for the interval [0,6]. 

2. Find the differential of each of the following functions: 

(a) e3x - sin 2x 
(b) tan 2x - x 2e- x 

(c) e- x / 2(sin 2x - cos 2x) 
(d) X-I 

(e) (X 3/2 - sin x) 
(f) X 3/2 sin x 
(g) sec 4x - esc 2x 
(h) 5x- 3 - 2X- 3/4 

3. Use differentials to find an approximation for each of the following: 

(a) )15.95 
(b) 1/0.98 
(c) sin 31 ° [Remember that you are in the habit of using differentiation formulas 

which are valid for radian measure only.] 
(d) e- O. 15 

(e) cos 32° 



278 V The Interrelation of Integration and Differentiation 

(f) (7.93)2/3 
(g) The volume of a sphere of radius 9.87. 
(h) tan 47° 
(i) cot 47° 

4. It would seem reasonable that a value of c which is the average of a and b would 
be close to the correct value of c to satisfy the mean value theorem. Test this 
hypothesis in the following cases. 

(a) f(x) = x 2 , a = n, b = n + 1 for n = 2,5,10, and 50 
(b) f(x) = x 2 , a = n, b = n + 1 for a general value of n 
(c) f(x) = x 3, a = 4, b = 6 
(d) f(x) = x 3, a = n, b = n + 1 

5. (a) Find the differential of the area of a square whose sides are of length x. 
(b) Sketch the square and indicate an increment ~x in the length of each side. 
(c) Compare the value of the differential with the actual increase in area of the 

square geometrically. 

6. (a) Find the differential of the area of a circle of radius r. 
(b) Sketch the circle and another circle with radius r + ~r. 
(c) Compare geometrically the differential with the increase in area shown in 

your sketch. 

7. (a) Find the differential of the volume of a sphere of radius r. 
(b) Sketch the sphere of radius r and indicate the sphere obtained by increasing 

the radius by an amount ~r. 
(c) Compare the differential of part (a) with the actual increase in volume in­

dicated in the sketch of part (b). 

8. (a) Find the differential of the volume of a cube whose side is of length x. 
(b) Sketch the cube and indicate a cube whose side is oflength x + ~x. 
(c) Compare the differential and the increment in the volume of the cube. 

9. In the extended mean value theorem let f(x) = sin x and g(x) = x. If a = 0 
and we let b approach zero, will this give insight into the limit limb_o (sin bib)? 
If so, what insight will it give? You should note that we should not use this reason­
ing to obtain a value for this limit. since we used this limit in obtaining the deriva­
tive of sin x. However, this might be a convenient way of reminding us of the 
value of this limit. 

10. Find the length of the curve y = 2X 3/2 from x = 1 to x = 4. 

11. Use the method of Example 3.4 to find the length of the curve y = 2x - 3 from 
x = -2 to x = 3. 

12. Find the length of the catenary y = cosh x from x = 0 to x = 3. 

13. (a) Sketch the curve for which all points have coordinates (3 cos e, 3 sin e) with 
e taking on all values from e = 0 to e = 2n. 

(b) Given that x = 3 cos e and y = 3 sin e, show that dx = -3 sin e de and dy 
= 3 cos e de. 

(c) Using the results of part (b), determine ds, the differential of arc length. 
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(d) Set up the integral for the arc length of the curve sketched in part (a) using 
the results of part (c). 

(e) Find the length of this curve and check it against the result you would expect 
from geometry. 

14. Find the surface area generated by revolving that portion of y = 2x3 from x = 0 
x = 2 about the x-axis. 

15. Find the surface area generated by revolving the curve of Exercise 13 about the 
x-axis. 

16. (a) If A is the area of a circle and C is the circumference of the circle, show that 
dA = C dr where r is the radius of the circle. 

(b) If V is the volume of a sphere and S is the surface of the sphere, show that 
dV = S dr where r is the radius of the sphere. 

(c) Give a geometric explanation of the results of parts (a) and (b). 

17. Find the length of the curve r = 2 sin e in polar coordinates using the method of 
Example 3.6. 

18. Find the length of the curve r = 2 - 2 cos e. 
19. Find the length of that portion of the curve r = sec e which is between e = 0 

and e = n/4. 

S20. Show that the definition of marginal given in Chapter II and in many books on 
economics is equivalent to the differential with dn = 1. 

B21. Given that the excitation of the retina of the eye at a point r centimeters from the 
center of the retina is given by the formula CCr) = r-k, find the approximate 
decrease in excitation which would be observed in going from a point 1 mm from 
the center of the retina to a point 1.1 mm away from the center of the retina. 
Assume that k is rational and between 1 and 2. 

P22. Specifications called for a flywheel with a uniform mass of 2 pounds per square 
foot of cross section of the wheel and a radius of 4 feet. The wheel that was delivered 
had the correct density, but had a radius of 4.1 feet. Find the approximate dif­
ference in moment of inertia from the specification. If a variance of 1 % is permis­
sible would you accept the wheel that was delivered? Why? 

V.4 Extreme Values 

It is customary, or so it seems, for people to want to find extreme values. 
For instance, we would like to find the conditions for making the greatest 
profit, for obtaining the greatest amount of pleasure, or perhaps we are 
interested in finding a method of manufacturing that will create the least 
amount of pollution. While we will not address ourselves to the larger 
problems mentioned in the preceding sentence, we will concern ourselves 
in this section with the problem of finding extreme values of a certain smaller 
class of functions, namely those functions which have continuous derivatives 
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over the domain in which we are interested. As a consequence of our basic 
results, we will find that we can assist in the determination of extreme points 
by considering the possibility of differentiating derivatives. 

Before we start our discussion we should give a definition of what we mean 
by extreme values. 

Definition 4.1. A value f(X) is said to be a relative maximum value of f(x) 
on the interval [a, b] provided there is some neighborhood D of X such that 
f(X) 2: f(x) for all x in the intersection of D and [a, b]. The value f(X) 
is said to be an absolute maximum value of f(x) on [a, b] if f(X) 2: f(x) for all 
x in [a, b]. A maximum value is any value which is either a relative maximum 
value or an absolute maximum value. A similar definition holds for relative 
minimum value, absolute minimum value, and minimum value. 

Definition 4.2. A valuef(X) is said to be an extreme value of f(x) on the interval 
[a, b] if it is either a maximum value or a minimum value. 

These definitions make specific reference to a closed interval, but they would 
apply equally well to any domain of a function f(x) whether it be closed, 
open, or perhaps the entire number line. 

In attempting to find the extreme values of a function on a closed interval, 
we must consider three cases. If we examine the left hand end point x = a 
we have no values of x to consider which are less than a. If we examine the 
right hand end point x = b we have no values of x to consider which are 
greater than b. Finally, if we consider any other point of the closed interval 
we have points to the right and to the left of the point under consideration. 
We shall take these cases in turn. 

Case 1. In order to determine whether x = a is an extreme point we would 
do well to first consider f'+(x) in the vicinity of x = a. Note that we have 
taken the right hand derivative, and hence have used no points outside 
[a, b] in obtaining the derivative. If f'+(a) exists and is positive, we know 
that the differential quotient DQf(a, x) > 0 for all x in some interval [a, x) 
with x > a. Since x > a, we know that (x - a) > 0, and consequently 
DQf(a, x) = (f(x) - f(a))/(x - a) 2: 0 implies f(x) 2: f(a) for all values 
of x in this small interval. Therefore, f(a) must be a minimum value on the 
interval [a, b] by definition. This can be seen easily by examining the sketch 
in Figure V.8. In view of the fact that we are ignoring all points to the left of 
x = a we have the point (a, f(a)) as a minimum point provided the slope 
at this point is positive. Frequently a sketch of this simple variety will be of 
assistance in remembering the interpretation of the right hand derivatives as it 
relates to the possibility of an extreme value at the left hand end point of a 
closed interval. 

In similar fashion we could show that if f'+(a) < 0 we would have a 
maximum value f(a). Since the denominator of the differential quotient 



V.4 Extreme Values 281 

y 

a b x 

Figure V.8 

must be posltIve the numerator must be negative. Therefore we have 
f(x) ~ f(a) and we have satisfied the definition for a relative maximum 
value. If 1'+ (a) fails to exist or if it is zero the discussion above does not hold. 
In this instance it would be necessary to make an individual examination 
for each case. 

Case 2. We can consider the point (b, f(b» at the right hand end of the 
interval in a manner similar to that used in Case 1. In this case we would 
need to use the left hand derivative, and in the differential quotient we have 
(x - b) < 0 for all permissible values of x. Therefore, if f'_(b) is positive we 
have a maximum point and if f'_(b) is negative we have a minimum point. 
It is again possible to draw a sketch similar to that of Figure V.8 to demon­
strate that these results are reasonable. In a manner similar to that of Case 1 
we observe that we will have to investigate each case individually if the left 
hand derivative is zero or fails to exist at x = b. 

Case 3. We now consider the interior points of the interval [a, b]. Let 
x = c be an interior point ofthis interval. If f'(x) is continuous in the vicinity 
ofx = c and iff' (c) > 0, then there is a neighborhood of c such thatf'(x) > 0 
for all x in this neighborhood. If x is in this neighborhood, we then have 
f(x) - f(c) = f'(d)(x - c) for some value d between x and c, and hence 
in the neighborhood. Therefore f(x) < f(c) if x < c and f(x) > f(c) if 
x > c. Since we have values of x which are smaller than c and some which 
are larger than c in this neighborhood, we see that there are values of x 
in the neighborhood for whichf(x) < f(c) and values for whichf(x) > f(c). 
As a result f(c) cannot be an extreme value. A similar argument would show 
that f(c) is not an extreme value if f'(c) < 0 and f'(x) is continuous in a 
neighborhood of x = c. Therefore the only possible interior extreme points 
occur when f'(x) is not continuous (which would include places where it 
does not exist) or when f'(x) = O. We can treat these two cases in similar 
fashion. If (c, f(c» is a point for which either f'(c) = 0 or else f'(c) fails to 
exist but f(c) exists, consider a neighborhood D of c in which f'(x) exists 
and is continuous except perhaps at x = c, and such that f'(x) =I- 0 if x 
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is in D but x =1= c. We have four possibilities. We will assume that x is in D 
throughout each of the following. 

(i) f'(x) > Oifx < candf'(x) < Oifx > c. Using the mean value theorem 
we have f(x) - f(c) = f'(d)(x - c) for a value d between x and c. 
If x < c then f'(d) is positive and the right side of the expression for the 
mean value theorem is negative and we have f(x) < f(c). On the other 
hand if x > c then f'(d) is negative and the right side of this expression 
is still negative. Hence, we have shown that f(c) > f(x) for any x in D, 
and consequently (c, f(c)) is a maximum point. 

(ii) f'(x) > 0 if x < c and f'(x) > 0 if x > c. In this case we observe that 
f'(d) in our expression of the mean value theorem is always positive, 
and therefore we have a case similar to the case in which f'(x) is positive 
throughout D. As we saw before, this does not yield an extreme value. 

(iii) f'(x) < 0 if x < c and f'(x) < 0 if x > c. This is similar to (ii) with the 
signs reversed and again fails to yield an extreme value. 

(iv) f'(x) < 0 if x < c and x is in D and f'(x) > 0 if x > c and x is in D. 
This case resembles (i) with the signs reversed, and we can use an 
argument modeled after that of (i). This argument will show us that in 
this case we have a minimum value. 

You will probably want to read the development of these three cases including 
the subcases of Case 3 more than once. It would help at this point to give an 
example. 

EXAMPLE 4.1. Find the extreme points of f(x) = x3 - 3x2 - 9x + 7 in the 
interval [ - 2, 8]. 

Solution. It is apparent that we already have two candidates for extreme 
points, namely the points for which x = - 2 and x = 8, since we always have 
to consider the end points of a closed interval if a closed interval is specified. 
We can look for further candidates for the honor of being extreme points by 
examining the derivative f'(x) = 3x2 - 6x - 9. The derivative is a poly­
nomial and we see that there are no points of discontinuity of the derivative 
in the interval [ - 2, 8]. Hence we obtain no additional candidates (usually 
called critical points) through having points of discontinuity. Any additional 
critical points must then appear as zeros of f'(x). We obtain these by con­
sidering 

3x2 - 6x - 9 = 3(x2 - 2x - 3) = 3(x· + l)(x - 3) = O. 

It is apparent that the two additional critical points occur when x = - 1 
and x = + 3. (If we had not been able to factor this quadratic, we could have 
used the quadratic formula or completing the square. Do not count on having 
all derivatives factor this nicely.) We now have a list of four critical points, 
and we can handle them as indicated. 
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x = - 2, 1'( - 2) = + 15. By Case 1 this is a minimum point ( - 2, + 5). 
x = -1, the derivative is positive to the left of -1 and negative to the right. 

Therefore this is a maximum point ( - 1, + 12) by (i). 
x = + 3, the derivative is negative to the left of this point and positive to the 

right. Therefore this is a minimum point (3, - 20) by (iv). 
x = 8,1'(8) = 135. By Case 2 this is a maximum point (8, 255). 

You will note that we are able to handle each situation with the detailed 
analysis that we carried through. However, it is difficult to keep every case 
in mind, and therefore an easier way of remembering all of these details is 
recommended. We can assist with a sketch as shown in Figure V.9. Note 
that we have indicated the critical values, - 2, -1, + 3, and + 8 in the same 
order in which we would find them on the number line. We have next 
indicated the sign of the derivative in the intervals between successive 
critical points. Using these signs we have sketched in lines with the appro­
priate slopes. The status of the interior points is obvious. The status of the 
end points of the interval is also easily ascertained by remembering that we 
are not going to consider any values of x to the left of x = - 2 nor any values 
of x to the right of x = 8. If you check carefully, you will see that we have 
considered the various cases of our earlier discussion, and each one is in 
agreement with a corresponding portion of a sketch similar to that shown in 
Figure V.9. In determining the signs of the derivative in the various intervals 
one can observe the fact that the factor (x + 1) of f'(x) is positive to the right 
of x = - 1 and negative to the left and (x - 3) is positive to the right of 
x = 3 and negative to the left. Therefore if we are left of x = - 1 both factors 
are negative and the product must be positive. If we are between x = -1 
and x = 3 one factor is positive and the other negative, thus giving a neg­
ative derivative. If we are to the right of x = 3, both factors are positive 
and hence the derivative is positive. On the other hand since f'(x) is 
continuous in this case we can note that a continuous function changes sign 
only at the points where the function is zero. Hence between the zeros off'(x), 
or between the critical points here, the function must be of one sign and we 
only need to try such values as x = - 2, x = 0, and x = 4 to determine the 
signs in the intervals in which we are interested. 

x 

f'(x) 

Figure V.9 
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An examination of the values that we have obtained for minima and 
maxima shows that the absolute minimum ofthis interval is - 20 when x = 3, 
and hence ( - 2, 5) is a relative minimum. In similar manner we have (8,255) 
as the absolute maximum point and ( - 1, 12) is a relative maximum. If the 
interval for consideration had been [ -2,3] the point (-1, 12) would have 
been an absolute maximum. Also note that if we had considered the interval 
[ - 2, 3] the derivative at the right hand end point would be zero, and it 
would be necessary to examine the interval immediately to the left of x = 3 
in order to determine that (3, - 2) is a minimum point. It is necessary to 
check each critical point to determine its nature. This is clearly demonstrated 
in the following Example. 

EXAMPLE 4.2. Find the extreme points of f(x) = tan x-x. 

Solution. In this case we have no end points, and we only need to consider 
the situation which holds in Case 3. We note that f'(x) = sec2 x - 1, and 
this is continuous except at points where x is an odd multiple of (nI2) where 
neither tan x nor f'(x) are defined. Since f(x) is not defined we could hardly 
consider these values (which do not exist) as extreme values. Since these 
points are to be excluded, we need only consider the points where f'(x) = 0, 
and these points occur at all of the integral multiples of n. The question which 
now needs an answer involves the nature of these points which can be written 
as (me) with the understanding that n can be any integer. However, a little 
thought will tell us that sec2 x is never smaller than one, and consequently 
f'(x) = sec2 x - 1 is never negative. Thus, if f'(x) is not zero, it must be 
positive. We can sketch this in a manner similar to that used in Example 4.1, 
and we will have Figure V.10. We have indicated the breaks that occur at 
the odd multiples of (nI2). It is apparent that this function has no extreme 
points, but rather points where the function stops momentarily in its other­
wise always increasing movement. 

EXAMPLE 4.3. Find the extreme points of f(x) = x3 - 12x in the interval 
[-1,2]. 

Solution. Here we again have end points, and we know at once that x = - 1 
and x = 2 will give critical points. If we differentiate we have f'(x) = 
3x2 - 12 = 3(x + 2)(x - 2). This is certainly continuous and it is zero 
when x = - 2 and when x = + 2. We note that x = - 2 is not in the interval 

x -1t o +1t 
----------- -___ JJ~ _______ 0_ o 0 
___ n~ ___ :!__ 0 + 0 + 0 + ------- --------

Direction of slope 

Figure V.lO 
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-2 x 

Figure V.11 

in which we are interested here, and x = + 2 is already a critical point. If we 
examine f'(x), we see that (x + 2) is positive throughout this interval, and 
(x - 2) is always negative in this interval except for the point where x = 2. 
In this latter case (x - 2) = O. Therefore in this interval we have f'(x) 
is either negative or zero. The actual graph is shown in Figure V.11. From 
this we see that the point (-1, 11) is a maximum point, as we could have 
foretold using the discussion of Case 1. We also see that (2, -16) is a minimum 
point despite the fact that we have f'(x) = 0 at an end point of the interval. 
The fact that f'(x) is negative in the vicinity of the end point is sufficient, 
for the function can only decrease as it moves toward the right or increase 
as it moves toward the left in the interval immediately to the left of x = 2. 

It should be apparent by this time that we must consider each request for 
extreme points as an individual problem with an analysis for the particular 
problem at hand. It is true that we have been able to set up some general 
rules, but they cannot be applied without some care. It is also true that a little 
thought in the form of a sketch similar to those of Figures V.9 and Y.10 
can be helpful. 

Our consideration of the character of the interior critical points can be 
somewhat simplified under certain conditions. If x = c gives a critical point 
(c, f(c» which is interior to the interval under consideration, we observe that 
this is a maximum point if and only if f'(x) is positive immediately to the left 
of x = c and negative immediately to the right. Thus, we have a maximum 
point only if f'(x) is decreasing from a positive value through zero to a 
negative value as x increases through the value x = c. Therefore, the rate 
of change of f'(x) must be negative if we are to have a maximum point. This 
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suggests looking at the derivative of f'(x). If Dxf'(x) exists in the neighbor­
hood of c, it must be negative if we have maximum point at x = c. In similar 
manner if Dxf'(x) is positive in a neighborhood of x = c we see thatf'(x) 
is an increasing function. Consequently if f'(c) = 0 we must have f'(x) 
negative to the left of x = c and positive to the right. These are precisely the 
conditions required for a minimum point. This appears to give us a very 
simple test for extreme values, for if we have an interior point and the deriva­
tive of the derivative is negative when the derivative is zero, we have a maxi­
mum value, and if the derivative ofthe derivative is positive when the deriva­
tive is zero, we have a minimum point. We can test this by observing that 
Dxf'(x) in Example 4.1 is given by 6x - 6. For x = -1 this is negative and 
we have a maximum value while for x = 3 this is positive and we have a 
minimum value. It works! We could not use it on the end points of the 
interval, but those didn't require as much work anyway. In Example 4.2 
we observe that Dxf'(x) = 2 secz x tan x (making use of the product rule 
for differentiation), and this is zero for all integral multiples of n. This is 
neither positive nor negative, but then we had no extreme points, so this 
does not appear to be a contradiction. In point of fact we should do further 
checking if this derivative of a derivative is zero, for this apparent lack of 
information is just that-lack of information. In this instance we would go 
back to the consideration we had earlier and look at the sign of the derivative 
on each side of the critical point. In Example 4.3 we had no interior critical 
points so this discussion would not apply. 

This derivative of a derivative is called a second derivative and is usually 
denoted by D~f(x) or rex). The second derivative counterpart for 

d(df ) 
df dx dZf 
dx = f'(x) would be rex) = ~ = dxz· 

Note that the last expression is not capable of simple interpretation in terms 
of dx and df(x, dx». It is not difficult to see how one could obtain still more 
derivatives, and so indicate by larger exponents of D or by more primes on 
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the f In the case of the n-th derivatives, the notation would be specifically 

D~f(x), 
d"f 

f(")(x) or --. 
dx" 

EXAMPLE 4.4. Find the first five derivatives of f(x) = x7 + 3x3 - e- 2x. 

Solution. 

Dxf(x) = f'(x) = ix = 7x6 + 9x2 + 2e- 2x. 

d2f 
D~f(x) = f"(x) = dx2 = 42x 5 + 18x - 4e- 2x. 

D~f(x) = f'''(x) = ~~ = 210x4 + 18 + 8e- 2x. 

D;f(x) = fiv(X) = ~~ = 840X3 - 16e- 2x. 

d5f 
D~f(x) = rex) = dx 5 = 2520X2 + 32e- 2x. 

Note the use of various notations for the derivative. In the notation P")(x) 
either the Roman numerals are used, usually not enclosed in parentheses, 
or Arabic numerals are used enclosed in parentheses to denote the fact 
that these are not powers of a function. 

We will now take another look at the second derivative to obtain a 
geometric interpretation. If f"(x) > 0, this means that the first derivative is 
increasing, and we have the geometric situation in which the slope is in­
creasing, as illustrated in Figure V.12(a). In this situation we say that the 
curve is concave upward. On the other hand if f"(x) < 0, then the slope is 
decreasing, and we have the situation shown in Figure V.12(b), in which 
case the curve is said to be concave downward. The concavity indicates the 
way the slope is changing. Note that a critical point will be a minimum if the 
curve is concave upward at the critical point, while it will be a maximum if 
the curve is concave downward at the critical point. If f"(x) = 0, the curve 
might be concave upward or downward, provided the second derivative 
is either positive on both sides of the point at which f"(x) = 0, or is negative 
on both sides respectively. On the other hand, it is perfectly possible that 
the second derivative changes from positive to negative or from negative to 
positive at the point where f"(x) = 0. Such a point is called a point of 
inflection, and geometrically it is a point at which the function changes its 
direction of concavity as in Figure V.12( c). One can test a value which makes 
f"(x) = ° by noting whether the second derivative changes sign as x passes 
through the point, is positive on both sides, or is negative on both sides. A 
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consideration similar to that used in showing that the second derivative 
will check the performance of the first derivative would show that the third 
derivative could be used in many cases to check the performance of the 
second derivative. There is no common geometric interpretation of the third 
derivative so we will stop the discussion at this point. 

EXAMPLE 4.5. Find the extreme points, points of inflection, and intervals in 
which the curve is concave upward and the intervals of downward concavity 
for f(x) = 3x5 + lOx3 - 45x + 7. Sketch the graph. 

Solution. f'(x) = 15x4 + 30x2 - 45 = 15(x2 + 3)(x2 - 1). This is zero 
at x = + 1 and x = -1 and at no other real points. We have f"(x) = 
60x3 + 60x = 60x(x2 + 1). This is positive when x> 0 and negative when 
x < O. In particularf"( + 1) = 120> 0 andf"( -1) = -120 < O. Hence the 
point (1, - 25) is a relative minimum of f(x) and the point ( -1, + 39) is a 
relative maximum. Also f"(x) = 0 only if x = 0, and the second derivative 
changes sign at x = O. Hence (0, 7) is a point of inflection. The graph is 
concave upward when x > 0 since f"(x) is positive for x > O. Similarly the 
curve is concave downward when x < O. The slope is negative in the interval 
( -1, 1) and positive elsewhere. All of this information is indicated in the 
graph of Figure V.13. Now that we have the information concerning slope, 
points of inflection, and extreme values it is relatively easy to sketch the 
graph. It would be well to utilize such information in sketching curves in the 
future. 

x 

Figure V.13 
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We can emphasize many of the things we have discussed in this section 
with one more example. 

EXAMPLE 4.6. Find the extreme points of the functions X 3 , X4, and x 5• 

Solution. If f(x) = x 3 , then f'(x) = 3x2 and 1"(x) = 6x. The only critical 
point occurs when x = 0, and here we have f"(O) = 0. Consequently we 
obtain no information concerning the nature of the critical point (0,0) from 
the second derivative. However, we observe that f'(x) can never be negative, 
and consequently the slope is positive both to the right and left of the critical 
point. Hence, we do not have an extreme value. On the other hand f"(x) 
does change sign as x goes from negative to positive, and therefore we 
change the direction of concavity. Thus (0, 0) is a point of inflection. Since 
f"'(x) = 6, we have f"'(O) = 6 and therefore the second derivative has to 
be increasing at zero. Sincef"(O) = 0, the increasing nature of this derivative 
must mean that it started out as negative and increased to become positive, 
again indicating a point of inflection. 

If f(x) = X4, then f'(x) = 4x3 and 1"(x) = 12x2• Again we have (0, 0) 
as the only critical point, and again we have no information coming from 
the second derivative test since 1"(0) = 0. However, we can check f'(x) 
and observe that it changes sign as x passes through ° while 1"(x) can 
never be negative. A more careful examination reveals that (0, 0) is a mini­
mum point, but it is not a point of inflection. Here we would have f"'(x) = 

24x, and since 1"'(0) = ° we obtain no aid from the third derivative in 
finding out whether (0, 0) is a point of inflection. 

If f(x) = x 5 , we have f'(x) = 5X4, 1"(x) = 20x3, and 1"'(x) = 60x2. 

Again (0, 0) is the only critical point, and here each ofthe first three derivatives 
is zero at the origin. Again we have no information concerning the nature 
of this point unless we go back and check what happens on each side of the 
origin. In this case the origin is again a point of inflection. From a comparison 
of these cases you should observe that the zero values yield no information. 
For this reason you should remember the first method we had in order to 
have that to fall back on when needed. 

EXERCISES 

1. Find the extreme values of each of the following functions: 

(a) x 2 - x 
(b) x 3 - 3x 
(c) X4 - 2x2 

(d) 3x5 - 5x3 

(e) x 5 - 5x 
(f) 3x5 - 25x3 + 60x - 4 
(g) 3x5 + 25x3 + 60x + 4 
(h) x 3 + x + 1 
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2. Find the extreme values of each of the following functions in the interval indicated. 

(a) sin x in the interval [-2n, 2n]. 
(b) x + cos x in the interval [ - 4, 7]. 
(c) xe- x in the interval [ - 3,3]. 
(d) 4x6 - 6x4 + 2 in the interval [ -100, 100]. 
(e) 3x5 - 5x3 - 17 in the interval [-6,7]. 

3. Find the extreme values, the points of inflection, and the intervals in which the 
curve is concave upward and concave downward. Sketch the graph. 

(a) f(x) = x 3 - 6x2 + llx - 6 in the interval [ - 2,4]. 
(b) f(x) = x + (l/x) in the interval [- 4, 4]. 
(c) f(x) = x 2e- x in the interval [ - 3,3]. 
(d) f(x) = eX sin x in the interval [ - 2n, 2n]. 
(e) f(x) = x + e- X in the interval [ - 3,3]. 
(f) f(x) = x 3 in the interval [ - 2,2]. 

(g) f(x) = Jx in the interval [0, 7]. 

4. Find all of the information you can about each of the following functions and 
sketch the graph of each. 

(a) y = 2x/(1 + x 2 ) 

(b) y = sin x + cos x 
(c) y = (x - 3)4 - 2(x - 3)2 
(d) y = (x + 2)/(x + 1) 
(e) y = (8X)1/3 
(f) Y = x + (1/x2) 

5. Find the second derivative of each of the following functions: 

(a) tan x 
(b) x 3e2x 

(c) x" 
(d) sec x 
(e) l/x 
(f) cot x 
(g) esc x 
(h) sin 3x 

6. Find the first 5 derivatives of each of the following functions. See whether you can 
guess a formula for the n-th derivative. If you can guess a formula for the n-th 
derivative, prove that it is the correct formula using mathematical induction. 

(a) f(x) = e- x 

(b) f(x) = sin 2x 
(c) f(x) = x 3 

(d) f(x) = (x + 2)3/X 3 
(e) f(x) = l/x 
(f) f(x) = Xl/2 

(g) f(x) = x 10 

(h) f(x) = xeX 
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7. (a) Find the 2nd and 3rd derivatives of x 2 • 

(b) Find the 3rd and 4th derivatives of x 3• 

(c) Find the 4th and 5th deri.vatives of X4. 

(d) Find the n-th and (n + 1)-st derivatives of x". 

8. (a) Find an extreme point of f(x) = X 2 /3• 

(b) Sketch the graph off(x) = X 2/ 3 . 

291 

(c) Show that only the odd derivatives (that is the I-st, 3-rd, 5-th, etc.) of f(x) 
= X 2 /3 are negative in some places and positive in others. 

9. Find the extreme points off(x) = Ixl. Explain carefully why some of the methods 
described in this section fail to work for this function. 

10. Let f(x) = x" where n is a positive integer. 

(a) Show that f(x) has a minimum point if and only if n is even. 
(b) Show that f(x) has a point of inflection if and only if n is odd. 
(c) Show that f(x) never has more than one minimum point and never more than 

one point of inflection. 
(d) Show that f(x) never has a maximum value unless the interval is restricted. 

Pl1. If set) is the location of a particle t seconds after a stopwatch is started, show that 
the velocity of the particle is given by s'(t) and the acceleration is given by s"(t). 

P12. If a particle moves in such a manner that the distance from a fixed point is given 
by the relation set) = 10 sin t, find the velocity of the particle and the acceleration 
of the particle. Find the location, velocity and acceleration when t = 0, 1, n, and 
3n12. 

P13. The specific weight of water at to centigrade is given with relatively little error by 
the equation w = 1 + (5.3 x 1O- 5)t - (6.53 x 1O- 6 )t2 + (1.4 x 1O- 8 )t3• Find 
the temperature at which water has the greatest specific weight. 

P14. The rate of a certain type of auto-catalytic reaction can be shown to obey the 
rule v = kx(10 - x) where k is a constant dependent upon the substances involved 
and x is the amount of product formed from an original source of 10 grams. 
For what value of x is the rate, v, a maximum? [Note that the rate of reaction 
depends on the product of the amount of x formed and the amount of the original 
substance remaining.] 

B15. It has been verified by use of X-rays that the diameter of the windpipe shrinks 
when one coughs. If we let ro be the radius of the windpipe when there is no dif­
ferential pressure and let r be the radius when there is a differential pressure P, 
it has been shown that (ro - r) = aP is a very good approximation to the actual 
observed performance provided P is not greater than (ro/2a). The constant a is a 
constant of proportionality. The resistance to flow for an ideal fluid is given by the 
relation R = klr4 where k is another constant of proportionality. Finally, the 
rate of air flow through the windpipe is given by the pressure divided by the 
resistance to flow. 
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(a) Show that the rate of air flow through the windpipe is given by the velocity of 
air flow multiplied by the cross sectional area of the windpipe. 

(b) Find an expression for the velocity of flow as a function of the radius. This 
expression will contain the constants ro, a, k, and n. 

(c) Find the radius which produces the maximum velocity of flow through the 
windpipe. (It is worth noting that the increase in velocity due to coughing has 
the beneficial function of providing a force which can dislodge unwanted items 
which have found their way into the windpipe.) 

S16. Assume that the cost per day of making n units is given by the equation C(n) = 
2000 + IOn - 0.01n2 + 0.OOOOOln3 dollars. 

(a) When is the marginal cost of production an extreme value? 
(b) Is the extreme marginal cost a maximum or a minimum? 
(c) Is there an extreme value for the cost of production? 
(d) What factors other than those stated above would you wish to know if you 

were planning the production rate for this firm? 
(e) What conclusions concerning optimal production rate could you draw from 

the information given here? 

S17. A plant is required to produce 50,000 gizmos per year. It is customary to make a 
batch of N gizmos and then keep them in stock until they run out at which time 
another batch of N gizmos is to be made. It costs $1,000 to get the plant ready 
for gizmo production for each batch that is made. The cost of production is $8.95 
per gizmo, and there is no particular cost advantage in unit cost in making 
large or small batches. The cost of keeping gizmos in inventory is $0.75 per gizmo 
per year. The usage rate throughout the year is constant. 

(a) Find the cost of manufacturing a batch of N gizmos. 
(b) Find the storage cost connected with a batch of N gizmos assuming that these 

will be consumed in the (N /50000)-th part of a year, and on the average each 
gizmo is on the shelf for only one half of this period. (Why is this latter assump­
tion realistic?) 

(c) Find the total cost of a year's production of gizmos including inventory costs. 
(d) Find the value of N which minimizes the annual cost of producing and stock­

ing gizmos. If the value of N is such that (50000/N) is not an integer, find the 
value of N which makes this an integer and which would give the minimum 
cost assuming that (50000/N) must be an integer. 

18. A tin can is to be made in the shape of a right circular cylinder. 

(a) Find the ratio ofthe radius of the base and the height of the can for which the 
total amount of metal is minimum for a given volume. Assume that the ends 
and the sides are made of metal of the same thickness. 

(b) Repeat part (a) if the bottom and top are to be made of metal which is twice 
as thick as that used for the sides. 

(c) Repeat part (a) if the bottom is to be made of metal twice as thick as the metal 
used for the top and sides. 
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V.S Newton's Method 

We frequently need the values of x for which a function f(x) is zero. This 
was the case in the last section when it was necessary to find the zeros of 
f'(x) in order to find critical points. If the function is a polynomial we may 
be able to find linear factors of the polynomial, and these will lead us to at 
least some zeros. If f(x) is a quadratic function we even have a formula 
for its solution. In some cases we can use other information as we did with 
the trigonometric functions in Example (V.4.2). None of these comments 
suggest a method which can be applied in the more general cases. The 
fact that no such general method exists was proven by E. Galois (1811-1832) 
when he showed that there can never be a formula for solving polynomial 
equations of degree greater than four by exact methods. It will be the pur­
pose of this section to develop a method for obtaining very good approxima­
tions to the zeros. The method to be investigated here, that is Newton's 
method, will seldom give exact values but will usually give results with more 
than sufficient accuracy for any practical requirements. 

We will start toward our solution by making a guess concerning what 
the correct value might be. Hopefully this will be a fairly good guess, but 
nevertheless it is a guess. It may sound better to call it an approximation, and 
this we will do, but we make no pretense that our first approximation is the 
answer. We can make this first estimate by drawing a graph of the function 
y = f(x), for we observe that if y = 0, then f(x) = 0. However y = ° for 
points on the x-axis, and consequently we only need locate with reasonable 
accuracy the values of x for which the curve crosses the x-axis to have good 
first approximations. As a matter of convenience we will designate this 
starting approximation by Xo. We would like to be able to find the exact 
value for which f(x) = 0, and while we will probably never have this exactly 
we can at least talk about it. We will designate this value by X. Conse­
quently f(X) = 0. By the mean value theorem we have f(X) - f(xo) = 
f'(c)(X - xo) for some value c between Xo and X. If f'(x) =F ° for values 
of x in the neighborhood of X we can write 

f(xo) . 
X = Xo - f'(c) Slllce f(X) = 0. (V.S.l) 

Just as in the case of approximation using the differential, we do not know the 
value of c. If Xo and X are fairly close together and if f'(x) is not changing 
rapidly in this interval, it would seem reasonable to replace c by xo, realizing 
that this will give us a value other than X. We can call the value that we get 
this way Xl' and hope that it is a better approximation than Xo. Thus, we 
would have the relation 

f(xo) 
Xl = Xo - f'(xo)' (V.S.2) 
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In fact this is closely related to the method we used for obtaining approxi­
mations using differentials. Just as we found those approximations to be 
fairly good provided we started with a reasonable choice, so the usual 
case will have Xl substantially closer to the desired result, X, than was Xo' 

If this method will give us a value Xl which is an improvement upon our 
original estimate xo, it would seem reasonable that we should then use Xl 
as a good estimate and determine a value X2 by similar reasoning. Of course 
this method can be continued and we could write 

J(Xk) 
Xk+ I = Xk - f'(Xk) (V.5.3) 

for the (k + l)-th approximation based on the k-th approximation. Using 
this relation we should be able to start with Xo and obtain a sequence of 
values {Xo, Xl' X 2 , ••• , x n }, each value being closer to the desired value X 
than its predecessors. In order to be certain that our wishful thinking (in 
replacing c by xo) is correct, we must investigate further, but before doing so 
we give an example to illustrate the method we have proposed. It is this 
method which is known as Newton's method, and the fact that Newton's 
name is used indicates that this is a method that has a long history. 

EXAMPLE 5.1. Use Newton's method to find the real root of X3 + X - 1 = 0 
correct to three decimal places. 

Solution. Since J(x) = X3 + X - 1, we have f'(x) = 3X2 + 1. Our first 
task is that of locating a first approximation. In order to do this we observe 
thatf'(x) is always at least as large as one, and therefore the curve always 
has a positive slope. Furthermore, we observe that J(O) = -1 and J(1) = 

+ 1. We have shown these values on Figure V.l4 to emphasize the point 
that this assures us of a zero between X = 0 and X = 1. (In view of the fact 
that the slope is always positive we are assured that there is no other real 
root, a fact that verifies the statement of the problem to the effect that we 
want the real root.) 

We can make one of two choices here. We can either let Xo = 0 or let 
Xo = 1. Either one would serve us in this case. In order to demonstrate this, 
we will consider each possibility. 
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Case 1. We have Xo = O. Then by (V.5.3) we have Xl = 0 - (J(0)/f'(0» = 
1/1 = 1. Now we have X2 = 1 - (J(l)/ f'(1» = 1 - 1/4 = 0.75. We can 
go further and obtain the next step X3 = 0.75 - (0.171875/2.6875) = 
0.686047 and then X4 = 0.682340, Xs = 0.682328, X6 = 0.682328. At this 
point we see that the values appear to be repeating, at least to six decimal 
places. This is far more than sufficient to assure us that we have an accuracy 
to three decimal places. In fact, the change from X4 to Xs would have so 
little effect on the third decimal place that we could have stopped one step 
sooner. The answer in this case is 0.682. 

Case 2. We have Xo = 1, and we can proceed as above to obtain Xl = 0.75, 
X2 = 0.686047, X3 = 0.682340. We are already at a point where we have the 
final value for the first three decimal places, namely 0.682. 

It is clear that the second case was faster in this instance, but also that either 
one could be used. Since no one is fond of putting in unnecessary steps, it 
would be interesting to learn whether we could have told in advance that 
the second case would require less work. This gives us an additional incentive 
for taking another look at the development of Newton's method. 

We now return to our development of Newton's method. In Equation 
(y'5.3) we had obtained an equation which gives us a value of Xk+ I provided 
we have a value for Xk. Of course this was based on the fact that f'(x) ¥- 0 
in a neighborhood of X which includes all of the values of X k , for otherwise 
we would have the problem of zero denominators. We have not resolved 
the general question of whether the successive values Xk will converge toward 
X and a limit. In order to do this we would like to know whether 1 X - Xk 1 

approaches zero as k increases. We will start by considering whether 1 X - X I 1 

is smaller than 1 X - Xo I. From equations (V.5.2) and (V.5.l) we have 

f(xo) f(xo) 
(Xl - Xo) = - f'(xo) and (X - xo) = - f'(c)· 

Upon dividing the first of these by the second, we obtain with the aid of 
some algebra 

X - Xl 

X - Xo 

(X - xo) - (Xl - xo) f'(xo) - f'(c) 
X - Xo f'(xo) 

If f'(x) has a continuous derivative in the neighborhood of X, the neighbor­
hood under consideration, we can apply the mean value theorem and have 
f'(xo) - f'(c) = f"(x*)(xo - c) for some value x* between Xo and c. With 
this result we can write 

X - Xl f"(x*) 
X - Xo = f'(Xo) (xo - c). (V.5A) 

Note that c was between Xo and X, and consequently x* is between Xo and X. 
This is a reminder of the reason we should be concerned about the behavior 
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of f(x) and its derivatives in the neighborhood of X. Since f'(xo) =f. 0, we can 
certainly find some value Xo as a starting value such that the right side of 
(V.5.4), and consequently the left side, is less than one in absolute value. 
However, this is equivalent to saying that IX - xII < IX - xol. Therefore, 
we have Xl closer to the correct value than was Xo. If we now consider Xl 

to be a new Xo then Xz is closer to X than was Xl and (V.5.4) must continue 
to hold, thus making the next term in our sequence even nearer the value X. 
By continuing this argument we observe that we are assured of convergence 
provided we start with a value Xo sufficiently close to X. 

In order to consider whether we should start with a value Xo which is 
larger than X or a value which is smaller than X, we can observe that in the 
neighborhood of X we have asked that f'(x) not be zero. Since f'(x) must be 
continuous, f'(x) will not change sign in this neighborhood. If f"(x) does 
not change sign, then the sign of the right hand side of (V.SA) will depend 
upon the sign of (xo - c). However, (xo - c) has the same sign as (xo - X). 
Ifthe right hand side of (V.S.4) is positive and less than one, we have the fact 
that Xl is between Xo and X. Furthermore, by our assumptions concerning 
the signs of the first and second derivatives, all sucqessive iterations will 
produce results which are on the same side of X and successively closer to 
X. On the other hand, if the right hand side of (V. 5.4) is negative, Xl will be 
on the opposite side of X from Xo. After the first iteration, that is after 
obtaining the value Xl' we can expect all remaining iterates to be on the 
same side of X. 

We should clear up one final point. If f"(x) is zero in the vicinity of X, 
it is possible that we have a point of inflection. Should the point of inflection 
be the point (X, f(X)), we observe that the right hand side of (V. 5.4) will have 
the same sign on either side of X. If this sign is positive, we can select an 
appropriate starting point and be assured of convergence. However, if this 
sign is negative we see that the values Xk will alternate with one being on one 
side of X and the next one being on the opposite side. In this instance it is 
perfectly possible that one cannot find a starting value that will give a 
converging sequence of iterates. We will illustrate one such instance in 
Example 5.2. Before going on to this Example, however, it would be well to 
indicate the possible problems that would be produced if we had f'(x) = 0 
in the neighborhood of X. If f'(x) = 0 at some point other than X and if this 
point were some Xb we would have f(x k ) =f. 0 and then attempt to divide a 
non-zero value by zero. On the other hand if f'(X) = 0 it is possible that 
the method might still work, since we are not apt to ever reach the value X, 
and presumably the sign of f'(x) would not be changing in the interval 
encompassed by the Xk'S. While the situations in which you seek a zero of 
f(x) and either the first or second derivative is zero in the immediate vicinity 
of the correct value are very rare, it is well to be alert to the possibility that 
such situations can exist. 

EXAMPLE 5.2. Use Newton's method to find the solution of Xl/3 = o. 
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Solution. In this instance the solution is obvious, namely x = 0, but we 
are instructed to use Newton's method. Although we know the value we 
seek, let us start with something nearby. We might start with x = 1. On 
taking the required deri;vatives we have 

xt l3 
Xk+ 1 = Xk - (1.) Z/3' 

3 Xk 
If we let Xo = 1, we have Xl = 1 - 1/(1/3) = 1 - 3 = -2. This is a very sad 
state of affairs, for we have x 1 on the opposite side of the value we know to be 
correct, and we also find that it is twice as far from the correct value as the 
value we started with. We might have started with Xo = 0.001 to see whether 
this would help. In this case we would have Xl = 0.001 - 0.1/(1/3)(100) = 

0.001 - 0.003 = -0.002. Again we have results as we had them before. 
Something is clearly amiss in this situation. If we simplify our expression 
for xk+ 1, we see that we have 

xk+ 1 = x k - (xt I3) (3x: Z/3) = Xk - 3Xk = - 2Xk 

and we could have predicted these results from the start. This is certainly 
a case in which Newton's method will not work. Here we have 

f"(x*) = (_~)(x*)-5/3 = - 2x6/3 = _ ~ (xo)Z/3(~) 
f'(xo) (t)(xo)-Z/3 3(X*)5/3 3 x* x*' 

Since x* is nearer 0 then xo, we see that the denominator becomes very small 
and hence the fraction becomes very large. This will be accentuated as we 
get closer to the value zero. Therefore, it should not be surprising that this 
method fails in this case. The negative sign is responsible for the fact that 
we are getting successive values on alternate sides of zero. It is disappointing, 
but we see that this method is not a panacea, for it does not work in every 
case. However, it is sufficiently efficient when it does work that it is one ofthe 
most frequently used methods for solving equations. It is also true that we 
seldom come across a case in which this method fails in dealing with 
applications. 

It would be helpful to indicate a geometric development of Newton's 
method before we leave it. Let us consider the graph of y = f(x) given in 
Figure V.15. Note that X = X is the point at which the graph crosses the 
x-axis. We select a point Xo which is not too far removed, (it could have been 
guessed from a sketch of the graph). Since f'(xo) is the slope of the line 
which is tangent to y = f(x) at the point where x = xo, we have from the 
triangle PoP 1 Qo the relation 

f'(xo) = f(xo) . 
Xo - Xl 

Consequently Xo - Xl = f(xo)/ f'(xo) or 

f(xo) 
Xl = Xo - f'(xo)' 
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x 

Figure V.15 

This is just relation (V.5.2). Since we could continue this line of reasoning 
using triangle PIP2Ql' we could again obtain steps which would lead us to 
(V.5.3). In Figure V.i5 we observe that the graph of f(x) in the vicinity of X 
has a positive slope and is concave upward. Therefore both the first and 
second derivatives are positive in this vicinity and it was proper to start 
with a value Xo which is larger than X. If we had started with a value Xo 

to the left of X in this case the tangent line would have crossed the x-axis 
at a point to the right of X. This gives a geometric explanation of the results 
we obtained earlier concerning the more efficient starting point. A sketch 
of the curve in question showing the direction of slope and the direction of 
concavity will often aid in determining whether the more efficient starting 
point should be to the right of X or to the left. 

H is true that there are some cases in which Newton's method would fail 
to converge, but these are only the cases in which f'(x) is not continuous 
or is zero near the root, in which our first approximation was not close 
enough, or in which we had a point of inflection at the root. In the latter 
case we can solve the equation f"(x) = 0 to obtain the root. Among the 
principal advantages of Newton's methods are its applicability to equations 
which are not polynomial equations and its relative efficiency with regard 
to the amount of computation required. 

EXAMPLE 5.3. Find the extreme values of 

f(x) = eX + x 2 • 

Solution. Since we wish the extreme values of f(x), and since this is not 
over a closed interval, we have only to look at the first derivative and find 
the zeros off'(x). Since f'(x) = eX + 2x, our problem becomes that of finding 
the roots of eX + 2x = O. For convenience we will call this g(x), in view of 
the fact that we are not asking for the zeros of f(x) and we might easily 
forget at some point which function we are working with. Since eX is never 
negative, we see that both g'(x) = eX + 2 and gl/(x) = eX are always positive. 
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From this we deduce the fact that g(x) has at most one real root, and we 
should start with a guess to the right of the actual root. Since g(O) is positive, 
we can proceed toward the left and observe that g( -1) = e- 1 - 2 is surely 
negative, for the exponential portion of this expression is less than one. There­
fore, we have a zero in the interval ( - 1, 0), and since we should start at the 
right we could well start with Xo = O. We now have 

g(xo) 1 
Xl = Xo -,-( ) = - - = -0.333333. 

g Xo 3 

We can now proceed to the following sequence of steps 

_ _ _ g( -0.333333) _ _ _ 0.049865 _ _ 89 
X2 - 0.333333 g'( -0.333333) - 0.333333 2.716531 - 0.3516 

- _ _ g( -0.351689) _ _ 168 _ 0.000120 - -0 1 34 
X3 - 0.351689 g'( -0.351689) - 0.35 9 2.703499 - .35 7 . 

If we continue we find that X 4 agrees with X3 in the first six decimal places, 
and consequently we have apparently obtained an accuracy to six decimal 
places. Therefore, the extreme value off (x) must occur when X = -0.351734, 
and we have f( -0.351734) = 0.827184 as a minimum value of f(x). The 
fact that it is minimum is a consequence of the positive second derivative 
of f(x) or first derivative of g(x). 

While it is certainly true that the computation in this instance is not 
something you want to do with mental arithmetic, the method does give us a 
solution and does so with a very small number of steps. The actual com­
putation could be carried out using results such as those in the tables of 
Appendix C, with a computer, or with a hand held calculator. Many of the 
hand held calculators have the ability to compute the exponential function, 
and that is all that was required for the example here. 

EXERCISES 

In some of the exercises you may wish to use a computer if one is available. 

1. Find the real root of each of the following with an error no greater than 0.001 : 

(a) f(x) = x 3 + Xl + 1 = 0 
(b) f(x) = x 3 + 3x - 7 = 0 
(c) f(x) = x 3 + 3x2 + 1 = 0 
(d) f(x) = cos x - x = 0 
(e) f(x) = eX + x = 0 

2. Find the extreme values of each of the following accurate to three decimal places: 
(a) X4 + x 2 - 5x - 3 
(b) X4 - x 3 + lOx 
( c) Xl + 2 sin x - 2 
(d) X4 - 5x2 + 4x - 7 
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3. (a) Use Newton's method to find the fifth root of 75 to four decimal places. 
[Hint: this is a solution of the equation XS = 75.] 

(b) Use Newton's method to find the sixth root of 45 to four decimal places. 
(c) Find the extreme values of f(x) = (x 2 + l)eX '-X with an error no greater 

than 0.001. 

4. The curve y = tanh x has a shape in the vicinity of the origin which is somewhat 
like that of y = x 1/3 • 

(a) Would the problems of Example 5.2 occur in attempting to solve the equation 
tanh x = 0 by Newton's method, starting with a non-zero value? 

(b) Does your response to part (a) depend upon the starting value selected? 

5. Find the point in the first quadrant at which the curve y = cos x intersects the 
curve y = tan x. 

6. Show that if f(Xk) = 0 for some Xk in the sequence of successive iterates using 
Newton's method then Xn = Xk for each value of 11 larger than k. 

7. Find the smallest positive zero of f(x) = x - 2 sin x to three decimal places. 

8. Find both real roots of eX - x - 2 = 0 to five decimal places if you have a com­
puter available and to three places otherwise. 

9. Find three positive roots of tan x = x to three decimal places. 

PIO. A pendulum swings according to the law s = e- at sin bt where t is time measured 
in seconds, s is the length of the arc swept out by the pendulum measured from 
the point at which the pendulum would remain at rest, and a and b are positive 
constants. 

(a) Find the time at which the pendulum is farthest from the point of equilibrium. 
Since it is assumed that the pendulum starts when t = 0, your answer should 
not be negative. 

(b) Find the time at which the velocity of the pendulum is maximum. 
(c) Find the time at which the acceleration is maximum. 

Sll. If the equation of a supply curve is y = 80 + 2x + x2 and the equation of the 
corresponding demand curve is given by y = 150 - 35e - 0.5-" what is the equi­
librium price under pure competition to the nearest penny? 

V.6 The Chain Rule and Related Rates 

Up to this point we have been somewhat restricted in the functions we 
could differentiate by use of available formulas. For instance, we could dif­
ferentiate sin x, but we could not differentiate sin x 2 • In similar fashion, we 
could differentiate (4 - x 2 ), but not (4 - X 2 )1/2. Each of these could be 
differentiated if we had some means of differentiating the composite function 
f(g(x». In the cases we have cited, we would have first f(x) = sin x and 
g(x) = x 2 , and secondly f(x) = X 1/2 and g(x) = (4 - x 2 ). With these 
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examples before us it is not difficult to see that an endless list of similar 
examples could be written down. As always, when we mention something 
like this, it indicates that we are about to fill the void we have just indicated. 
This situation is no exception, and the next Theorem will take care of this 
deficiency. 

Theorem 6.1 (The chain rule). If f(x) and g(x) both possess derivatives, and 
if the range of g(x) is included in the domain of f(x), then 

Dxf(g(x» = f'(g(x»g'(x), (V.6.1) 

where by f'(g(x» we mean that we are evaluating f'(y) at the point where 
the value of y is g(x). 

PROOF. From Theorem 111.3.2 we have 

f x fg(X) 
f'(g(t»dg(t) = f'(y)dy = f(g(x» - f(g(a» 

a g(a) 

Differentiating the left side we have 

Dx r f'(g(t»dg(t) = f'(g(x»g'(x). 

Differentiating the last term of our equation above, we have 

Dx[f(g(x» - f(g(a»] = Dxf(g(x» 

since f(g(a» is a constant, and its derivative is zero. Since the expressions 
we differentiated are equal, the derivatives must be equal, and we have the 
desired result. D 

We now go back to the first example we mentioned earlier. If f(x) = sin x 
and g(x) = x 2 , we have f'(x) = cos x and g'(x) = 2x, but from this we have 
thefact that f'(g(x» = cos g(x) = cos x2 and hence Dx sin x2 = (cos x 2 )(2x) 
= 2x cos x2.1t is suggested that you go through this computation more than 
once, not because it is not possible to follow the first time, but rather to 
insure that you see just how we are applying the result of the chain rule 
theorem. The flow chart of Figure V.16 may help in making the procedure 
clear. 

Before we leave this example, we ought to consider the effect of this 
particular differentiation on a related integral. Since we know that D x sin x2 = 

2x cos x 2 , it follows that 

IX cos x2(2x dx) = sin x2 - sin a2. 

You will note that we have placed the 2x in parentheses with the differential, 
dx, for this makes more obvious the similarity to the general expression 
f'(g(x»g'(x)dx. That is, f'(y) = cos y and g(x) is so picked that in the first 
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Figure V.16 

part we have f'(g(x», and in the remaining factor the particular g'(x) as­
sociated with g(x). Since g'(x)dx = dg(x), it is apparent that this is merely 
a further application of the RS integral. In the illustration of this paragraph, 
for instance, we could have written 

f cos x 2(2x dx) = f cos x 2 d(x 2 ) 

and then used Theorem 111.3.2 directly. This would suggest that if we wish 
to use the fundamental Theorem to obtain the value of integrals, it may well 
be necessary to use careful observation in order to select the appropriate 
functions. 

In order to further illustrate the application of the chain rule, we refer 
to the second example given in the opening paragraph of this section. If 
we wish Dy(4 - X2)112 we can let f(x) = x ll2 whence f'(x) = (l/2)x- 112 , 

and then let g(x) = (4 - x 2 ) whence g'(x) = (-2x). We have at once 
Di4 - X2)112 = 0/2)(4 - X2)-112( -2x). We might pause long enough to 
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note that the differential can be obtained from the derivative just as before, 
namely, d(4 - X2)1/2 ~ (1/2)(4 - X2)-1/2( -2x)dx. These results can be 
simplified but this form illustrates the application of the chain rule. Again, 
we could write 

f xdx = - f (!)(4 - X2)-1/2(-2x)dx 
J4 - x2 2 

This illustrates the way by which the chain rule makes possible the evaluation 
of derivatives and integrals which were heretofore beyond our reach. We will 
use these techniques more in the remainder of this chapter and in Chapter VI. 

In order to avoid confusion, we would do well at this point to compare the 
chain rule with our earlier work in differentiation. We had developed 
formulas which would yield Dix7) = 7x6 • The question arises whether this 
requires the chain rule. If the chain rule were used we would have Dix7) = 
7x6Dxx = 7x6(1) = 7x6 , and we would obtain the same result. This, in fact, 
is a correct way of viewing a derivative such as the one we have used here. In 
other words, the chain rule still applies, but in this case the g'(x) turns out 
to have the value one, and mUltiplying by one does not alter the remaining 
portion of the derivative. Therefore, the answer to our question is "yes" 
with the pleasant proposition that since g'(x) = 1 we do not need to explicitly 
write out the g'(x) term. 

We will now discuss two uses ofthe chain rule that occur rather frequently 
in applications. The first one is rather subtle, and therefore deserves careful 
attention. If x changes with the passage of time, then x is actually a function 
of time, and we would more properly write x = x(t). In this case an accurate 
representation of f(x) would be f(x(t». We see at once that we have a 
composite function. Since it is time that will control the value of x and hence 
f(x), the appropriate derivative is then Dt(f(t» = f'(x(t»x'(t). It is under­
stood that when we write f'(x), we mean that we have the derivative of 
f(x) with respect to x. To avoid ambiguity, we could write Dd(x(t» = 
Dx(td(x(t»Dtx(t). With the understanding that this is what is intended, 
we shall continue, in accordance with normal practice, to use the form 
Dt!(x) = f'(x)x'(t) with the explicit interpretation that x is, as discussed 
above, a function of t. 

EXAMPLE 6.1. We have a ladder 25 feet long propped up against the house, 
and we wish to consider the effect as we push the bottom of the ladder in 
toward the house at a rate of 2 feet per minute with the top being able to 
slide up the side of the house as required by the geometry of the situation. 
Implicitly we will also assume that the ground is perfectly level, and hence that 
the side of the house makes a right angle with the ground. We wish to know 
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what is happening to the top of the ladder when the bottom is still seven 
feet from the house. 

Solution. The first thing to do in any problem of this type is to draw a 
picture, and this we have done in Figure V.17. It is not necessary that the 
picture be worth an A in a course in art, but it is necessary that it convey the 
essential properties associated with the problem, in this case the relation 
of the side of the house to the ground, and to the ladder. We are interested 
in the distance between the ground and the point at which the ladder 
contacts the house, a distance we have labeled h since it represents height. 
Since we are concerned with the height, we should obtain the height as a 
function of the other quantities which appear. By the Theorem of Pythagoras 
concerning right triangles, we know that h2 + x2 = 252, or that h2 = 

625 - x 2 • We observe that if we are to obtain h as a function of x, we must 
take the square root, and in view of the fact that h is hardly likely to be a 
negative quantity, unless of course we are in the mining business, we can 
write h = (625 - X2)1/2. But now we must remember that x is changing 
with time, and therefore x is really a function of t. This, of course, implies 
that h is also a function of t, although somewhat indirectly. (This should not 
be a surprise considering the point that we are trying to illustrate here.) 
Since we are really interested in Drh, in order to get the rate of change 
of height with respect to time, we might have replaced x by x(t) to 
remind us of this dependency on time. By the chain rule, we have Drh = 
(1/2)(625 - X2)-1/2( -2x)Dr x. Before we go further, perhaps we should 
explain where these various terms came from, for there seem to be a great 
number of items multiplied together. As we go through this explanation, 
observe carefully, for it is a very good illustration of the lengths to which 
we sometimes have to go in applying the chain rule. If we let f(x) = 

(625 - X2)1/2, we can first consider this as being a composite function 
of the form flex) = Xl/2 and f2(x) = 625 - x 2. The subscripts here are 
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merely to distinguish the different functions involved. Now f(x) = fl(fz{X», 
and thus we can apply the rule for composite functions, obtaining f'(x) = 
f'1(f2(X»f~(x), but f'l(X) = (l/2)x1/2, and f~(x) = (-2x). Finally, since 
Dth = f'(x(t»Dtx, we must multiply f'(x) by Dtx in order to have the desired 
Dth. 

After all of this discussion concerning the differentiation, we are now in a 
position to go back and attempt to solve the problem at hand. In our case 
we are interested in the rate of change of h when x = 7, (if you wonder 
where the 7, actually standing for seven feet, came from, go back and re-read 
the problem as stated), and when Dtx = (-2) where the units here would 
be in feet per minute. Note that this derivative is negative, for the 
distance x is getting smaller as stated in the problem. Hence we have Dth = 

(1/2)(625 - 72)-1/2( -2)(7)( -2) by merely substituting the various quanti­
ties in the result already obtained. A bit of arithmetic (or perhaps a lot) will 
reduce this to Dt h = + 7/12. Thus we have found that the top of the ladder 
will be moving upward (since Dth is positive) at the rate of 7/12 feet per 
minute, or at the rate of 7 inches per minute at this particular point in time. 
Note that this gives us the instantaneous rate under these specific conditions. 

It is clear from this example that we must keep track of the particular 
variable, in this case time, with respect to which differentiation is to be 
performed. When there are more than two variables in the problem, it is 
easy to forget which variable governs the rate of change, unless you are care­
ful to write instructions to yourself in sufficient detail. It should also be noted 
that the expression for the derivative could have been simplified algebraically 
and we could have written 

This would not have changed the result. The algebraic simplification is very 
helpful if one is going to have to obtain several arithmetic results, but the 
majority of people find it easier to simplify arithmetic than algebra. The 
point at which you perform the simplification is entirely up to you. Another 
method for obtaining Dth in Example 6.1. makes direct use of the relation 
h2 = 625 - x 2• If we think of this equation as representing the relation 
between two functions of t, that is h(t) and x(t), we can write [h(t)]2 = 

625 - [x(t)Y Applying the chain rule here yields 2h(t)h'(t) = - 2x(t)x'(t). 
Therefore 

x(t)x'(t) 

h(t) 

Each of the methods for obtaining the derivative relies upon the chain rule. 
We mentioned the fact that we would discuss two uses of the chain rule 

which occur frequently in applications. The first one had to do with rates of 
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change dependent upon some underlying variable, such as time. It is often 
the case that such a variable occurs almost as an implicit variable instead of 
being explicitly written out as x(t). The second of these two uses is somewhat 
similar. In this case we would have two variables, perhaps x and y, linked 
through their mutual dependence upon a third variable, usually called a 
parameter. The parameter is often denoted by t, but there is no reason for 
this other than a certain traditional notation. We will follow the tradition, 
however. We then have two equations, one giving an expression for x 
and the other for y. We can write these expressions as 

{
X = x(t), 
y = yet). 

(Y.6.2) 

It would be convenient to solve one of these two equations for t in terms of 
either x or y and then substitute in the other equation, for this would give 
us a single familiar looking equation involving only x and y. However, this 
is not always possible, and besides there are very good reasons on occasion 
for retaining the relationship involving the parameter. Therefore, if we 
wish the derivative DxY, we must find some way to work from the information 
given in (V.6.2). Since we wish the derivative with respect to x, the rather 
obvious thing to do is to differentiate each of the equations of (V.6.2) with 
respect to x and thus we would obtain through use of the chain rule 

1 = x'(t)Dxt 
DxY = y'(t)Dx t. 

(y'6.3) 

If Dxt = 0, t must be a constant with respect to x and therefore our original 
relation is suspect. It would also be impossible to multiply Dxt by x'(t) and 
obtain one if the derivative were zero. Consequently we know that Dxt i= ° 
and we can divide the second of the equations in (V.6.3) by the first, thus 
obtaining 

DxY y'(t)Dx t 
1 x'(t)Dxt 

or 
y'(t) 

DxY = x'(t)" (V.6.4) 

Note that this derivative is a function of t, as were the original values of x 
and y. If the parameter represents time, we have the rate of change of y with 
respect to x represented as a function of time. This is frequently essential 
in applications. 

EXAMPLE 6.2. Given the system of parametric equations 

find DxY. 

{
X = x(t) = t3 + t2 

Y = yet) = el2 - t3 
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Solution. Upon differentiating with respect to x in both equations and 
making liberal use of the chain rule in the case of the first term of y, we obtain 

1 = 3t2Dxt + 2tDxt = (3t2 + 2t)Dxt 

and 

DxY = et2(2t)Dxt - 3t2Dxt = [2tet2 - 3t2]Dxf. 

If t i= 0 and t i= ( - 2/3), we can divide as indicated above and obtain 

D _ DxY _ [2tet2 - 3t2]Dx t 
xY - 1 - (3t2 + 2t)Dx t 

2et2 - 3t 
3t + 2 . 

It would be practically impossible to solve x = t 3 + t 2 for t as a function 
of x and then substitute this value of t in the equation for y, and it would be 
equally difficult to solve for t as a function of y in the second equation and 
substitute in the first. Therefore, this would seem to be the most expeditious 
method available for obtaining DxY. 

Parametric equations can be very useful for many purposes. One of these 
is illustrated in Example 6.3 when we attempt to obtain the equation of a 
curve formed by certain mechanical motions. In this case we will find that 
the parameter represents an angle. If we were to need the rate at which 
x and yare changing as the angle changes, we would have these rates in 
Dtx and DtY. On the other hand, if we wish the slope ofthe curve, we require 
DxY. Again, it is necessary to keep in mind the particular rate needed for a 
given purpose. As we proceed, we find that we are able to do more things, 
but we also find that we must be ever more alert to know which of the 
many things are desired in a given situation. 

EXAMPLE 6.3. A wheel of radius a is rolled around inside a circle of radius 
4a, the circle having its center at the origin. A spot on the rim of the wheel 
is painted white. If this spot is in contact with the circle at the point (4a, 0), 
and if the wheel is then rotated around the inside of the circle with the rim 
of the wheel maintaining a friction contact with the circle, what is the equation 
of the spot? (See Figure V.18.) Find the slope of the curve when the wheel 
has gone 1/8 of the way around. 

Solution. We assume that the spot starts at the point P: (4a, 0) as directed. 
In order to obtain the equation, we must know the coordinates of the 
successive locations of the point as the wheel is rotated. Consider that the 
wheel has rotated, as indicated in Figure V.18, so that the center ofthe wheel 
is on the radius of the circle making an angle, t, with respect to the x-axis. 
The white spot will now be located at P'. The arc PQ must be equal to the arc 
QP' since there is no slippage. Since the radius of the circle is four times the 
radius of the wheel, the central angle involved on the wheel must be four times 
the central angle involved in the circle. Thus, the angle QRP' must be 4t. 
Since angle QRS has t radians, SRP' must have 3t radians. Since the radius 
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RQ is of length a, the distance OR must be of length 3a and therefore the 
coordinates of R must be (3a cos t, 3a sin t). The length of RP' is a, and there­
fore the coordinates of P' must be (3a cos t + a cos 3t, 3a sin t - a sin 3t). 
This is obtained by considering the displacement from R to P'. We thus 
have the parametric equations 

x(t) = 3a cos t + a cos 3t, 
yet) = 3a sin t - a sin 3t. 

These can be simplified if we use the identities 

cos 3t = cos3 t - 3 cos t sin2 t and sin 3t = 3 cos2 t sin t - sin3t, 

for we obtain 

x(t) = 3a cos t + a cos3 t - 3a cos t sin2 t 

and 

= 3a(cos t)(1 - sin2 t) + a cos3 t = 3a(cos t)(cos2 t) + a cos3 t 
= 4a cos3 t 

yet) = 3a sin t - 3a cos2 t sin t + a sin3 t 
= 3a(sin t)(1 - cos2 t) + a sin3 t = 3a(sin t)(sin2 t) + a sin3 t 

= 4a sin3 t. 

These results when written without the intervening steps are 

{
X(t) = 4a cos3 t, 
yet) = 4a sin3 t. 

To obtain the desired slope, we must evaluate DxY. We can do this using 
the methods we have discussed above. Thus, 

{ I = I2a cos2 t( -sin t)Dxt 

DxY = I2a sin2 t(cos t)Dxt. 
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Consequently, 

cos t 

sin t 
-cot t. 

After Ij8 of are vol uti on, t = (l/8)(2n) = n/4,andhenceDx Y = -cot(n/4) = 

-1. Note the extent to which the parameter, t, helped in obtaining these 
equations. It is possible in this case to eliminate the parameter between the 
two equations, for we observe that X2/3 + y2/3 = (4a)2/3(sin2 t + cos 2 t) = 

(4a)2/3. However the differentiation with the parametric equations is 
probably at least as easy as handling the fractional exponents. 

As a last statement in this section, it is worth noting that the chain rule 
has been used in nearly every example. It permits us to differentiate many 
functions that we could not previously have handled. However, in the applica­
tion of the chain rule, particularly in the case in which we have functions of 
functions, we must be careful to keep the various functions straight. It is 
suggested that you write out as many steps as necessary. If a little more 
writing insures a more accurate result, the additional writing is worthwhile. 
However, if you can handle several steps without writing them down (and 
this usually comes with practice), then it is obviously less work to do as 
much as you can do mentally with assurance that you are not making errors. 

EXERCISES 

1. Find the derivative of each of the following: 

(a) e,inx 

(b) sin eX 
(c) (x2 - 4X)3 
(d) (x 3 - 4x + 2)2/3 

(e) tan3 x 
(f) tan2 eX 

(g) sin 3 (eX2 ) 

(h) sec2 x - tan2 x (Interpret your result.) 

2. Find the differential of each of the following: 

(a) [x 2 sin(eX + 2)]1/2 
(b) csc( eX2)sec(3 - x2 ) 
(c) etanx+secx 

(d) (x + l/x)lO 
(e) cot(x2 + 3)2 

(f) (3x - 1)/(xJx2 - 9) 
(g) 2'inx 

(h) 3x-tanx 
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3. Evaluate: 

(a) D~(eX2) 
(b) D; esc x 3 

(c) d(x3 - X- 3)-2 

(d) D; tan x 2 

(e) D~(1/(1 - x 2 )) 

(f) D~(5X5) 

4. Find DxY in each of the following: 

(a) {x = 4t3 + 7t + 8 
Y = t4 - 7t2 - 2 

(b) {x = 4 tan t 
Y = 4sect 

(c) {
X = sec3 t 

Y = tan3 t 

(d) {x = e:~:: 
y=e 

(e) {x = cos e3t 

y = t - sin e2t 

{
X = t2 - t sin t 

(f) y = t3 + t cos t 

5. Find the approximate value of each of the following: 

(a) e(O.97)2 
(b) (0.032 + 1 )eO.03 
(c) esinO.05 

(d) (25 - 4.052)1/2 

(e) sec(0.08)2 
(f) tan(O.W, [(O.W is near n/4.] 

6. Find the equation of the line tangent to each of the following curves at the indicated 
point: 

(a) y = sec(x - 2)2 at (2,1) 
(b) y = etanx at (n/4, e) 
(c) y = cot(nex/6) at (0, )3) 
(d) y = cosh x 2 at (0, 1) 
(e) y = x sinh x at (1, (e2 - 1)/2e) 
(f) y = (x2 - 3X)1/2 at (4, 2) 

7. Obtain an indefinite integral for each of the following: [Find a function g(x) such 
that the integrand can be expressed as f(x)g'(x)dx.] 

(a) S x 2 sin x 3 dx 

(b) S tan x sec2 x dx 
(c) S xe- x2 dx 
(d) S (x2 - 4)9X dx 
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8. Integrate each of the following. 

(a) S sin2 x cos x dx 

(b) S cos3 x sin x dx 

(c) S esinx cos x dx 

(d) S tan2 x sec2 x dx 

(e) S xJx2 - 4 dx 
(f) S xJ4 - x 2 dx 
(g) S eX sin eX dx 

(h) S xe3x2 dx 

311 

9. The coordinates of a moving point are given by (2't, t2 - t) where t is the time 
since movement started. 

(a) Find the rate of movement in the horizontal direction. 
(b) Find the rate of movement in the vertical direction. 
(c) Find the direction of movement at a given time to. 
(d) Find the equation of the line tangent to this curve at the point determined 

by t = 4. 

10. In a certain town the main point of interest is an intersection of a road that runs 
east and west and a road that runs north and south. One man leaves this inter­
section at noon heading east at 30 miles per hour. Thirty minutes later a second 
man leaves heading north at 40 miles per hour. How fast are the two increasing the 
distance between them at 2 :00 pm? 

11. Ship A is 12 miles due north of ship B at noon. Ship A is sailing due west at 16 
miles per hour and ship B is sailing due north at 12 miles per hour. 

(a) Find the distance between the two ships as a function of the elapsed time since 
noon. 

(b) Find the time at which the two ships are nearest each other. 

12. Find the surface of the sphere of radius a obtained by rotating y = (a 2 - X 2 )1/2 

about the x-axis. 

13. A balloon is losing air at the rate of 10 cubic inches per minute. If the balloon is 
12 inches in diameter: 

(a) How fast is the radius decreasing? 
(b) How fast is the surface area decreasing? 
(c) Is the rate of change of the radius increasing or decreasing? By how much? 

14. The surface of a balloon is increasing at the rate of 20 square inches per minute 
when the radius is 8 inches. How fast is the volume changing at this time? 

15. A wheel of radius 15 inches rolls along the x-axis, starting at the origin. A spot on 
the outside edge of the tire is marked when it touches the origin. See Figure V.19. 

(a) If t represents the number of radians that the wheel has turned, find the x­
coordinate of the spot and the y-coordinate of the spot after the wheel has 
turned t radians. 

(b) Find the time when the spot is moving most rapidly in the vertical direction. 
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(c) Find the time when the spot is moving most rapidly in the horizontal direction. 
(d) Find the direction in which the spot is moving (the slope of movement) when 

t = nj2. 

16. An object is fired at an angle rJ. above the horizontal and with an initial speed of 
Vo feet per second. Assume that there is no air resistance to slow the object down 
and that the acceleration due to the force of gravity is - 32 feet per second per 
second, the negative sign indicating that the force is toward the earth. 

(a) Find the parametric equations which give the location of the object at any 
time, t. 

(b) Solve these simultaneously to find the equation of the trajectory in rectangular 
coordinates. 

(c) Find how high the object goes and find its horizontal speed at the moment 
when the object is at its highest point. 

(d) Find the horizontal and vertical components of speed with which it hits the 
ground. 

(e) Show that without air resistance the maximum distance before hitting the 
ground is obtained when rJ. = nj4. 

P17. A conical tank of water is 15 feet high and 20 feet in diameter at the top. Water is 
leaking out of this tank at the rate of 4 cubic feet per minute. 

(a) How fast is the water level dropping when the maximum depth is 10 feet? 
(b) If t = 0 when the tank was full, how fast is the water level dropping 10 minutes 

after the leak started? 

P18. A certain water tower has a spherical shape with a radius of 12 feet. The water 
pressure on the bottom of the sphere is obtained by multiplying the depth of the 
water by 62.4 pounds per cubic foot. There are 231 cubic inches in a U.S. gallon. 

(a) How fast is the pressure on the bottom changing when the depth is 18 feet if 
water is flowing in at the rate of 20 gallons per minute? 

(b) If water is flowing out at the rate of 100 gallons per minute, find the depth at 
which the rate of change of bottom pressure is a minimum. Check this result 
against your intuitive answer to this question. 

S19. If for a given situation the demand function is given by y = 30 - X 2/3, and the 
supply function is given by y = 6 + Xl/2, find the consumers surplus and the 
producers surplus if the market is operating under pure competition. 
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S20. If the population at time t (years) is given by P(t) = P(C)eO.03t and the food 
production is given by F(t) = A + BeO.025t where A, Band C are constants, 

(a) Find the rate at which the amount offood is changing with respect to popula­
tion. 

(b) What is happening to our ability to feed people if these equations are ap­
proximately correct? What would you recommend to improve the situation? 

V.7 Implicit Differentiation and Inverse Functions 

There are many times when it is difficult to write the equation defining 
a function in the simple form y = f(x). If we were given the equation 
x 2y - x sin y + eXY = 197, it is clear that we would have y depending on x. 
For given a value of x we have certainly determined a finite set of values 
from which y must be selected. If we limit the choice (by decree if necessary) 
such that there is only one value of y for each value of x, we have a function. 
However, it would be difficult to solve this equation for y to obtain the 
function in the form y = f(x). If we find a situation such as this, the question 
then arises whether we are going to be denied the possibility of obtaining a 
derivative DxY. As before, if we raise the question you do not expect us to 
answer it in the negative. Also, as before, you know that your expectations 
are fairly certain to be correct. Since in this equation we have two expres­
sions that are equal for any admissible pair of values (x, y), the two expres­
sions should change at the same rate. Therefore, if we differentiate both sides, 
the derivatives should be equal. As we look at the left side of this equation 
we see that we have to contend with both x and y, but then we realize that y 
is a function of x. If we need the derivative we can always designate this by 
DxY or perhaps more simply by y' where the latter notation is an obvious 
extension of our earlier use off' (x). With this in mind, and with the use of 
results from Section IVA, we can proceed just as though we knew confidently 
what to expect. 

In our illustration we have 

[x 2(y') + y(2x)] - [x(cos y)(y') + sin y(l)] + eXY[x(y') + y(1)] = 0 

where we have included in parentheses the portion actually differentiated 
at each stage. Note that we have used liberally the results for a product, 
the chain rule, and many other results obtained earlier. Now that we have 
this result, the next question concerns what to do with it. It certainly looks 
far worse than anything we had before. But let us keep in mind the goal, 
namely finding the value of y', the derivative. This would imply that we 
should solve for y'. This is simple (?) algebra. 

y'[x 2 - x cos y + xeXY] = - [2xy - sin y + yexy] 
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sin y - 2xy - yeXY 

y' = -;;-------­
x2 - X cos y + xexy • 

We note immediately that this method will not work if the coefficient of y' 
should be zero. However this would imply 

x2 - x cos y + xexy = 0 

and we have a simpler equation than the original with which to work. 
As in many cases, there are some additional fine points we should explore, 
but basically this example illustrates a method for obtaining derivatives 
even in cases in which we cannot solve for the function explicitly. When we 
can write y = f(x), we say that we have an explicit expression. By contrast 
the method that we have just illustrated is called implicit differentiation. 
It involves differentiating both sides of an equation and then solving for the 
derivative of the function. Note that this would only be valid over such 
domains as may be appropriate for the function. We had done this same 
thing before, but when y = f(x), we had y' = f'(x) and there was no algebraic 
problem in solving for y'. If we were to consider the function y = f(x) 
defined by means of the relation x2 + y2 = 9, we would, by following the 
procedure above, have 2x + 2yy' = 0 or y' = -x/yo But you will note that 
the given expression has no meaning over a domain other than [ - 3, 3]. 
Also we only have a function in this illustration if we restrict our attention 
to the case in which y :::: 0 or the case in which y s O. This corresponds to 
taking one or the other of the two square roots involved. Furthermore, the 
derivative fails to exist at points where y = O. 

You will note that we used implicit differentiation in handling parametric 
equations in the last section. We also find implicit differentiation of 
immeasurable help in obtaining the derivatives of inverse functions. Consider 
the function f(x) = sin x. The graph is given in Figure V.20. The inverse 
function can be obtained from y = sin x by interchanging the x and the y 
and then solving for y. Thus, we would have x = sin y. We would then write 
y = arc sin x where the notation arc sin x is one notation for the inverse 
function of sin x. (The notation sin - 1 x is also in current use, but this has the 
disadvantage that one could misinterpret it to mean l/(sin x). For this 
reason we shall use the arc sin x notation here.) The graph of y = arc sin x 

y 

x 

Figure V.20 
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y. 

Figure V.21 

is given in Figure V.2l. Note that this is not a function, for there are many 
values of y for each value of x in the interval [ -1, 1]. If we had limited the 
domain of y = sin x to [ - n12, nI2], we would have considered only the 
portion indicated by the vertical lines in Figure V.20. The inverse function 
would then have used only the portion indicated by the horizontal lines 
in Figure V.21, and this would have given us a function. For this reason, 
we limit the range of the function y = arc sin x to the interval [ - n12, n12]. 

Pursuant to the above discussion, we have 

sin (arc sin x) = x. 

Using the chain rule, we have 

cos (arc sin x)Diarc sin x) = 1 

or 

Dx(arc sin x) = ( 1. ) 
cos arc sm x 

It is not very appealing to leave the right hand side in this shape. We observe 
that if we denote (arc sin x) by y for simplicity, we have cos y, but this could 
be written as 

cos y = (cos2 y)1/2 = (1 _ sin2 y)1/2. 

Since y = arc sin x, then 

sin y = sin (arc sin x) = x, 
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and hence cos y = ~. We can illustrate this trigonometric sleight of 
hand with the use of Figure V.22. In this case we have labeled the angle A 
as y, for y = arc sin x can be liberally translated as "y is the angle whose 
sine has the value x." In order to produce the correct sine, we have indicated 
that the side BC is of length x and the hypothenuse AB is of length 1. You 
will note that this does yield sin y = x. From the Pythagorean theorem we 
now have the length of AC as ~. A glance at Figure V.22 now tells 
us that cos y = ~. This result agrees with that we obtained using the 
trigonometric identities. We can now write our result as 

Diarc sin x) = h. 
1 - x 2 

We should observe here that since the cosine in this interval is never negative, 
we have no problem in determining which sign we should use in taking the 
square root. If we multiply both sides by dx, we obtain the corresponding 
differential of arc sin x. If we use the fundamental theorem, we can obtain 
the integral which yields arc sin x as a result. Thus, we have 

and 

Diarc sin x) = h 
1 - x2 

d(arc sin x) = h 
1 - x2 

f dx . C 
~=arcsmx+ . 

vI - Xl 

Although the arc sine function is defined over the closed interval, we find it 
necessary to delete the end points when differentiating in order to avoid 
meaningless derivatives. More will be said on this point in Chapter VII but 
for the moment we will not be concerned with either integration or dif­
ferentiation over the interval [ -1, IJ, despite the fact that the definition 
of the inverse function of the sine is valid over this interval. 

We can handle each of the remaining five trigonometric functions in a 
similar manner. The trigonometric identities required to put each of the 
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results in a more or less standard form are all derived from the familiar set 

sin2 x + cos2 X = 1, 

tan 2 X + 1 = sec2 x, 

and 

cot2 x + 1 = csc2 x. 

It is also possible, and probably easier, to use a triangle similar to the one 
in Figure V.22 in each case. It would be necessary to label the sides differently 
for each case, however. The results can be placed in a table as follows: 

1 (. dx f dx Dx(arc sin x) = ji-=-? d arc smx) = ji-=-? 
ji-=-? 

= arc sin x + C 
1 - x 2 1 - x 2 

-1 -dx f dx DxCarc cos x) = ji-=-? d(arc cos x) = ji-=-? 
ji-=-? 

= -arc cos x + C 
1 - x 2 1 - x 2 

1 dx f dx DxCarc tan x) = --2 d(arc tan x) = -1--2 
1 + x 2 

= arc tan x + C 
1 + x +x 

-1 -dx f dx Dx(arc cot x) = --2 d(arc cot x) = -1--2 
1 + x 2 

= - arc cot x + C 
1 + x +x 

1 dx f dx Dx(arc sec x) = d(arc sec x) = ~= arc sec x + C 
x~ x~ X x 2 - 1 

-1 -dx f dx DxCarccscx) = 
x~ 

d(arc csc x) = 
x~ 

~ = -arccscx + C 
x x 2 - 1 

Note that in the case of the integrals, we have only three distinct integrals, 
but each one has two possible results. Based upon previous work this would 
indicate that (arc sin x) and (-arc cos x) must differ by a constant. Can you 
find the constant in this case? Would the same constant occur in the case of 
(arc tan x) and (-arc cot x), and in (arc sec x) and (-arc csc x)? It is 
interesting that we would apparently have two different results, but in fact 
the results are hot different. The fact that the constant, C, is to be determined 
gives us quite a bit ofleeway. This will frequently lead us to results that appear 
to be different but which are in fact the same. Hence, from this point on it 
may be more difficult for you to compare answers with someone else and 
determine whether you are right or wrong. You may both be right, but the 
answers may just have a different appearance. 
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EXAMPLE 7.1. Find DxY if y = (arc tan eX )2. 

Solution. This is certainly a composite function, and hence we must use 
the chain rule as well as our newly developed formulas. Here we would have 

D xC arc tan eX )2 = 2( arc tan eX)D xC arc tan eX) 

1 = 2(arc tan eX) 2 Dxex 
1 + e X 

2eX( arc tan eX) 

1 + e2x 

We see in this example that we need all of the results so far. With an increasing 
number of results available, it also becomes increasingly important to make 
certain that you do not skip steps, for each step in any solution is important. 

Now that we have developed formulas for handling the inverse trig­
onometric functions, we can consider the question of the rate at which the 
angle which a curve makes with the horizontal changes as we move along 
the curve. This rate is called the curvature ofthe curve at the point in question 
and is frequently denoted by K. We must first clarify precisely what it is 
that we are seeking. Let y = f(x) be the equation of the curve. We will pick 
a particular point on the curve (xo, Yo), as shown in Figure V.23. Denote by e 
the angle which the line tangent to the curve at (xo, Yo) makes with the positive 
x-axis. Let s be the length of the curve from some given point, such as the 
point at which the curve crosses the y-axis. The origin for measuring s is 
immaterial, as you will see. We are now concerned with finding Dse or the 
rate at which the angle e changes with respect to the length of arc traversed. 
(We will assume that all derivatives in this discussion are to be evaluated at 
(xo, Yo).) Since tan () = DxY, we know that e = arc tan DxY. Hence we have 

D () = DxCDxy) = D;y 
x 1 + (Dxy)2 1 + (Dxy)2· 
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In Section V.3 we found that ds = J dx2 + dy2. Since ds = Dxs dx by defini­
tion, and similarly dy = DxY dx, we have ds = Dxs dx = J dx2 + [DxY dXJ2 
= J 1 + [Dxy]2 dx, and consequently Dxs = J 1 + (Dxy)2. If we consider 
e to be a function of sand s a function of x, the chain rule states that Dxe = 
DseDxs. Therefore we have 

(V.7.1) 

The last expression is obtained by a change of notation. The reciprocal of 
curvature is called the radius of curvature. 

1 [1 + (y')2J3 /2 
R=-=----'-----

K y" 
(Y.7.2) 

EXAMPLE 7.2. Find the curvature and radius of curvature of x2 + l = 25. 

Solution. Since no specific point is given, we will assume that we are to 
find the curvature and radius of curvature at a general point. We need both 
y' and y". Differentiating we have 2x + 2yy' = 0 or y' = -x/yo Note that 
this is not valid if y = O. Also, we should note whether we have the upper 
semicircle or the lower semicircle to obtain the correct sign for y'. To obtain 
y" we will differentiate y'. Thus we have 

y" = 
y - xy' 

y2 

y - x( - ~) = 

y2 
25 

-3". 
Y 

1 
5 

This shows that in the case of the circle the curvature is independent of the 
point being considered. The negative sign arises from the fact that the curve is 
concave downward when y is positive and upward when y is negative. 
The radius of curvature is the reciprocal of the curvature, and consequently 
we see that the radius of curvature is five in absolute value. Furthermore 
it, too, is a constant. This arises from the fact that we are dealing with a circle 
and the radius of the circle is five. If we had taken a different curve, such as 
parabola, the radius of curvature would not have been a constant, for the 
(circle) most closely approximating the curve would vary in size from point 
to point along the curve. 
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In Example 7.2 we see that this does indeed give us the radius of the circle. 
In general this gives the radius of a circle called the osculating circle (kissing 
circle). The osculating circle is the one that most closely fits the curve at the 
point in question in that it is tangent to the curve and the direction of the 
tangent line is changing at the same speed on both the circle and the curve 
at that point. 

EXAMPLE 7.3. Find the equation of the curve formed by the centers of the 
osculating circle to the curve y = X2. 

Solution. Since the osculating circle at a point (xo, Yo) shares a common 
tangent with the curve and has a radius equal to the radius of curvature, 
we can locate the center of the circle corresponding to this point P in Figure 
V.24 by proceeding from P in the direction perpendicular to the tangent at P 
and toward the inside of the curve a distance equal to the radius of curvature. 
This will serve as an outline for our solution of the problem. 

We see first that the slope of the parabola at (xo, Yo) is given by y' = 2xo, 
and hence the slope of the radius will be (- 1j2xo) since the slope of per­
pendicular lines are negative reciprocals of each other. Since y" = 2, we 
have the radius of curvature, that is the reciprocal of the curvature, given by 
R = t(1 + 4x6?/2. If the point Q in Figure V.24 represents the center of 
curvature, we know that the slope of PQ is ( -1j2xo) and the length of PQ 
is R, the radius of curvature. Let the vertical distance from P to Q be given 
by the unknown constant a. Then the horizontal distance must be - 2xo a 
as shown in order to obtain the desired slope. The distance PQ is then 
obtained by the Pythagorean theorem. Putting all of this information 
together, we have 

J 2 (1 + 4X6)J1 + 4x6 
a 1 + 4xo = 2 

or 
a = t + 2x6· 
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Consequently we have for the coordinates (x, y) of Q the relations 

{ X = Xo - 2xoa = Xo - xo(1 + 4x5) = -4x6 

y = x5 + a = x5 + ! + 2x5 = ! + 3x5· 
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Notice that this is a pair of parametric equations with parameter xo, the 
x-coordinate of the point of tangency of y = X2. This curve is called the 
eva lute of the curve y = X2. 

EXERCISES 

1. Find y' in each of the following: 

(a) x 3y - y2 + 3x = 4y3 
(b) eXY = sin x - cos y 
(c) x 3 + x 2y + y3 = 45 
(d) yeX + xeY = 15 
(e) tan(x2y) = x 3 + i 
(f) x 3 + y3 = 3xy 

2. Differentiate each of the following: 

(a) arc sin eX 
(b) arc tan x 2 

(c) arc esc (eX2 ) 

(d) arc cot (4 - x) 
(e) arc eos(sin x) 
(f) arc sec(x2 + 3) 
(g) earc tan X 

(h) (arc sec x? 

3. Evaluate: 

(a) SA (1 + X2)-ldx 
(b) J ((x + 2)2 + 1)-1 dx [Hint: Use Corollary 2 of Theorem III.3.3.] 

(c) J ((x + 3») x 2 + 6x + 8)-1 dx [Hint: What integral does this resemble?] 

(d) Jl/2 ((arc sin x)/~)dx 
(e) J (ex/~)dx [Hint: Let eX = y.] 

4. We know in general that a function of its inverse function is the identity function. 
Therefore the derivative should be one. Show that this is the case in each of the 
following by computing the derivatives using the chain rule. 

(a) sin(are sin x) 

(b) arc sine sin x) 

(c) P 
(d) (Jx)2 

(e) sec(arc sec x) 
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(f) f(g(x» where f(x) = x/ex - 3) and g(x) is the inverse of f(x) if it exists. 

(g) cot(arc cot x) 

(h) csc( arc csc x) 

(i) arc tan(tan x) 

5. Find the equation of the tangent at (3, 2) to the curve given by the relation 
2x2 - 3xy - y2 + 2x - 3y + 4 = O. 

6. Find the length of the curve y2 - 4y + 4 - x 3 = 0 from the point (4,10) to (0, 2). 

7. Find the curvature and radius of curvature of y = x 3 at the point (2, 8). 

8. Find the equation of the evolute of y = x 3• 

9. Find the curvature and radius of curvature of 4x2 + 9y2 = 36 at the point (xo, Yo). 

10. Show that the curvature of the line ax + by + c = 0 is zero. 

11. (a) Find the curvature of the curve whose equation is xy = 1 at the point with 
coordinates (xo, Yo). 

(b) Find the point (xo, Yo) on xy = 1 at which the curvature is maximum. 
(c) Show that the point found in part (b) bisects the segment joining the origin and 

the center of curvature corresponding to this point. 
(d) Show that the radius of curvature for this curve has no maximum value. 

12. Find y' if y" = xm for positive integers nand m. Show that this gives an alternate 
derivation of the differentiation formula for the power function. 

S13. If P is the price per unit for a certain commodity and Q is the quantity sold, the 
revenue is PQ. 

(a) Find the marginal revenue in terms of P and Q. 
(b) Show that the marginal revenue can be expressed as PQ'{l - l/E) where E 

is the elasticity of demand. 
(c) Show that the marginal revenue is negative if and only if E < 1. 
(d) From this information, indicate the significance of a negative marginal 

revenue. 

S14. Find the total revenue, the marginal revenue, and the elasticity of demand if the 
demand function is given by Q = 25/(P + 6). 

P15. A particle of mass m moves along the x-axis with velocity D = D,x. If it started 
with initial velocity of Do and initial position of x o, and if it moves such that the 
relation between its velocity and position is given by the equation m(v2 - viD 
= k(x6 - x 2), show that the effective force on the particle, mD,v is given by 
( - kx) where k is a constant of proportionality. 

V.8 Exponentials and Logarithms 

We made one glaring omission in the last section, for we omitted the inverse 
of the function eX. That this was not unintentional may have occurred to you. 
This inverse brings in a function which has many uses, and it merits a section 
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of its own. Since eX is monotonic strictly increasing for all values of x, then 
there must be a unique inverse function without any restriction on the domain 
of the exponential function. We will denote this inverse function by L(x), 
and hence 

eL(X) = L(eX) = x. 

Using implicit differentiation and the chain rule, 

DxeL(X) = eL(X)L'(x) = 1, 

and from this 

xL' (x) = 1, 

or 

L'(x) =~. 
x 

(V.8.1) 

We pause to investigate the domain of L(x). Since eX > 0 for all values of x, 
and since the range of eX is the domain of L(x), then the domain of L(x) must 
consist of just the positive real numbers. This is fortunate, for this insures 
that there will be no division by zero in evaluating L'(x). It also indicates 
that L(x) is monotonic strictly increasing since L'(x) > 0 for all values of x 
in the domain of L(x). 

We can expect L(x) to behave like a logarithm, and in fact to be a 
logarithm, for one definition of the logarithm is based on exponents. We 
can derive some of these same results, however, from the information we 
have at hand. For instance, we know that eL(1) = 1 = eO, and hence L(l) = O. 
We also have 

fa 1 fa 
- dx = L'(x)dx = L(a) - L(1) = L(a). 

1 X 1 

Therefore L(x) is given by the relation 

Ix dt 
L(x) = -. 

1 t 
(V.8ol) 

Since we have methods for finding rather accurate values of integrals, whether 
we can formally integrate them or not, we can use the computational schemes 
suggested in Section 6 of Chapter II to obtain values for the logarithm. 

We can readily derive the laws oflogarithms from the information we have 
before us. If we consider L(ax), then by the chain rule we have 

111 
DxL(ax) = - DxCax) = - a = -

ax ax x 

but this is the same as L'(x), and hence 

L(ax) = L(x) + C 



324 V The Interrelation of Integration and Differentiation 

where C is some constant. We observe that if x = 1 we have 

L(a) = L(1) + C = 0 + C = C, 

or 

L(ax) = L(x) + L(a). 

This is merely the statement that the logarithm of the product is the sum of the 
logarithms of the factors. In similar fashion, if we consider 

DxL(xn) = Gn)DxCXn) = Gn)(nxn- 1 ) = nG) = nDxL(x) = Dx[nL(x)], 

we have 

L(xn) = nL(x) + c. 
Let x take on the value one. We then have C = 0, and consequently the rule 
L(xn) = nL(x). 

In this last case we were forced to restrict our attention to rational values 
of n, for we have only derived the derivative of xn for rational values. However, 
we can use our present results to remove this restriction. Observe that the 
integral of eX was obtained with no restrictions on the domain, and hence by 
the Fundamental Theorem we had no restrictions on the derivative of eX. 
Since eX is a continuous function, there are no restrictions on the domain of 
L(x) other than x > O. Therefore, if x > 0 we can define xn for any real 
value of n by the relation xn = enL(X), and in this case we have 

DxCxn) = DxCenL(X») = enL(x) [nG)] = xn[~] = nxn- 1• 

If n is negative, ( - n) is positive. Then 

D xn = D (_1_) = _ (_n)x- n- 1 = nxn- I 
X X x-n X 2n 

by the quotient rule and the fact that the differentiation formula holds for 
all real positive values of the exponent. Thus we have finally removed all of 
the restrictions on the exponent n in x n, and we find that the derivative formula 
obtained in Section IV.5 for a restricted set of values, n, is a correct formula 
for all real values of n. 

We have used the notation L(x) in order to emphasize the functional 
nature of the logarithm, although we have not hesitated to call it the 
logarithm. We should now point out that this particular function is the 
logarithm to the base e, and this is referred to as the natural logarithm. The 
logarithm to the base 10, usually called the common logarithm, can be obtained 
from the natural logarithm by multiplying by a constant value, namely the 
logarithm of e to the base 10, or the common logarithm of e. Since both types 
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of logarithms are used frequently, it is convenient to use different notations 
in order to keep them distinct in our minds. To this end we will denote the 
common logarithm of x by log x and the natural logarithm of x by In x. Thus, 
the abbreviation log will denote that we are using base 10, and the abbrevia­
tion In will indicate base e. This formalizes a similar discussion in Chapter III. 
For the purpose of the calculus, we will prefer the base e,just as we preferred 
radian measure for the trigonometric functions. This is due primarily to the 
fact that we have simpler formulas and do not have to carry along some very 
unappetizing multiplicative factors for both the integration and differ­
entiation of the functions. 

We should also note at this point that we have filled in another hole. We 
had developed the integral formula 

fb xn dx = _1_ [bn+ I _ an+ IJ 
a n + I 

(V.8.3) 

and at the time that we developed this we had required that n be restricted to 
rational numbers and only to those for which this expression would be 
meaningful. With the work of this section we have now expanded our results 
so that we see this formula to be correct for all real values of n except for 
the glaring case of n = - I in which case we would have a zero denominator. 
Observe, however, that if n = -1, we then have the integral 

fb fbI b 
X-I dx = - dx = In b - In a = In -, 

a a X a 
(V.8A) 

and the only restriction here is that both a and b be positive. If they are both 
negative, it is possible to substitute ( - y) for x, so that x = - y, then the 
limits for y will be positive. Not only is x = - y, but also dx = ( -1)dy = 

-dy, and hence the integrand appears to be unchanged. Therefore if the 
limits of integration are both negative, say -c and -d, we can handle the 
situation by substituting x = - y to obtain 

f-d I fd I fd I d 
-dx = (_ )d(-y) = -dy = Ind -Inc = In-. (V.8.5) 

-c x eYe Y c 

If the limits of integration are of opposite sign, then x = ° somewhere within 
the interval of integration, and the integrand would fail to exist at x·= 0. 
The result would therefore not be useful. 

If we consider the indefinite integral, we have no way in advance of 
knowing whether we wished to consider this for positive values of x or 
negative values. Consequently, we can handle both at once by indicating 
that we will use the absolute value of the expression in question. Hence, 
we write 

f ~ dx = In Ixl + c. (V.8.6) 
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This will be used in the future in the case of both the definite and the indefinite 
integral. We must still be careful to insure that we do not have the situation 
in which the integrand may fail to exist. 

EXAMPLE 8.1. Evaluate Dx log x. 

Solution. Since x = e1n x = 1010g x = (e1n 1 oYOg x we can equate the ex­
ponents on e and obtain In x = (In lO)(Iog x). From this we have log x = 
In xjln 10, and consequently Dx log x = Diln x/In 10) = (1/1n 1O)(1/x) = 
0.43429(1/x). The inconvenient coefficient which appears in this case is a 
prime reason for the general preference for natural logarithms over common 
logarithms when the calculus is involved. 

With these results, we have completed the consideration ofthe differentia­
tion of the functions which are frequently referred to as elementary. We 
have also considered the integrals for many new cases-in the various sections 
of this chapter. It is apparent that there are many functions which we would 
still find somewhat difficult to handle, and we will devote the next chapter 
to some additional techniques that may ease the problem of finding deriva­
tives and integrals. With all of the formulas we have to date-and all of 
these will be used in the pages ahead and in the various applications of "the 
calculus-it is almost obvious that one must stop and think to insure using the 
correct one. As we have admonished in the past, stop before embarking on 
any problem and think through that problem carefully. In other words, 
analyze the situation at hand and plan your method of attack rather than 
plowing ahead without thinking. If you plow a deep rut, it may be very 
difficult to get out, even though you may be aware that the rut leads in the 
wrong direction. Human minds seem to work in strange ways, and a mental 
path once started seems to present a magnet which draws all future attempts 
into the same path, whether it be correct or not. 

EXERCISES 

1. Differentiate each of the following: 

(a) In (sin x) 
(b) In(sec x + tan x) 
(c) In(x 3 - 4x + 2) 
(d) In[x3(4x - 5)2] 
(e) In(sec x) 
([) In(cos x) 
(g) In(x + 5)4 

(h) x In x 

2. Differentiate each of the following: 

(a) e1nx - x 2 

(b) In(csc x 2 ) 
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(c) x 5 In x 
(d) x In x 5 

(e) In(eX - 2) 
(f) x In x - x 
(g) In cot 4x 
(h) In(cot x esc x) 

3. Integrate each of the following: 

(a) H [(4 + x)jx]dx 

(b) I «3 - X)3/X2)dx 

(c) I (D= -5 xk)dx 

(d) H (x + 3/X)3dx 

(e) I «x2 + x)2/x)dx 

(f) I (cos x/sin x)dx = I (l/sin x)d(sin x) 

(g) IO/4 tan x dx = IQi4 (sin x/cos x)dx 

(h) I [sin 3x/(cos 3x - 4)]dx 

4. Evaluate each of the following: 

(a) D; In(l - x) 

(b) Dx sin(ln x) 
(c) H ((In x)/x)dx = H In x d(ln x) 

(d) I «sin(ln x»/x)dx 

(e) D; log(l - x) 

(f) Dx In(ln(ln x» 

(g) Ii (2x/(x2 + l»dx 
(h) D;(ln 3X)3 

5. Use differentials to approximate each of the following: 

(a) In 0.95 
(b) In 1.1 
(c) In sec 0.04 
(d) In(tan 0.75) [This is near n/4.] 
(e) In( sin 27°) 
(f) In[l - (O.Owj 
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6. Find the root of each of the following equations accurate to three decimal places: 

(a) x+ Inx = 0 
(b) x 2 + In x = 0 
(c) x 3 + In x = 0 
(d) eX + In x = 0 

7. Set up the integral for the length of the curve y = In sec x from (0, 0) to (n/3, In 2). 
Use a numerical method to find an approximate value for this length. 
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8. (a) Show that In 2 < 1 < In 3 by approximating the value of the integral in 
(V.8.2). 

(b) Show that the logarithm is a strictly increasing function. 
(c) Using part (b) show that the logarithm must have an inverse function. 
(d) Show that DQ In(a, a + 1) is a monotonic function of x for any positive 

constant a. Is this increasing or decreasing? 

9. Let g(x) be the greatest integerfunction g(x) = [x]. Evaluate each of the following. 
[You may have to go back to RS sums.] 

(a) gas In x dg(x) 

(b) gas In 3x dg(x) 

(c) S&?s In x dg(3x) 

(d) gas In 3x dg(3x) 

PlO. Work is defined as the product of a force and the distance through which the 
force operates. 

(a) If we have a gas in a cylinder pressing against a piston, show that the force 
on the piston is the pressure of the gas multiplied by the area of the piston 
against which the gas is pressing. 

(b) Show that the work done in moving the piston so as to compress the gas is 
approximated by the pressure multiplied by the change in volume for small 
changes in volume. 

(c) Find the work done in compressing an ideal gas in a cylinder from 30 cubic 
inches to 20 cubic inches if the gas was initially at a pressure of 20 Ibs per 
square inch, and the temperature remains constant. [An ideal gas obeys the 
law PV = nRTwhere P is pressure, Vis volume, n is the number of moles of 
gas, R is the universal gas constant, and T is temperature measured in 
degrees Kelvin.] 

SBll. (a) The rate of decay of a radioisotope is proportional to the amount present. 
This can be stated as D,A = -kA where A is the amount present at time, t, 
and k is a constant. The negative sign appears due to the fact that A is de­
creasing. Write this equation in terms of differentials, and then obtain an 
integral by which you can evaluate A in terms of t. 

(b) The half life of carbon (C14) is 5570 years (that is after 5570 years there will 
be half as much radioactive C14 present as there was initially). If a fossil is 
found in which there is only two percent as much C14 as one would normally 
expect, what is the age of the fossil. (This is the method upon which carbon 
dating is based.) 

SBI2. The rate of growth of population is frequently postulated to be proportional to 
the present population. If the annual rate of increase in population is two per 
cent of the current population and the world population is currently assumed 
to be about 4,000,000,000, when will the world population be thirty billion? 
This assumes that there is no change in the rate of increase. 

SB13. There are four frequently postulated growth curves. These are 

(i) pet) = P(O)eR" 

(ii) pet) = K - [K - P(O)]e- R', 
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(iii) P(t) = KP(O)/ (P(O) + [K - P(O)]e- KRt), 
and 

(iv) P(t) = ae(-be-R ,), 
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and are known as exponential growth, exponential growth to constant value, 
logistic growth, and Gompertz's growth curve respectively. In each case K and R 
are constants and P(t) is the population at time, t. 

(a) Find the rate of growth in each case. 
(b) Determine which of these apparently approach a limiting population size, 

and determine what it appears to be. [In (ii) and (iii) you should consider 
both the case in which K < P(O) and K > P(O).] 

B14. (a) If you have a population of cells in an ideal situation where they reproduce 
by simple division, and where the division occurs at specified time intervals 
without variation, show that the population of the r-th generation is P(r) 
= P(O)2'. 

(b) If the time for one generation is T, and the variable time is denoted by t, 
then we can rewrite this equation as P(t) = P(O)2t/T. Find the rate of increase 
of the population as a function of time. 

(c) For what value of T will the growth rate be 2% per year? Compare this result 
with that obtained in Exercise 12. 

MIS. (a) Show that (log e)(ln 10) = 1 

(b) Show that S aX dx = aX(log e/Iog a) + C 

(c) Show that Dxax = aX(log a/Iog e) + C 



CHAPTER VI 

Techniques of Differentiation and 
Integration 

VI. 1 A Look Back 

In the last three chapters we have accumulated a rather large number of 
formulas for both differentiation and integration. It is the purpose of this 
chapter to bring these results together, and to present ways by which these 
results can be extended. It would therefore be helpful to place the results 
obtained so far in tabular form for easy reference. We list here the results for 
both derivatives and integrals, pairing them off where this is appropriate. 
The differential can be easily obtained from the derivative, and for that 
reason will not be listed in this table. 

(la) Dx[ef(x)] = ef'(x) 
S ef(x)dg(x) = e S f(x)dg(x) 

(lb) U(x)d[eg(x)] = e U(x)dg(x) 
(2a) Dx[f(x) ± g(x)] = f'(x) ± g'(x) 

jTfl(X) ± f2(X)]dg(x) = Ul(x)dg(x) ± Uix)dg(x) 
(2b) Sf(x)d[gl(X) ± g2(X)] = U(x)dg1(x) ± U(x)dg2(x) 
(3) Dx[f(x)g(x)] = f(x)g'(x) + g(x)f'(x) 
(4) Dx[f(x)/g(x)] = (g(x)f'(x) - f(x)g'(x»/[g(X)]2 

(5a) Dxf(g(x» = f'(g(x»g'(x) 

(5b) 
(6a) Die) = 0 
(6b) Dix) = 1 

U(x)dg(x) = U(x)g'(x)dx 
S~f(h(x»dg(h(x» = S~~~U(y)dg(y) 
S Odg(x) = C 
S dg(x) = g(x) + C 

(6c) Dixn) = nxn- 1 S xndx = xn+1/(n + 1) + C, n # -1 
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(7) Dx(eX) = eX 
(8) Dx{ln x) = l/x 

(9) Disin x) = cos x 

S eXdx = eX + C 

S (1/x)dx = lIn xl + C 

S cos x dx = sin x + C 
(10) Dicos x) = -sin x 

S sin x dx = - cos x + C 
(11) Ditan x) = sec2x 

S sec2 x dx = tan x + C 
(12) Dicot x) = -csc2x 

Scsc2xdx= -cotx+C 
(13) Disec x) = sec x tan x 

S sec x tan x dx = sec x + C 
(14) Dicsc x) = -csc x cot x 

S csc x cot x dx = - csc x + C 

(15) Diarc sin x) = 1/.jl="? 

S (1/.jl="?)dx = arc sin x + C, Ixl < 1 

(16) Diarc cos x) = -1/.jl="? 

S (1/)1 - x 2 )dx = -arc cos x + C, Ixl < 1 

(17) Diarc tan x) = 1/(x2 + 1) 

S (1/(x2 + 1»dx = arc tan x + C 
(18) Dx(arc cot x) = -1/(x2 + 1) 

J(l/(x2 + 1»dx = -arc cot x + C 

(19) Diarc sec x) = l/xP-=! 

S (l/xP-=!)dx = arc sec x + C, Ixl > 1 

(20) Dx(arc csc x) = -1/xP-=!) 

S (1/xP-=!)dx = - arc csc x + C, I x I > 1 
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As you will agree, this is a rather impressive list. You should keep this 
list at hand, or better yet be able to derive each result. However, this list 
is deficient in some rather obvious places as well as in some places that are 
not so obvious. We do not have an integral of the tangent, cotangent, secant, 
or cosecant, for instance, and there are many other functions that you might 
think of for which we do not have integrals, such as (1 - X 2)1!2. In the next 
section we will introduce the use of logarithms for the purpose of simplifying 
some differentiations and making possible some others. In the remaining 
sections of this chapter we will provide methods for filling in some of the 
gaps in integration, such as those referred to above. The fact that some of 
the results may be a bit less than obvious should not surprise you, however, 
for there are many integrals for which no one can find a formula. (There 
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are also some continuous functions for which no derivative exists.) We will 
not dwell further on the negative, but will amplify our arsenal of differentia­
tion and integration techniques so that we can handle a wider spectrum of 
problems in the future. 

One point should be made here. It seems that we have been dealing 
primarily with the Riemann integral rather than with the Riemann-Stieltjes 
integral. However, you will remember that 

f f(x)dg(x) = f f(x)g'(x)dx. 

If we consider f(x)g'(x) as the integrand, we have the Riemann integral. 
While this is dependent upon the existence of g'(x), and while the RS in­
tegral can exist without requiring that g'(x) exist, the majority of the nice 
cases occurring in applications are covered by this use of the Riemann in­
tegral to evaluate the RS integral. Hence the results we have obtained are 
much more general than might appear at first glance. 

We will close this section with some examples of ways in which the use 
of the listed results can be extended. Some of these review methods used in 
Chapter V. 

EXAMPLE 1.1. Evaluate 

f «x + 2)/(x2 + 4x + 9»dx 

Solution. This apparently does not fit any of the results listed earlier. 
However, if we would consider the use of the integral (5b) above, we might 
let g(x) = x2 + 4x + 9, and then replace g(x) by y. This requires that 
dg(x) = g'(x)dx = (2x + 4)dx = 2(x + 2)dx, and we note that we could re­
write the integral as 

f (x + 2)dx = f 2(x + 2)dx = ~ fdg(X) = ~ fdY = ~ lnl + C 
x 2 +4x+9 2(x2 +4x+9) 2 g(x) 2 Y 2 yl 

1 
= lIn Ix2 + 4x + 91 + C 

= In Jx2 + 4x + 9 + c. 
Observe that the integration became very easy, simply by a substitution and 
the use of a standard result. Note, also, that we obtained a logarithm for the 
result, even though the integrand gave no apparent hint that such would be 
the case. 

While it is frequently true that an expression in the denominator leads to 
a logarithm in the result, it is not always true, and you should observe very 
carefully the considerations which distinguish the various cases that can 
arise. 
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EXAMPLE 1.2. Evaluate 

f (x + 2)dx 
(X 2 + 4x + 9)5/2 

Solution. This integral appears not too dissimilar from the integral of 
Example 1.1. This suggests that we might try the same technique. However, 
we find that we have a slight alteration in the resulting integral after sub­
stitution. This requires that we use a different one of the results from our 
list. 

f (x + 2)dx - 1 f -5/2 - 1 f -5/2 
(X 2 + 4x + 9)5/2 - 2 [g(x)] dg(x) - 2 y dy 

1 y(-5/2)+1 

2 (- 5/2) + 1 + c 
1 [g(X)]<-5/2)+ 1 

= 2 (-5/2) + 1 + c 
1 = - - (x2 + 4x + 9)-3/2 + c 3 . 

Thus if the exponent of the term in the denominator is one, we have the 
unique case for which the result (6c) fails to work. It is the single case in 
which the logarithm appears as a result of integration. Failure to note the 
distinction between these two cases is one of the more frequent causes of 
error by the unobservant. 

The same principle of substitution that we have seen in the last two 
examples can be seen in a slightly different way in the following example. 

EXAMPLE 1.3. Evaluate J x2 sin x3 dx. 

Solution. It is apparent that we are dealing with a composite function, 
sin (x 3). We should use f(x) = sin x and let g(x) = x 3• In order to use the 
integral result (Sa), we will need g'(x), but we see that g'(x) = 3x2 , and we 
already have the x2 in the integrand. Hence we write 

f x2 sin x3 dx = f ~ sin x 3(3x2 )dx = ~ f sin x3 d(x 3 ) = - ~ cos x3 + c. 

Observe that if we had not had the x2 already present this method would 
have failed, for while we can let a constant factor filter through the integral 
sign, it is not correct to do the same thing for a non-constant factor. In this 
case we would have had to attempt something else. We will be pursuing 
other techniques in the remainder of this chapter. It should be noted that 
integrals exist for which no method known to man will work. In this case 
we could resort to numerical integration, provided of course the integral 
is a definite integral. 
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EXAMPLE 1.4. Evaluate J xe- x2 dx. 

Solution. Here we have an integrand that has something in common with 
integral formula (7), but which is not precisely the same as that result. We 
could handle this, however, if we were to let g(x) = (-x2 ), in which case 
we would have g'(x) = (-2x). Because the additional factor, x, is present 
we can manage this case. It is possible to provide the factor (- 2) since 
( - 2) is a constant. Note that if the x were not present we would be in trouble. 
Our results now appear as 

f xe- x2 dx = f ( -~)e-X2( -2x)dx = - ~ f e- x2 d( _x2 ) = - ~ e- x2 + c. 

The moral to these examples is that there are many ways in which we can 
expand the use of our table, but it will require keeping your eyes open and 
your mind alert. We will be dealing with other, less obvious, substitutions 
and techniques in the remaining sections of this chapter. There is no set 
ruie by which one can determine what method to use at any given time other 
than experience, but keep trying, for this is the only way that one can gain 
experience. 

EXERCISES 

1. Differentiate: 

(a) x 2 In 3x + e- x2/2 

(b) arc tan(sin x). 
(c) 4X 

(d) (x 2 - 3 cos3 x 3)/F+"2 
(e) x 3 arc sec(x2 - 3x) 
(f) esin x arc cos x2 

(g) In(csc 4x) 
(h) x In(arc esc x 3 ) 

2. Integrate each of the following: 

(a) S x sec2 x 2 dx 

(b) S «x - 1)/(x2 - 2x + 2))dx 
(c) S eO-X) dx 

(d) S x 2 cos(x 3 + TC)dx 

(e) S (1/)1 - x 2 )dx 

(f) S (x/~)dx 
(g) S (x/(l - x 2 ))dx 

(h) S (1/cos2 2x)dx 

3. Evaluate each of the following: 

(a) g (x 3/(4 - x 4 ))dx 

(b) SOl/2 (x/J1=7)dx 
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(c) S:)~ «sin x)/(cos2 x))dx 
(d) SO/4 e1anx sec2 x dx 

(e) S1 (sin(ln x)/x)dx 
(f) S~2 tan(arc tan x)dx 

(g) S;!~ tan3 x sec2 x dx 
(h) H x(x2 - 2)3dx 

4. Find the area bounded by the curve xy = 4, x = 1, and x = n 

(a) For n = 5 
(b) For n = 10. 
(c) For n = 100. 
(d) For n = 1000. 
(e) How large might this area become if n is allowed to increase indefinitely? 
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5. The area bounded by xy = 4, x = 1 and x = n is revolved about the x-axis to 
form a solid of revolution. 

(a) Find the volume of this solid if n = 5. 
(b) Find the volume of this solid if n = 10. 
( c) Find the volume of this solid if n = 100. 
(d) Find the volume of this solid if n = 1000. 
(e) How large might this volume become if n is allowed to increase indefinitely? 

6. The area bounded by y = sec x, x = n/4, x = n/3, and y = 0 is revolved about the 
x-axis. Find the volume of revolution. 

7. Set up the integral for the length of the curve y = In(4 esc x) from the point (n/6, In 8) 
to the point (n/2, In 4). Approximate this length numerically. 

8. Find the length of the curve y = X 3/2 + 2 from (1, 3) to (4, 10). 

9. Find the area bounded by the curve r = esc 0, 0 = n/6, and 0 = n/2. 

10. Find approximate values of 

(a) sec 47°. 
(b) arc cos(0.52) 
(c) tan(7/13) 
(d) arc sec 1.93 

11. Using the fact that sec2 x ~ 1 show that tan x ~ x if x is in the interval (0, n/2) 
and tan x :s; x if x is in the interval (-n/2, 0). 

12. A ship is sailing at 20 miles per hour due north and staying just 4 miles from a north­
south shore line. A man is standing on the shore watching the ship. How fast must 
his eyes be turning to watch the ship when the ship is 4 miles farther north than he is? 

13. A picture four feet high is hanging on a wall with the bottom six feet above the floor. 
How far away from the wall should a person stand in order that the vertical image of 
the picture would cover as wide an angle on the retina of his eyes as possible? 
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VI.2 Logarithmic Differentiation 

We need to fill one gap in our differentiation formulas. We can differentiate 
a function ofthe type xn where we have a variable raised to a constant power. 
We can also differentiate a function of the type aX where we have a constant 
raised to a variable power. We might raise the question concerning both the 
constant raised to a constant power and the variable raised to the variable 
power. The first of these two cases is one of those relaxing kind that you can 
dash off without any pencil and paper, and thus look like a genius, for you 
know at once that a constant raised to a constant power is a constant, and 
therefore the derivative must be zero. Quod Erat Demonstrandum (the 
deed is done !). The other problem gives pause for thought, however, and 
perhaps you were thinking of it while we were doing the easy one. In this 
case we are trying to find the derivative of a function such as 

f(x) = [g(X)]h(x). 

This is a somewhat frightening function however you view it. But we are 
not vanquished yet, for we remember the last Section of Chapter V, and 
decide to use logarithms. Therefore we write 

In[f(x)] = In([g(x)]h(X» = h(x)ln[g(x)]. 

The last term is a product and we know how to differentiate a product. 
Hence, we can use implicit differentiation and obtain 

f(~/'(X) = h(X)[g(~)J + h'(x)ln[g(x)]. 

We multiply both sides by f(x) and have the expression forf'(x). We already 
know f(x) as a function of g(x) and hex). Consequently we can expressf'(x) 
completely as a function of g(x), hex), g'(x), and h'(x) by replacingf(x) by 
[g(X)]h(x). The final result becomes 

f'(x) = h(x) [g(X)]h(x)-lg'(X) + h'(x)[g(x)]h(X)ln[g(x)]. (VI.2.1) 

It is not suggested that this be memorized. The method for obtaining this 
is one that is worth noting. By taking the logarithm of each side, we have 
transformed that which did not conform to any of our formulas into a more 
familiar function. We had the machinery needed after all. We might observe, 
of course, that if g(x) = c, then g'(x) = 0 and (VI.2.1) reduces to f'(x) = 
(In c)ch(X)h'(x). This is exactly what we would have had using the methods 
of Chapter V and the chain rule. Note that if c = e, then In e = 1 and this 
is the chain rule amplification of formula (7) of Section VI.1. On the other 
hand, if hex) = c, then h'(x) = 0 and we have f'(x) = c[g(X)J-lg'(X) which 
is the corresponding amplification of formula (6). 

While it is not profitable to remember the derivative of a variable raised 
to a variable power (for the simple reason that this does not occur very 
frequently in applications) the method can be useful. We illustrate this in 
the following example. 
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EXAMPLE 2.1. Evaluate Dx[x3 sin2 x(4 - X2 ) 1/2J/[(x - 2)5 Jcos x]. 

Solution. This is a quotient, so we could use formula (4) and follow this 
with a liberal use of the formulas for the product and the chain rule. The 
resulting algebra required to simplify the result would probably keep you 
busy for some time. Let us try logarithms, however, for with the title of this 
section we would be surprised if they did not enter in. We would then dif­
ferentiate 

Inf(x) = 3 In x + 2 In(sin x) 
+ (1/2)ln(4 - x2) - 5 In(x - 2) - (1/2)ln(cos x). 

This becomes, upon differentiation, 

1, 3 2 cos x - 2x 5 - sin x 
f(x/(X) = ~ + -s-in-x- + 2(4 - x 2 ) - -x ---2 - -2 -co-s-x 

3 x 5 tan x 
= - + 2 cot x - ---2 - -- + --. 

x 4-x x-2 2 
Therefore 

x - + co x-------+--f'()-[~ 2 t x 5 tanx][x3sin2xJ4-X2] 
x 4 - x2 X - 2 2 (x - 2)5 J cos x . 

We have not had to use results for products or quotients. 

The use of the logarithm can frequently be helpful in making the dif­
ferentiation of complicated functions easier. Therefore, the results are less 
likely to have errors. Note, however, that the logarithm is helpful primarily 
in those cases in which we have products and quotients, for it is NOT true 
that we can apply logarithms easily to sums and differences. This is another 
of our labor saving devices, but only in those places in which the logarithm 
is appropriate. 

With these results and some ingenuity on your part, you should now be 
able to differentiate any function you are likely to see in applications. If all 
else fails, of course, you can go back to the definition of the derivative, but 
the formulas and relations we have developed can very probably make life 
easier for you if they are used correctly. Remember to keep your eyes open 
for the easiest, most direct way in each case. The fewer the steps, the fewer 
the chances for making mistakes in copying, writing something down, or 
in just plain thinking. 

EXERCISES 

1. Differentiate: 

(a) Jx3=3 sin2 2x/7e4x 

(b) e3x sin 4x + 17 
(c) e3x sin(4x + 17) 
(d) xsin2x 
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(e) (2x/p=3) + (4 - x)"x 

(f) (x + 2)/(x - 1) 

(g) (x3 + 3x2 - 7x)/(6 + eX) 
(h) 4sinx + xn - In 
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2. Differentiate: 
(a) XX 
(b) x(XX) 
(c) x(x(XX») 
(d) (tan x)sinx + (sin x)'anx 
(e) (sin x)COSX 
(f) In(xSinX) 
(g) (In x )"in X 

(h) xarc tan x 

3. Evaluate each of the following: 

(a) Dx In(ln(ln x)) 

(b) S dx/(x(ln x)(ln(ln x))(ln(ln(ln x)))) 
(c) Dx In(ln(ln(ln x))) 

(d) S dx/(x(ln x)(ln(ln x))(ln(ln(ln x)))(ln(ln(ln(ln x))))) 

5. (a) Show that a solution of XX = e is also a solution of x In x = 1. 
(b) Find a solution of XX = e accurate to three decimal places. 

6. Find the extreme points of f(x) = xe- x2 • 

7. Find the maximum value of xsinx in the interval, (0, n]. Obtain this result with an 
error no greater than 0.01. 

8. If f(x) = e- x sin x, use differentials to approximate each of the following: 

(a) f(O.I) 
(b) f( -0.1) 

9. Find DxY if x(t) = (sin t)tant and yet) = (cos t)cost-t3 

10. Let f(x) = (x - 4g(x) with g(a) #- o. Show that (x - a)k-l is a divisor of f'(x), 
but (x - a)k is not a divisor of f'(x). 

11. Letf(x) = gl(X)g2(X)g3(X)··· gk(X). Show that 

f'(x) = ± gj(x). 
f(x) j= 1 gix ) 

12. (a) Let f(x) = (x - al)(x - a2)(x - a3) ... (x - an). Use the results of Exercise 
11 to show that 

n 1 n f(x) 
f'(x) = f(x) I -- = I --. 

j=lx-aj j=lx-aj 
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(b) Use the result of part (a) to find the derivative of 

J(x) = x(x - l)(x - 2)(x - 3)(x - 4)(x - 5)(x - 6) 

(c) Without substituting any values in r(x) show that r(x) #- ° if x = 0, 1, 2, 3, 
4,5, or 6. 

(d) If a = 0, 1,2,3,4,5, or 6 show that rea) is the product of 

(a - O)(a - l)(a - 2)(a - 3)(a - 4)(a - 5)(a - 6) 

from which the single factor (a - a) has been removed. 

VI.3 Integration of Trigonometric Functions 

The integration of trigonometric functions can be very useful in a surpris­
ingly large number of integration problems, as we shall see in a later section. 
In order to prepare for the onslaught of trigonometric integrals, we will 
take time in this section to obtain additional formulas and to illustrate the 
use of trigonometric identities. At the outset it might be worth noting that 
if you have ever wondered in the past concerning the fact that you were 
exposed to trigonometric identities, that wonderment should be removed 
by the time you finish this section. Remember that an identity is an equation 
which is correct for every element of the domain, and hence either of the 
two identical expressions can be employed without altering the problem. 
We will start with an easy one. 

EXAMPLE 3.1. Evaluate S tan x dx. 

Solution. We note that 

f fSin x dx 
tan x dx = 

cos x 

= f-d(COS x) 
cos x 

= -In I cos xl + C = In 1_1_1 + C 
cos x 

= Inlsec xl + c. (VI.3.l) 

We can check this result very easily by differentiating In sec x + C and 
seeing that we then have 

sec x tan x 
----=tanx. 

sec x 

Therefore our solution is correct. There would have been no harm in re­
taining [ -In I cos x IJ + C, but the result In I sec x I + C is more frequently 
seen. 
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EXAMPLE 3.2. Evaluate J cot x dx 

Solution. Here 

f fCOS x dx fd(Sin x) . 
cot x dx = . = . = In I sm x I + c. 

sm x sm x 
(VI.3.2) 

Since the result is already positive, there is no reason for modifying it. If 
you happen to prefer -In I csc x I + C, this is all right too. 

The two results above indicate a rather strange state of affairs, for we 
seem to find that we have both logarithms and trigonometric functions 
appearing in the same solution. If you haven't yet arrived at the point where 
nothing is surprising, you should be getting to that state soon, for even 
stranger results may occur. These, in fact, were rather straight forward, and 
we had no major difficulties in getting to them. We had only to note that we 
had precisely the case in which the integral is a logarithm. We now proceed 
to the secant and cosecant. These are not quite so obviously tied to the 
logarithm. We will take the cosecant first, because oddly enough that is 
the easier one to handle. We will make use of the formulas for double angles. 
We will consider x as a double angle and then x/2 will be the primary angle. 
The double angle formulas, or the half angle formulas as the case may be, 
are very useful relations in many integration problems involving trigono­
metric functions. Let us see how they work. 

EXAMPLE 3.3. J csc x dx. 

Solution. We can write 

fcsc x dx = f-._l- dx. 
smx 

Now by the double angle formulas, we have the fact that 

and therefore 

f esc x dx ~ f ( x) ( x( 
2 sm - cos-

2 2 

( 
2 x) 1 

= f sec "2 }dX 
tan-

2 
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We multiplied both numerator and denominator ofthe integrand by sec2(x/2) 
to obtain in the denominator (without reference to the "2" which is taken 
into the numerator to form the 1/2) 

Since the secant is the reciprocal of the cosine we obtain, upon simplifica­
tion, 

. x 
sm-

2 x 
--x = tan 2' 
cos-

2 

Now we have in the numerator of this integrand just d(tan(x/2)), and there­
fore this becomes 

( x) d tan 2 J csc x dx = f x = In I tan ~ I + c. 
tan -

2 

This last result is perfectly correct, but it is more common to use some 
additional identities and eliminate the reference to x/2. Since 

x 1 - cos x 
tan -2 = = csc x - cot x, 

sin x 

we have the more common form for this integral 

f csc x dx = In I csc x - cot x I + c. (VI.3.3) 

We realize that this dose of trigonometric identities is a big one, but you 
will find these all derived in Appendix A. It might be well to take a look at 
the relations listed there, for we will be using them a great deal in this chapter. 
Have you ever experienced the feeling that you learn one course when you 
take the next one? Perhaps this is the time to become familiar with the more 
common identities from trigonometry. They aren't hard, but it does take 
some getting used to them in order to be able to toss them around like old 
friends. We will see what can be done toward making them just that-old 
friends. Having engaged in this bit of legerdemain, let us now try the secant. 

EXAMPLE 3.4. Evaluate J sec x dx. 

Solution. We can use the relation between functions of complementary 
angles and write sec x = csc(n/2 - x). Our integral becomes J csc(n/2 - x)dx. 
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We now letf(x) = csc x and g(x) = nj2 - x. We have the composite func­
tion again, and since g'(x) = -1, we can write 

fsecxdx= f(-1)CSC(~-X)d(~-X) 

= -lnlcsc(~ - x) - cotG - x)1 + C 

= -In I sec x - tan xl + C 

= lnl 1 1+ C secx-tanx 

= In I sec x + tan x I + C 
sec2 x - tan2 x 

= In I sec x + tan xl + c. (VI.3.4) 

The last four steps are for simplification only. The final step results from the 
fact that sec2 x = tan2 x + 1 is an identity. 

Note that each of the results along the way is correct, although not as 
neat as we might like. In case you are wondering, there are other methods 
for deriving the integrals of the secant and cosecant, but they involve the 
multiplication of the numerator and denominator of the integrand by 
(sec x + tan x) and (csc x - cot x) respectively. If we had had a crystal ball 
with the answer showing, we would have seen these at once. Without the 
insight to produce such weird integrating factors however, the methods we 
have used produce the same results, and also give some insight into the use 
of formulas which we will find helpful from time to time. 

The next set oftrigonometric results will include such integrands as sin2 x 
and cos2 x. Again we use some of those identities that you have always 
enjoyed. Specifically we will use 

sin2 x = (1 - cos 2x)j2 and 
cos2 x = (1 + cos 2x)j2. (VI.3.5) 

You might note that these check to the extent that sin 2 x + cos2 X = 1. If 
you are hazy concerning their derivation, consult Appendix A again. You 
will observe that these identities make integrable some things that did not 
appear to be integrable. 

EXAMPLE 3.5. Evaluate J sin2 x dx and J cos2 x dx. 

Solution. If we try to use the power function formula, we would try to 
handle an integral of the type J y2 dy = J (sin X)2 d(sin x). Note that we do 
not have anything that could possibly provide d(sin x) for us. Consequently, 
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this leads to a dead end street. You will not be in the least surprised, how­
ever, in view of the suggestion above to find that if we write 

f sin2 x dx = f (1/2)(1 - cos 2x)dx = (1/2) [f dx - f cos 2x dxJ 

we can evaluate the last expression and obtain 

f . x sin 2x 
sm2 x dx = "2 - -4- + c. 

We have used, of course, the fact that cos 2x dx = (1/2)cos 2x d(2x), for 
without this we could not have handled the last integral properly. It is also 
possible to replace sin 2x by its equivalent expression, 2 sin x cos x, but 
this is not necessary. We find that a similar method works with the integral 
of cos2 x, and we have 

f 2 x sin 2x 
cos x dx = "2 + -4- + C. 

Make certain that you know how to evaluate this, for this will provide a 
test of your understanding of the derivation we wrote out in detail. 

The results so far obtained permit us to integrate many of the functions 
that appear in applications. Although we would prefer to be able to handle 
anything that comes to hand, it should be pointed out that this last wish is 
one that cannot be granted. No matter how long you may pursue the study 
of mathematics, there will be integrals that you cannot evaluate with formal 
techniques. This is one fact that makes it slightly more pallatable to go to 
greater lengths when we have to, for if we can possibly find a formal result 
it does save going back to the RS sums. Through the years mathematicians 
have found many methods that in some instances would appear to be tricks 
for performing various integrations. We will not attempt to give all of them, 
but we will enlarge our arena of operations with regard to trigonometric 
integrals here. In case you are wondering why we are spending so much 
time first on the trigonometric integrals before starting on what would seem 
to be a better starting point, namely the algebraic functions, you will find 
out in Section VI.5 that one of the most powerful methods for handling 
many algebraic integrands is through the medium of the trigonometric 
integrals. Surprising? Perhaps, but then many of the results which we obtain 
might appear surprising at first glance. 

With this brief pause for catching our breath, we forge ahead. Our next 
consideration will be integrals of the type 

f sinm x cosn x dx 

where m and n are non-negative integers. Later on we will find methods by 
which we can reduce such integrals to expressions involving integrals with 
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smaller exponents, provided m and n are large enough to make this profit­
able. For the moment, however, we will face the problem directly. 

EXAMPLE 3.6. Evaluate J sinm x cbsn x dx where m and n are non-negative 
integers. 

Solution. We will consider essentially two cases in our solution. In the 
first case we will assume that either m is odd, n is odd, or both m and n are 
odd. It is not difficult to determine that the second case will involve the situa­
tion in which both m and n are even. 

Case 1. Since either m or n is odd, let us assume m to be odd, and then 
m - 1 is even. (The same argument would hold if we had selected n to be 
odd.) Now we write 

f sinm x cosn x dx = f sinm- 1 x COSn x(sin x dx) 

= f(sin2 xym-l)/2cosn x[ -d(cos x)] 

= - f (1 - cos2 xym-l)/2cosn X d(cos x). 

But if we let y = cos x this last result is equivalent to 

- f (1 - y2ym-l)/2yn dy, 

and we have the integral of a polynomial. The power function formula can 
now be used. Then each y can be replaced with cos x. Note that our prime 
requirement for using the substitution sin2 x = 1 - cos2 x with a chance 
of a tractable result is merely that the power of sin2 x be an integer. This 
will happen provided m is odd. 

In similar fashion if n were odd, we would use d(sin x) = cos x dx. This 
would require one of the factors of the form cos x, and since n is odd, we 
would have an even power of cos x remaining. 

Case 2. If both m and n are even integers, then the method employed in 
Case 1 would not help, for we would find ourselves faced with J1 - sin2 x 
or J 1 - cos2 x in the integral. If we stop long enough to consider the identi­
ties we have already used we would realize at once that if we were to replace 
sin2 x and cos2 x by (1 - cos 2x)/2 and (1 + cos 2x)/2 respectively, we 
have a great deal more algebra to contend with but we have cut in half the 
size of the exponents involved. Furthermore, since both m and n are even, 
we have not introduced any obnoxious square roots. We can now apply 
Case 1 or reapply Case 2, noting that if the latter situation occurs, we are 
always lowering the powers involved. At some point the exponents must 
come down to the case of a sine or cosine to the first power or to the second 
power, and we know how to handle each of these cases. 
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EXAMPLE 3.7. Evaluate f sin2 x cos4 x dx. 

Solution. In this case we have both exponents even. We therefore have an 
illustration of Case 2. Hence 

f sin2 x cos4 x dx = ~ f (l - cos 2x)(1 + cos 2X)2 dx 

= ~ f (1 - cos2 2x)(l + cos 2x)dx 

= ~ f (1 + cos 2x - cos2 2x - cos3 2x)dx. 

(Note that in the second step we made use of the fact that the product of 
the sum and the difference of two variables is the difference of their squares. 
This eases the algebra somewhat. It is always well to look for such labor 
saving items.) We now have four integrals, the first presenting no problem, 
the second being a standard result, the third being an application of an 
earlier example in this section and the fourth being an illustration of Case 1 
of the last example given. 

Upon using these separate techniques, we obtain 

f . 1 [ (sin 2X) (x sin 4X) sm2 x cos4 x dx = 8" x + -2- - "2 + -8-

( sin 2x sin 3 2X)] - -2- - -6- + c. 

This can be simplified, but only to the extent of combining like terms. You 
should, of course, check each of the results listed in parentheses above to 
make certain that you know how they are obtained. 

The next question arises concerning the possibility that other trigono­
metric functions appear in the integrand. The identities tan 2 x + 1 = sec2 x 
and coe x + 1 = csc2 x would apply if we had only secants and tangents, 
or only cosecants and cotangents. If there is any other mixture, it is probably 
preferable to first put the integrand entirely in terms of sines and cosines 
using the relations 

sin x 
tan x =--, 

cos x 
cos x 

cot x = -.--, 
smx 

1 
sec x = --, 

cos x 
1 

cscx = -.-. 
smx 

The next attempt should be to determine whether it is P9ssible to use a sine 
or a cosine in combination with dx to obtain d(sin x) or d(cos x). If this can 
be done and if the remainder of the integrand can then be put in terms of 
the function for which we have the differential, we have reduced the problem 
to one that can be handled as an algebraic function by the substitution 
y = sin x or y = cos x. If this latter case is not possible, it may be necessary 
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to use integration by parts (which will be discussed later in this chapter), 
to use half angle or double angle formulas, as we did on the integral of the 
cosecant, or to use any other device that may suggest itself. It is indeed 
possible to find some integrands for which there is no technique by which we 
can find a formal result, but you should not use this as an excuse for giving up 
at an early point in your endeavors. You will find that it is very seldom 
(if ever) that a problem in the book or one given by your instructor fails to 
have some technique that will apply. The situation is not quite so nice in 
applications, for there it is possible to find integrals for which we will have 
to use numerical methods. It is usually worth a reasonable amount of effort, 
however, to try to find some method for formal integration before giving up. 

EXAMPLE 3.8. Evaluate S tan4 2x dx. 

Solution. We have no formula which involves the fourth power of the 
tangent. However, we do have an identity that relates the tangent and the 
secant. Using this, we obtain 

f tan4 2x dx = ~ f tan2 2x(sec2 2x - 1)d(2x) 

= ~ [ f tan2 2x d(tan 2x) - f (sec2 2x - 1)d(2X)] 

1 [tan3 2x ] 
= 2: 3 - tan 2x + 2x + C 

1 1 
= 6" tan 3 2x - 2: tan 2x + x + c. 

Before we end this section, we have one other case that demands our 
attention. We have discussed the possibility of integrating products of sines 
and cosines provided the angles involved are the same for all trigonometric 
functions in the integrand. The possibility of handling something like 
S sin 2x cos 3x dx is one that we have not considered. There is always the 
possibility, of course, of replacing sin 2x by 2 sin x cos x and of replacing 
cos 3x by cos3 X - 3 sin2 x cos x, but this would seem to be a lot of work, 
and you may have forgotten the formulas for the functions of triple angles. 
(You could go back to complex numbers, of course, and derive these results 
using the expansion of binomials, but that doesn't seem to be a very ap­
petizing method either.) By this time you already suspect that we have some­
thing in mind or this would not have been brought up. We should allay 
your suspicions at once with the following Example. 

EXAMPLE 3.9. Evaluate S sin 4x cos 7x dx. 

Solution. This is the same type we mentioned above, but the prospects of 
substituting expressions in sin x and cos x for sin 4x and cos 7x seem even 
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less appetizing than the substitutions we mentioned earlier. In thinking 
back over the various identities that we know, we look for one that involveli 
the product of a sine and a cosine of different angles, and two come to mind. 
We have 

sin(A + B) = sin A cos B + cos A sin B 

and (VI.3.6) 

sin(A - B) = sin A cos B - cos A sin B. 

The only problem is that we have more terms on the right side than we 
would like, but let's move on and see what we can do with the results. We 
can write 

sin(4x + 7x) = sin 4x cos 7x + cos 4x sin 7x 

and 

sin(4x - 7x) = sin 4x cos 7x - cos 4x sin 7x. 

We wish to keep the product sin 4x cos 7x, but not the product cos 4x sin 7x. 
We can accomplish this by the simple act of adding the two expressions. 
We obtain sin 11x + sine - 3x) = 2 sin 4x cos 7x. Thus, we have, 

. 4 7 sin 11x - sin 3x 
sm x cos x = 2 

and as a result we can complete the integration by writing 

f sin 4x cos 7x dx = ~ f [sin 11x - sin 3xJdx 

= ~ [-cos 11x _ -cos 3X] C 
2 11 3 + 

1 1 
= - cos 3x - - cos llx + c. 

6 22 

We managed to avoid a requirement for the reduction of functions of 
multiple angles. If we have a product of a sine and a cosine, we can use the 
identities (VI.3.6). If we have the product of two sines involving different 
angles or of two cosines involving different angles, we could use in the same 
manner 

cos(A + B) = cos A cos B - sin A sin B 

and (VI.3.7) 

cos(A - B) = cos A cos B + sin A sin B. 

In this case we would add the two expressions to retain only the product of 
cosines and we would subtract the first from the second in order to eliminate 
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the product of cosines and retain the product of sines. It is strongly suggested 
that you keep this technique in mind. Do not try to memorize the results, 
for this case does not appear often enough in practice to warrant remember­
ing the additional formulas. These results do occur from time to time, how­
ever, and it is necessary to be able to handle them when they do occur. 

It is worth reminding ourselves that each integration can be checked by 
differentiation. It is very much worthwhile to make a practice of checking 
in this way. 

EXERCISES 

1. Evaluate: 

(a) S sin 2x cos x dx 

(b) So sin4 3x dx 

(c) S tan6 2x dx 

(d) S tanS 4x sec 4x dx 

(e) S x sin3 x2 dx 

(f) S e- x dx 

(g) Sol2 cos6 X dx 

(h) S cos3 2x sin4 2x dx 

2. Evaluate: 

(a) S tan x sin x dx 

(b) S cos 4x cos 5x dx 

(c) S sec4 2x dx 

(d) S sin x sec3 x dx 

(e) S tan2 x cos3 x dx 

(f) Sol3 sin 7x sin(x/2)dx 

(g) Sol2 cos 3x sin 3x dx 

[There are three ways of handling part (g).] 

3. Evaluate: 

(a) S sin 5x cos 2x dx 

(b) S sin 3x sin 7x dx 

(c) S sin 2x tan 2x sec 2x dx 

(d) S sin4 3x cos2 3x dx 

(e) S cos 4x cos 7x dx 

(f) S cos 3x sin 4x dx 

(g) S sin3 4x cos4 4x dx 

(h) S sin x coss x dx 
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4. Evaluate: 

(a) S (l/cos 4x)dx 
(b) S (cos 2x + sec 2X)2dx 
(c) S (cos 3x - cos 4X)2dx 
(d) S (sin X)-4 cos3 x dx 
(e) S (tan x + 3)3dx 
(f) S (csc x - 2)2dx 
(g) S (cot x - csc x)2dx 
(h) S eCO! 3x csc2 3x dx 
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5. The lemniscate has the equation r2 = cos 2B. Find the area in one loop of the 
lemniscate. 

6. Find the area inside the cardioid r = 2 - 2 sin B. 

7. Find the area inside the smaller loop of the limacon r = 4 - 8 sin B. 

8. Find the area which is inside the outer loop of the limacon r = 2 + 4 cos B, but 
which is outside the inner loop of this curve. 

9. The area bounded by y = sin x, x = 0, x = 11:, and the x-axis is revolved about the 
x-axis. Find the volume of revolution. 

10. Find the length of the curve y = In sec x from (0, 0) to (11:/3, In 2). 

11. Find the length of the closed curve with the parametric equations x = 5 cos t, 
Y = 5 sin t. 

12. (a) Find the area bounded by y = csc 2x, x = 11:/8, x = 11:/4, and the x-axis. 
(b) Find the first moment of the area of part (a) about the x-axis. 
(c) Divide the result of part (b) by the result of part (a) to find the y-coordinate of 

the centroid of the area. 
(d) Find the volume of revolution formed by revolving the area of part (a) about 

the x-axis. 
(e) Find the product of the area of part (a) and the circumference of a circle whose 

radius is the y-coordinate of the centroid. 
(f) Compare the results in parts (d) and (e). The fact that these results are equal was 

known to the Greeks and was stated as a Theorem of Pappus. 

13. If m and n are non-negative integers, 

(a) Evaluate S~+2" cos mx sin nx dx 
(b) Evaluate S~+2" cos mx cos nx dx ifm of n. 
(c) Evaluate S~ + 2" sin mx sin nx dx if m of n. 
(d) Evaluate S~+2" cos mx dx if m of 0 

(e) Evaluate S~+2" sin mx dx. 
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VI.4 Integration by Algebraic Substitution 

We concentrated on the integration of trigonometric functions in the last 
section. We will turn our attention to the use of substitution in this section 
and the next. We found that substitution was helpful starting with the sub­
stitution theorem in Chapter III, so this is nothing new. We will pay particular 
attention to the problem of substitution here, however, for it frequently 
helps to state a problem in a slightly different way (and this is essentially 
what we do in substitution). 

Before proceeding, however, it is well to mention a few of the difficulties 
which you may find. This is not to make the problem difficult, but simply to 
let you know that you will not be the first one to meet these difficulties. 
The first question is whether a given integrand can be helped by substitution. 
The answer is that it is not always possible to be certain in advance, but 
"experience will help". The second question concerns which substitution 
is appropriate. The only all-inclusive answer is that the one that works is 
appropriate. Unfortunately there is no formal way of stating what will work 
in every case. Therefore, the sum and substance of all of this discussion can 
be capsulized by suggesting that you try what you think might work. If it 
works that is fine. If it doesn't work, see whether you can gain some insight 
from the failure of your first attempt which may suggest an alternative that 
will work. If after several attempts none of your efforts are successful, then 
go back to RS sums or to numerical methods. The one comforting thing 
about a textbook or a classroom situation is that the majority of the problems 
presented therein have some technique which permits solution, and therefore 
you can start with some small assurance that success is possible in the 
problems found here. The experience you gain handling these problems will 
stand you in good stead when it comes to dealing with integrations which 
may arise in applications. The more standard applications, in fact, seldom 
require anything that cannot be handled by the methods of this chapter. 
In part that may be due to the fact that the persons involved in developing 
various applications were guided to a great extent toward those integrals 
they could evaluate, and they failed to consider any others. With the advent 
of the computer we can use numerical methods for definite integrals which 
are otherwise intractable, and consequently our applications need not be 
limited. In the future you may have the job of breaking with tradition and 
opening up new areas of application in the field of your choice. 

We now turn toward the actual business of integrating algebraic in­
tegrands. We will again do this by giving examples. 

EXAMPLE 4.1. Evaluate S ((2x 3 + 3)/~)dx 
Solution. This integrand looks bad with the square root in the denomi­

nator. Since most of us are not particularly intrigued by having an excess 
number of square roots around, it would be fine to be able to use some device, 
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however strange, to get rid of the square root. We remember that we have a 
result concerning integration which states J f(g(x))dg(x) = J f(y)dy. With 
this clue, we proceed by letting y = .jX=l:". Consequently we have an 
indication of the type of substitution that we will attempt. (Remember we 
do not know whether it will succeed until we have tried it.) If we start with 
this substitution, the easier method to follow would be to evaluate x in 
terms of y, and then to make the substitutions as they are required in the 
problem as given. Hence, y = .jX=l:", x = y2 + 1, and dx = 2y dy. (Re­
member how to find differentials?) We are now ready to make our substitu­
tions. We obtain the integral 

f2(y2 + 1)3 + 3 f y 2y dy = 2 [2y6 + 6y4 + 6y2 + 5Jdy 

[
2y7 6y5 6y3 ] 

= 2 "7 + 5 + T + 5y + C. 

Since the problem was posed in terms of the variable x instead of y, we 
have one of two choices. If the integral had been a definite integral with 
limits of integration, we would have varied the limits of integration by 
modifying the interval [a, bJ to the interval [.j;=l, .jb=l]. Since the 

integral is not a definite integral, we will proceed to replace each y by .jX=l:". 
It is admitted that the latter is not as appealing, for a number of strange 
exponents (such as 7/2, 5/2, 3/2, 1/2) occur, but we can help somewhat by 
making use of a little very straightforward algebra. Note that this result 
could be written in terms of y as 

~~ [lOy6 + 42y4 + 70y2 + 175J + c. 

Within the brackets we have only even powers of y. Therefore we can replace 
y2 by (x - 1), and we do not have to worry about radicals in this simplifica­
tion. We then have 

2.jX=l:" 
35 [10(x - 1)3 + 42(x - 1)2 + 70(x - 1) + 175J + c. 

The resulting bracket can be simplified rather easily to obtain 

2.jX=l:" 
35 [lOx3 + 12x2 + 16x + 137J + c. 

As before, we notice that the simplification is not essential to obtain the 
correct answer, although the replacement of y is necessary in order to provide 
an answer in terms of the original variable. You can check that this is a 
solution by differentiating the result. Our trick of watching the algebra will 
frequently save a great deal of time and frustration in the job of simplifica­
tion, and we commend it to you. Remember the old adage "using head saves 
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paper and pencil". We might even have added time and energy. It is always 
wise to check the result by differentiation. 

In many cases in which we have a square root a substitution of the type 
indicated is helpful. In fact, this type of substitution is often helpful with 
cube roots, etc. There are some criteria which could be mentioned indicating 
when this is more likely to work and when it is not, but in general you will 
find that it takes less time to try it and see whether it works than to apply 
the criteria. We now try this same example using an alternate substitution, 
just to show you some of the various methods available to us. 

Alternate Solution. In the example above, let us try the substitution 
y = x - 1. This avoids the situation where y represents a square root, but 
still leaves the square root of y as a part ofthe integrand. If we follow through, 
however, we see that we have the following set of relations. 

y = x - 1, 
x = y + 1, 

dx = dy. 

Then, we have, since x3 = (y + 1)3, 

f2(y + 1)3 + 3 f .JY dy = [2y3 + 6y2 + 6y + 5Jy-1 /2 dy 

= f [2y5 /2 + 6y3 /2 + 6yl/2 + 5y-1 /2Jdy 

4y7 /2 12y5/2 12y3/2 10yl/2 
= -7- + -5- + -3- + -1- + C 

2 1/2 
= ~5 [lOy3 + 42y2 + 70y + 175J + c. 

It can be seen upon substitution of y = x - 1 that we have the same result 
we had before. As for the preferred method, we leave it to you. Since both 
work, either one of them is permissible. It is merely a matter of personal 
choice. We suggest, however, that you become familiar with both methods, 
for then you will have additional techniques at'your disposal. By using both 
from time to time, you will soon find out which one you prefer. 

If there are radicals involved it is often possible to remove them by 
suitable substitution. One thing you might observe in general is that if you 
can get rid of what seems to be the worst part of the integrand, then perhaps 
the remainder will fall in line. You can use substitution to replace anyone 
expression in the given variable by another variable. However, once you 
have used that one choice, you are then forced to use a combination of 
algebra and calculus (in connection with replacing the differential) for all 
other substitutions in the expression. You have no more leeway with which 
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to work. Since you are in the position of having only one choice to make, 
it is up to you to make that choice count. The aim of all our substitutions is 
to take integrands that do not correspond to any formulas we have seen so 
far and to try to put them in a form that is recognizable. 

There are many cases in which we can simplify results by substitutions 
which are not distinguished by the presence of radical signs. Consider the 
following case. 

EXAMPLE 4.2. Evaluate J ((x 3 + 2x - 7)/(x - 1)2)dx. 

Solution. The problem here is that we have a fraction, and there appears 
to be little that we can do about it. It would not be quite so bad if the denomi­
nator were merely (x - 1), for then we could divide the numerator by the 
denominator (using long division or synthetic division), and we could in­
vestigate the resulting polynomial and fraction. However, since the denomi­
nator is the square of (x - 1), this presents additional complications. It is 
helpful to remove such difficulties. Perhaps the easiest way of doing this is 
with the mathematical version of sweeping the difficulties under the rug. 
This version is again, as you might suspect since it is mentioned in this 
Section, the method of substitution. Let us replace (x - 1) by y. We will 
have 

The integral becomes 

y = x - 1, 
x = y + 1, 

dx = dy. 

f X 3 + 2x - 7 d = fCy + 1)3 + 2(y + 1) - 7 d 
(x _ 1)2 X y2 Y 

= fy3 + 3y2 + 5y - 4 dy 
y2 

= f [(y + 3) + ~ - (4y-2)]dy 

y2 
= 2 + 3 y + 5 In y + 4 y - 1 + C 

1 4 
= -2 (x - 1)2 + 3(x - 1) + 5 In(x - 1) + -- + c. 

x-I 

You will note that we removed the difficulties rather easily this way. It is 
always easier to have powers of a single variable in the denominator although 
the expressions are equivalent throughout. Thus, if we have powers of an 
expression, the integration may frequently be aided by an appropriate 
substitution. 

We will consider one more example. 
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EXAMPLE 4.3. Evaluate J ((x5 - 4X2)j~h - x 3)dx. 

Solution. In this instance we see a fifth root, something that no one is 
anxious to face. However, we do have a single term in the denominator, and 
this gives us some hope. We will try a substitution. 

y = I - x3 

x 3 = I - Y 

3x2 dx = -dy. 

It is true that we could have solved for x, but this would have involved cube 
roots. You might try doing that. However, we note that the numerator can 
be written X 2(X 3 - 4), and hence we can think of the integral as 

I(X3 - 4)3x3 dx _ I(I -y) - 4 
3~/1 - x3 - 3yl/5 dy 

= - ~ I (y4/5 + 3y-l/5)dy 

1 [5 9/5 15 4/5J C -39 Y +4 + 

- ~ (1 - X3)9/5 - ~ (1 - X3)4/5 + c. 
27 4 

The results may not be pretty but they work. That is what counts. It is true 
that the substitution worked in this instance only because we had the extra 
"X2" in the numerator, but the ability to integrate often rests on just such 
fortuitous circumstances. You would find that letting y equal the fifth root 
would have worked in much the same manner, and success would have 
required the same fortuitous circumstance in having the X2 when it was 
needed. 

You should not be under the illusion that we always invoke substitutions 
when we have an algebraic expression in the integrand. It is always possible 
that the integrand may be one of the formulas we listed in Section VU. 
It is also possible that simple algebraic manipulations will suffice. Consider 
the following Example. 

EXAMPLE 4.4. Evaluate J ((X5 - 3X4 + 7X2 - 4x + 2)/(X2 + 1))dx. 

Solution. In this instance the denominator of the integrand is reminiscent 
of the formula which results in arc tan x. However, the numerator is far 
from being the simple" 1 " which we would desire. In this case we can go 
back to that old algebraic operation called division. If we divide the nu­
merator by the denominator, we obtain a quotient of (x 3 - 3x2 - X + 10) 
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with a remainder of ( - 3x - 8). Therefore we can write 

fX 5 - 3x4 + 7x2 - 4x + 2 
2 1 dx x + 

= x - 3x - x + 10 - -- - -- dx f( 3 2 3x 8) 
x2 + 1 x2 + 1 

X4 x2 3 
= 4 - x3 - 2 + lOx - 21n(x2 + 1) - 8 arc tan x + C. 

Needless to say we have used our earlier results liberally in integrating the 
result of the division, but we see that the division did make it possible to 
evaluate the given integral. Never overlook the possibility that some algebraic 
operation, such as division, may aid in getting to the point where you can 
apply one of the available formulas. 

There is no single path that we can recommend in attempting to evaluate 
an integral. You will need to use everything at your command. Practice is 
the only route to success, for if you practice sufficiently you will develop a 
feeling concerning what is likely to work. It is true that there are tables of 
integrals. No matter how lengthy they may be, they are never complete, 
however. If you use such a table you have two hurdles to master. The first 
of these is to find the correct formula in the table. The second will usually 
be that of making some substitution or algebraic manipulation which will 
bring the integral you have at hand into conformity with the integral in 
the table. Either the formula fits exactly or it does not apply at all. In this 
case close does not count. 

EXERCISES 

1. Evaluate. Check each problem by differentiation: 

(a) J~ 1 ((x3 - 4x2 + 7x - 8)/(2x + W)dx 

(b) JO/3 (sin x cos3 x/Jcos x)dx 

(c) J x 2(l - X)-1/3dx 

(d) J (x/J2 + 3x)dx 

(e) J ((x2 + 4x)/~)dx 
(f) J~ 1 x 8(l - x 3) - 13 dx 

(g) J (x/~)dx 
(h) J ((x - 2)/(x - 1)2/3)dx 

2. Evaluate: 

(a) Jx~dx 
(b) J (x3/~)dx 
(c) J (X 5/(X 3 + l))dx 

(d) J ((x4 + 7x2 - 3x)/(x2 + l))dx 
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(e) S «vfx+1 + 2)/(vfx+1 - 2»dx 
(f) S (x 7/(4 - X2)2)dx 

(g) S «7x + 4)/Fx=5)dx 

(h) S «4x - 3)/JI=7)dx 

3. Integrate each of the following: 

(a) J «x + l)/JI=7)dx 

(b) I « -4x + 3)/ JI=7)dx 

(c) I «16x4 - 24x3 + 6x - 5)/(2x - l»dx 

(d) J (x 2 + 3)~ dx 

(e) I «x2 - 3x + 4)/(3 - x»dx 

(f) I «arc tan x)/(x2 + l»dx 
(g) J «e3X - eX)/(eX + 2»dx 

(h) J «sin Jx)fJx)dx 

4. Integrate each of the following: 

(a) I «x2 + 4x)/(2x - 1)3/2)dx 

(b) I «x3 + 3x2 + 4x - 7)/(x - 2»dx 

(c) I «x3 + 3x2 - 4x - 7)f(x2 + l)dx 

(d) I x 3 v'2x"+1 dx 
(e) I (x3 - 3x + 2)(2 - 3X)3/2 dx 
(f) I (x 3 + 3x)(2 - X2)2/3dx 

(g) I x(x - 3)3/2dx 

(h) I Jx(2x + 1)2dx 

5. Evaluate each of the following: 

(a) It (x 3/J25 - x 2)dx 

(b) Hx~dx 
(c) S6 «16x3 - 16x2 + 4x + 4)f(2x - 3»dx 

(d) It (x2/(5 - x»dx 

(e) H xj9 - xdx 

(f) g (x2 + X + l)vfx+1 dx 

6. Find the area bounded by y = F-!/x, y = 0, x = 5, and x = 10. 

7. (a) Evaluate I «x3 - 4x2 + 2x - 3)/(x - l)3)dx. 

(b) Show that you can use the methods we have obtained so far to integrate any 
integral of the type J (f(x)/(ax - b)n)dx where f(x) is a polynomial, where 
a and b are constants and n is a positive integer. 

8. Evaluate I «x3 - 4x2 - 4x + 1)/(4x2 - 12x + lO»dx using the substitution 
y = 2x - 3. Notice that this substitution is essentially equivalent to completing 
the square in the denominator. 
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9. Evaluate. 

(a) J (1 + eX)-ldx using the substitution y = e- x . Note that this substitution 
will work whereas y = eX would not help. 

(b) W/2 )ln3 (eX + e-X)-ldx using y = eX. Also try using y = e- X • 

S10. For a given firm the demand curve is given by y = 80 - (X 2/JX2 + 225) and 
the supply curve is given by y = 4 + ((x 2 + 200)/0.5x). 

(a) Show that the equilibrium quantity supplied under pure competition is 
twenty. 

(b) Find the equilibrium price under pure competition. 
(c) Set up the integral for the consumer's surplus. 
(d) Find the producer's surplus. 

VI.5 Integration by Trigonometric Substitution 

We have made reference to the use of trigonometry as an aid to integration. 
We will now attempt to produce' results which vindicate the advanced 
billing. We will be principally concerned with expressions of the type 
(a2 + x 2 ), (a2 - x 2 ), and (x 2 - a2 ). Note that the last two might imply 
that a ~ x and x ~ a respectively, for it is not unnatural to assume that the 
expressions are positive in each instance. Unless a square root, or some root 
of even order, is involved, however, one can use either of the two substitu­
tions we will suggest. 

Experience in mathematics at times brings about rather curious chains 
of thought, and for many when there is the sum or difference of two squared 
quantities there is the vision of a right triangle with a corresponding use of 
the Pythagorean theorem. (It goes without saying, of course, that this con­
nection would not be mentioned here if we were not going to exploit it.) As 
you will note in Figure Vl.l, we have the relations a2 + b2 = c2 , a2 = c2 - b2 , 

and b2 = c2 - a2• We can select values for two of the three sides of the 
triangle, and the third side is then determined. In assigning values to two 
sides we must keep in mind the fact that the hypotenuse cannot be shorter 
than either of the other two sides. These expressions are not at all unlike 
the ones mentioned in the preceding paragraph. This explains why these 
expressions conjure up visions of right triangles. Let us now proceed to 
illustrate some of the ways in which we can use such visions. 

c b 

a 

Figure VLl 
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3 

J9-x2 

Figure V1.2 

x 

EXAMPLE 5.1. Evaluate J ~ dx. 

Solution. We note that this is of the type a2 - x 2 with a = 3. Therefore, 
we will draw a triangle and label it just for this problem, as in Figure VI.2. 
It is apparent that the hypotenuse must be of length 3, for the radicand 
cannot be negative and therefore 3 must be the length of the longest side. 
It is not clear whether the length x should be marked on the vertical or 
horizontal leg of the triangle. Actually, it makes no difference in obtaining 
a result. To illustrate this we will solve this particular problem both ways. 
We will use the labeling of Figure VI.2 for the first solution and consider 
that the vertical side is of length x, whence the horizontal side is of length 
~. We then have the following equations. 

. x 3 . 
sm u ="3 or x = sm u, 

~=3cosu, 
and 

dx = 3 cos u duo 

(This last expression is obtained by differentiating x = 3 sin u.) The integral 
becomes 

f (3 cos u)(3 cos u du) = 9 f cos2 U duo 

This is one of the integrals we learned how to handle in Section VI.3. There­
fore we can write 

f 9 f 9 [ sin 2UJ 9 cos2 U du ="2 (1 + cos 2u)du ="2 u + -2- + c. 

This is not quite what we would like, for if the problem is given to us in 
terms of x, we should leave the result in terms of x (unless of course we had a 
definite integral in which case we would use the limits and have a numeric 
answer). Now sin 2u = 2(sin u)(cos u), and returning to Figure V1.2, we 
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3 

x 

Figure Vr.3 

see that we can revert to an expression in terms of x as follows: 

f ~ 9[ . x x~J v 9 - x2 dx ="2 arc SIll 3 + 3 3 + C 

= ~ arc sin j + ~ x~ + c. 

This follows from the fact that sin u = x/3 and cos u = (~)/3. Al­
though it is weird looking, we do have a result. You should check by dif­
ferentiation to see whether this does produce the integrand. 

For the other possible labeling of the triangle, we would reverse the posi­
tion of x and ~ as shown in Figure VI.3 and then our substitutions 
would have been 

and 

x 
cos u = 3' 

x = 3 cos u, 

~=3sinu, 

dx = - 3 sin u duo 

Our integral would have become 

-9 f sin2 u duo 

The integration would have been handled in a similar way, and the same 
final result would be obtained. We leave it to you to carryon from here, 
since at this point it becomes routine. (You will have to remember, of course, 
the relation between arc sin(x/3) and arc cos(x/3)). As a further note on 
this example, we should indicate that in the case of the definite integral 
n/2 ~ dx we can make the substitution x = 3 sin u or u = arc sin(x/3) 
and obtain the following result. 
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f3 fare sin(3/3) fare sin 1 
~ dx = 9 cos2 U du = 9 cos2 U du 

3/2 arc sin[(3/2)/3] arc sin 1/2 

= 9 1,,/2 cos2 U du = ~ (u + ~ sin 2U) I ,,/2 

~6 ~6 

= ~ [ (~ + ~ sin 2;) - (~ + ~ sin 2;) J 

=~[j-lJ3J. 
If we had first rewritten the result in terms of x, we would have obtained 

[9 ( . 3 3 )9=9) 9 ( . 3/2 J9 - (9/4))J - arc sm - + - - - arc sm - + --'----'--
2 333 2 3 3 

= ~ [~ - ~ - ~ J;J = ~ [j -fJ. 
Note that these last two results are identical, and we have a verification of 
our earlier statements. You might also observe that if we were to evaluate 
f~~ dx we would obtain 9n/4 = (1/4)n(3)2, which is precisely what 
we would have expected using the formula for the area of a quadrant of a 
circle of radius 3: (Check to see that this is the integral that would have 
arisen in trying to obtain the area of the quarter circle.) 

Note that we could label the right triangle in either of the two ways that 
would make sense in this situation, that we were able to do the trigonometric 
integration and that we needed to make the substitution back to the original 
variable only if we started with an indefinite integral. We had to put the 
length" 3" on the hypotenuse, but we could choose whether we would label 
the vertical side" x" or label the horizontal side" x". When we represented 
the horizontal side by "x", we found that we were dealing with the co­
functions for the purpose of taking differentials. We therefore had negative 
signs in the differentials. The results were exactly the same in the end, and 
if you do not mind dealing with negatives, the choice of side for length" x" 
is of no importance. If you wish to avoid the differentials of the co-functions, 
you will find that you can do so by the following rule: 

(a) If the hypotenuse is "x", then label the horizontal side as the constant. 
The only choice that is forced on you is the labeling of the hypotenuse, 
for that is the longest side, and must therefore have the length which 
is the largest of the three quantities x, a, and J x2 - a2 • 

(b) If the hypotenuse is not labeled x, then label the vertical side as "x". 

We now proceed to consider another case: 

EXAMPLE 5.2. Evaluate f (x2 - 16)-1/2 dx. 
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x 

4 

Figure VI.4 

Solution. In this case we have the square root of a positive quantity only 
if 1 xl> 4, and hence we should place x on the hypotenuse as in Figure VI.4. 
In order to avoid the differential of a negative quantity we will follow our 
rule and label the triangle with 4 on the horizontal side as shown in this 
figure. We now have the following substitutions: 

x=4secu, 

J x2 - 16 = 4 tan u, 

and dx = 4 sec u tan u duo Upon substitution the integral becomes 

f4 sec u tan u du f 
4 = sec u du 

tan u 

= Inlsec u + tan ul + c. 
Using the relationships which are indicated by the triangle, we have 

f dx - I / x J x2 
- 16/ J2 -n-4 + 4 +C x - 16 

= Inlx + Jx2 - 161 + [C - In 4] 

= Inlx + Jx2 - 161 + K 

where K is also a constant, namely the first constant of integration diminished 
by the natural logarithm of four. It is just as easy to evaluate the second 
constant as the first, and there is no reason whatsoever for unduly compli­
cating the appearance of the constant. 

EXAMPLE 5.3. Evaluate S (x 2 + 25)-1/2 dx. 

Solution. This appears to be almost the twin of the last example, but the 
presence of the sum rather than the difference in the radicand makes a 
great deal of difference in the labeling of the triangle. Here we would not 
be able to place either" x" or "5" on the hypotenuse, for neither is as large 
as J x2 + 25. Since" x" and "5" would be the labels of the two legs, we 
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5 

Figure VI.5 

x 

would, if we follow the rule, place" x" on the vertical leg as shown in Figure 
VI.5. With the substitutions indicated we have the relations 

x = 5 tan u, 

dx = 5 sec2 u du, 

and 

J x 2 + 25 = 5 sec u. 

This yields the integral 

f 5 sec2 u du f d 
5 = secuu 

sec u 

= Inlsec u + tan ul + c. 
Upon substitution we have 

f dx = In I J x 2 + 25 + ~ I + C Jx2 + 25 5 5 

= In I J x 2 + 25 + x I + [C - In 5J 

= In I J x2 + 25 + x I + K. 

The reasoning concerning the constant parallels that of the preceding 
example. 

In order to illustrate the three possible cases, we have stayed with the 
more straightforward examples up to this point. However, as this remark 
may indicate, there are other less obvious cases in which trigonometric 
substitution may be the easiest method to use. Consider the following il­
lustration. 

EXAMPLE 5.4. S (X/JX2 - 2x)dx. 

Solution. We note that the denominator in this case apparently does not 
have the square root of the sum or difference of two squares, but it does have 
a rather messy radicand. We can aid this by a technique that is extremely 
helpful in any problem having a quadratic expression not written as the sum 
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x-I 

Figure VI.6 

or difference of two squares. We will complete the square in the radicand. 
We can write x2 - 2x = (x - 1)2 - 1 = (x2 - 2x + 1) - 1 where we have 
been guided by the fact that we can obtain x2 - 2x as the first two terms of 
the square of (x - 1), since the square of a binomial includes the square of 
the first term, in this case the square of x, and twice the cross product-that 
is twice the produce of the first and second term of the binomial. Here we 
have ( - 2x) which is twice x( -1), our choice being dictated by the fact that 
the first term of the binomial has already been taken to be "x". Finally 
we have the square of the second term, (_1)2 = + 1. We add and then 
subtract the same constant in order not to change the value of the original 
expression. Hence, our integral could be written J (xlJCx - 1)2 - l)dx. 
This would indicate that we should draw a right triangle as shown in Figure 
V1.6. We now have the substitutions 

x-1=secu 

or x = 1 + sec u, 

dx = sec u tan u du, 

and Jx2 - 2x = tan u. 

This gives rise to the integral 

J(1 + sec u)sec u tan u du J( 2 )d -'---------'------ = sec u + sec u u 
tan u 

= In I sec u + tan u I + tan u + c. 
We substitute terms in x for those in u and obtain 

J x dx = In I x - 1 + J x2 - 2x I + J x2 - 2x + c. 
Jx2 - 2x 

Again, you are invited to differentiate this expression and simplify it in 
order to show that we have the original integrand as the resulting derivative. 
We have again followed our rules concerning the labeling of the legs of the 
right triangle. If we had reversed the labeling of the two legs we would have 
been dealing with cotangents and cosecants, and the resulting differential 
would have a negative sign. However, the result after substituting back in 
terms of "x" would have been precisely the same. As mentioned before, 
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if we had started with a definite integral we could have changed the limits 
and not had to make the back substitution to terms involving" x". 

In general, if you find that you have an expression that involves both the 
square of a variable and a term involving the first power of the same variable, 
the process of completing the square will yield either the sum or difference of 
two squares, and the result can be related to the triangle. You should also 
observe that our earlier work on the integration of trigonometric functions 
is of great value here. The problem of returning to the original variable was 
much simplified by looking at the simple drawing of a triangle that we made 
and carefully labeled. This matter of drawing pictures, where appropriate, 
cannot be stressed too strongly, for it helps keep the substitutions clear. 

Completing the square has many applications in mathematics not the 
least of which is its use in integration. In order to make use of tables of 
integrals you will frequently have to complete the square before you find a 
formula which is applicable. The coefficients are not always integers, either, 
nor is it true that the exponents must always be one and two. For instance, an 
expression such as (3x4 - 7x2 ) can be written 

3[X4 - (7/3)x2 ] = 3[(x2 - 7/6)2 - 49/36]. 

We have thus found an expression in which we have the difference of two 
squares, thus permitting the use of the right triangle with the hypotenuse 
being labeled (x2 - 7/6). 

We will finish this section with one more example, one not having a 
square root involved, but also illustrating the use of the right triangle type 
of substitution. 

EXAMPLE 5.5. Evaluate S «x5 - 7x4 + 3x3 + 2x 2 - 6x + 1)/(x2 + 1)2)dx. 

Solution. While there are no radicals here, we do note that we have an 
expression which is the sum of two squares, namely x 2 + 1, and it is located 
in the denominator. Were it in the numerator there would be little problem 
but having it in the denominator presents problems that we would prefer 
to ignore. With this in mind, let us again try the right triangle. (You are 
aided here by the fact that this section refers to trigonometric substitutions, 
and therefore you are looking for some way to bring in the trigonometric 
functions. Would you recognize this if it were to appear at the end of some 
subsequent section?) We will use the triangle shown in Figure VI.7, and 
have the substitutions 

x = tan u, 

dx = sec2 u du, 

Jx2+1 = sec u, and 

(x 2 + 1) = sec2 u. 
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Using these relations, our integral becomes 

J
(tan5 u - 7 tan4 u + 3 tan3 u + 2 tan2 u - 6 tan u + 1)sec2 u du 

sec4 u 

365 

J(
sin5 u sin4u sin3u.. ~ = --3- - 7 --2- + 3 -- + 2 sm2 u - 6 sm u cos u + cos2 U duo 
cos u cos u cos u 

We have the necessary means for integrating each term in this integrand. 
We can simplify our work a great deal by integrating the sum of the first, 
third and fifth terms and then integrating the sum of the other three terms. 

J(
sin5 u sin3 u . ) 
--3 - + 3 -- - 6 sm u cos u du 
cos u cos u 

J [ (1 - cos2 U)2 3 (1 - cos2 u) 6 Jd( ) 
- 3 + - cos u cos u 

cos u cos u 

- J[(COS U)-3 + (cos U)-l - 8 cos u]d(cos u) 

[ (COS U)-2 1 8 cos2 uJ C 
- _ 2 + n cos u - -2- + 

1 
= "2 sec2 u - In cos u + 4 cos2 U + c 

and 

J[- 7 sin: u + 2 sin2 u + cos2 uJdU 
cos u 

= J[- 7 (1 - C~S2 u) sin2 u + sin2 u + (sin2 u + cos2 u)ldu 
cos u J 

= J [ -7 tan2 u + 8 sin2 u + l]du 

= J [ -7(sec2 u - 1) + 8 sin2 u + l]du 

- 7 tan u + ~ (u - ~ sin 2U) + 8u + C 

- 7 tan u + 4(u - sin u cos u) + 8u + C 

-7 tan u + 12u - 4 sin u cos u + c. 
Since the original problem was the sum of the two smaller problems, we will 
add the two smaller results to obtain the result of integration, noting that 
only one additive constant is necessary in the result. It is not difficult to 
use the triangle to find the appropriate substitutions in terms of "x". Be 
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x 

\" 

Figure VI.7 

careful to note that our method of doing some algebra prior to integration 
is solely in the interests of saving work. Such work-reducing organization 
is noticed only if you stay alert. Of course, each of the terms in the original 
expression could have been integrated using other techniques, but the result 
would have been the same. It would also have been possible to use long 
division in the original integrand obtaining a linear expression and a fraction 
having a cubic numerator and a quartic denominator. It is suggested that 
you try different techniques on this integral to find the method which seems 
most reasonable to you. We have left you the task of replacing the variable 
u with the corresponding functions in terms of x. 

There has been no intention here of trying to indicate that trigonometric 
solutions are the answer for all difficult integrations. They are frequently 
helpful. Consider all available techniques and then select the one that gives 
evidence of obtaining the desired result in the most direct manner. 

EXERCISES 

1. Integrate: 

(a) J (x 2 + 9)-1/2dx 

(b) J (x 2 + 9)-3/2dx 

(c) J (9 - X2)-ldx 
(d) J (9 - X2)-1/2dx 

(e) J (x/~)dx 
(f) J (x/(9 - x 2))dx 

(g) J (J9 - x 2) sdx 

(h) J (9 - X2)3/2dx 

2. Evaluate: 

(a) Jj «x 3 + 3x - 2)/~)dx 
(b) J6 «x3 - 3)/.j?+l)dx 

(c) Ii «x + 3)/.jx2 + 2x)dx 
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(d) H [l/«x - 2)jx2 - 4x)]dx 

(e) S6 j8x - x2 dx 

(f) H/4 (jx2 + 2x/x)dx 
(g) SA xj8x - x 2 dx 

(h) S~4 (jx2 - 8x/(x - 4»dx 

3. Evaluate: 

(a) It [1/(x2,j7+9)]dx 

(b) S6 (x 5/,j7+9)dx 
(c) S~ (l/x,j7+9)dx 

(d) S6 (x 3/,j7+9)dx 
(e) S6 (x2 + 9)-ldx 

(f) S6 (x/(x2 + 9»dx 
(g) S6 (X2/(X2 + 9»dx 
(h) S~ {l/x(x2 + 9»dx 

4. Evaluate: 

(a) n {l/jlOx - x 2)dx 
(b) n (x/jlOx - x 2)dx 
(c) n (x2/jlOx - x 2)dx 
(d) n (l/(lOx - x 2»dx 
(e) S «1 + x)/(lOx - x 2»dx 
(f) S (l/«x - 5)(lOx - x2»)dx 

367 

5. Evaluate each of the following by trigonometric substitution and show that the 
results agree with the formulas we developed earlier. 

(a) S (1 - X2)-1/2dx 

(b) S (x 2 + l)-ldx 

(c) S (l/xJT-l)dx 

6. (a) Integrate: S «4 - x)/j4x - x 2)dx 
(b) Evaluate: J:2 «7x3 - 3x + 4)f(x2 + X + l»dx 
(c) Use trigonometric substitutions to integrate 

f «x3 - 4x2 - 4x + 1)/( 4x2 - 12x + lO»dx. 

Compare your results with those of Exercise VI.4.8. 

7. (a) S (e/(e2X + l»dx 
(b) S(a2 - X2)-ldx 
(c) S (x 2 - a2)-ldx 

~~= 

(d) J «x - 1)/j1 - X2/3)dx 
(e) J (12x - 9x2) -1/2dx 
(f) (x2 + a2)-ldx 



368 VI Techniques of Differentiation and Integration 

8. Verify that the instructions for avoiding negative signs in trigonometric sub­
stitutions work as stated in this section. 

9. (a) Find the area of that portion of the circle x 2 + y2 = 100 which is between the 
lines x = 0 and x = 5. 

(b) Sketch the circle and the two lines of part (a). Find the area of this portion of the 
circle geometrically by combining a sector of the circle and a triangle. Do the 
two results agree? 

10. Find the length of the curve y = In x between x = 2 and x = 4. 

11. (a) Find the area completely enclosed by the curve xy = 4 and the line x + y = 5. 
(b) Find the volume swept out if this area is revolved about the x-axis. 

12. (a) Find the first moment of a circle of radius 5 about a diameter. 
(b) Find the second moment of this circle about a diameter. 
(c) Find the first moment of this circle about a line tangent to the circle. 
(d) Find the second moment of this circle about a line tangent to the circle. 

13. Find the centroid of the first quadrant of x 2 + i = a2 • 

14. Find the area of the region enclosed by one loop of the curve x 2 = y4 -l. 
15. (a) Find the area in the first quadrant bounded by x4y2 = x 2 - 9 and the line 

x = 5. [Hint: x 2 - 9 can not be negative in this case.] 
(b) Find the volume of the solid generated by revolving this area about the y-axis. 
(c) Find the centroid of the area of part (a). 
(d) Find the centroid of the volume of part (b). 

16. (a) Find the area of the ellipse 4x2 + 9y2 = 36. 
(b) Find the volume of revolution formed by revolving this about the x-axis. 
(c) Find the volume of revolution formed by revolving the area of part (a) about 

the y-axis. 

VI.6 Integration by Parts 

We have very carefully avoided any mention of integrating products up to 
this point. It is true that in obtaining the fundamental theorem we did have 
two functions involved in the integrand, but this is of less than far reaching 
assistance since one of the two functions must be in the form of a differential, 
that is dg(x), or else in the somewhat expanded form g'(x)dx. We did, on the 
other hand, have a result for the differentiation of a product, and perhaps, in 
view of the very close link between integration and differentiation, we could 
bring this into play. Since, by the fundamental theorem, we can use the 
antidifferentials to aid in the evaluation of integrals, we will examine the 
differential of a product. We remember that 

d[f(x)g(x)] = f(x)dg(x) + g(x)df(x). 



Vl.6 Integration by Parts 369 

Upon integration, we have 

f(x)g(x) = f f(x)dg(x) + f g(x)df(x). 

We can only indicate the integration to be performed on the right hand side 
of the equation, for we do not know what the results should be in the absence 
of knowledge of the specific functions involved. We omitted the additive 
constant, but since there are integrals still to be evaluated, we can defer 
writing the" + C" until we have evaluated the final integral. In the meantime 
we require the integrals which remain unintegrated to carry the burden of 
the constant. Since we now have two integrals instead of one, the question 
immediately arises whether we are any better off than before. The answer 
must be a resounding" maybe". In point of fact, we use this relationship 
in a slightly different way from that indicated by the equation above. Let 
us write 

f f(x)dg(x) = f(x)g(x) - f g(x)df(x) (VI.6.1) 

and then think of starting with the integral on the left side. We will break up 
the original integrand in such a way that we can obtain anf(x) and a g(x) 
which produce the original integrand,f(x)dg(x), and such that the integral 
on the right hand side is more amenable to treatment-either in that it can 
be handled directly or that it is simpler in some sense of the word. We will 
illustrate this with Examples. Before going to the Examples, however, we 
note that since dg(x) = g'(x)dx, we are really looking for some way of 
determining an f(x) and a g'(x) such that their product gives the original 
integrand and the product g(x)j'(x) will give us an integrand which is easier 
to handle. The main part of this particular game or technique, then, is to 
select the f(x) and g(x) in such a way that this relationship will be helpful 
to us. Fortunately, there are a few general guidelines for some of the more 
common integrals. We will indicate these in the Examples. 

EXAMPLE 6.1. Evaluate J (1n x)dx. 

Solution. In this case we have a rather easy choice to make. Since we have 
no formula at all for finding the anti-derivative of (1n x), and this would be 
necessary if we were to take g'(x) = In x, it would seem rather clear that the 
better choice would be f(x) = In x. This leaves dg(x) = dx, or g(x) = x. 
We can then write by relation (VI.6.1) 

f (1n x)dx = x(1n x) - f (x)d(1n x) = x In x - f (x) G dX) 

= x In x - f dx = x In x - x + c. 
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Note that with this choice ofJ(x) and g(x) we were fortunate enough to 
obtain a second integral which we could easily integrate. In the case of inte­
gration offunctions such as those involving In x, arc sin x, arc cos x, arc tan x, 
arc cot x, arc sec x, and arc csc x, the choice ofJ(x) and g(x) is rather clear. 
We cannot select one of these functions as g'(x), since we do not know the 
anti-derivative of these functions. While these functions do occur from time 
to time and we do need to know how to handle them, they do not occur 
frequently enough that it would pay us to memorize their anti-derivatives. 
Consequently, this method, known as integration by parts since we do part 
of it at a time, is the one you will be most likely to use in such cases. This 
comes as close as anything that we have to providing us with a method for 
integrating a product. 

In Example 6.1 we found g'(x) = 1. It is not always true that g'(x) is so 
simple. 

EXAMPLE 6.2. Integrate J x 3 arc sin x dx. 

Solution. In this case we must let J(x) = arc sin x for the same reasons 
cited above. Therefore we must have g'(x) = x 3• From this we have g(x) = 
x4 /4, and hence 

J X4 1 f X4 dx 
x 3 arc sin x dx = 4 arc sin x - 4 ~. 

The integral on the right side of this equation is one that we can handle 
by trigonometric substitution, letting x = sin u. We leave this one to you 
to handle. Our purpose here is to illustrate the way in which integration 
by parts can replace an apparently intractable problem with one for which 
we have adequate techniques available. 

If we consider the choice for J(x) and g(x) in the integral J x 2 sin x dx 
it is apparent that we can letJ(x) = sin x and g'(x) = x 2 or alternatively we 
can letJ(x) = x 2 and g'(x) = sin x. Let us consider the consequences of each 
choice. We note that we will ultimately have to deal with f'(x) and g(x). 
Whether we differentiate or find the anti-derivative of sin x makes little 
difference, for we will have either cos x or ( -cos x), and these are equally 
easy (or difficult) to deal with. On the other hand, if we consider x2 , one 
option would yield 2x and the other would yield x3 /3. It would seem that in 
this case we should make the choice that would have us differentiate x2 • 

The result would not necessarily be something simple, but we would probably 
rather deal with J 2x cos x dx whether it be positive or negative, than with 
(1/3) J x 3 cos x dx, regardless of sign. Note that we continue to harp on the 
fact that a bit of thinking along the way may save some work before we are 
through. If you don't believe it, try both methods here and see what happens. 

We now go to a different situation, one in which the resulting integral 
seems to be as bad as the one we started with, regardless of which way we 
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choose our functions. We should be happy if the resulting integral is not 
worse, but the fact that it is not better is still cause for some cogitation. 

EXAMPLE 6.3. J eX sin x dx. 

Solution. In this case we can hardly gain either way, for if we letf(x) = eX, 
thenf'(x) = eX. We don't change much if we let g'(x) = eX. Similarly, starting 
with the sine we will obtain the cosine, either way we go. Since we can't 
simplify things by thinking, let us just get down to work and have it done with. 
We will arbitrarily pickf(x) = eX and g'(x) = sin x because that is the order 
in which they happen to be written. No harm would have been done had 
you made the other choice. Now we have f'(x) = eX and g(x) = (-cos x). 
We could insert the additive constant here, and it might be instructive to 
do it, but you would find that the results would not be altered by so doing. 
We now have 

f eX sin x dx = eX( -cos x) - f (-cos x)eX dx. 

We seem to have a result that is just about the same type as the one we 
started with. Having gone this far, however, we shouldn't quit here. We 
are now faced with the same choice we had before. We can either reverse the 
choice this time or retain the choice that got us this far. We will continue 
with the same relation. We would suggest you try the other one, but don't 
be surprised if you come out with the fact that the original integral is equal 
to itself-a not surprising result. We will let f(x) = eX and g'(x) = cos x, 
whence we havef'(x) = eX and g(x) = sin x. This will produce 

f eX sin x dx = (-eX cos x) + [ex sin x - f sin X(eX)dxJ 

= ( - eX cos x) + eX sin x - f eX sin x dx. 

We have now come back to the same integral we had in the beginning. 
However, on the right hand side it appears with a negative sign, and by 
adding this integral to each side we obtain (with the additive constant added 
this time, for now we have no remaining integrals on the right side) 

2 f eX sin x dx = eX [sin x - cos x] + 2C. 

We introduced 2C since we looked ahead and suspected we might wish to 
take half of each side. We finally have the result we sought in the first place, 
namely 

f eX sin x dx = (1/2)eX(sin x - cos x) + C. 
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In this case we were able to obtain the result we wanted despite the fact that 
we seemed to return to the starting point. Had we made the opposite choice 
for the second integration by parts, then everything would have cancelled 
out and we would have found we had little to show for our efforts. 

EXAMPLE 6.4. Evaluate J sec3 x dx. 

Solution. While this does not appear to be amenable to anything, we note 
that if g'(x) = sec2 x, then g(x) = tan x, and we are left with f(x) = sec x 
and g'(x) = sec x tan x. We therefore have 

f sec3 x dx = (sec x) (tan x) - f (tan x)(sec x tan x)dx 

= sec x tan x - f sec x tan 2 x dx 

= sec x tan x - f sec x (sec2 x - l)dx 

= sec x tan x - [f sec3 x dx - f sec x dx 1 
Now however, we are right back where we began, for we again have the 
integral of sec3 x on the right side. It is true that we also have the integral of 
sec x, but we know how to handle that, so that doesn't bother us. We can 
do the same type of thing we did in Example 6.3, and obtain 

2 f sec3 x dx = sec x tan x + In I sec x + tan x I + 2e, 

or 

fsec3 xdx = (1/2) [sec x tan x + In I sec x + tanxlJ + c. 

We do not by any means wish to indicate that you should perform every 
integration by this method, but it helps in many cases. It is the only method 
applicable in a large number of applications. It pays to plan your attack 
before starting, though, for you should .stop to consider whether there is 
any a priori reason for making one choice as opposed to another one for 
thef(x) and g(x). This is as close as we will come to integrating products. 

EXERCISES 

1. Integrate: 

(a) J csc3 2x dx 
(b) J tan3 3x dx 
(c) J e- x x 3 dx 
(d) n e2x cos 3x dx 
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(e) II x 10 In x dx 
(f) SA x 2 eX dx 
(g) SO/3 x sin x dx 

(h) SO/3 x cos x dx 

2. Integrate and check your results by differentiation: 

(a) S x 3 arc sin x dx 

(b) S x 2 sin x dx 

(c) S x arc tan x dx 
(d) S x arc esc x dx 

3. Integrate: 

(a) S csc4 x dx 

(b) S x 100 In x dx 

(c) S arc sin x dx 
(d) S arc cos x dx 

(e) S arc tan x dx 

(f) S arc cot x dx 

(g) S arc sec x dx 

(h) S arc esc x dx 
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4. Use integration by parts to obtain results similar to those of Section VI.3 in each 
of the following cases. 

(a) S cos2 x dx [Hint: Let f(x) = g'(x) = cos x.] 

(b) S cos 4x sin 7x dx 

(c) S sin 3x sin 5x dx 

5. Evaluate 

(a) S~)~ x sin2 x dx 

(b) S~)~ x cos2 X dx 

(c) S~)~ x tan2 x dx 

(d) S~)~ x coe x dx 

(e) S~)~ x sec2 x dx 

(f) S~;~ X csc2 X dx 

6. Evaluate: 

(a) Jbl2 x2 arc sin x dx 

(b) Jbl2 X an! cos x dx 

(c) Sb x arc cot x dx 

(d) II x arc sec x dx 

7. (a) Prove that 

f xm sin x dx = _xm cos X + mxm- 1 sin x - m(m - 1) f xm- 2 sin x dx. 
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(b) Use the result of part (a) to evaluate S~/4 x2 sin x dx. 

(c) Use the result of part (a) to evaluate S~/6 x6 sin x dx. 

(d) For which exponents would the result of part (a) be helpful? 

(e) Find a formula for S xm cos x dx similar to that of part (a). 

8. (a) Evaluate S x" eX dx for n = 0, 1, 2, 3, and 4. 
(b) Can you guess what the result would be for n = 5? 
(c) Evaluate part (a) for n = 5 and check your guess. 

9. (a) Find a formula for S eax cos bx dx where a and b are real constants. 

(b) Find a formula for S eax sin bx dx where a and b are real constants. 

10. (a) Evaluate S (l/x)dx by parts using f(x) = l/x and g'(x) = 1. 

(b) Does this prove that 1 = O? State your reasons for your answer. 

(c) Evaluate Ii (l/x)dx by parts and then answer the question in part (b) with 
regard to this result. 

11. (a) Use integration by parts to show that g e' dt = xex - So te' dt. 
(b) Using the fact that So e' dt = eX - 1, show that 

-1 = _ex + xeX - f:ter dt. 

(c) Continue the reverse integration by parts and show that 

x 2 x 3 IX t 3 
-1 = - eX + xeX - - eX + - eX - - e' dt 

2! 3! 0 3! . 

(d) Use mathematical induction to show 

x2 x 3 x" IX t" -1 = _ex + xeX - - eX + - eX - ... - (-1)" - eX + (-1)" - e' dt. 
2! 3! n! on! 

(e) Multiply by e- X and show that if 0 ~ x ~ 1 then the integral of part (d) can be 
made arbitrarily small by making n large in order to obtain the result 

x 2 x 3 X4 
e- X = 1 - x + - - - + - - .... 

2! 3! 4! 

In what way does it help to have x ~ I? 

12. (a) Find the length of the portion of f(x) = x2 from x = 2 to x = 4. 
(b) Find the surface of revolution formed by revolving the curve of part (a) about 

the x-axis. 

13. (a) Find the area bounded by y = arc sin x, y = 0, and x = 0.5. 
(b) Find the area bounded by y = arc tan x, y = 0, and x = 1. 
(c) Find the area bounded by y = arc sec x, y = 0, and x = 2. 
(d) Find the centroid of part (a). 
(e) Find the x-coordinate of the centroid of part (b). 
(f) Find the x-coordinate of the centroid of part (c). 

14. (a) Find the area bounded by y = (arc sin X)2, y = 0, and x = 0.5. 
(b) Find the y-coordinate of the centroid of the area of part (a). 
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VI. 7 Integration by Partial Fractions 

If you have been keeping track of the various cases we have considered, you 
\ 

are aware of the fact that our techniques of integration apply rather well if 
we do not have fractions, or if the fractions have a denominator with at 
worst a power of a single expression. A denominator such as (ax + b)k is 
not bad, nor is one like (ax2 + bx + C)k. (In the latter case, we would prob­
ably complete the square if b =1= 0, but we can handle that.) With this in­
troduction you can anticipate that we intend to consider integrals in which 
the denominator is a product of such factors. This is in fact the case. Our 
method of attack will involve expressing the integrand as the sum of two or 
more fractions, each of which has a denominator of the type we have just 
mentioned. In other words, we will consider here the problem not of adding 
fractions, but rather the problem of expressing a fraction as the sum of two 
or more new fractions, each of which is easier to integrate. 

Before proceeding further, let us go back to a bit of ancient history. 
Using a result attributed to Euclid, it can be shown that if we have two 
integers, such as 15 and 77, integers which have no prime factor in common, 
we can find two other integers, p and q, such that 15p + 77q = 1. In this 
case we could use p = 36 and q = -7 to obtain this result. We are not 
concerned at the moment with the method of finding p and q, although this 
is an interesting problem and not a hard one. You can find this result in any 
book on number theory, a topic which is really concerned with the theory 
of integers and not all numbers. However, the important fact here is that for 
any two integers that have no prime factor in common we can always find 
integer coefficients p and q as we did in this case, such that the linear combina­
tion of the two given integers has the value one. Now, polynomials have 
many more things in common with integers than might meet the eye, as 
you can observe by seeing which of the field properties are satisfied by each 
of these two systems. It can also be shown (although we will not do it here) 
that for any two polynomials, f(x) and g(x), which have no polynomial 
of degree at least one as a common factor, it is possible to find other poly­
nomials p(x) and q(x) such that p(x)f(x) + q(x)g(x) = 1. The proof of this 
fact is almost identical with the corresponding proof for integers. This stems 
from a result which you will find under the title The Euclidean Algorithm 
if you try to look it up. 

We are now ready to consider the method of partial fractions. We will use 
this result ascribed to Euclid in the development of the method. Let us 
consider that we have an integrand of the form h(x)/(f(x)g(x» where f(x), 
g(x), and hex) are polynomials, such that no two of them have a factor in 
common of degree as great as one. (This is the type of integrand we will be 
considering in this section.) With these assumptions, we see that we can find 
polynomials p(x) and q(x) such that 

p(x)f(x) + q(x)g(x) = 1. 
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From this result we have at once that 

1 q(x) p(x) 
f(x)g(x) = f(x) + g(x)' 

If we multiply both sides by h(x) we obtain 

hex) h(x)q(x) h(x)q(x) 
-:-:--:--,----,... = + ----,----
f(x)g(x) f(x) g(x)' 

We can show (but won't here) that if hex) is of lower degree than the product 
[f(x)g(x)J, that is if the fraction on the left side of the equation is proper, 
it is possible to find polynomials p(x) and q(x) such that each of the two 
fractions on the right side of the equation is proper. This shows us that if 
we have a rational expression and if the denominator is the product of two 
relatively prime factors, then it is possible to express our original expression 
as the sum of two rational functions, each with one of the original denomina­
tor factors as a denominator. (Relatively prime merely indicates that the 
two factors have no factor in common of degree as great as one.) Further­
more, if the original expression is proper, we can express this as the sum of 
two proper fractions. In fact we could do the same thing if there were more 
than two relatively prime factors in the denominator. It would appear that 
we could break large fractions (in the sense of complicated denominators) 
up into the sum of two or more smaller fractions, the latter having more 
chance of being integrable. This we will do in the Examples that follow. 

Before going to the Examples, we should continue this discussion just a 
little further. It can be shown that any polynomial with real coefficients can 
be factored into polynomials of either first or second degree with real co­
efficients. The factors which are not relatively prime will be powers of first 
or second degree polynomials. Consequently we can factor the denominator 
into products of powers (perhaps the first power in some cases) of linear 
and quadratic factors. We can then break the integrand up into the sum of 
fractions, each of which has for its denominator a power of a linear or a 
quadratic factor. We have already found out how to handle such integrals by 
algebraic or trigonometric substitutions, and consequently we have es­
sentially solved the problem when we know that we can break the fraction 
up in this way. This evades the question, of course, of factoring the denomi­
nator polynomials, but if necessary you can go back to Newton's method 
and find the real roots and use this with the factor theorem (which states 
that if r is a root, then x - r is a factor) to find the linear factors. We will not 
try to handle the general problem of factorization here, and in many ap­
plications the factoring may present no problem. 

EXAMPLE 7.1. Integrate S (x 3 - 8) - 1 dx. 

Solution. Since we have a cubic term in the denominator, this does not 
suggest a right triangle, and there seems to be no other ready solution. 
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However, we can factor x 3 - 8 and obtain 

(x - 2)(x2 + 2x + 4). 

Since the integrand is a proper fraction, we expect to express this integral 
as the sum of two proper fractions. Since one of them will have a first degree 
denominator, the numerator must be of lower degree, and hence a constant. 
Since the other denominator is of degree two, the numerator will be of degree 
no greater than one. Thus, taking the most general possible case and using 
capital letters to represent the coefficients which are as yet undetermined 
we have 

1 1 A Bx + C --- = = -- + ---,,---,----
x 3 - 8 (x - 2)(x2 + 2x + 4) x - 2 x2 + 2x + 4· 

From this we get 

1 = A(x2 + 2x + 4) + (Bx + C)(x - 2) (VI.7.1) 

by multiplying through by (x - 2)(x2 + 2x + 4). We observe that this is 
equivalent to 

1 = (A + B)x2 + (2A - 2B + C)x + (4A - 2C). 

This will be true for all values of x only if 

A+B=O 
2A - 2B + C = 0 

4A - 2C = 1. 
(VI.7.2) 

This is a system of three equations in three unknowns, and we solve this to 
obtain A = 1/12, B = - 1/12, and C = -1/3. Therefore, we are called 
upon to evaluate 

f~ = f( 1/12 + (-1/12)x - (1/3))dX 
x 3 - 8 x - 2 x 2 + 2x + 4 

=~f~-~f x+4 dx 
12 x - 2 12 x2 + 2x + 4 . 

These last two integrals are similar to those we handled earlier. The first 
one is a standard type. The second one can be broken up algebraically by 
writing the denominator as [(x + 1)2 + 3]. This gives 

f~=~lnlx - 21-~f(X + 1) + 3 dx 
x 3 - 8 12 12 x2 + 2x + 4 

1 If 2x+2 If dx = - In I x - 21 - - dx - -
12 24 x2 + 2x + 4 4 (x + 1)2 + (J3)2 

1 1 2 1 x+l 
= - In Ix - 21 - - In I x + 2x + 41 - -- arc tan -- + c. 

12 24 4}3}3 
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The important point to notice here is that we are able to take the more 
complicated integral and break it up into integrals which can. be handled 
by methods we discussed earlier. (Note that trigonometric substitutions 
could have been used on the second integral.) 

We should also observe that in equation (VI.7.1) we could use a slightly 
different technique to find some of the unknown quantities if not all of them. 
Since this relation is to hold for every value of x, it must hold in particular 
for the value x = 2. However, x = 2 is chosen precisely because this makes 
thefactor (x - 2) = 0, and hence (VI.7.1) reduces to 1 = A(22 + (2)(2) + 4) 
= 12A. This immediately yields the value A = 1/12. If we then use this in 
equations (VI.7.2), the solution becomes almost immediate using only the 
first and third equations. A particular choice of x will frequently help deter­
mine at least one of the unknown numerator coefficients used in this method. 
The particular value of x to be used is selected such that as many as possible 
of the coefficients will be zero. We will observe this again in the next Example. 

EXAMPLE 7.2. Integrate S (X3/(X2 - X - 2»)dx. 

Solution. In this case the integrand is not a proper fraction, and therefore 
our previous discussion does not immediately apply. However, we can divide 
x3 by (x 2 - X - 2), and obtain 

x3 3x + 2 
2 =x+1+ 2 . x -x-2 x -x-2 

Now we have the problem of evaluating 

f X3 dx f ( 3x + 2 ) 
2 2 = x + 1 + 2 2 dx x-x- x+x+ 

f f (3x + 2) 
= (x + 1)dx + x2 _ X _ 2 dx 

and we see that only the fraction causes any difficulty. The fraction we 
now have is a proper fraction, however, and we are able to handle this by 
the method of partial fractions. Since (x 2 - x - 2) = (x - 2)(x + 1), and 
since these two factors have no factors of degree as great as one in common, 
we will start with the equation 

3x + 2 A B 
----,---------::-=--+-­
x2 - X - 2 x - 2 x + 1· 

The A and B represent constant numerators. The fractions added must be 
proper and this requires that the numerators be of lower degrees than the 
first degree. This yields 3x + 2 = A(x + 1) + B(x - 2). From this we can 
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deduce, as before, that A + B = 3 and A - 2B = 2. We could also note 
that when x = 2 we have 8 = 3A and when x = -1 we have -1 = -3B. 
These expressions must give the value of A and B to be used, for A and B 
are constants. Therefore, we have A = 8/3 and B = 1/3. Note that we have 
the solution of the two equations in A and B, but we obtained the solution 
without solving the system of simultaneous linear equations. There are 
instances as we saw in Example 7.1 in which this method will not give 
sufficient information to obtain the complete solution. Where it will work, 
it provides another labor saving device, and if it will not permit getting the 
values of all of the unknowns, it will usually obtain some. These will make 
the solution of the system of equations less arduous. Any help is worth some­
thing in solving larger systems of equations. With these values for A and B, 
we now have 

f X3 dx f ( 8 1 1 1 ) 
x2 _ X - 2 = x + 1 + 3 x _ 2 + 3 x + 1 dx 

181 
= "2 x2 + X + 3 In I x - 21 + 3 In I x + 11 + C 

We might observe that this could also have been done by trigonometric 
substitution. We consider one more example in order to illustrate the tech­
nique for determining the nature of the numerators of our "partial frac­
tions" and for evaluating the constants in these numerators. 

EXAMPLE 7.3. Integrate S «x2 + 3)/(x3(x - 1)2(X + 1»)dx. 

Solution. The relatively prime factors of the denominator are x 3 , (x - 1)2, 
and (x + 1). Note that the denominator is of degree six and the numerator 
of degree two, and hence we have a proper fraction. Therefore we do not 
need to divide as we did in the last example. Furthermore, since the degree 
of the denominator is six, we can expect to provide for a possible degree of 
five in the numerator, and this implies that we would have six coefficients 
to determine. The mere thought of this probably sends a chill down the 
spine, but let us proceed. We must consider the equation 

x2 + 3 AX2 + Bx + C Dx + E F 
x 3(x - 1)2(x + 1) = x3 + (x - 1)2 + X + l' 

where we have written the three numerators to indicate in each case the 
largest possible degree that the particular numerator could have and still 
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yield a proper fraction. Upon multiplication we have 

x 2 + 3 = (AX2 + Bx + C)(x - 1)2(x + 1) 
+ (Dx + E)x3(x + 1) + Fx3(x - 1)2 

= (AX2 + Bx + C)(x3 - x 2 - X + 1) 

+ (Dx + E)(x4 + x 3 ) + F(x 5 - 2X4 + x 3) 

= (A + D + F)x 5 + ( - A + B + D + E - 2F)x4 

+ (-A - B + C + E + F)x 3 

+ (A - B - C)x2 + (B - C)x + C. 

From this we obtain the system of equations 

A+ 
-A +B+ 
-A-B+C+ 
A-B-C 

B-C 
C 

D + F = 0 
D+E-2F=0 

E + F = 0 

= 1 
=0 
= 3. 

We note that we can start with the last equation and work up to obtain 
C = 3, B = 3, and A = 7. In the first step of our work the substitution 
x = 1 would have given us 4 = (D + E)(2) or D + E = 2, and x = -1 
would give 4 = -4For F = -1. Notethatthiscombinationofeventspermits 
us to start with the first equation to obtain D = - 6, and then use the second 
to obtain E = 8. These values check in each of the equations. The combina­
tion of methods has eased greatly the problem of solving the system of 
equations. We now use these values to rewrite our problem 

f X2 + 3 d f7X 2 + 3x + 3 x = dx 
x 3(x - 1)2(x + 1) x 3 

f-6X + 8 f -1 
+ (x - 1)2 dx + x + 1 dx. 

This can be handled rather easily for we note that the first integral on the 
right hand side is merely the integral 

f(7x- 1 + 3x- 2 + 3x- 3 )dx = 7lnlxl- 3x- 1 - (3/2)x- 2 + C1 

where C1 is an additive constant as before. The second integral can be 
handled by the substitution (x - 1) = u, or alternatively we could write 

f -6x + 8 d = f -6(x - 1) + 2 d 
(x - If x (x _ 1)2 X 

= f [ -6(x - 1)-1 + 2(x - 1)-2]d(x - 1) 

= -6lnlx -11- 2(x - 1)-1 + C2 • 
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Also 

f -1 
X + 1 dx = -lnlx + 11 + C3 • 

Thus we have 

f X2 + 3 3 3 
x3(x _ 1 )2(X + 1) dx = 7 In I x I - x - 2X2 - 6 In I x-II 

2 
- -- -lnlx + 11 + C 

x-I 
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I X7 I 3 3 2 
= In (x _ 1)6(x + 1) - x - 2X2 - X _ 1 + C 

where we have replaced the sum of the three constants (C1 + C2 + C3 ) by 
C to signify that we have an additive constant which is as yet undetermined. 
Note that the C we used here is not the same C we used earlier in the problem 
to represent an undetermined coefficient. In general it is not a wise thing to 
use the same symbol for two different values in the same problem, but if you 
keep it straight no harm is done. We mention this matter just to remind 
you that you should be careful not to go back and make a substitution for 
a constant which has been confused with another constant. 

We find it necessary to use partial fractions when the denominator is a 
polynomial that does not yield to such substitutions as the trigonometric 
substitutions, and when the numerator is also a polynomial. Note that we 
have shown how to obtain the simpler fractions such that the denominators 
are powers of single expressions. Since we can factor the denominator 
polynomial into factors which are of first of-second degree, we can use either 
algebraic or trigonometric substitutions to deal with the simpler fractions 
thus obtained. For rather obvious reasons, we usually try other methods 
first, but the method of partial fractions is a helpful method in case other 
methods fail. This is not to say that this method, nor for that matter all of 
the knowledge of integration that is available, is adequate for every possible 
integral, but each method increases the likelihood that one can successfully 
evaluate the integral at hand without having to resort to numerical tech­
niques. Sometimes we can even use this method to avoid integration by 
parts, although we leave it to you to determine which you prefer to avoid. 
This is illustrated in the next example. 

EXAMPLE 7.4. S sec3 x dx. 

Solution. It is frequently helpful to change trigonometric functions to 
expressions involving only sines and cosines. In this case we have 
S (l/cos3 x)dx. We observe that we do not have the required differential 
of cos x. We might try multiplying numerator and denominator by cos x, 
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just to see what would happen, and then note that we obtain cos4 x in the 
denominator. This permits us to use an identity and introduce sines instead 
of cosines in the denominator. We now have J (1 - sin2 X)-2 d(sin x). 
This can be handled by the method of partial fractions, as one might expect 
from the fact that it is introduced here. This will be easier to see if we let 
u = sin x. We have J (1 - U2)-2 duo This leads us to the relation 

or 

1 = (Au + B)(1 + U)2 + (Cu + D)(1 - U)2. 

Using the values u = -1, u = 0, and u = 1, we obtain respectively 

1 = (-C + D)4, 

1 = B + D, 

1 = (A + B)4. 

Noting that the coefficient of u3 is (A + C), and this must be zero, we have a 
fourth equation A + C = 0, without doing much multiplying of algebraic 
expressions. The solution here yields A = -1/4, C = 1/4, and B = D = 1/2. 
Thus, our integral becomes 

f du = f - 1/4u + 1/2 du + f 1/4u + 1/2 du 
(1 - U2)2 (1 - U)2 (1 + U)2 

=~f(-U+l)+ld ~f(U+l)+ld 
4 (1 - U)2 u + 4 (1 + U)2 u 

1 f 1 1 f du 1 f 1 1 f du 
= 4" 1 - u du + 4" (1 - U)2 + 4" 1 + u du + 4 (1 + u? 

111 1 
= - 4ln11 - ul + 4(1 _ u) + 4ln11 + ul - 4(1 + u) + C 

=~lnll +ul+~[_I ___ I_J +C 
4 l-u 41-u l+u 
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Upon replacing u by sin x, we have 

f 3 11 1 + SinX I sin x sec xdx=-4 In 1 . +2(1 . 2 )+c. -smx -sm x 

Upon "simplifying", this becomes 

f 3 d - lIn I (1 + sin X)21 sin x C 
secxx--4 1 '2 +2 2 + -smx cos x 

=-In +-----+ 1 11+sinxl1 1 sinx C 
2 cos x 2 cos x cos x 

1 1 
= 2 In I sec x + tan x I + 2 sec x tan x + C. 

This is precisely the same result we obtained in the last section. Note that 
it is frequently possible to use different methods to arrive at the same result. 
The choice you make should be based upon your own preference, but you 
can hardly exercise any preference unless you have reasonable familiarity 
with each of the methods which could apply. 

EXERCISES 

1. Integrate using partial fractions: 

(a) f{x3 + 8)-ldx 

(b) J (X5/(X2 - X - 6»dx 

(c) J «x 7 + X2)/(X4 - 16»dx 
(d) J (x2 - a2)-ldx 

(e) J (a2 - X2)-ldx 
(f) J (x4 - 1)-ldx 

2. Evaluate: 

(a) Ii «x - 2)/X4(X + 1»dx 
(b) Ii «x2 - 2x)/(x3 - 7x - 6»dx 

[Hint: To factor the denominator, try finding some of the roots of 
x3 - 7x - 6 = 0.] 

(c) SA «x2 + 1)/(x4 + x2 + l»dx 
[Hint: Note that X4 + x2 + 1 = (x4 + 2X2 + 1) - x2.] 

(d) J5 (x2 - 2x - 3)-ldx 
by at least-two methods. 

(e) J5 (x + 1)-3(X - 2)-2dx 
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3. Integrate by the method of partial fractions: 

(a) J «x2 - 4x + 1)/(x2 - l)(x - 2))dx 

(b) J (4x/(x2 - 2x + 5)(x2 + 2x + 5))dx 

(c) J «x3 - 2x2 + 5x)/(x - 1)3(x + 1)2)dx 

(d) J «x2 + x + 3)/(x3 - 3x - 3x - 2))dx 

(e) J «4x + 1)/(x2 + 2x + 2)(x - 1)2)dx 

(f) J «x2 + 1)/(x3 - x))dx 

4. Integrate by the method of partial fractions: 

(a) J «17 - 2x)/(2x + 3)(4x2 + 4x + 17))dx 

(b) J (16/(x4 - 16x2))dx 

(c) J (16/(x4 - 4x3))dx 

(d) J (16/(x4 - 8x))dx 

(e) J (6x2/(X 6 - l))dx 

(f) J «60x2 - 48)/(x8 - 5x6 + 4X4))dx 

5. Integrate by the method of partial fractions: 

(a) J (X 5/(X 2 + 2x - 8))dx 

(b) J «24x3 + 120)/(x5 - 5x3 + 4x))dx 

(c) J «x3 + 2x2 + 3x + 4)/(x2 - 4)(x2 + 4))dx 

(d) J6 «x4 + 3x)/(x + 1)3)dx 

(e) J ~ «x 5 + 3x 2)/(X2 + 1)2)dx 

(f) J6 (x2/(x + 1 )3(X2 + 1 )2)dx 

6. Use the method illustrated in Example 7.4 to integrate J csc3 x dx. 

7. Find the area under the curve x 3y - xy = 4 which is above the x-axis and 
between x = 2 and x = 4. 

8. Find the volume formed by revolving the area of Exercise 7 about the x-axis. 

9. Uf(x) and g(x) are real polynomials, and if we assume the truth of the Theorem 
which states that every real polynomial can be factored into factors with real 
coefficients with each factor being of degree one or degree two, show that we can 
carry out the integration of every integral of the form S (f(x)/g(x))dx. You 
should consider both the case of proper fractions and improper fractions. 

10. Integrate S sec5 x dx using the method of Example 7.4. Show that this method 
would work for J secn x dx if n is an odd positive integer. 

BPIt. In a paper by S. Hecht in 1934, it was postulated that the photochemical process 
by which a retinal substance decomposes when exposed to light is given by the 
equation D,x = kI(A - x) - px2 where x is the present amount of the substance, 
t is the time measured in seconds, I is the intensity of light involved, A is the 
concentration of the substance prior to the incidence of the light, and k and p 
are constants. Find an expression for x as a function of t. [Hint: Convert to 
differentials and solve for dt before integration.] 
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S12. One model for population growth, based on the fact that there is a limit which 
the population can approach, but which the population cannot exceed, is 
expressed by P'(t) = kP(t) [L - pet)] where k is a positive constant and L is 
the limit to which the population will tend. 

(a) If we assume that the arable land in the world will support 20,000,000,000 
people at a subsistence level and that this is an upper limit to the population 
the world can support (a number that is not well-established), and if we use 
the fact that the population in 1850 was about 1 billion, whereas in 1970 it 
was 3.5 billion, what would the predicted population be in the year 2000? 

(b) When will the population reach 10 billion? [Hint: You can use whatever 
interval of time you wish as being equivalent to one unit. Thus, it would be 
possible to consider one unit as a decade, a century, or any other unit of time 
that might simplify the computation. Convert to differentials and solve for 
dt before integrating.] 

B13. When ether is administered as an anaesthetic, it is known that the effect is 
directly dependent upon the concentration of ether in the brain. If C;, Ca' and Cv 

are the concentrations of ether in the brain, the arterial blood, and the venous 
blood respectively and if Ca is constant, Qi is the amount of ether taken up by 
the brain, and Fi is the arterial flow in liters per minute, it has been postulated 
that the rate at which Qi changes is given by the equation D,Qi = FiCa - Ficv ' 

It should be apparent that Qi = Ci Vi where Vi is the volume of blood in the brain. 

(a) Find Ci as a function oftime and show that Ci approaches Ca as time increases. 
[In the case of ether, which has great solubility in the blood, the implicit 
assumption that the arterial concentration is constant is approximately 
correct.] [Hint: Convert to differentials.] 

(b) Show that it is reasonable to assume Ci = Cv in this problem. 

VI.8 Recursion Relations and Related Results 

In many problems it is possible to find relations which replace the initial 
problem with a partial result and a somewhat simpler residue problem. For 
instance, if one wished to evaluate the integral S sin9 x coss x dx, the task 
would be long and cumbersome by the methods we discussed in the section 
on trigonometric methods. It would be far easier if we had some scheme by 
which we could express this result in terms of integrals with successively 
smaller exponents, until finally we came to a familiar case, such as one in­
volving exponents of one or two, or better yet, an exponent of zero. More 
generally, we will investigate the case where the exponents are m and n, with 
the understanding that m and n are non-negative integers, and specifically 
we will consider the evaluation of S sinm x cosn x dx. Using integration by 



386 VI Techniques of Differentiation and Integration 

parts, we have 

f sinm x COSH x dx = f (cosH- 1 x sinm x)d(sin x) 

= __ 1_ sinm+1 x cosH- 1 x 
m+l 

f
Sinm+l x 

- m + 1 (n - 1)COSH- 2 x d(cos x) 

= __ 1_ sinm+ 1 X cosH- 1 x 
m+1 

+ --- sinm+2 x COSH- 2 x dx n-1f 
m+1 

= __ 1_ sinm+1 x cosH- 1 x 
m+1 

+ : ~ ~ [f sinm x COSH- 2 x dx - f sinm x COSH x dx J­
In the last step of this extended development we replaced sinm+2 x with 

sinm x(1 - cos2 x), and hence 

sinm+2 x COSH- 2 x = sinm x COSH- 2X(1 - cos2 x) 

= sinm x COSH- 2 x - sinm x COSH x. 

Since J sinm x COSH x dx appears on each side of the result above, we can 
solve for this integral and obtain 

[ 1 + n - 1] fSinm x COSH x dx = __ 1_ sinm+ 1 X cosH- 1 x 
m+1 m+1 

n-1f + m + 1 sinm x COSH- 2 x dx 

or 

f Sinm x COSH x dx = __ 1_ sinm+ 1 X cosH- 1 x 
m+n 

n-1f + --- sinm x COSH- 2 x dx. 
m+n 

Similarly 

f Sinm x COSH x dx = ~ sinm- 1 x cosH+ 1 x 
m+n 

m-1f + --- sinm- 2 x COSH x dx. 
m+n 

(VI.8.1) 

(VI.8.2) 



VI.8 Recursion Relations and Related Results 387 

Returning to our earlier problem we can write 

f sin9 x coss x dx = 1\ sin10 x cos 7 X + 177 f sin9 x cos6 x dx 

= ~ sin10 x cos 7 X + 2. [~sinlO x cos5 x 
17 17 15 

+ :5 f sin 9 x cos4 X dxJ . 

This can be continued until we finally have 

fSin x dx 

as the integral to be evaluated. A relation which permits us to continue in • this fashion, not finishing the problem in a single step, but always coming 
out with a result which resembles the original problem and which is simpler 
than the one we started with, is called a recursion relation. We have developed 
two such relations for this particular integral. One of these reduces the power 
of the sine, and the other reduces the power of the cosine. One may wish to 
reduce the lower of the two original powers first, or alternatively one may 
wish to reduce the odd power first (if just one of them is odd). The last 
suggestion would insure the requisite differential for the final integration 
without recourse to the use of identities. 

The relations developed above are very useful for the evaluation of certain 
definite integrals. If we consider JoI2 sinm x cosn x dx, and note that sin ° = ° 
and cos nl2 = 0, we observe that the two relations above become 

5"/2 n - 1 1"/2 
sinm x cosn x dx = -- sinm x cosn- 2 X dx 

o m + n 0 
(ifn ~ 2) 

m - 1 5"/2 
= -- sinm - 2 x cosn x dx 

m + n 0 
(ifm ~ 2). 

Note the special case 

5"/2 5"/2 2 - 1 5"/2 
o sin2 x dx = 0 sin2 x coso x dx = 2 + ° 0 sino x coso x dx 

= ~ J:12 dx = ~ (~) = ~. 
Similarly 

J:12 cos3 X dx = ~ : ~ J:12COS x dx = ~ [sin ~ - sin 0] = ~. 
These 'results are helpful since many applications require the use of the 
intervaJ [0, nI2], and the evaluation can be obtained very easily by means 
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of (VI.8.1) or (VI.8.2). In fact, we have a theorem concerning such integrals. 
This theorem has been known for a long time, being credited to John Wallis 
(1616-1700). In the expressions (a) and (b) of the theorem the factors in­
volving m will all be even or odd depending on whether (m - 1) is even 
or odd, the factors involving n will all be even or odd depending on whether 
(n - 1) is even or odd, and the factors involving (m + n) will be even or odd 
depending on whether (m + n) is even or odd. 

Theorem 8.1 (Wallis' theorem). Ifm and n are integers, each greater than one, 
then 

f "/2 . m f"/2 m (m - 1)(m - 3) .. ·2 or 1 
(a) sm x dx = cos x dx = ( 2) 1 2 IY. o 0 m m - ... or 

and 

(b) f/2 sinm x cosn x dx 

[(m - 1)(m - 3) .. ·2 or 1] [(n - 1)(n - 3) .. ·2 or 1] 
IY. 

(m + n)(m + n - 2)(m + n - 4) ... 2 or 1 

where IY. = nl2 ifm is even in (a) or ifboth m and n are even in (b), and other­
wise IY. = 1. 

OUTLINE OF PROOF. In case (a) show the theorem is true if m = 1 or 2 by 
straight calculation. Assume the theorem is true for some value k, then 
consider the case for m = k + 2 using the recursion relation and the fact 
that sin 0 = cos nl2 = O. In case (b) show the theorem is true if m = n = 1, 
m = n = 2, m = 1 and n = 2, and for m = 2 and n = 1. Then apply the same 
type of mathematical induction on m and on n separately. 0 

This result can be very useful. For instance, we note that 

f"/2 . 9 8 [(8)(6)(4)(2)] [(7)(5)(3)(1)] 128 
o sm x cos x dx = (17)(15)(13)(11)(9)(7)(5)(3)(1) (1) = 109395' 

This is far easier than trying to go through any process involving integration, 
whether with recursion relations or without. 

Theorem 8.2. Ifm and n are non-negative integers, then 

f"/2 sinm x cosn x dx = ( _1)n I" sinm x cosn x dx 
o ~ 

I 37t/2 

= (_1)m+n 7t sinm x cosn x dx 

f2" 
= ( _1)m sinm x cosn x dx. 

3"/2 
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OUTLINE OF PROOF. Use the periodicity of the sine and cosine and note the 
signs in the quadrants involved. D 

Since integrals which involve more than one quadrant can be decomposed 
into the sum of integrals over single quadrants, Theorem 8.2 greatly ex­
pands the scope of Wallis' theorem. 

Substitution may also aid in extending the above results. 

EXAMPLE 8.1. Evaluate J~N4 sin12 2x dx. 

Solution. If we use the substitution y = 2x, we have dx = ! dy and our 
integral becomes 

1 (31t12 

:2 J1t sin12 y dy. 

This is a direct application of Theorem 8.2, for we note that m = 12 and 
hence 

1 f31t12 • 12 (_1)12 11t12 • 12 1 (11)(9)(7)(5)(3)(1) rc 
:2 1t sm y dy = 2 0 sm y dy = :2 (12)(10)(8)(6)(4)(2) :2 

231rc 
4096' 

Another instance in which a recursion relation is very likely to be helpful 
occurs when the integrand includes an exponential function as a factor. 
This is dealt with in the following theorem. Note that in the outline of the 
proof we have given only general directions, for we realize that by this time 
you are a past master at using integration by parts. 

Theorem 8.3. Let f(x) be a function such that the first n derivatives exist. 
Then 

f [1 1 1 ( 1)n-l ] 
eCx f(x)dx = eCx - f(x) - - f'(x) + - f"(x) - ... + f(n-l)(X) 

C C2 C3 Cn 

(VI.8.3) 

OUTLINE OF PROOF. Use integration by parts and mathematical induction. 
D 

As a corollary of this theorem, we have for the special case of the poly­
nomial of degree n an even nicer result. 
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Corollary 8.1. Let f(x) be a polynomial of degree n, then 

(VI. 8.4) 

where PO)(x) = f(x). 

Note that in all cases in which we have indicated derivatives, we have 
placed the order of the derivatives (that is in the "n" of the n-th derivative) 
in parentheses to aid in distinguishing the order from an exponent. This is 
not true, of course, where we have used the primes as we have done for the 
lower ordered derivatives. It is also customary to denote by the zero-th order 
derivative the original function, for this frequently simplifies the writing of 
summations, as it did above. Theorem 8.3 does not obviate the necessity of 
ultimately evaluating an integral except in the case in which some derivative 
has a constant value zero, as in the case of the polynomial. However, it will fre­
quently simplify the problem of integration. 

It IS possible to use Theorem 8.3 In a manner reminiscent of some earlier 
problems when we obtained an integral on the right side of the equality 
which resembled the one on the left. 

EXAMPLE 8.2. Evaluate J e3x cos 2x dx. 

Solution. We have c = 3 andf(x) = cos 2x. Consequently 

f e3x cos 2x dx = e3X[~ cos 2x - ~ (-2 sin 2X)] 

+ (-91)2 f e3X( -4 cos 2x)dx. 

We note that J e3x cos 2x dx appear on both sides of this equation, and 
hence we can solve for the value of this integral. This gives us 

13 f e3x 13e 9 e3x cos 2x dx = 9[3 cos 2x + 2 sin 2x] + 9· 

We have added the strange looking constant for we no longer have an in­
tegral on the right side of this equation and consequently we need a constant 
of integration. Furthermore we can look ahead and notice that we will 
want to divide by (13/9) to obtain the desired result, and the coefficient (13/9) 
for e at this stage will permit us to avoid a fractional coefficient at the next 
step. Finally we have 

f e3x 
e3x cos 2x dx = 13 [3 cos 2x + 2 sin 2x] + c. 
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One final result that will be of assistance in evaluating definite integrals 
is special to the extent that it only applies when the interval of integration 
has zero as a midpoint. While the theorem itself is not used often, the corollary 
can be very helpful. 

Theorem 8.4. If the integrals exist, S"-af(x}dx = So[f(x} + f( -x}]dx 

PROOF. 

fo f(x}dx = iO f( -x}d(-x} = - iO f( -x}dx = fa f( -x}dx. 
-a a a ° 

Hence 

fa f(x}dx = fa f(x}dx + fO f(x}dx = fa f(x}dx + fa f( -x}dx 
-a ° -a ° ° 

= f[f(X} + f( -x}]dx. 0 

There are many places in which this is very helpful. For instance, since 
sin( -x} = -sin x, we would have at once 

fa sin x dx = fa [sin x + sin( -x}]dx = fa [sin x - sin x]dx = 0 
-a ° ° 

without further ado. Many functions have properties similar to those of 
sin x, and we take note of these in the following definition. 

Definition. A function is an evenfunction iff( -x} = f(x} for every value of 
x in the domain of f(x}. A function is an odd function if f( - x} = - f(x} 
for every value of x in the domain off(x}. 

Note that sin x is an odd function. Any polynomial consisting only of even 
powers is an even function, and a polynomial consisting only of odd powers 
is an odd function. We have the following corollary. 

Corollary 8.2. lff(x} is an even function, then 

f/(X}dX = 2 s: f(x}dx. 

lff(x} is an odd function, then 

This corollary will frequently ease the problem of evaluating integrals over 
intervals having zero as the midpoint. This case occurs with some frequency 
in certain types of applications. 
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EXAMPLE 8.3. Evaluate J:'z{x4 + x 3 - x sin x + e")dx. 

Solution. We note that X4 is an even function and x 3 is an odd function. 
Since the interval ( - 2, 2) is centered about the origin we can use Corollary 
8.2. We might also note that iff(x) = x sin x, then 

f( -x) = (-x)sin( -x) = (-x)( -sin x) = x sin x = f(x). 

Hence, f(x) = x sin x is an even function. On the other hand the value of 
e- x is not equal to eX even in absolute value. Hence eX will not be aided by 
this new result. Using this information we have 

f 2 (x4 + x 3 - x sin x + eX)dx 
-2 

= 2 f~ X4 dx + 0 - 2 f\ sin x dx + 52 eX dx 
o 0 -2 

2(2)5 . 
= -5- - 2[ -x cos x + sm xJI~ + e2 - e- 2 

= ~4 + 4 cos 2 - 2 sin 2 + e2 - e - 2 

64 
= "5 + 4( -0.416) - 2(0.909) + 7.389 - 0.135 

= 16.572. 

EXERCISES 

1. Evaluate: 

(a) S sin5 x cos6 x dx 
(b) So/2 sin5 x cos6 x dx 
(c) S sin4 x cos5 x dx 
(d) S sin4 x cos6 x dx 
(e) So/2 sin 7 x cos4 X dx 
(f) So/2 sins x dx 
(g) So/2 cos 7 X dx 
(h) So/2 sin4 x cos4 x dx 

2. Evaluate: 

(a) So/4 sin 7 2x dx 
(b) Jo/6 cos4 3x dx 
(c) S~;/2 cos5 2x sins 2x dx 
(d) So/2 cos 7 x tan4 x dx 
(e) J e3X(x4 - 3x2 + 2x + 7)dx 
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(f) I e2x sin 3x dx 
(g) I e- X cos x dx 
(h) I eX2(x4 + x 2 + l)x dx 

3. (a) Classify each of the six trigonometric functions as even or odd. 
(b) If n is an integer, show that (x2" sin x) is odd and (x2" cos x) is even. 
(c) Evaluate I~ 1 (sin 3x - x 2 + tan x + x sec x)dx. 
(d) Show that the products (sin x sinh x) and (cos x cosh x) are both even. 
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(e) Show that the fact that (f(x)g(x)) is even proves that if f(x) is odd then g(x) 
is odd, and if f(x) is even, then g(x) is even provided f(x) "" o. 

(f) Show that it is possible to find a function f(x) and a function g(x) such that 
neither is even or odd but their product is even. 

4. Find the area inside the curve r = 1 - cos 3 () between () = 0 and () = n/2. 

5. (a) Evaluate SO ett5 dt. 
(b) Evaluate Io ett" dt if n is a positive integer. 

(c) Find a formula for Io e-tt" dt if n is a positive integer. 

6. Evaluate each of the following: 

(a) I~2 (IZ=o xk)dx 

(b) S~l (D=o Xk sink x)dx 
(c) S~l (I~=o Xk cosk x)dx 
(d) I~!/4 (It~o sink 2x)dx 
(e) S~~/2 (It~o cosk x)dx 
(f) S~!/4 (ILo tank x)dx 

7. Evaluate: 

(a) I-=-4 (16 - X 2 ) 5/2dx 
(b) S~ 1 x6 (1 - X2)3dx 
(c) Sri x 3(4x - X2)1/2dx 
(d) sg (8x - X2) 7/2dx 

(e) I~2 x(4 - X2)3/2dx 
(f) I~ 5 x4(25 - X2)7/2dx 

(g) I8 x 3(6x - X2)3/2dx 
(h) go (lOx - 4x2Nx 

8. (a) Sketch f(x) = x 2ex. 
(b) Find the values of x for which x 2ex = So t 2et dt. 
(c) Give a geometric explanation of the values obtained in part (b). 

9. (a) Prove that J6" sinm x cos" x dx = 0 unless both m and n are even. 

(b) For what values of m and n is it true that So sinm x cos" x dx = O? 

(c) For what values of m and n is it true that S~;;/2 sinm x cos" x dx = O? 

10. (a) Find the area bounded by y = sin x, y = 0, and x = n. 
(b) Find the volume of revolution formed by revolving the area of part (a) about 

the x-axis. 
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11. Derive the recursion relation by which the exponent of sin x is reduced in the 
integral J sinm x cos" x dx. 

12. Prove Theorem 8.1. 

13. Prove Theorem 8.2. 

14. Prove Theorem 8.3. 

VI.9 A Soliloquy on Techniques 

In this chapter we have tried to indicate some of the more common techniques 
whereby the work of evaluating derivatives and integrals can be made pos­
sible and less difficult. Since not all functions have derivatives, and not all 
functions possess integrals which can be evaluated in terms of elementary 
formulas, it should not be surprising that we have not covered all possible 
cases. There are many special techniques which apply in a small number of 
cases, cases which arise less frequently in applications. We have made no 
effort to include these, but rather have ,tried to stay with methods which have 
wide application. There are special substitutions, for instance, which are 
very helpful when needed, but which are needed with insufficient frequency 
that you are apt to forget them between uses. We will cover one such sub­
stitution in the next paragraph. There is also the possibility of using tables 
of derivatives and integrals. These can be very helpful, but a relatively small 
table of integrals may well have more than 1000 formulas. It becomes difficult, 
then, to find the correct formula in the table. Frequently it is necessary to 
make substitutions, complete the square, or do some other bit of manipula­
tion before the integral you have will match one in the table. This is not to 
discourage the use of tables, but rather to be honest in indicating that tables 
do not remove a requirement for knowing methods whereby one integral 
can be shown to be equivalent to another in what might be called a standard 
form. We should also keep in mind that for those integrals where it is not 
possible to find an appropriate entry in the tables and which cannot be 
integrated using any or all of the techniques mentioned here, we may use 
the numerical methods discussed in Chapter II. Since integrals requiring 
numerical methods occur with reasonable frequency these days, we will 
discuss numerical methods in Chapter X with particular reference to methods 
which are more efficient than those in Chapter II. 

In order to illustrate the variety of substitutions that may be invoked in 
the process of integration, let us consider 

f 1 + cos x d 
2 - sin x + cos x x. 
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2u 

Figure VI.8 

Some astute individual observed that in cases such as this we can invoke 
the half angle results, much as we did in the integration of the cosecant. In 
this particular case we use the substitution 

u = tan(x/2). 

By using the double angle formula for tangents we obtain 

2 tan(x/2) 2u 
tan x = 1 2( /2) = -1 --2 . - tan x - u 

with this information, we can draw a triangle (much as we did before) as 
shown in Figure Vl,8. Note that by the Pythagorean theorem we have 
the square of the hypotenuse represented by 

(2U)2 + (1 - U2)2 = 4u2 + 1 - 2u2 + u4 

= 1 + 2u2 + u4 

= (1 + U2)2. 

We can now obtain values for sin x and for cos x. We have sin x = 2u/(1 + u2) 
and cos x = (1 - u2)/(1 + u2). Furthermore, since x/2 = arc tan u, we have 
x = 2 arc tan u, and consequently dx = (2/(1 + u2))du. Our original in­
integral becomes, upon substitution 

1 - u2 
1+--

f 1 + u2 2 du f 4 du 
2 _ ~ + 1 - u2 1 + u2 = (1 + u2)(3 - 2u + u2) 

1 + u2 1 + u2 

where the last result is obtained by algebraic simplification of the integrand. 
We recognize that the last result is now in a form in which we can use partial 
fractions. This becomes 

f 1 + u f 1 - u 1 I u2 + 1 I 
1 + u2 du + 3 _ 2u + u2 du = 2 In u2 _ 2u + 3 + arc tan u + c. 

We have used techniques discussed in this chapter for the integration, and 
we have also done some simplification by combining the logarithmic terms. 
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Now we replace the terms involving u by the appropriate terms involving x, 
and have 

1 
-In 
2 

x 
tan2 "2 + 1 

2X x tan - - 2 tan - + 3 
2 2 

x 
+-+C 

2 

1 = -In 
2 

1 

·2 X 2· x x 3 2 X sm - - sm - cos - + cos-
2 2 2 2 

= ~ - ~ In 12 - sin x + cos xl + c. 

x +-+C 
2 

You will observe that we have used many of the methods discussed in this 
chapter and many identities in a single example. It is suggested that you check 
this by differentiation. 

One final bit of advice on differentiation and integration is in order. Be 
very certain that you take a careful look at the problem before you, think of 
the effects of using each of the various tools you now have available, and 
then make the selection of the one you wish to use. If one fails, try another 
of the possible alternatives. If all of them fail, then resort to numerical 
methods. The principal thing to keep in mind is that the more you use these 
methods, the easier their use becomes. If it seems that we have been fortunate 
in quoting only the correct (or perhaps a correct) method in each case, just 
stop to think of the time that was probably spent in practice by the author. 
The same thing would apply to an instructor in class who always seems to 
know just what to do, for he (or she) has probably had a great deal ofprac­
tice, too. Unfortunately, there is only one way to obtain this experience, 
and that is by doing problems. Try to learn from each one. A post-mortem 
on each one to determine why one method worked, and another one failed 
is not a bad idea. 

EXERCISES 

1. Integrate: 

(a) S «2 - sin x)/(l + cos x»dx 
(b) S~)~ (3/(1 + cos x»dx 

(c) S (2 sin x/(l + sin x»dx 

2. Differentiate: 

(a) f(x) = x 3(arc sin x)/j4 - x 2 

(b) f(x) = 4x(arc sec x)~ + x 2 

(c) f(x) = (arc tan eX )/(4x - X 3)CSC4 x 
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3. Integrate: 

(a) S sec2 2x tan 2x dx 
(b) S sec4 x sin x tan2 x dx 
(c) S coss x sins x dx 

4. Evaluate: 

(a) SO/4 sin 5 x cos6 x dx 

(b) S:)~ cos 7 x dx 
(c) S~)~ coss x sin4 x dx 
(d) S~)~ sin 5 x cos 7 X dx 
(e) SO/6 sin5 3x cos4 3x dx 

5. Integrate: 

(a) S e3x(cos 5x + 2 sin 5x)dx 

(b) S e- 2X(x4 - 7x 3 + 2X2 + 18x - 20)dx 

(c) S e- 3x ~ dx [Obtain four terms plus (or minus) another integral.] 
(d) S ex / 2 In x dx [Follow the instructions for part (c).] 

6. Evaluate: 

(a) S'.'.-"/2 sin 5 x cos4 x dx 
(b) S~~/4 sin5(x/2)coss(x/2)dx 

(c) S~/2 COS 16 x sin14 x dx 

(d) S~ sin 9(x/2)cos 16(x/2)dx 

7. Evaluate each of the following: 

(a) S (D=o tank x)dx 

(b) S (D=o cotk x)dx 

(c) S (D=o seck x dx)dx 

(d) S (D=o csck x)dx 

8. Evaluate each of the following: 

(a) S sin5 x(cos x)-6dx 

(b) S sin3 2x cos4 x dx 
(c) S sin 3x sin 5x dx 

(d) S sin3 x(cos x)- 5dx 

(e) S sin 5x cos 8x dx 
(f) S cos 4x cos 9x dx 

9. Evaluate each of the following: 

(a) S ((x4 + 1)/(x3 - x))dx 

(b) S ((13x + 6)/(x3 - x 2 - 6x))dx 

(c) S ((x 7 + 2)/(x3 + x))dx 

(d) S ((x2 - 3x + 12)/(x3 - x2 + 4x - 4))dx 

397 
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10. Find the area inside one loop of the curve r = cos2 O. 

11. Using the relation involving dx and dy in terms of dr and dO, find an integral for 
the length of arc in polar coordinates. Find the entire length of the curve 
r = 1 + cos O. 

12. Find the second moment of the circle x2 + y2 = 16 about the vertical line x = 6. 
[Set up the RS sum, obtain the integral, and integrate.] 

13. Two roommates, each taking calculus are involved in an argument. They have 
integrated 

f csc3 3x cot 3x dx 

and one answer reads [ -1/6 csc2 3x + C] whereas the other reads 

[ - 1/6 coe 3x + C]. 

How did each one obtain his answer? Who was right? How would you settle this 
argument? 

P14. A rod has a mass at each point of e- x2 grams per centimeter where x is the distance 
in centimeters from one end of the rod. Find the first moment of this rod about the 
end where x = 0 if the rod is 3 centimeters long. 

S15. A demand curve for a certain commodity has the equation 

157 + x 
y = x 3 + x 2 + X + 1 . 

Find the consumers surplus if the equilibrium price is $4. 

B16. Many of the applications published in biological research since 1908 have been 
based upon a growth curve developed by T. B. Robertson. This curve is determined 
by the relation D,P(') = (1 + b)bkP(O)e-k'/(l + be-k')2 where band k are positive 
constants, pet) is the population at any time, t, and P(O) is the population at t = O. 
Find an equation for pet) as a function of t. 



CHAPTER VII 

Limits and Related Topics 

VILI Reflections-and a Look Ahead 

We have frequently commented that we were considering proofs or deriva­
tions in a fairly complete fashion, but that we would wait until Chapter VII 
to take a more careful look. Now we have arrived. You may have feelings of 
anticipation, dread, foreboding, or just wonderment at the whole thing. If you 
have made a careful inventory of those places in which we have made refer­
ence to this chapter, you will note that they all have to do with continuity, limits 
or limiting processes. We do not propose here to go back and consider each 
specific reference individually, but rather to develop the concepts which are 
necessary to remove any doubts about the validity of the earlier arguments. 
You will note that the methods used here will follow very closely those used 
before. Consequently only slight changes in wording are required to put the 
earlier proofs in the more traditional language associated with limits. 

As we have indicated in one manner or another throughout discussions 
involving limits, the one central theme we must consider when we say that 
the limit of f(x) as x approaches a is the number L is that we must be assured 
that as x gets closer and closer to a (although we have no reason for requiring 
or permitting that x ever take on the value a) we must have f(x) getting 
closer and closer to L. The main problem in setting up a mathematical 
definition of limit, then, is the problem of making our concept of closer such 
that there is no ambiguity. In our every day speech we may say that we were 
close to Podunk if we drove within fifty miles-or perhaps within two 
hundred miles if the driving were rugged. On the other hand, we do not 
feel that we have parked sufficiently close to the curb in parallel parking 
unless we are within 18 inches (or preferably within 6 inches) of the curb. 
Therefore, close can have many meanings. This lack of precision is not 
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appropriate for a definition of limit. Being within even 6 inches is certainly 
not approaching the curb as a limiting position. We probably wouldn't 
wish to approach the curb as a limiting position anyway if we had white 
walled tires. We solved this dilemma in Definition IY.2.1 by saying that for 
any open set E which included L as an interior point we wanted to insure 
that f(x) not only could be found within E, but would also remain in E 
provided x were in a corresponding deleted neighborhood of a. Note that 
we have again mentioned the fact that we do not require, and might not desire, 
that x be permitted to take on the value a. For instance, zero was rather 
obviously an undesirable value for ~x in the case of the limits of the dif­
ferential quotients in differentiation. Our earlier definition is correct and we 
will not alter it in substance. For purposes of proofs, however, there is a 
slight variation on this definition which will be of assistance. In this re­
wording of the definition we will consider that the sets E and D are sym­
metrically located about L and a respectively, and we will denote the radius 
of the two sets (that is half of the diameter of the intervals) by 8 and (j re­
spectively. It is a matter of sophistication, of course, to use the Greek letters 
here, but don't let that worry you. These letters, the lower case epsilon and 
delta respectively, merely represent numbers. Since these two letters are 
used for this purpose in almost every publication involving limits you have 
the advantage that once you have become familiar with this usage you will 
not have to modify it in the future, even to the extent of changing the notation 
used. (You might raise the question whether we selected the letters E and D 
for the sets of our earlier definition with the 8 and (j in mind. We will let you 
speculate on this matter.) Now, since 8 and (j are the radii of two intervals, 
and hence represent lengths of half intervals, there is no reasonable inter­
pretation for these quantities unless they are positive. (We certainly would not 
have any sets to work with if they were zero, and the negative choice does not 
present any decent interpretation.) However, we will usually state that they 
are positive as a reminder. 

With these comments in mind, we suggest that you think in terms of the 
sets we used earlier as well as in terms of the 8'S and (j's, for a combination 
of the two approaches may well be helpful. Note that the main difference 
that we are bringing about is that of requiring that the sets E and D be 
symmetric about the points of principal interest. We could take precisely the 
portion of our earlier sets, E and D, for which we can go equally far in both 
directions from L and a respectively, and therefore consider our new sets 
as subsets of the earlier ones. 

EXERCISES 

1. Let E be an interval such that L is an interior point of E. 

(a) Show that it is possible to find a value f. such that the interval (L - s, L + s) is a 
subinterval of E. 
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(b) Show that the subinterval of part (a) is equivalent to the interval determined by 
IL-xl<c. 

(c) Illustrate parts a and b if E is the interval [3,6] and L = 4. Indicate the interval 
of choices you have available for c. 

2. Let D be a deleted neighborhood of a point x = a. 

(a) Show that it is possible to find a value b such that 0 < I x - a I < b is a subset 
of D. 

(b) If D is the interval (0.5, 1.2) from which the point x = 0.95 has been deleted, 
find the value of b in part (a) such that the deleted neighborhood of part (a) 
would be a subset of D. 

3. (a) In Section (III.5) we proved that limx~o (sin x)/x = 2n/U. Write out a proof of 
this result using the language of e and b. 

(b) In Section (111.5) we proved that limx~o(l - cos x)/x = o. Write out a proof of 
this result using the language of c and 6. 

4. (a) In Section (lV.4) we developed a formula for the derivative of a product the proof 
of which required a limit. Write out the proof that the limit exists using the 
language of c and b. 

(b) In Section (IV.4) we developed a formula for the derivative of a quotient the proof 
of which required a limit. Write out the proof that the limit exists using the 
language of c and b. 

5. (a) If a person takes a single dose of medicine the concentration of the medicine is 
built up in the person's bloodstream and then gradually diminishes to the point 
where it would not be possible to determine that the person had taken the 
medicine. If we consider that the concentration is approaching a value of zero, 
state this in the language oflimits. Note that in this case D would not be the usual 
deleted neighborhood, but would be an open interval extending from some fixed 
time on through all future time. How could you word this? 

(b) If a capacitor is connected to a battery, a charge builds up on the plates of the 
capacitor, and approaches some maximum charge. Show that the charge is 
approaching a limit in the sense in which we have used the term limit, and express 
this in a manner similar to that requested in part (a). 

VII.2 Limits 

We indicated in Section VII.1 that we will now use the Greek letters, e and f>, 
to indicate closeness. Therefore, Definition IV.2.1 becomes 

Definition 2.1. The limit of the function f(x) as x approaches the value a 
[denoted by iimx-+af(x)] has the value L if and only if for any e > 0 there 
is a value f> > 0 such that if 0 < Ix - al < f>, then If(x) - LI < e. 

You will observe that we have indicated the set E of the earlier definition as 
the interval (L - e, L + e) and the deleted neighborhood D as the interval 
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(a - 0, a + 0) where we have excluded x = a by the simple device of not 
permitting 1 x - a 1 to have the value zero. The sequence of events is still the 
same. For any e > 0 (which means that e could be as large as you might wish 
or as small as you may care to make it), we have a limit only if we can be 
assured that there is some 0 > 0 such that when x is the interval (a - 0, a + 0) 
and x #- a we know that f(x) must then (for all values of x meeting these 
conditions) be in the interval (L - e, L + e). This definition can be used in 
two ways. The more obvious way is that of showing that a function does have 
a limit. We will frequently consider, however, a function that does have a 
limit. We will then know that these conditions must hold, and therefore for 
any e there must be a 0 satisfying the relations stated in the definition. You 
will see both uses in this and subsequent sections. 

We now prove a theorem which is of very great assistance in differentiation 
using the definition of a derivative. 

Theorem 2.1. If f(x) = g(x)for all values of x in (a, b) with the exception of 
the single point x = c in (a, b), and if limx--+J(x) exists, then limx--+c g(x) 
also exists and the two limits are equal. 

PROOF. Since limx--+cf(x) exists, then for any value of e > 0 there is a cor­
responding value 0 > 0 such that when 0 < 1 x - c 1 < 0 it follows that 
If(x) - LI < e. Lis the value such that L = limx--+J(x).Lexistsbyhypoth­
esis. Since x = c is excluded from consideration, and since for any value of x 
in the interval other than x = c we have g(x) = f(x), we can then write 
for this same choice of e and 0 that when 0 < 1 x - c 1 < 0 we have 1 g(x) - L 1 

< e. Therefore, by the definition, we have limx--+c g(x) = L = limx--+c f(x). 
D 

Note that we have used the definition in both directions in this one proof, 
for we have used the fact that f(x) has a limit to assure the existence of 
precisely the conditions that in turn assure the existence of the limit of g(x). 

We have used the results of this theorem many times. When we took the 
limit in obtaining the derivative of a function such as f(x) = x2 we were 
faced with the limit 

I. (x + Lixf - x2 _ l' 2x~x + (~X)2 
1m ~x - 1m A .. 

dx--+O dx--+O ~ 

We now observe that 

2x~x + (~X)2 = 2x + ~x 
~x 

for all values of ~x except for ~x = O. Since we wish the limit as ~x ap­
proaches zero, we can use this theorem to note that [2x~x + (~X)2J/~X 
and (2x + ~x) have the same limit. Since it is not difficult to determine the 
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limit of 2x + .1x, we have simplified our problem a great deal. It would 
be worth your time to review all of the theorems concerning derivatives to 
note the number of times that we made use of this result. 

Up to this point we have only considered limits as x approaches a point 
in some open interval, or in other words as x approaches a finite value. There 
are many instances in which we desire to investigate what happens as x 
increases without any stopping point (or as x ~ 00, to use generally accepted 
notation). Note that 00 is not a number, and our use of this notation merely 
means that we will keep on going forever, or that however far we may have 
gonejs not far enough. At first glance an investigation ofthis type would seem 
to be non-productive, for it is not unreasonable to expect that most functions 
would just disappear if we permit x to increase without any bounds whatso­
ever. That this is not true, however, can be seen by considering the function 
f(x) = e- x = l/ex , for as x increases without limit, then eX increases, but 
this would require that f(x), which is the reciprocal of eX, would decrease 
toward the value zero. This function occurs very frequently in application. 
In the decay of radioactive materials or in the amount of a medicine remaining 
in the system after a given time, this is the function which is descriptive of 
the results. This would indicate that in time the amount of radioactive 
material or the amount of medicine in the body would drop below any dis­
cernable amount. In order to include the situation where the variable 
increases without bound we state the following Definition. 

Definition 2.2. Let f(x) be a function defined for all values x 2: a where a 
is some finite number. Then limx_<Xl f(x) exists and has the value L (written 
limx_<Xl f(x) = L) provided for any number B > 0 we can find a number 
X 2: a such that if x> X, then If(x) - LI < B. A similar definition holds 
in the case of limx __ <Xl f(x) with a reversal of the inequalities involving X. 

In the evaluation of such limits, we frequently have a case similar to the one 
described above, namely that of having a denominator which increases 
without limit. For this reason it would be convenient to have an established 
result that will permit us to consider such cases more easily. 

Theorem 2.2. If f(x) is a function and if for any positive number, M, there is 
a number X such that when x> X, it is true that 1 f(x) 1 > M, then 
limx_<Xl [llf(x)] = O. 

PROOF. Consider any 8 > O. Since 8 is non-zero, then 1/8 exists. Let M = l/B. 
by hypothesis there is a value X such that for all x > X it is true that 
1 f(x) 1 > M. If we divide both sides of this inequality by the positive quantity 
Mlf(x)1, we have 8 = l/M > l/lf(x)1 = I(llf(x» - 01 for all values 
x > X. This proves the theorem. 0 

We illustrate the use of this theorem with an example. 
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EXAMPLE 2.1. Evaluate limx-> 00 [X 2/(X 3 + X + 2)]. 

Solution. Let u be any positive number. When x > a, X 2/(X 3 + X + 2) = 
1/(x + X-I + 2x- 2 ). Therefore 

lim [ X2 ] r [ 1 1 
(x3 + X + 2) = x~~ ( 1 2)' x+-+-

X x 2 

x->oo 

For any M > 0 if x:?: M, then x + 1/x + 2/x2 > M. Therefore, 
limx->oo [X2/(X3 + x + 2)] = 0 by Theorem 2.2. 

At this point we should make some general observations concerning the 
application of the definition. Since the entire problem of defining limits 
hinged on the matter of stating in a precise manner that we were sufficiently 
close to the value which was a candidate for the limiting value, the use of the 
number B is in a sense a semantic device. There would have been no harm 
in using 2B if that had seemed more convenient. The principal consideration 
is in the fact that we have the ability to require that this quantity, whatever 
its name, can be as small as we demand in accordance with our need for 
closeness in the particular case at hand. In some proofs we have the option 
of adjusting the size of the interval in advance, perhaps by using B/2, and thus 
obtainmg the final degree of closeness as B, or of starting with B and then 
obtaining a final degree of closeness of 2B. Unless one has a crystal ball, or 
has gone through the proof before, the latter case is probably easier to obtain 
and is perfectly correct. Another fact that we should consider is that we do not 
demand in any sense that we have the largest value of c:5 that will fulfill the 
conditions of the Definition. All that is required is that we show that at least 
one positive value of c:5 exists for which the conditions are satisfied. In fact, 
any smaller value would also work, for we would have a deleted neighbor­
hood which is a subset of one for which everything works well. If everything 
is well behaved in the larger neighborhood, it certainly must in the subset. 
We illustrate this in the following example. 

EXAMPLE 2.2. Use the definition to find the value of limx->2 (x 2 - 4x + 5). 

Solution. In this case it would seem very likely that the limit is 1 just by 
noting what would appear to be the limit of each term in the function 
x 2 - 4x + 5. Using this bit of intuition, we will try to determine a value of c:5 

corresponding to a given value of B such that the definition will apply. We 
need ultimately to be able to make a statement ofthe type "whenever x is such 
that 0 < Ix - 21 < c:5, then it must follow that l(x2 - 4x + 5) - 11 < B, 

or equivalently that I x 2 - 4x + 41 < B." It is clear that this is correct 
provided I x - 21 < Jf,. Since B > 0, Jf, is a real number. This gives us a 
clue as to a value we might use for c:5. We can let c:5 = Jf, being careful to 
select the positive square root. It follows that if 0 < I x - 21 < c:5, then we are 
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certain that 1 (x2 - 4x + 5) - 11 < B. We have shown both that the required 
limit exists and that the limit has the value one. If we had chosen any (j that 
is smaller than Je we could have made the same final statement. In other 
words, it is not at all necessary that we choose the largest possible (j. Since 
we have to be able to make the selection of a (j for any B, we are then certain 
that we could have chosen B to be 0.01, 0.001, 0.00317, or any other positive 
quantity we might wish and then could have found a suitable value for (j. 

If we had selected B be 0.01, we could use in this case any choice we would like 
for (j just as long as 0 < (j :::; 0.1. 

We observe that in a situation in which we must prove that a limit exists, it 
is probably easier if we find a candidate for the limit (hopefully the successful 
candidate ). We should then be able to find conditions governing the selection 
of a value for (j such that we fulfill all of the requirements for the application 
of the definitions. In the application of the definition we must be able to use 
an arbitrary value for B, one for which there are no pre-conditions other than 
B > O. 

In some instances we may know a limit exists but may not be able to find 
the value of the limit. We might wish to find an approximation for this value. 
We might specify an acceptable error tolerance and then find an approxima­
tion with an error no greater than this tolerance. Here we usually specify that 
we wish to find the value to within an epsilon of the prescribed amount. 
While this is a slight variation in the use ofterminology, you should be aware 
that this usage does occur. 

By implication we have indicated that we are only concerned about the 
case of a limit as x approaches a finite number a such that a is an interior 
point of some interval in whichf(x) is defined. It is perfectly possible that we 
might be interested in limx~af(x) where x is only defined over the interval 
(a, b). You will remember we mentioned this problem in Section IV.2. We 
do not have to include a in the interval, for it is not necessary that f(a) 
be defined in order to obtain limx~af(x). Since in this case we do not have 
any value of x for which 0 < 1 x - a 1 < (j and also x - a < 0, we are only 
able to include those points for which x exceeds a. Here we can talk about a 
limit, but we have something that is a little less complete than is required by 
Definition VII.2.1. As before we will denote this result by writing limx~a+ f(x). 
In similar fashion, if f(x) is defined over the interval (a, b), and we wish the 
limit as x approaches b, we could write limx~b- f(x) with the same consider­
ations but for the fact that this time x is to the left of b. Such one-sided limits 
are of value in several instances, and the results obtained for the more general 
limits apply to the one-sided limits. In one sense the special case limx~oo f(x) 
is a one-sided limit, although in this case the value of x is unbounded rather 
than headed for a finite value. This also makes plausible the one-sided 
derivatives in which we took either the left handed or the right handed limits 
of the differential quotient. These were used, you will remember, in our dis­
cussion of the extreme values at the end points of a closed interval. 
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EXERCISES 

1. Evaluate each of the following, citing each Theorem used: 

(a) limx~ro((n + l)jn) 
(b) limn~5(2/n) 
(c) limx~1((n2 + 1)/n) 
(d) limn~ro((4 - 5n2)/n3) 

2. Show that each of the following limits exist by finding a (j as a function of e: 

(a) limx~2(x2 - 3x - 1) 

(b) limx~_3(4 - x 2 ) 

(c) limX~(-1/3l9x2 - 6x + 1) 
(d) limx~o(x/cot x) 

3. State carefully the definition of limx~ _ ro J(x) = L. 

4. Does limx~o(l/x) exist? Does limx~_ro(l/x) exist? Give reasons for each answer. 
Find the value of the limits which exist. 

5. (a) Determine whether limx~",((sin x)/x) exists. Find the limit if it exists. 
(b) Determine whether limx~o x sin(1/x) exists. Find the limit if it exists. 

6. Use the definition of the derivative to find rex) if J(x) = x 2 - X + (l/x). State 
all of the limit theorems you use in the evaluation of the associated limit. 

7. Prove that limx _ a(x 2 - 3x + I) exists for each finite value of a. 

8. (a) If J(x) = ~, the domain would ordinarily consist only of real numbers 
not less than 2. Give a complete proof that limx_2+ J(x) exists, and show 
where this differs from the case in which the domain of J(x) would include 
an interval of which 2 is an interior point. 

(b) Using instructions similar to those for part (a) of this exercise, prove that 

limx _3-~ exists. 

9. (a) Determine whether limx_o (lxi/x) exists. If it does not, do the two one-sided 
limits exist? Explain fully. 

(b) Do the same for limx_o(#/x). 

10. A person walks half way to his destination, and then walks half of the remaining 
distance, and then half of the remaining distance, etc. Show whether he approaches 
his destination as a limit. 

11. (a) Evaluate limx_o Ixl. Prove that your result is correct. 
(b) Is this a continuous function in the vicinity of x = O? [Rememberthe definition 

of a continuous function in Chapter I.] 

B12. Let 'Ii be the number of individuals possessing a certain trait in a given culture 
in the k-th generation. Let N k be the number in the k-th generation that do not 
possess this trait. For this particular mysterious trait it has been conjectured that 
the corresponding numbers for the (k + l)-th generation are given by 

'Ii+l = 0.8'Ii + 0.3Nb 

Nk+l = 0.2'Ii + 0.7Nk • 
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(a) Show that (1k+ 1 + Nk+ I) = (1k + Nk) for each permissible value of k. 
(b) If To = No = 250, find T1, N h T2 , and N 2 . 
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(c) Find the values of T and N such that if 1k = T and Nk = N then 1k+ 1 = T 
and Nk+1 = N. 

(d) If T and N are the values obtained in part (c), show that if 1k = T - G then 
1k+ 1 = T - 0.5e and if Nk = N + e then Nk+ 1 = N + 0.5e. 

(e) Prove that limk~C() 1k = T and limk~C() Nk = N. 

VII.3 Theorems Concerning Limits 

You have undoubtedly noticed that with almost every concept introduced 
we have stopped and obtained a few theorems before we have gone very far. 
This has proven to be helpful, for the theorems have simplified later con­
siderations. It also means that we have to derive a given result only one time 
instead of re-deriving it on each of the several occasions. This is a pattern 
in the method of operation of mathematics, for if a technique seems to work 
in one case, the same technique will probably work in many others. Hence, 
it would be well to consider some appropriate theorems. You should not 
be overly surprised either at their inclusion, or with the results. 

Theorem 3.1. Let f(x) and g(x) be functions such that limx-+a f(x) = F and 
limx-+a g(x) = G where F and G are finite, and where a is either finite or 
infinite. Then 

(i) limx-+a [f(x) + g(x)] = F + G, 
(ii) limx-+a cf(x) = cF, (where c is a constant), 

(iii) limx-+a [f(x)g(x)] = FG, 
(iv) limx-+a [1/ f(x)] = l/F (if F ¥= 0). 

PROOF. We will first consider the case in which a is finite. Given the value 
e> 0 we can find Of > 0 and Og > 0 such that if 0 < Ix - al < Of we have 
If(x) - FI < e and if 0 < Ix - al < bg we have Ig(x) - GI < e. If we let 
o be the smaller of Of and bg, then for 0 < Ix - al < b we have both 
If(x) - FI < eandlg(x) - GI < e atthe same time. Now if 0 < Ix - al < 0 
we have 

I [f(x) + g(x)] - [F + G] I = I [f(x) - F] + [g(x) - G] I 
::s; If(x) - FI + Ig(x) - GI < e + e = 2e. 

(Note that we have made use of the triangle inequality for absolute values.) 
Had we felt it essential to obtain this final bound as precisely e, we could just 
as well have started with e/2 in the first sentence of the proof. Therefore, we 
have a proof of part (i) of the theorem. This situation was one of those referred 
to in Section VII.2. For (ii) we note that IcF(x) - cFI = Icl·lf(x) - FI, 
and hence when 0 < Ix - al < 0 we have Icf(x) - cFI < Icle. As before 
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we have the desired proof, for if c "# ° we could have started with e/lel if 
we had felt it necessary to obtain precisely e. If c = 0, then we have 
I cf(x) - cF I = 0, and this is certainly less than any positive quantity. 

In the proof of (iii), we will let D be chosen in a manner similar to that 
used in the proof of (i) with the exception that we shall also require that D 
be small enough that when ° < I x - a I < D, we can be certain that 
If(x) - FI < e, Ig(x) - GI < e, and also that Ig(x)1 < I GI + 1. Using the 
technique we have used in the past of inserting a convenient term and then 
subtracting the same term, we have 

If(x)g(x) - FGI = If(x)g(x) - Fg(x) + Fg(x) - FGI 
= Ig(x) [f(x) - F] + F[g(x) - G] I 
:s; Ig(x)I·lf(x) - FI + IFI·lg(x) - GI· 

Now when ° < I x - a I < D we have 

Ig(x)I·lf(x) - FI < (IGI + 1)·e 

and 

IFI·lg(x) - GI < IFI· e. 
Hence 

If(x)g(x) - FGI < (IGI + l)e + IFle = e[IGI + IFI + 1]. 

If we let M = IGI + IFI + 1, we have for ° < Ix - al < D the fact that 
If(x)g(x) - FGI < Me, and the result is proven. 

The proof of (iv) is slightly more tricky in that we do not know how 
close to zero the various denominators involved may go. Since F "# 0, we 
know that if we take e < IF /21, then for the corresponding D we are certain 
that within the interval ° < Ix - al < D, f(x) is in the interval (F - (F/2), 
F + (F/2» or (F/2, 3F/2). We have selected F/2 in this case to insure that 
f(x) not only is not permitted to be zero, but also that it is some assured 
distance from being zero. When ° < I x - a I < b we are certain that 
If(x)l> IF/21, and therefore If(x)FI > F2/2. Consequently within this 
interval l(l/f(x» - (l/F) I = I(F - f(x»/Ff(x) I < If(x) - FI/(F2/2). We 
have replaced the denominator by a positive number smaller than the smallest 
possible absolute value that could occur in the original expression. This leads 
us to I (llf(x» - (l/F) I < 2e/F2 and since 2/F2 is a finite constant we have 
again proven our result. It is true that the result might have looked a bit 
nicer in the end had we required that I f(x) - FI be smaller than (eF2/2), 
but this would have required more foresight than can be expected of either 
the author or the reader. It is one of those bits of wisdom that one obtains 
by constructing the proof. Then if one rewrites it, it looks so good. We will 
not try to obfuscate things here by writing out the refined proof in lieu of the 
one above, for you would probably have had the feeling that someone some­
where had a crystal ball that you had not been given access to. The proof of 
this theorem in the case in which a is infinite follows the same general pattern. 

D 
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With Theorem 3.1 we have many of the basic properties we need to develop 
some additional results. 

Corollary 3.t. Iflimx _ a f(x) = F and limx _ a g(x) = G, then 

lim [f(x) - g(x)] = F - G and lim [f«X» ] = -GF , (if G # 0). 
x-a x-a 9 X 

PROOF. Consider the functions [f(x) + (-1)g(x)] and [f(x)· (l/g(x))], 
and use the results of Theorem 3.1. 0 

With the use of Theorem 3.1 and Corollary 3.1 we are now in a position to go 
back to the development of the derivatives and demonstrate anew that all 
of the limits taken are correct. We would now construct proofs using epsilons 
and deltas instead of intervals and deleted neighborhoods, but this changes 
neither the logic nor the validity of the proofs. There are two additional 
relations we should consider before we conclude this discussion. The first 
of these is taken care of by the following theorem. 

Theorem3.2.lff(x) ::; g(x)forallvaluesofxintheinterval(a, b), ifc is in (a, b), 
and iflimx _ c f(x) = F and limx _ c g(x) = G then F ::; G. This theorem is also 
correct if c is replaced by 00. 

PROOF. Since f(x) ::; g(x) for all points in the interval, then f(x) - g(x) ::; 0 
for all points in the interval. However limx _ c [f(x) - g(x)] = F - G by 
the corollary. Now if F - G > 0, let 8 = (F - G)/2 and we know there 
exists a value b > 0 such that when 0 < I x - c I < b then 

I [f(x) - g(x)] - [F - G]I < 8 < IF - GI. 

This cannot happen if [f(x) - g(x)] is negative. Therefore, it is not true 
that F > G. Consequently by Theorem 1.3.1 we have F ::; G. The proof when 
c is replaced by 00 is similar. 0 

Corollary 3.2.lff(x) ::; g(x) ::; h(x)for all values ofx in the interval (a, b), if c 
is in (a, b), and if limx _ c f(x) = limx _ c hex) = L, then limx _ c g(x) = L. The 
result also holds if c is replaced by 00. 

PROOF. Since limx _ a f(x) = limx _ a hex) = L, we know that for any 8 > 0 
there is a value of b > 0 such that when 0 < Ix - al < b we have both 
If(x) - LI < 8 and Ih(x) - LI < 8. Since g(x) is between f(x)'and hex), 
then g(x) must also be in the interval (L - 8, L + 8), and consequently we 
not only know that g(x) has a limit, but we also know that limx _ a g(x) = L. 

While we have already proved the corollary, it would be profitable for 
other purposes to show that the limit must be L in a slightly different way. 
By Theorem 3.2 we know that if limx _ a g(x) = K, then K ::; L since 
g(x) ::; hex) in the interval. We also know that K 2:: L since in this interval 
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g(x) 2 f(x). If K 2 L and also K ~ L, then the only possible simultaneous 
result is that K = L. Again we have the proof of the corollary. The proof 
for the limit as x --+ 00 is similar. 0 

This corollary is used fairly often. You may remember earlier uses although 
we approached it then from a more intuitive point of view. Since it is so 
important, it should probably have a name. It has been variously called the 
squeeze theorem, the sandwich theorem, and undoubtedly many other 
things. This is the same result we used in determining the fact that when the 
upper and lower integrals are equal, we can start with any RS sum to obtain 
the integral. In this case the upper RS sums would be represented by hex) 
and the lower RS sums would be represented by f(x), whereas the general 
RS sums would be represented by g(x). You will remember that in obtaining 
limx->o ((sin x)/x) we used the squeeze theorem. It is also worth noting that 
if we can prove that two quantities have the relationship that each is not 
larger than the other, the two must be equal. 

So far we have been concerned with what happens with the arithmetic 
operations of addition, subtraction, multiplication, and division, and with 
certain other related items. We now turn to the limit of the composition of 
functions. 

Theorem 3.3. If f(x) and g(x) are functions for which limx->a f(x) = band 
limx->b g(x) = c exist, and if g(b) = c, then limx->a g(f(x» = c. 

PROOF. We start with g(x), since this is the function which appears as the 
principal function in the final result. If we are given 8 > 0, then we know that 
there is a number 81 > 0 such that when 0 < Ix - bl < 81> we are certain 
of having Ig(x) - cl < 8. On the other hand, given 8 1 > 0, we know that 
we have a value b > 0 such that when 0 < Ix - al < b we have If(x) - bl 
< 81. (This does not preclude the possibility that f(x) = b for all values 
of x in the deleted neighborhood 0 < Ix - bl < 8 1.) All we need to do now 
is to string the results together, for we have all of the information before us. 
In other words, if 0 < Ix - al < b then If(x) - bl < 8 1, but then since 
If(x) - bl < 8 1, we have Ig(f(x» - cl < 8. Note that we are covered in 
the case f(x) = b, for we have g(b) = c by hypothesis. This can be shortened 
to the statement that when 0 < Ix - al < b then Ig(f(x» - cl < 8. This 
is precisely the statement we need to prove the theorem. 0 

The last result is very helpful in such cases as those in which we wish to 
evaluate limx-> 1 sin (In x), for here we can see that sin x is the counterpart of 
g(x) just as In x is the counterpart of f(x). If we can obtain the limits of the 
more elementary functions we can obtain the limit of the composite function. 

EXAMPLE 3.1. Find the value oflimx->I((x3 - 1)/(Jx - 1». 
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Solution. We first wish to prove the apparently obvious fact that 
limx_ l x = 1. In order to do this we only need to use the definition of the limit 
and let <5 = e. For any positive value of e we will then know that if 0 < I x - 11 
< <5 then I x - 11 < e and we have established the limit limx_l x = 1. We now 
look a bit further ahead and see trouble on the horizon for both the numerator 
and the denominator appear to be heading toward zero in this case. With this 
in mind we will multiply both numerator and denominator by (Jx + 1), and 
we will have 

1. X3 - 1 l' (x - 1)(x2 + X + 1)(Jx + 1) 
1m = 1m 
x-l Jx - 1 x-l (x - 1) 

= lim (x2 + x + 1)(Jx + 1). 
x-l 

Here we have factored (x 3 - 1), and then divided both numerator and 
denominator by the factor (x - 1). The latter is possible since we have 
specifically required that x # 1, and hence (x - 1) # O. The limits are 
equal by Theorem VII.2.1. We see that Jx is a composite function, being the 
square root function of the identity function. Hence the limit of the square 
root is the square root of the limiting value of the identity function or 

limx_ l Jx = J1 = 1. Furthermore limx_l x2 = 12 = 1 by Theorem 3.1, 
and the limit of the sum (x 2 + x + 1) is the sum of the limits by Theorem 3.1. 
Therefore, we have 

lim 5x -1 = lim (x 2 + x + l)(Jx + 1) = (12 + 1 + 1)(1 + 1) = 6. 
x-l X - 1 x-l 

We have gone into a great deal of detail in this example, but it illustrates 
that we do have the information to back up the statements we made earlier. 
We do not often go to such lengths in writing out the details when we need a 
limit, but this is the type of reasoning which is involved in taking a limit. You 
should be aware of this in order that you can check canifully any limit which 
might otherwise be suspect. 

EXAMPLE 3.2. Evaluate limx_ co«x3 - 27)/(x3 + 3x». 

Solution. It is apparent that this situation is embarassing in that both 
numerator and denominator increase without limit as x increases without 
limit. However, we can divide the numerator and denominator by x 3, the 
largest power of x appearing in this expression. If we do this, we will have 

1. X3 - 27 I' 1 - (27/x 3 ) 
1m 3 = 1m 2 

x-co X + 3x x-co 1 + (3/x ) 

since all of the values of x en route to the limit are finite. We have no worries 
about dividing by zero, for we need only consider those values of x which 
are very large in connection with this limit. We have theorems which show 
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that all of the terms with x's in the denominator approach zero, and hence 
we have the fact that 

lim x: - 27 = lim 1 - (27/X2
3 ) = (1 - 0) = 1. 

x-+oo x + 3x x-+oo 1 + (3/x ) (1 - 0) 

Observe that the division by the highest power of x present insures that 
each of the terms in the resulting fraction will either be constant or will 
approach zero. In this case we have no difficulty with the matter of infinity. 

EXERCISES 

1. Evaluate each of the following limits. In each case show that your result is correct 
and indicate why each step you make is permissible. 

(a) limx-+4«x - 4)j(Jx - 2» 
(b) limx -+2«x2 - 4)/(x 2 + 4» 
(c) limx-+o«x2 - 4)/(x2 +4» 
(d) Iimx-+3«x2 - 4x + 3)/(x - 3» 

(e) Iimx-+i(x2 - 4x + 3)/(x 3 - 27» 

(f) limx-+o In(cos x) 

2. Evaluate each of the following limits. In each case show that your result is correct 
and indicate why each step you make is permissible. 

(a) limx-+ oo«2x - 3)/(x + 2» 
(b) Iimx-+ oo e- 2x 

(c) Iimx-+ oo«x2 + 2)/x) 
(d) Iimx-+oo«sin x)/x) 
(e) Iimx-+ oo«x2 - 3x + 2)/(x 3 + 4» 
(f) Iimx-+ 00 e2x 

3. (a) Prove Iim"-+00{1/n!) = O. 
(b) Prove lim"-+00(2"/n!) = O. 
(c) Prove Iim"-+ro(17"/n!) = O. 
(d) Prove Iim"-+ro(x"/n!) = O· for any constant value x. 

4. (a) Prove 5" < 3" + 5" < (2)(5") for any positive integer n. 
(b) Prove Iim"-+ co 2 1/" = 1. 
(c) Use the results of parts (a) and (b) to prove Iim"-+co .:j3" + 5" = 5. 
(d) Use reasoning similar to that of parts (a), (b), and (c) to evaluate 

lim .:j2" + 3" + 5" + 19". 

5. Evaluate each of the foHowing limits. 

(a) Iimx-+ I «x 2 - 1)/(x - 1) 
(b) Iimx-+I«x - 1)2/(X - 1)3) 
(c) Iimx-+ I «x4 - 1)/(x2 - 1» 
(d) Iimx-+ I«x3 - 1)/(x2 - 1» 
(e) limx-+'«x - V/(x 2 - 1» 
(f) limx-+'«x - 1)4/(X - 1)2) 
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6. Let f(x) be a function such that f(x) = x if x is a rational number and f(x) = 0 
if x is an irrational number. 

(a) Show that limx~o f(x) = O. 
(b) Show that limx~af(x) fails to exist if a#- O. 

7. (a) If limx~a f(x) exists and is positive and if limx~a g(x) = 0 show that 
limx~a(f(x)/g(x)) = 00. (This is equivalent to showing that as x approaches 
the value a then f(x)/g(x) will become larger than any positive value M that 
one might select.) 

(b) Show that limx~(1t/w tan x = limx~(1t!2l-((sin x)j(cos x)) = 00. 

(c) Show that limx~(1t/w tan x = - 00. 

(d) Show why it was necessary to consider one-sided limits in parts (b) and (c). 

8. Some tables of trigonometric functions give the value 00 for tan 90°, cot 0°, sec 90°, 
and csc 0°. 

(a) Show that each of these can be interpreted correctly if one considers this value 
to be the limit as the angle approaches the limiting value from within the first 
quadrant. 

(b) Show that these values would be incorrect if one were to consider the two-sided 
limit. 

9. If f(x) is the greatest integer function, f(x) = [x], show that limx~a f(x) exists 
for any value a which is not an integer, and that limx~a- f(x) exists but limx~a f(x) 
does not exist if a is an integer. 

10. (a) Show that limx~o f(x) exists if f(x) = IxI-
(b) Show that the derivative of f(x) = I x I exists for any value of x other than x = O. 
(c) Show that limx~o+ rex) and limx~o- rex) exist, but they are not equal. 

VIlA Continuity 

Our pursuit of the subject oflimits may appear to concentrate on the obvious 
or on the other hand it may seem to be making hard work out of what 
might have been easy. The purpose of all this, however, is to remove the 
question marks that have appeared from time to time in our development 
of the integral and the derivative. It should be clear that the theorems we 
have considered to date will cover most of the problems we glossed over in 
connection with limits. However, we also made a great deal of use of con­
tinuity and of the intermediate value property. We will now try to give 
additional backing for the statements we made concerning these concepts. 

Definition 4.1. A function, f(x), is said to be continuous at x = a provided 

(i) f(a) exists, 
(ii) limx-->a f(x) exists, 

(iii) limx-->a f(x) = f(a). 
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It is true that the third requirement of the definition implies the first two, 
but it would be difficult to overemphasize the requirement that the function 
must exist at the point of continuity and the limit of the function must also 
exist. Definition 4.1 defines continuity at a single point but we have often 
used the fact that a function is continuous over an interval. For this we have 
the following definition. 

Definition 4.2. A function f(x) is said to be continuous over an interval (a, b) 
provided it is continuous at every point in (a, b). 

The functions we have been dealing with have in general been continuous 
functions, although there have been a few that were not continuous. Since 
continuous functions are used in many places, as indicated by the number of 
theorems requiring that a function be continuous, it would be helpful to 
develop some methods which would aid in identifying continuous functions. 

Theorem 4.1. If f(x) and g(x) are continuous in the interval (a, b) then 
[f + g](x) and [fg](x) are continuous in (a, b) and [fjg] (x) is continuous 
provided g(x) is not zero in the interval (a, b). 

OUTLINE OF PROOF. Use the algebra of functions and Theorem VII.3.l. 0 

Theorem 4.2. If f(x) is continuous on the interval [a, b], and if f(a) i= f(b), 
then for any value, d, between f(a) and f(b) there is a point x = c in (a, b) 
such that f(c) = d. 

PROOF. Since f(a) i= f(b) we know that either f(a) < f(b) or f(a) > f(b). 
The proof would be essentially the same in either case, but in order to make 
the development somewhat more concrete we will assume f(a) < f(b). 
Since the value d is between f(a) and f(b), we then have f(a) < d < f(b). 
If we pick e < d - f(a), we are assured by the continuity off(x) in [a, b] that 
there exists a [y such that for values of x in [a, a + [y] we have f(x) in 
(f(a) - e, f(a) + e). However f(a) + e < d. Therefore, we are certain that 
there are intervals [a, Xk) such that f(x) < d for each value of x in the interval. 
Let I be the set of all intervals [a, Xk) such that f(x) < d for all values of x 
in the interval. Since Xk < b for each Xb we have a set of values {xd with 
an upper bound, and therefore by the least upper bound axiom {Xk} must 
have a least upper bound. We will denote this least upper bound by c. 

Since f(x) is continuous in [a, b], f(x) is continuous at x = c. If f(c) < d, 
there must be an interval of which c is an interior point such thatf(x) < d for 
any value ofx in the interval. This is easily seen if we considerlimx --+ c f(x) < d 
and let e be any value such that e < d - f(c). In this case c is not the least 
upper bound of the set of Xb for f(x) < d for all values of x in the interval 
[a, c + [y). On the other hand if f (c) > d we could use a similar argument to 
show that there are values of x smaller than x = c such that f(x) > d. 
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Since neither fCc) < d nor fCc) > d can possibly hold, it must follow that 
fCc) = d. This proves the theorem. 0 

Theorem 4.3. If f(x) is continuous on the closed interval [a, b],f(x) is bounded 
on [a, b]. 

PROOF. Suppose f(x) does not have an upper bound on [a, b]. If we divide 
[a, b] into two halfintervals,f(x) is unbounded on the left hand half interval, 
the right hand half interval, or on both half intervals. We will select a half 
interval on which f(x) is unbounded, and if the function is unbounded on 
both sides, we will take the left hand half interval. The half interval selected 
will be denoted by [all b l ]. We will repeat this process and obtain an interval 
[az, bz] which is either the left or right half of [aI' b l ] and such that f(x) is 
unbounded on [az, bz]' If we continue this, we obtain a sequence of points 
a, all az, a3, ... which is monotonic increasing, and which is bounded by b. 
This sequence must therefore have a lub. Let the lub be denoted by c. Now 
f(c) exists by the hypothesis that f(x) is continuous in [a, b]. If we take any 
8, say 8 = 1, then we know that there is a value of 15 > 0 such that in the 
interval (c - 15, c + b) it is true thatf(x) is in the interval (f(c) - 1,f(c) + 1), 
or f(x) < fCc) + 1. But since the intervals [ak> bk ] are of length 2- k times the 
length of [a, b], it follows that for some value of k the entire interval [ak> bk] 

must be in the interval (c - 15, c + b). This gives us a contradiction, for in the 
interval [ak> bk ] the function is unbounded, but on the other hand it is 
bounded by fCc) + 1. Therefore, the function must have an upper bound. A 
similar proof shows that f(x) has a lower bound over [a, b]. (This proof is 
similar to the proof of Theorem IV.5.2). 0 

You may remember we mentioned that a function continuous over a closed 
interval actually attains its extreme points in that interval. 

Theorem 4.4. If f(x) is continuous on the closed interval [a, b], there is some 
value c in [a, b] such that f(c) is the least upper bound of all values of f(x) on 
[a, b]. A similar result holds for the greatest lower bound. 

PROOl:. By Theorem 4.3 we know that f(x) is bounded on [a, b] and con­
sequently there must be a lub. Let M be the lub of f(x) on [a, b], and assume 
that there is no value of x in [a, b] for which f(x) = M. Consequently 
M - f(x) > 0 for all points on [a, b]. Since M is a constant function and 
therefore continuous, M - f(x) is continuous. Since M - f(x) > 0 on 
[a, b], then Ij[M - f(x)] is continuous on [a, b], and must have an upper 
bound by Theorem 4.3. Let this bound be U. This means that Ij[M - f(x)] 
~ U for all values of x in [a, b], and a bit of algebra then establishes that 
f(x) ~ M - IjU for all points in [a, b]. Consequently, (M - IjU) is an 
upper bound for f(x) on this interval and M could not have been a lub for 
f(x) on the interval. This contradicts the assumption that f(x) did not attain 
its lub. A similar result would hold for the greatest lower bound. 0 
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Corollary 4.1 (Intermediate value theorem). Iff(x) is continuous on [a, b] and 
ifm is a glbfor f(x) on this interval while M is a lubfor f(x) on [a, b], thenfor 
any value d in the interval (m, M) there is a value c in [a, b] such that fCc) = d. 

OUTLINE OF PROOF. Use Theorems 4.2 and 4.4. o 

We now have sufficient information that we can go back and reassure our­
selves that the proofs leading to the integrals and the derivatives developed 
in the last several chapters are all rigorously correct. While we did not 
anticipate any difficulties, it is reassuring to be able to assure ourselves 
that there are no difficulties in the limits we have taken, nor in our conclusions 
concerning the continuous functions assumed in many of the theorems. 
All of this work is now helpful in establishing the continuity of a large 
number of functions. 

Theorem4.5. If a function f(x) has a derivative at the point x = c, then [(x) 
is continuous at x = c. 

PROOF. Since F(c) exists, we know that lim8X-+O((f(c + Llx) - f(c»/Llx) = 
limx-+cC(f(x) - f(c»/(x - c» exists. We want to show limx-+c!(x) = fCc). 
This is equivalent to showing limx-+c[f(x) - fCc)] = o. We can obtain this 
by considering 

lim [f(x) - fCc)] = lim [feZ) = ~(C) (x - C)] 
x-c x-c x c 

1· [f(X) - fCC)] 1· ( ) = 1m 1m x - c 
x-+c (x - c) x-+c 

= F(c) . 0 = o. 0 

This theorem will help a great deal. We have shown that the derivatives 
of a large number of functions exist, either by using the definition of the 
derivative, using theorems concerning derivatives, or using the Fundamental 
Theorem. Since each function possessing a derivative at a point must be 
continuous at that point, we have now established the continuity of a very 
large number of functions. Continuous functions include the power function 
with the single exception of the point x = 0 in case the exponent is negative, 
the exponential function, the trigonometric functions where they exist, the 
logarithm for positive arguments, etc. Furthermore, by the theorems 
established in this section we know that algebraic combinations of continuous 
functions are continuous and the composition of continuous functions gives a 
continuous function, provided the composition is meaningful. 

If a function is not continuous at some point, there is no reason to even 
begin to look for a derivative at that point. As a matter of interest we point 
out that the converse of this theorem is not true, for there are examples of 
continuous functions for which no derivative exists. One of the first of these 
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was discovered by the German mathematician K. W. T. Weierstrass in the 
last century. It would not be surprising if we were to suggest that such a 
function has rather peculiar properties. If you are interested in pursuing 
this topic, you might consult a book in the history of mathematics or a book 
in more advanced mathematical analysis. There are no common applications 
of such functions, and we will not try to explore their properties here. You 
should bear in mind, however, that functions not continuous at a point do not 
have a derivative at that point, and conversely that if a function does have a 
derivative at every point throughout an interval, then the function is con­
tinuous throughout the interval. We have not said anything about whether 
the derivative is continuous. 

Some consideration is due with regard to the integrability of functions. 
Since there are many functions for which no formulas exist, and since 
numerical methods of obtaining approximations for integrals are time 
consuming to say the least, there is no point in pursuing the matter of 
evaluating an integral if we can determine in advance that it is not likely to 
exist. The result that we will develop is a one-sided result, for it gives a basis 
for assuring the existance of an integral, but it is not to be construed as 
giving a basis for showing that an integral may not exist. It provides the 
type of condition which the mathematicians would call a sufficient condition, 
but not a necessary condition. 

Theorem4.6. If f(x) is continuous and has a finite number of extreme values in 
[a, b], and ifg(x) is monotonic throughout [a, b], then J~ f(x)dg(x) exists. 

PROOF. Our problem here is merely that of showing that the upper and lower 
integrals are equal, for we know that we have a lub for the lower RS sums 
and a glb for the upper RS sums. Hence we have upper and lower integrals. 
In order to show that these two integrals are equal, it will suffice to show 
that there is some partition PEa, b] such that U(P, J, g) - L(P, J, g) is less 
than an arbitrary positive number e or some constant multiple thereof. 
(Note that by taking a suitable fraction of e for a starting value we could 
always make this proof neat and end up by making the difference less than e.) 
We will assume g(x) is increasing, although a similar proof would be easily 
constructed if g(x) were decreasing. Being given e > 0, we will now divide 
the interval Em, M], where m is the absolute minimum of f(x) in [a, b] and M 
is the absolute maximum of f(x) in this interval. We will let Yo = m, Yl = 
m + e, Y2 = m + 2e, and continue in this fashion until we finally have 

Yn_l=m+(n-l)e where Yn-l<M and Yn-l+e~M. 

We will let Yn = M. Note that this partition is not concerned, at least at 
the moment, with the interval [a, b], but we will come to that. We do note 
that the successive points in this partition are just e units apart with the 
possible exception of the last two points which are no farther apart than e. 
Since f(x) is continuous, there are a finite number of points which fulfill 



418 VII Limits and Related Topics 

the requirement that f(x) = Yj for each value of j unless f(x) = Yj on some 
closed interval. If in the case of a coincident segment we use only the left 
endpoint and otherwise we take all of the values of x such that f(x) = Yj 
for some j, we have a finite number of points. Let these points, in ascending 
order, be labeled Xl, X2' ... , Xn-l with Xo = a and Xn = b. It is this partition 
of [a, b] which we wish to use in our proof. Note that in the interval [Xk-l, Xk] 
the smallest value of f(x) and the largest value of f(x) can differ by no more 
than e. We know that 

n 

U(P,j,g) - L(P,j,g):::;; I(Mk - mk)[g(xk) - g(Xk-l)] 
k=l 

where Mk and mk are respectively the maximum value and the minimum 
value of f(x) in [Xk-l, Xk]' Since 0 :::;; (Mk - mk) :::;; e we have 

n 

U(P, j, g) - L(P, j, g) :::;; e I [g(Xk) - g(Xk-l)] = e[g(b) - g(a)]. 
k=l 

But g(b) - g(a) is a constant, and hence we have the upper and lower sums 
differing by less than a constant multiple of e. Since the upper and lower 
integrals differ by no more than this amount, we have the machinery for 
using our limiting procedures and we see that the difference of the upper and 
lower integrals must be zero. Thus we have the proof. D 

Corollary 4.2. If f(x) is bounded and is continuous except at perhaps a finite 
number of points in the interval [a, b], and if furthermore f(x) has only a 
finite number of extreme values, while g(x) has at most a finite number of 
points at which it changes from monotone increasing to monotone decreasing 
and vice versa, then S~ f(x)dg(x) exists. 

PROOF. Consider a partition of [a, b] including all of the points at whichf(x) 
is not continuous and all of the points at which g(x) changes its direction 
of monotonicity. This partition must include only a finite number of points 
by our hypothesis. We can obtain the integral in each interval of the partition, 
and then using Theorem 111.2.4 we note that the resulting corollary is true. 

D 

It is true that there are integrals of continuous functions that do not have 
a finite number of extreme points, and it is possible to obtain a more general 
theorem. However, this result will suffice for the applications that we will be 
using, and it does give a certain assurance that many integrals exist and their 
evaluation is worth the effort. Since we stated that it was possible to use 
the Riemann integral to evaluate many of the RS integrals, you may wonder 
why we chose this statement of the theorem and corollary. Note that in our 
statement we have not required that g(x) be a function possessing a derivative, 
nor have we even required continuity for g(x). In the relation which permits 
us to evaluate an RS integral by using a corresponding Riemann integral, 
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we would have had to be able to differentiate g(x). There are many areas, 
including statistics, where applications involve functions for which the RS 
integral is essential. 

EXERCISES 

1. Show by the definition that the identity function is continuous. 

2. Using the theorem concerning the product of continuous functions and using 
mathematical induction show that any positive integral power of the identity 
function is continuous. 

3. Show that a strictly monotone continuous function has a continuous inverse 
function. 

4. (a) Show that f(x) = 1 x 1 is continuous at x = O. 
(b) Show that rex) is not continuous at x = o. 
(c) If we were to define a function g(x) = rex) when x of- 0 and g(O) = a for some 

constant a, show that no value of a could make g(x) continuous at x = O. 

5. (a) Using integration and the fact that 1 cos xl:::;; 1, show that 1 sin xl < 1 x I. 
(b) Use the definition of continuous function to show that sin x is continuous at 

x = O. 
(c) Use the result of part (a) and integration to show that 11 - cos xl < x 2/2. 
(d) Show that cos x is continuous at x = O. 
(e) Show that sin x - sin a = 2 sin«x - a)/2)cos«x + a)/2) and cos a - cos x = 

2 sin«x - a)/2)sin«x + a)/2). 
(f) Use the results of parts (b ), (d), and (e) to show that sin x and cos x are con­

tinuous at x = a. 

6. (a) Show thatf(x) = 1/x is continuous in the open interval (a, b) if 0 < a < b. 
(b) Show thatf(x) has no upper bound in the interval (0, b). 
(c) Explain the result of part (b) and compare it with the result of Theorem 4.3. 
(d) Show that f(x) is continuous in the interval (0, b) and yet f(x) is unbounded 

in this interval. 

7. (a) Show that f(x) = tan x and g(x) = sec x are continuous in the interval 
( - n/2, n/2). 

(b) Show thatf(x) and g(x) are unbounded in this interval. 
(c) Show that rex) and g'(x) are continuous but unbounded in this interval. 

8. A function f(x) is defined such that f(x) = 0 if x is a rational number and 
f(x) = x if x is an irrational number. 

(a) Show that this function is continuous at x = O. 
(b) Determine whether this function is continuous at any point other than x = O. 
(c) Does this function have a derivative at any point? 

C9. (a) Write a computer program to evaluate DQf(4, 4 + h) if f(x) = Jx and 
h = (2)-k for k = 0, 1,2,3, ... ,50. 

(b) Using your program of part (a) can you determine r(4)? 
(c) In what way does the number system used in the computer cause problems in 

evaluating the limit? 
(d) Is the computer's version of f(x) a continuous function? Explain. 
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BIO. One can find a quotation similar to "the bacterial population of a certain culture 
is given by the equation pet) = K(1 - e- O. 11 ) where t is measured in hours and 
K is a positive constant such as K = 107." 

(a) Is pet) a continuous function? 
(b) If population is considered to be the number of whole organisms in the 

culture, show that population is a step function. 
(c) Discuss the way in which a continuous function can be used to represent a 

discontinuous function. 

SI1. (a) Show that since most functions in economics represent numbers of dollars or 
quantity of goods, these functions must be step functions in the literal sense. 

(b) Show that it is theoretically possible to find a continuous function in which the 
error at any time would be no greater than one half of the largest step in the 
step function. 

(c) If the number of dollars or units is large, show that the relative error in using 
the continuous function to represent the step function is likely to be small. 

P12. (a) One theory concerning the excitation of the atom concludes that the energy of 
the atom is always an integral number of minute units each one of which is 
called a quantum. Show that a function giving the energy of an atom as a 
function of time under this theory must be a step function. 

(b) If the atom is in an excited state, that is the atom has a large number of quanta 
of energy, show that the relative error in approximating the energy by a 
continuous function would be small. 

(c) Show that the derivative of the theoretical energy function fails to exist at 
those times when a change in energy occurs. 

(d) Since the energy is a step function, show that it is possible to evaluate the 
number of quantum seconds of time-energy of the atom using the RS integral, 
but it is not possible to do this using the Riemann integral. 

VII.5 Inverse Functions 

If a function has a derivative at some point, it has been shown that the function 
must be continuous at that point. This information has proven helpful in 
determining that a large class of functions is continuous. In our previous 
development we have been concerned not only with functions, such as the 
exponential function, the trigonometric functions, and the algebraic 
functions, but we have also been concerned with their inverses. We used 
implicit differentiation to find the derivatives of the inverse functions where 
they existed, and it seems reasonable that the implicit differentiation would 
work, but we did not give a rigorous proof that such would be the case. It is 
our purpose in this section to demonstrate that the derivatives of inverse 
functions we have derived are correct in a more rigorous sense. 

Theorem 5.1. Let f(x) be a function with a non-zero, continuous derivative for 
each value of x in the interval [a, b]. The inverse function, f-l(x) exists on 
[a, bJ and has a continuous derivative in this interval. 
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PROOF. Since f'(x) is non-zero and continuous in [a, bJ, it is either positive 
throughout the interval or negative throughout the interval. In either case, 
f(x) is monotonic and f-l(X) must exist. Let a ~ Xl < X2 ~ b. By the 
mean value theorem we have f(X2) - f(Xl) = (X2 - Xl)f'(X*) where 
Xl < x* < X2· Now we have (f(X2) - f(Xl»/(X2 - Xl) = f'(x*) =I O. We 
can write 

X2 - Xl f- l(f(X2» - f-l(f(Xl» 
f(X2) - f(Xl) f(X2) - f(Xl) 

f- l(Y2) - f-l(Yl) 1 

Y2 - Yl d'(f l(y*» 

where Yl = f(Xl), Y2 = f(X2), and Y* = f(x*). Also Y* is between Yl and 
Y2 since f(x) is monotonic. Such values of Y exist by the intermediate value 
Theorem. If we now take the limit as X2 approaches Xl> x* must approach Xl' 

By the continuity of f(x), Y2 must approach Yl and Y* must approach Yl' 
Therefore, 

o 

This theorem states that the derivative of the inverse function exists 
under the stated conditions. However, we have been careful to observe those 
conditions. You will note that in the case of the exponential function the 
derivative exists, is continuous (for it is still the exponential function) and is 
always positive. In the case of the inverse trigonometric functions we have 
been careful to avoid the trouble spots. The sine function would have a 
zero derivative at X = - n/2 and at X = n/2, but we have avoided these 
points in establishing the inverse function. We have treated the other five 
inverse trigonometric functions in similar manner. Therefore, by Theorem 
5.1 the derivatives exist, and by Theorem VIIA.5 these functions are con­
tinuous. Now we are in a position to use our Theorems concerning the sum, 
difference, product, quotient, and composition of continuous functions to 
show that those functions which we claimed to be continuous were in fact 
continuous. Note that the only problem here concerns division. Points at 
which the denominator function of a quotient are zero cannot be points of 
continuity. 

Now that we have done so much work with so little apparent effort (don't 
forget the effort in getting to this point) you can appreciate the value of some 
of the mathematical machinery we have developed. As a consequence of the 
fact that these functions are continuous the intermediate value Theorem 
applies. We also have a very helpful device for evaluating many limits. Since 
limx .... a f(x) = f(a) if f(x) is continuous at X = a, we can evaluate the limits 
by evaluating the functions. It should be observed that this method of 
evaluating limits is only good in the case of continuous functions, however. 
Be certain to check whether the function involved is continuous before you 
try to take a limit by mere substitution in the function. 



422 VII Limits and Related Topics 

We should mention the fact that a continuous function might only be defined 
over a domain which does not include all real numbers. For instance it is 
necessary to restrict the domain to the interval (0, (0) in the case of the 
logarithm function. Other restrictions are required for the inverse trigono­
metric functions and for power functions which involve square roots, fourth 
roots, etc. The statement of the domain is an integral part of the definition of 
the function, and it is necessary to keep this in mind. If one wishes to deal 
with a continuous function further restrictions may be necessary. A quotient 
of continuous functions, for instance, is continuous only if we exclude all 
points of the domain at which the denominator is zero. 

EXERCISES 

1. (a) Let f(x) = Xl for non-negative values of x. Find the inverse function in this 
case and show that there is no ambiguity in obtaining this function. 

(b) Evaluate f'(x) and then f'(f-I(X». 

2. (a) Let f(x) = sin x and determine a domain over which f(x) has an inverse 
function. 

(b) Use the result in the proof of Theorem 5.1 to find the derivative off-lex) and 
show that this agrees with the results of Chapter V. 

(c) Do the same thing for f(x) = cos x. 
(d) Do the same thing for f(x) = tan x. 
(e) Do the same thing for f(x) = cot x. 
(f) Do the same thing for f(x) = sec x. 
(g) Do the same thing for f(x) = esc x. 

3. (a) Let y = f(x) be defined by the relation x2 + y2 = 25. Show that f(x) is a 
function if we restrict our attention to either the upper semicircle or the 
lower semi-circle. 

(b) Show thatf(x) has an inverse if we restrict our attention to that portion of the 
circle in anyone of the four quadrants. 

(c) Show that the function f(x) determined in the first quadrant is continuous 
and has a continuous inverse. 

(d) Show that the derivatives of both f(x) and f-I(X) exist for the portion of the 
circle in the first quadrant but not on either the x-axis or the y-axis. Show 
that one or the other of the derivatives fails to exist on the axes. 

4. (a) Let g(x) = f-I(X). Use the results of Theorem 5.1 to show that g'(f(x».f'(x) 
=1. 

(b) Demonstrate the result of part (a) with f(x) = eX. 

(c) Demonstrate the result of part (a) with f(x) = sin x. 

5. (a) Let f(x) = (sin x)/x. Show that f(x) is undefined when x = 0, but is con­
tinuous at every other point. 

(b) If g(x) = f(x) when x '" 0 and g(O) = 1, show that g(x) is continuous for 
all real values of x under the assumption that the unit of angular measure­
ment is the radian. 

(c) Does the derivative of g(x) exist at x = O? 
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6. Find all points of discontinuity for each of the following functions. 

(a) (sin x + tan x)/(x3 + 9x) 

(b) Jx2+4 
(c) Jx2 - 4 
(d) tan x - cot x 
(e) x sin(1/x) 
(f) In{x + 2) 
(g) In(x2 + 1) 
(h) (2x + 3)/(x4 - 5x2 + 4) 
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7. Let f(x) be an almost identity function in that f(x) is the value of x rounded to 
5 decimal places. Thus,j(0.534) = 0.534 but f(2.1234567) = 2.12346. 

(a) Isf(x) continuous? 
(b) Doesf'(x) exist everywhere? Anywhere? 
(c) Does the intermediate value theorem hold for f(x)? 
(d) Isf(x) bounded over any closed interval? 
(e) Would the answers to the above questions be altered if the 5 decimal places 

were replaced by n decimal places for any positive integer n? 

8. (a) If f(x) = Ix I, find f"(x) and indicate where it exists. 
(b) Over what domain is f"(x) continuous? 
(c) Over what domain is f'''(x) continuous? 

9. Letf(x) = x and g(x) = [x] be the largest integer which does not exceed x. 

(a) Is j(x) continuous? 
(b) Is g(x) continuous? 
(c) What is the value off'{x) where it exists and where does it exist? 
(d) What is the value of g'(x) where it exists and where does it exist? 
(e) Evaluate.f6 f(x)dg(x) if it exists. 

(f) Evaluate H g(x)df(x) if it exists. 

10. Letf(x) = x3 over the domain [-2,3]. 

(a) Determine whether all of the hypotheses of Theorem 5.1 are satisfied. 
(b) Determine whether the inverse of f(x) exists. 
(c) Determine whether the inverse of f(x) has a derivative at every point where 

it exists. 
(d) Is the derivative of f-I(X) continuous? 
(e) Do the results you have obtained in this exercise disprove Theorem 5.1? 

Explain. 

11. Answer the five parts of Exercise 10 if f(x) = x 2• 

SB12. One often sees a graph of data in which the data points are plotted and these 
points are then connected with straight line segments. 

(a) Is the function represented by such a graph continuous? 
(b) Does such a function have a derivative at every point? At any point? 
(c) Is the derivative (if it exists) continuous? 
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VII.6 Methods for Handling Some Obnoxious 
Limits 

In Section VII.3 we discussed some theorems concerning limits and in 
Section VII.4 we indicated that the matter of evaluating limits is very easy 
if we have continuous functions. However, there are cases which occur all 
too frequently which do not yield easily to any of the techniques developed 
so far. The particular cases we have in mind here will be rational functions 
with differentiable numerators and denominators, such that the numerator 
and denominator simultaneously approach zero as a limit, or simultaneously 
fail to exist. Of course, as you might expect, we are interested in the value of 
the rational function at precisely the point where this catastrophe happens. 

The first ofthe results we give here was discovered by Jean Bernoulli (1667-
1748) very shortly after the development of the calculus by Newton and 
Leibniz. It first received wide dissemination in the first book published on 
the calculus, one written by Guilame Francois Marquis de l'Hopital (1661-
1704) in 1696, and it has henceforth been known as l'Hopital's rule. That this 
problem in limits arose early in the development of the calculus is not 
surprising, for in our evaluation of the limit of the differential quotient we 
faced the fact that we were dealing with a fraction in which both numerator 
and denominator approach zero at precisely the wrong point, namely the 
one at which we wanted to evaluate the limit. We were able to prove a theorem 
that would get us out of this dilemma in many cases, but it was not always 
possible to find a direct method for evaluating the limit. In the evaluation of 
Vmx-+o«sin x)jx), for instance, we had to resort to geometric chicanery. We 
will consider the general l'Hopital's rule in separate theorems, for this will 
ease the development. 

Theorem 6.1. If f(x) and g(x) have continuous derivatives in the neighborhood 
of x = a, if limx-+a f(x) = limx-->a g(x) = 0, and if limx-->a[f'(x)jg'(x)] = L, 
then 

lim [f(X)] = lim [f'(X)] = L 
x-+a g(x) x-+a g'(x) . 

(VII.6.1) 

PROOF. Before we proceed we should note that we have the quotient of the 
derivatives and not the derivative of the quotient in the right hand of the two 
limits in the conclusion. The quotient f(x)jg(x) does not represent a con­
tinuous function at x = a, for the denominator approaches zero, and, 
in fact, we have no assurance that either f(a) or g(a) exists. We will take 
care of this latter possibility by introducing two new functions, F(x) and 
G(x), such that F(x) = f(x) if x ¥= a, and F(a) = 0, and G(x) = g(x) if 
x ¥= a, and G(a) = O. Therefore, by Theorem VI1.2.1 we know that 

r [f(X)] r [F(X)] xl!;! g(x) = xl!;! G(x) 
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provided the second limit exists. Furthermore, we know that F(x) and G(x) 
have continuous derivatives in a neighborhood of x = a. Therefore, the 
extended mean value theorem (Theorem V.3.2) can be applied and we have 

F(x) - F(a) F'(C) 
G(x) - G(a) G/(c) 

with c between x and a. However, since F(a) = G(a) = 0, we can write, for 
values of x other than x = a, 

F(x) 
G(x) 

F'(C) 
G/(c) 

f'(c) 
g'(C) . 

The last expression results from the fact that F(x) and f(x) have equal 
derivatives. A similar statement applies to G(x) and g(x). Given any 6 > 0, 
there exists a number (j > 0 such that when ° < I x - a I < (j then 
1(fI(X)/g'(X» - LI < 6. But we now have all that we require to complete 
the proof, for if 0 < I x - a I < (j then certainly I c - a I < (j since cis between 
x and a, and hence Ic - al < Ix - al. Therefore 

I F(x) ~ L I = I f'(c) - L 1< 6 
G(x) g'(C) 

and 

. [F(X)] hm -() = L. 
x-+a G x 

This is equivalent to the statement 

r [f(X)] r [f'(X)] L 
xl~ g(x) = xl~ g'(X) = , 

and the desired conclusion has been obtained. o 

EXAMPLE 6.1. Find the value oflimx-+o«sin x)/x) using l'Hopital's rule. 

Solution. We already know this value, but we now have a means of 
obtaining the result in a different manner. We observe here that limx-+o sin x 
= 0 and limx-+o x = O. Therefore we have satisfied the hypotheses of our 
theorem. Since DxCsin x) = cos x and Dx(x) = 1, we have by I'Hopital's rule 
limx-+o«sin x)jx) = limx-+o«cos x)/l). Since limx-+o cos x = 1, we now have 
limx-+o«sin x)/x) = 1/1 = 1. 

This is a much easier method of evaluating this limit than the method used 
in Chapter III, but we should observe that we had to use the derivative of 
sin x and this derivative could not have been obtained without first knowing 
the value of this limit. Therefore, this method could not have come first. 
However, it may prove useful to you in remembering the value of this limit 
for future use. 
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EXAMPI E 6.2. Evaluate limx--+l«eX - e)j(x2 - 1». 

Solution. Since limx--+l(eX - e) = ° and limx--+l(x2 - 1) = 0, we can again 
use I'Hopital's rule. In this case we will use the fact that Diex - e) = eX and 
Dx(x2 - 1) = 2x. Furthermore limx--+l eX = e and limx--+l 2x = 2. Therefore 
we have 

eX-e eX e 
lim ~1 = lim -2 = -2' 
x--+l x x--+l X 

This result would have been much more difficult to obtain by other methods. 

Theorem 6.1 covers the case in which both f(x) and g(x) approach zero 
as limits. There are also instances in which both are unbounded as x nears 
the value a. 

Theorem 6.2. If f(x) and g(x) have continuous derivatives in a neighborhood 
of x = a, if limx--+a f(x) = limx--+a g(x) = 00, and if limx--+a[J'(x)jg'(x)] = L, 
then 

r [f(X)] r [f'(X)] L 
xl~ g(x) = xl~ g'(x) = . (VII.6.2) 

PROOF. Since we are dealing with functions as their values increase without 
limit, one can expect the proof to be a bit more intricate. We will handle 
this by considering the right hand limit and the left hand limit separately. 
If each of the one-sided limits obeys the conclusion of the theorem, then the 
two-sided limit must also obey this conclusion. The two one-sided limits 
can be proven in similar fashion, and therefore we will consider in detail 
only the proof of one of these two one-sided cases. Arbitrarily we will pick 
the left-hand limit, and assume initially that we have Iimx --+ a[J'(x)jg'(x)] = L. 
Then for any B > 0, there must be a value of D > ° such that for any value of 
x in (a - D, a) it is true that I (J'(x)jg'(x» - LI < B. Let x* = a - D, and 
then let x be any point in the interval (x*, a) as indicated in Figure VILL 
By the extended mean value theorem (J(x) - f(x*»j(g(x) - g(x*» = 
(J'(c»j(g'(c» where c is the interval (x*, x). Therefore 

I f(x) - f(x*) - LI < B. 

g(x) - g(x*) 

x· 
I 

a-t5 c x 

Figure VII.! 

(VIL6.3) 

a 
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Define the function hex) by the equation 

1 _ f(x*) 
f(x) 

hex) = ( *)" 
1-~ 

g(x) 
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(VII.6.4) 

We can rewrite (VIL6.3) as I (f(x)/g(x»h(x) - LI < t: and this is valid for all 
values of x in the interval (x*, a). Since f(x*) and g(x*) are finite numbers 
and limx~a- f(x) = limx->a- g(x) = 00 it follows from (VII.6.4) that 
limx->a- hex) = 1. Since hex) is a continuous function we can select a value 
£5 1 > 0 such that when Ix - al < £5 1 we are certain that Ih(x) - 11 < t: 
and hex) > 1/2. Therefore 

j [ f(X) _ L]h(x)j = jf(X) hex) _ Lh(x)j ~ j f(x) hex) - Lj 
g(x) g(x) g(x) 

+ IL[l - h(x)] I < t: + ILIt:. 

From this we obtain 

I f(x) - LI < (1 + ILI)t: < 2(1 + ILI)t:. 
g(x) hex) 

This proves the result for the left-hand limit. A similar proof for the right­
hand limit will complete the proof of the theorem. D 

Theorems 6.1 and 6.2 do not cover all the limits we would like to consider. 
In particular we note that these theorems only consider the case in which x 
approaches a finite limit. There are instances in which x increases without 
bound (or decreases without bound). Since we find f( (0) so distasteful that 
we aren't even willing to discuss it, that immediately obviates the possibility 
of using Theorems 6.1 or 6.2 in a situation in which x is increasing or de­
creasing without bound. This discussion should indicate that we are ready 
for another theorem. 

Theorem 6.3. If f(x) and g(x) have continuous derivatives for all values of 
x> X for some number X, if limx~oo f(x) = limx~oo g(x) = b, where b = 0 
or = 00 and if limx~oo[Jl(x)/g'(x)] = L, then limx->oo[J(x)/g(x)] = 
limx~oo[Jl(x)/g'(x)] = L. 

PROOF. The method used before of defining new functions and invoking the 
extended mean value theorem does not seem to apply here, but since we 
have previous results we will try to use them. We will replace x by l/t, for 
when x gets very large then t gets very small. Furthermore, 

limf(x) = lim f(~) = lim g(x) = lim g(~) = b. 
x-oo t-..o+ t x-oo t-O+ t 
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We have the case we considered in the preceding theorem, for t approaches 
zero, which is certainly a finite limit. We invoke the earlier result and obtain 

lim [f(X)] = lim [f(1/t)] = lim [fy/t)(-l/t:)] = lim [f:(X)] = L. 
x-oo g(x) 1-0+ g(1/t) 1-0+ g (l/t)(-l/t ) x-oo g (x) 
Note that we have indicated the limits as t approaches zero from the positive 
side. This is a point you should consider. A similar proof can be constructed 
for the case in which x is decreasing without bound, and you should construct 
this one just to be certain you are in complete control of the method we 
have employed. Have you noted how frequently mathematicians, just as 
jurists, call on precedents? 0 

These three theorems cover all of the cases we need consider here. In 
effect they state that if the numerator and the denominator simultaneously 
approach zero or increase without bound as we approach a value x = a, 
regardless of whether a is finite or infinite, the existence of a limit of the 
quotient of the derivatives establishes the fact that the original quotient had 
a limit, and both have the same limit. We must be careful to observe the 
condition that both numerator and denominator approach zero, or that 
both are unbounded simultaneously. L'Hopital's rule is not applicable in 
any other case. These two situations are often referred to as indeterminate 
forms and are listed as % or 00/00. These latter terms are meaningless if 
taken literally, but they describe the situation at hand. Other indeterminate 
forms include 00 - 00,0°,000 , 00°, and 100. These are all loose descriptions, 
indicating the limits of the individual functions composing the indeterminate 
form. While these latter forms are not expressed in such a way that l'Hopital's 
rule is applicable, we can frequently use algebraic manipulations to arrive at 
an expression for which this rule is suitable. 

EXAMPLE 6.3. Evaluate limn _ ro(1 + (x/n))". 

Solution. This does not resemble the function to which l'H6pital's rule 
applies. However, if we take the limit of In(l + (x/n))" = n In(l + (x/n)) we 
can apply this result to the problem at hand for we have already discussed 
the limits of composite functions. This last form gives us the product of two 
limits. One of these factors increases without bound while the other one 
approaches zero. There is a big question concerning whether the increasing 
value or the decreasing value will dominate. Let us see how this might be 
handled, remembering that we have only the three Theorems with which to 
work. We can consider either the expression 

or the expression 
n 

l/In(l + ~) n 
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It would appear that the first of these two options is preferable, for while it is 
bad to have to differentiate (lIn), it seems even worse to have to differentiate 
the reciprocal of the logarithm. (We should pause to note here that since it is 
n that is increasing without stopping, it is with respect to n that we must 
differentiate ). We can proceed as follows: 

We have applied L'Hopital's rule to the third expression in this sequence, 
since in this instance both numerator and denominator approach zero. Again 
we remind you that the differentiation was with respect to n, for n is con­
trolling the limit in this instance. Upon performing the indicated simplication 

Hence, 

lim [In(1 + ~)nJ = lim _x = X. 
n-oo n n-oo 1 x +­

n 

!~~ (1 + ~r !~~ exp(ln(1 + ~r) = exp(!~~ [In(1 + ~r]) = eX. 

This is a rather surprising result, for the original question was basically 
one that appeared to consider taking a number approaching one and raising 
it to an ever increasing power. It shows that one cannot always trust intuition. 
In fact there are some books that use this definition to derive the value of eX 
in the first place. This is a perfectly valid approach. 

The example which we have just considered illustrates the fact that there 
are many cases in which it may not appear that L'Hopital's rule will work, 
but where, in fact, it is just this rule that will enable us to handle the situation. 
You will note that here we have two such indeterminate forms in a single 
problem~that of 100 and that of O· 00, where we have used the symbols 
1, 0 and 00 as we indicated earlier. The main thing required is a careful 
analysis of what we are faced with, what we are able to handle, and an 
investigation of the methods by which we can go from the given expression 
to the desired result. Consider as another instance the case in which we 
appear to have the problem of obtaining the difference of two functions, each 
of which is approaching an infinitely large value (whatever that is). 

EXAMPLE 6.4. Evaluate limx_o(csc x - cot x). 

Solution. Since both csc 0 and cot 0 fail to exist, this would appear to be 
impossible. However, the question has been posed, and we would find it 
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most embarrassing to try to duck it. Can we possibly put this in one of the 
forms covered by a theorem in this section? This would require that we 
rephrase it by asking for the limit of a quotient. But then we observe that 

( 1 cos x) (1 - cos x) 
lim (csc x - cot x) = lim -.- - -.- = lim . , 
"' .... 0 x"" 0 SIn x sIn x X"" 0 SIn x 

and this fits Theorem 6.1 nicely. Consequently we can proceed 

( 1 - cos x) sin x 
lim (csc x - cot x) = lim . = lim -- = lim tan x = 0, 
X"" 0 X"" 0 SIn x x .... o cos x X"" 0 

and we have the required result. 

There are certain problems which occur frequently, and to which we 
should give some thought. If we are faced with the necessity of taking the 
limit of an. expression having an exponential as a factor (and these seem to 
occur with greater regularity than we could wish), we frequently find that 
L'Hopital's rule provides the most direct method. 

EXAMPLE 6.5. Evaluate limx .... oo e- xx 3/2 • 

Solution. We observe that e- x is approaching zero, but that x 3/2 is getting 
larger without bound. Again we have the question of where (if at all) this 
might settle down. Since our methods here only apply when we have a 
quotient, and both the numerator and the denominator are approaching 
the same reprehensible limit, be it zero or infinity, we should see whether 
we can transform our problem into one having these properties. Probably 
the most obvious approach is to consider 

. . x 3/2 • (i)x l/2 
lIm e - xx3/2 = lIm -x- = lIm --x-, 
x~oo x~co e x-oo e 

but we note here that this last expression, obtained by applying the rule, 
is also indeterminate, for both numerator and denominator increase without 
stopping. This last expression looks better, though, for the exponent in the 
denominator is no worse and the one in the numerator is smaller (if that is a 
virtue). We should apparently try again and obtain 

(3)(1) -1/2 
1· -x 312 l' 2" 2" X 1m e x = 1m ---­eX x .... 00 X"" 00 

This is the time to stop, for while the form may not appear greatly different, 
the substance is very different. In this case the numerator is no longer 
increasing without bound. L'Hopital's rule will not apply here, for the proper 
conditions are not present. You should be acutely aware of checking at 
each stage to make certain whether you can continue to apply the rule 
(although there are many times when we will need to continue for more 
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stages than we found necessary here). Using this last result, we see that we 
can write 

3 

lim e- xx 3/2 = lim x 41/2 = 0, 
x-oo x-+co e x 

since the denominator contains two factors, each of which increases without 
limit. If we had been given an exponent for x which was very large (such as 
219), we would have had to continue the application of this rule for a very 
large number of stages before finally coming to a limit which was more 
amenable to evaluation. 

EXAMPLE 6.6. Evaluate limx _ o xtan x. 

Solution. This is a limit of the 00 variety. We can best handle this by 
considering 

lim In xtan x = lim (tan x)(ln x). 
x-o x-o 

This is of the 0 . CI) type, and therefore we must attempt to convert this to a 
quotient suitable for treatment by l'Hopital's rule. Following the line of 
reasoning used in Example 6.3, it would seem preferable to take the reciprocal 
of tan x, that is cot x. Therefore we will have 

lim In xtanx = lim (tan x)(ln x) = lim In x = lim x-~ . 
x-o x-o x-o cot x x-o - csc x 

This last expression does not seem to help, but with some algebra and the 
use of trigonometric relations we can write 

1· (-X-I) _ l' (-sin2 x) _ l' -2 sin x cos x _ ~ _ 0 1m 2 -1m -1m --. 
x-o csc x x-o X x-O 1 1 

We used l'Hopital's rule in going from the third to the fourth step in this 
sequence of equalities. Therefore we are now ready to finish our assignment, 
for we can write 

lim xtan x = lim eln(xtan X) = eO = 1. 
x-o x-a 

It is not true that L'Hopital's rule is the answer to all problems involving 
the limits of quotients, but it is helpful in a surprisingly large number of cases. 
We admonish you, however, that you should size up the particular situation 
which faces you and then act accordingly. Do not, for instance, assume that 
just because an exercise comes at the end of this section it must necessarily 
use L'Hopital's rule, nor even if it can be so handled that this is the best or 
shortest method. 
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ExERCISES 

1. Find each of the following limits (if they exist): 

(a) limx~o(sin xy 
(b) limx~o xsinx 

(c) limx~o((x - sin x)/x3) 

(d) limx~n((n - x)/sin x) 
(e) limx~2((x2 - 4)/(x2 - 2x» 
(f) limx~o((1 - cos X)/X2) 

(g) limx~nlisec x - tan x) 
(h) limx~nlisec2 x - tan2 x) 

2. Find each of the following limits (if they exist): 

(a) limx~", xe- X 

(b) limx~", x 2e- x 

(c) limx~", x4 e- x 

(d) limx~", Jxe- x 

(e) limx~", x 513e- x 

([) limx~", xne- X for any real number n. 
(g) limx~ro x 3e- x2 

(h) limx~co xne- x2 for any real number 11. 

3. Find each of the following limits (if they exist): 

(a) limx~o xcotx 

(b) limx~o(cot xy 
(c) limx~4((x3 - 64)/j;: - 2) 
(d) limx~oo((2x - 4)/3x 2 ) 

(e) limx~o((l/x) - esc x) 
(f) limx~o((l/x) - cot x) 
(g) limx~o x 2 sin(l/x) 
(h) limx~oo((x3 + x 2 + X + 1)/(2x3 - 3x2 - nx» 

4. Evaluate each of the following: 

(a) limx~o xlnx 
(b) limx~oo xlnx 

(c) limx~o(ln xy 
(d) limx~oo(ln x)' 
(e) limn~o((ln n)/n) 
(f) limn~oo((ln 11)/n) 
(g) limn~o n(ln n) 
(h) limn~oo n(ln 11) 
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5. Evaluate limx~oo f(x) for each of the following functions: 

(a) f(x) = arc tan x 
(b) f(x) = arc cot x 
(c) f(x) = arc sec x 
(d) f(::c) = arc esc x 
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(e) f(x) = sinh x 
(f) f(x) = cosh x 
(g) f(x) = tanh x 
(h) f(x) = coth x 
(i) f(x) = sech x 
(j) f(x) = csch x 

6. (a) Can I'Hopital's rule be used to evaluate lim"~ro(e"/n !)? 
(b) Iff(n) = e"/n!, show thatf(n + 1) = (e/(n + l»f(n). 
(c) Use the result of part (b) to evaluate lim"~«) fen). 

7. Let fen) = (l + (l/n»". 

(a) Evaluate f(2) 
(b) Evaluate f(3) 
(c) Evaluate f(5) 
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(d) Show that the results of parts (a), (b), and (c) are approaching the value of e. 
Compare fen) with the function of Example 6.3 and explain this result. 

(e) Expand fen) by the binomial Theorem and obtain the first six terms. 
(f) Show that the limit of the six terms obtained in part (e) taken as n increases 

without limit will be 1 + 1 + (l/2) + (1/3!) + (1/4!) + (1/5 !). 
(g) How would you expect the expression of part (f) to continue if you took 

additional terms? Find the sum of the first eleven terms carrying your arith­
metic to seven decimal places and compare your result with the value of e. 

8. (a) If f(x) is a polynomial, a is finite, and limx~a f(x) = 0, show that (x - a) is a 
factor of f(x). 

(b) If f(x) and g(x) are polynomials and if limx~af(x) = limx~a g(x) = 0, show 
that f(x) and g(x) have common factors p(x) such that either 

I. f(x) 
Im-­
x~a p(x) 

. g(x) . 
or hm ~ IS not zero. 

x~a p(x) 

(c) Show that in the case in which f(x) and g(x) are polynomials and 
limx~a(f(x)/g(x» is indeterminate, the limit can be found without recourse to 
I'Hopital's rule provided a is finite. 

9. (a) Show that limx~o«e3X - l)/(eX - 1» = 3. 
(b) Show that f(x) = «e3x - l)/(eX - 1» is a continuous function at every point 

except the point where x = O. 1 
(c) Show that the function g(x) defined such that g(x) = f (x) if x =I- 0 and g(O) = 3 

is a continuous function for all real values of x. 

SlO. Population is sometimes assumed to follow the relation pet) = P(l - e-") 
where P and r are positive constants and pet) is the population t years after a 
starting time. 

(a) Show that as time goes on the population approaches a limiting value. 
(b) Find the limiting value. 
(c) Show that the ratio of the population in the (t + 1 )-st year to the population in 

the t-th year approaches a limit as t increases without bound. Would you have 
anticipated this result? 
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VII.7 Improper Integrals 

There are many applications in which integrals arise which cause diffi­
culties for reasons other than the problem of finding an anti-derivative of 
the integrand. In general these problems will occur with definite integrals, 
and will be of the type in which either the interval over which the integration 
is to be performed is unbounded, or else the integrand fails to exist at some 
point in the closed interval which is the interval of integration. This latter 
situation may well come to pass at one of the end points ofthe closed interval, 
that is to say at one of the limits of integration. We will classify such integrals 
with the following definition. 

Definition. A definite integral J~ f(x)dg(x) is said to be an improper integral 
provided either 

(i) one of the limits of integration, either a or b or both, is infinite, or 
(ii) the integrand is unbounded at some point in the interval [a,b]. 

We shall handle these two cases in essentially the same way, and the method 
to be used will be illustrated in the examples that follow. We should point 
out, however, that we will be taking the coward's way out in this instance 
(sometimes wisdom is better than bravery) by considering the integral 
almost to the point of difficulty, and then sneaking up on the troublesome 
point using the limits we have been discussing in the earlier sections of this 
chapter. Having been honest enough to note just what we have in mind, 
the next thing is to watch this process at work. Observe how close we can 
come to a troublesome point while still managing to avoid it. 

EXAMPLE 7.1. Evaluate 

Joo 1 
-2--1 dx. 

o x + 
Solution. This is a case in which one of the limits of integration is infinite, 

and hence comes under our heading of an improper integral. Following the 
general technique outlined above, we will handle this by integrating over 
the interval [0, MJ where M is some rather large number. Since M is 
finite it represents a case we can presumably handle without difficulty. After 
evaluating the integral 

JM 1 
-2 --1 dx = arc tan M - arc tan ° = arc tan M, 

o x + 
we will see what happens if M is allowed to increase without bound. This 
causes the upper limit of the integral to come toward an upper limit of 00. 

We will consider 

lim JM ~1 dx = lim arc tan M. 
M-oo 0 X + M-oo 
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As the tangent of the angle increases, the angle must approach a right angle. 
Hence we have 

fM 1 n 
lim -z--1 dx = lim arc tan M = 2' 
M~oo 0 X + M~oo 

In this case there are several things we should investigate, things we deferred 
until we had had an opportunity to illustrate the technique in general. First 
of all, the integrand is not discontinuous at any finite point, for the de­
nominator is a polynomial and it cannot be zero in the interval. Therefore 
we had no problems of the second type indicated in our definition. The only 
problem could occur at the one limit, namely the upper limit. We could not 
reasonably expect to reach this limit with the most complex RS sums. Further, 
we should note that x starts from the point x = 0 and increases without 
limit, thus indicating that we consider arc tan M only for finite positive values 
which can be reached by a continuous motion in the positive direction, 
starting with zero. Thus, the angle represented by arc tan M would be an 
increasing angle, as M increases, and would start as an acute angle. The 
first point at which M can become infinite must be the point (or angle) such 
that we have just (nI2) radians. This rules out some of the other angles for 
which the tangent is also infinite. This type of reasoning is frequently neces­
sary, particularly in cases involving the inverse trigonometric functions. 
Whenever the limiting value can be assumed more than once there must 
be a decision as to which of the various possible values should be selected. 

We now turn our attention to another type of improper integral. Consider 
the following example. 

EXAMPLE 7.2. Evaluate g (3 - x)-Z dx. 

Solution. We note here that the value x = 3 causes difficulty, for at this 
point the integrand fails to exist. Moreover, we notice that x = 3 is within 
the interval [2,5]. Hence, we must do something to avoid it. We will do this 
by considering two positive numbers, b1 and bz , which are ordinarily taken 
to be rather small, since they represent the amount by which we will be 
missing the point x = 3. Furthermore, we will be letting each of these get 
smaller, and thus if we start them at small values no damage is done. You 
will note that we have carefully labeled b 1 and b2 as separate entities, for 
there is no reason why they should be the same size. In no case do we want 
to consider that they can "cancel each other out." We now consider the 
almost integral (which includes almost all of that which we were asked to 
evaluate) 

f3 - J1 1 I5 1 
2 (3 - x? dx + 3H2 (3 _ X)2 dx. 
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Observe that we have omitted only the interval (3 - b1, 3 + b2 ) from the 
interval of integration which we were given. We are now able to evaluate 
this almost integral and obtain 

f3
-

Q1
--1 --C=-2 dx + IS 1 2 dx = [ 1;: - _1_J 

2 (3-x) 3+02(3-x) 3-(3-U1) 3-2 

+ [3 ~ 5 - 3 - (3
1 + b2)J 

= [~ - IJ + [- ~ + ~J. b1 2 b2 

Since we wish to know what happens when this narrow portion of the 
interval [2, 5J which we have omitted is squeezed as hard as possible, we will 
take the limits as b1 and b2 approach zero. In this way the amount that is cut 
out of the interval will approach zero. Thus, we have 

lim f3- 01 1 2 dx + lim IS 1 2 dx 
.11-0 2 (3 - x) .12-+0 3+02 (3 - x) 

= lim [~ - IJ + lim [- ~ + ~J. 
01-+0 b1 .12-0 2 b2 

These last limits fail to exist, for the expressions are unbounded. Therefore, 
we simply say that the given integral does not exist. In effect we indicate 
that we are now aware that we have been sent on the mathematical version 
of a wild goose chase. 

The methods used in these two examples are the same in principle, though 
slightly different in implementation. The whole point is to cut out the of­
fending portion and then let it creep back in via the limit route. If the limits 
exist, we have a value which we can proudly display as the value of the integraL 
If the limits fail to exist, we can point a finger at the person who proposed 
the problem and think such thoughts as are appropriate to the occasion. 
We might note in Example 7.2 that if we had let the offending point x = 3 
go unnoticed and then evaluate the integral, we would have ended up with 
a value of -l This in itself should have startled us, because we would have 
integrated a positive integrand in the positive direction and obtained a 
negative result. That the integrand is positive follows from the fact that it 
is a square of a non-zero number (excePt at x = 3 of course). From this 
example we see that it is perfectly possible to obtain incorrect results, 
provided we let little things like the non-existence of the integrand at some 
point escape our attention. We would repeat the admonition to be alert at all 
times. It would be bad if such situations were to give answers which are 
accepted as correct, but which produce bridges, economies, societies, or 
health remedies which are defective. 
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If the integrand fails to exist at any point it frequently does so at one of 
the end points, and occasionally at both of them. The same principle will 
apply, for we only need to exclude a very small interval involving the point in 
question, and then take the limit as the length of the excluded section ap­
proaches zero. This has some rather interesting facets in the case of integrals 
which involve integration by parts and which involve recursion relation­
ships. Consider the following example. 

EXAMPLE 7.3. Evaluate SO' e-xxn dx, where n is positive number. 

Solution. We note trouble here, for we could write e-xxn = xnjeX , and as 
x increases we have both the numerator and denominator increasing without 
bound. Therefore, we have double trouble at the upper limit, for in the first 
place the upper limit is much larger than we like, and in the second place 
this fact induces trouble. There is the further fact that we will probably 
either have to use integration by parts or use the recursion relation developed 
in Section V1.8. That was developed by integration by parts as you remember. 
Using integration by parts we proceed as follows. 

roo e-xxn dx = lim rM e-xxn dx 
Jo M .... oo Jo 

lim [~ rM e-xnxn- 1 dX] 
M .... oo 1 Jo 

. [Mn] 100 hm - ~ + n e-xxn- 1 dx. 
M .... oo e 0 

We have made use of the limits of integration, re-interpreting the last integral 
by going from the limit of a proper integral back to the improper integral 
of the form with which we started, but with the exponent for x reduced by 
one. Our problem first is to evaluate the limit that still remains, and we 
note that MnjeM is of a form that is susceptible to L'Hopital's rule. One of 
our problems here is that we do not know the value of n, for n was given 
merely as a positive number. However, we can consider the string of limits 

1· Mn _ 1· nMn- 1 _ 1. n(n _1)Mn- 2 
1m --xl - 1m --M- - 1m M 

M .... oo e M .... oo e M .... oo e 

and observe that with successive differentiation the denominators remain 
the same and the numerators are possessed of increasingly complicated 
coefficients. However the power to which M is raised is being eroded. Since 
n is a finite number, after less than (n + 1) steps we will either have a numer­
ator with a zero-th power, or one with a negative power of M. In this case 
the result is no longer indeterminate, and with a denominator increasing 
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and a numerator that can do no more than remain constant, we have a 
limit of zero. Note that we have a type of mathematical induction in reverse, 
for the size of the number involved is decreasing, and we did not have to know 
that n was an integer. This particular integral has many uses in which n is not 
an integer, as we shall note presently. We are now in the position where we 
can summarize the results of this solution with the statement 

foOOe-xxndx = n foooe-xxn-l dx. 

This particular function is known as the gamma Junction, and is defined, 
using the Greek capital gamma as 

r(n + 1) = Loo e-xxn dx. 

From the derivation above, we note that r(n + 1) = nr(n). It is worth noting 
that 

= lim [ -e- M - (-e- O)] = lim (-J) + 1 = 1. 
M-->oo M-->oo e 

We have r(2) = Ir(I) = 1, r(3) = 2r(2) = 2, r(4) = 3r(3) = 6. We can 
continue in this fashion to obtain values of the gamma function for all 
positive integral arguments. In fact, you can use mathematical induction to 
show that we have here a function, which has values for at least some non­
integral values of n and which for positive integers give us the factorials. 
Thus, we have r(n + 1) = n!. Our relation which connects r(n) and r(n + 1) 
can also be taken backward by solving for r(n) in terms of r(n + 1), but this 
would break down if we tried to find values of the gamma function for 
non-positive integers. This function has sufficient importance in many 
applications, such as statistics, that it has been tabulated for values of n in the 
interval [1, 2]. A short table is given in Appendix C. With the recursion 
relation which we derived in this example we are able to obtain all other 
values of this function, except for non-positive integers. (This function does 
not exist for non-positive integers.) 

EXAMPLE 7.4. Find the value of r( 4.2) and of r( - 2.8). 

Solution. r(4.2) = (3.2)r(3.2) = (3.2)(2.2)r(2.2) = (3.2) (2.2) (1.2)r(1.2). 
But we can find the value of r(l.2) in Table 3 of Appendix C. The table gives 
us the value r(l.2) = 0.9182. Therefore, we have 

r(4.2) = (3.2)(2.2)(1.2)(0.9182) = 7.7570. 
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This is rounded to four decimal places, since we do not have more than four 
place accuracy with which to start. For r( - 2.8) we have to go in reverse 
noting that ( - 2.8)r( - 2.8) = r( - 1.8). Carrying on with this line of thought, 
we have 

( - 2.8)( -1.8)( - 0.8)( + 0.2)r( - 2.8) = r(1.2) = 0.9182. 

By division, we have r( - 2.8) = -1.1386. Note the way in which we have 
used our recursion formula. 

If you have ever wondered about a function that behaved like a factorial, 
but permitted fractional arguments, you have now become acquainted with 

,one. That this function has a long history is attested to by the fact that it was 
dealt with at length by Leonhard Euler (1707-1783); and it is understood to 
have been known by Wallis at an earlier date. This also gives an illustration 
of a very important function in mathematics with rather common applica­
tions which is not a power function, a trigonometric function, an exponential 
function, or a logarithm. This function is not one of those called an elementary 
junction, but that does not mean it is unimportant or that it is one with which 
we cannot work without elaborate machinery. 

It would be possible to conjure up many more illustrations of improper 
integrals. Note, however, that they all are handled by a single technique, and 
they exist or fail to exist depending on the behavior of the limits that are 
involved as we try to sneak up on the offending point. It is important to keep 
your eyes open lest you let an improper integral slip by you. If you do let 
one slip, you may well be able to find an answer, but the answer could well 
be wrong. 

EXERCISES 

1. Evaluate each of the following integrals (if they exist): 

(a) J5 (l - X)-1/2dx 

(b) .fA (l - X2)-ldx 

(c) Js (l/x~)dx 
(d) H (l/x~)dx 
(e) J3' (l/x~)dx 
(f) Ji (x - o-ldx 

(g) J;;o e-X(sin x + cos x)dx 

(h) J:'2 lxldx 

2. Evaluate each of the following integrals (if they exist): 

(a) H (x - o-ldx 

(b) IT (x - o-3/2dx 

(c) .fOI2 tan x dx 

(d) .fO sec x dx 
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(e) Jl' (x - l)- l dx 

(f) Jl' (x - 1)- 2dx 

(g) Jl' (x - o-l/2dx 

(h) Jl' (x - 1)-1/3dx 
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3. Evaluate each of the following integrals (if they exist): 

(a) JO' (xl(x2 + 1 »dx 

(b) J~lX-2/3 dx 

(c) Jri (x2 - x)-ldx 

(d) f:ix2 - o-ldx 

(e) J~ co exx4 dx 

(0 J~ co xe- x2 dx 

(g) JO' (x 3/2 /(x 2 - 1»dx 

(h) .f0' e- xl2 dx 

4. Evaluate each of the following integrals (if they exist): 

(a) .f6 (4 - x)-2dx 

(b) n/2 (1 - cos x)-ldx 

(c) JO /2 (1 - cos x)-2dx 

(d) J;-" ((In x)lx2»dx 

(e) g/2 sec2 x dx 

(0 J;-" x 2 lnxdx 

(g) Jo/2 ((sin2 x)/(1 - cos x)2)dx 

(h) JO' (x4 - 16)-ldx 

5. (a) Let JAo xn dx = A(n). Show that A(n) exists for all positive values of n. 
(b) Find the negative values of n for which A(n) exists. 
(c) Find a formula for A(n) for those values of n for which A(n) exists. 
(d) Show that there is no smallest value of n for which A(n) exists, but there is a 

largest value for which it does not exist. What is this value? 

6. (a) Let J;-"o xn dx = B(n). Show that B(n) exists for n = - 3. 
(b) Find the values of n for which B(n) exists. 
(c) Show that there is no largest value of n for which B(n) exists, but there is a 

smallest value for which it does not exist. What is this value? 
(d) Show that there is just one value of n for which A(n) of Exercise 5 and B(n) 

of this exercise fail to exist. 
(e) Show that there is no value of n for which both A(n) of Exercise 5 and B(n) of 

this exercise exist. 

7. Prove that r(n) = (n - I)! for any positive integer n. 

8. It can be shown that.fO' e- u2 du = fi/2 = 0.8862269255. 

(a) Use the substitution u2 = x and show that this integral is equivalent to 
1/2 r(0.5). 

(b) Use the information of part (a) to evaluate,r(2.5) to nine decimal places. 
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(c) Evaluate re -2.5) to nine decimal places. 
(d) Evaluate re1.5) and check your results with Table 3 of Appendix C. 

9. (a) Show that ren) > 0 for all values of n > O. 
(b) Show that r(n) < 0 for values of n such that -1 < n < O. 
(c) Show that ren) > 0 for values of n such that -2 < n < -1. 
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(d) Show that ren) fails to exist for integral values of n which are not positive. 
(e) Show that ren) is positive ifn is in the interval (a, a + 1) where a is a negative 

even integer, and ren) is negative in such an interval if a is a negative odd 
integer. 

(f) Use the information given in parts (a-e) to sketch the graph of y = rex). 

10. (a) Sketch the curve y = 1jx. 
(b) Find the area (if it exists) under the curve y = Ijx to the right of the line 

x=1. 
(c) Find the volume of revolution formed by revolving the area of part (b) 

about the x-axis (provided the volume exists). 

11. (a) Sketch the curve y = 1j(x2 + 1). 
(b) Find the area (if it exists) between this curve and the x-axis. 
(c) Find the volume of revolution formed by revolving the area of part (b) 

about the x-axis (if the volume exists). 

12. (a) Sketch the curve y = xj(x2 + 1). 
(b) Find the area in the first quadrant under the curve whose equation is given 

in part (a) (if it exists.) 
(c) Find the volume of revolution formed by revolving the area of part (b) 

about the x-axis (if the volume exists). 

13. Let f(x) be a function with the property that there exists positive real numbers 
M and n such that If(x)1 < Mxn for all values of x in the interval [a, 00). Show 
that 

f) e- X f(x)dx 
a 

exists. 

P14. (a) If the maximum amount of salt that can be dissolved in a certain glass is 
20 grams, the time required to dissolve G grams (G < 20) is given by the 
integral 

fG kdg 
o (20 - g) 

where k is a constant. Find the time required to dissolve 10 grams of salt in 
the water. 

(b) Find the time required to dissolve 19.9 grams of salt in the glass. 
(c) Find the time required to dissolve the last 0.1 grams of salt in the water. 
(d) Find the time required to dissolve the first gram, the second gram, the third 

gram, and so forth through the twentieth gram in the water. 

SBI5. In many cases involving population it is assumed that there is a maximum 
population, M, that can be supported by the environment. As the population 
approaches M the support mechanisms available are so strained that fewer 
individuals survive the increased competition for food or other environmental 
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support. If the rate of growth would ordinarily be r, one of the laws of growth 
states that the time required to increase from a population PI to a population 
P 2 is given by 

1 fP2 M dP 
t = ~ P, P(M _ P) 

(a) If M is 20 billion and r = 0.03, find the time required to increase from a 
population of 4 billion to a population of 8 billion. 

(b) How long would it take to increase from 4 billion to 19 billion? 
(c) Compare the time required to increase from one billion to two billion with 

the time required to increase from four billion to five billion. 
(d) Find the time required to increase from four billion to the maximum popula­

tion that can be supported. 

P16. The power emitted in the discharge of an electronic device is given by 
P = e-O.Z51t3 where P is measured in watts (joules per second) and t is measured 
in seconds. 

(a) Find the work (measured in watt-seconds) done in the first five seconds. 
(b) Find the work done in the first ten seconds. 
(c) Find the work done in the first 100 seconds. 
(d) How much work is done starting at t = 0 and continuing without stopping? 
(e) How long would it take to perform 99 % of the work determined in part (d)? 



CHAPTER VIII 

Converting Data to Functions 

VIII. I An Illustration 

In our discussions up to this point we appear to have assumed that functions 
would always be available when we need them, and we merely need to 
know what to do with them. Upon reflection it is apparent that this is not 
correct. In any application which you may face you will be required to 
furnish the functions. Much of the time you may have data, perhaps obtained 
in a laboratory or from a questionnaire, and you need a function that 
will describe the data. It will be our purpose in this chapter to consider 
this matter and to find some techniques that will be helpful. You should be 
aware, however, that one needs to know the discipline from which the data 
is obtained in order to obtain the best possible function in any given case. 

We will start with an illustration. We will attempt to find a function, 
f(x), which will describe the data 

x o 1 2 3 

f(x) o -1 o 
The data is simple enough that we should be able to find a function rather 
easily. If we were fortunate, we might try f(x) = (x 3/3) - x2 - (xI3) + 1 
and we would find that this would work. However, we might have tried 
f(x) = cos(nxI2) and this works also. In fact, we could find a very large 
number of functions that would satisfy our demands. This rather strange 
situation may seem a bit more clear if we examine Figure VIII.1. It is clear 
that any graph that will pass through the four given points will meet the 
requirements we set for ourselves. In practice we will need to know some­
thing about the type of function that would best fit the problem at hand. 
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y 

x 

Figure VIII.1 

In presenting you with two solutions for our problem you will suspect 
that we have used a bit of sleight of hand. However, the development of 
these solutions follows in a very straightforward manner. If we have four 
points, we have sufficient information to give four equations. Four equations 
are sufficient to determine the values of four parameters. We should then 
word the problem so that we have four parameters to determine. We can 
start by supposing that the function would look like 

J(x) = a3x3 + a2 x2 + alx + ao· 

Since 

J(O) = 1,J(1) = 0,J(2) = -1, and J(3) = 0, 

we now have the four equations 

a3 03 + a2 02 + alO + ao = J(O) = 
a313 + a2 12 + all + ao = J(l) = 0 

a323 + a22z + a l 2 + ao = J(2) = -1 

a3 33 + azY + a l 3 + ao = J(3) = O. 

These can be written 

1 

a3 + az + al + ao = 0 

8a3 + 4az + 2al + ao = -1 

27a3 + 9az + 3al + ao = O. 

If we solve these we will obtain a3 = 1/3, az = -1, al = -1/3, and ao = 1. 
Upon inserting these values in the function J(x), we obtain the first choice 
indicated as a potential solution to our problem. 

The core of the discussion of the preceding paragraph centered around 
the fact that we had four points and therefore could determine four coeffi-
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cients (or parameters). In fact, we could have used almost any four functions 
Il(X),Jix),J3(X),Jix) and then tried to obtain the four coefficients in the 
relation 

This will give rise to the four equations 

aliI (0) + a2/2(0) + a3/iO) + a4/4(0) = 1(0) = + 1 

al/l(l) + a2/2(1) + a3/3(l) + a4/i1) = 1(1) = 0 

aliI (2) + a2/2(2) + a3/3(2) + a4/4(2) = 1(2) = -1 

aliI (3) + a2/2(3) + a3/3(3) + a4/4(3) = 1(3) = o. 

(VIII.1.1) 

It is possible that you might select functions such that (VIII.l.1) would not 
have a unique solution, but such cases are rare. In the paragraph above we 
used powers of x for the functions.fi(x). If we had let.fi(x) = cos«i - 1)nx/4), 
we would have had/l(x) = cos 0 = 1,f2(X) = cos«2 - l)nx/4) = cos(nx/4), 
lix) = cos(2nx/4), and 14(X) = cos(3nx/4). In this case our four equations 
would have had the solution al = a2 = a4 = 0 and a3 = 1, giving us the 
second function we proposed as a solution to our problem. Other possible 
solutions, depending on our choice of the functions.fi(x) would be 

1 2 nx 2 2nx 1 
I(x) = - (; +"3 cos 3 +"3 cos -3- - (; cos nx 

and 
17 19 

I(x) = X4 - 3 x 3 + 10x2 - 3 x + 1. 

This last solution has more than four terms, and this opens the possibility 
of having an even greater number of solutions than might have appeared 
before. We now find we are not restricted to a single choice even in the case 
where we decide to use nothing but polynomials. 

Before proceeding further we should stop to take stock. Given any set of 
four functions we can with very few exceptions find a linear combination 
of the four functions which will include the four given data points in the solu­
tion set of the linear combination. It is possible, of course, that we could not 
find coefficients for some particular set of four functions, but we are not apt 
to run across such a set. In fact, there is nothing magic about the number 
four. If we were given ten points, we would merely need to find a linear 
combination of ten functions. The algebra would be somewhat more 
terrifying, but the solution could be found. Since we have such a variety of 
solutions available to use through our selection of a set of functions, we 
should give some consideration to the selection of the particJllar set we 
would need for a particular case. Here we must consider the nature of the 
problem itself. If the problem suggests a periodic solution, it would be 
reasonable to bring in sines and cosines. If the problem is one involving 
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radioactive decay or growth of the type anticipated in dealing with popula­
tion, we would expect to use exponential functions. When we have no prior 
knowledge of what to expect we ordinarily use power functions of the form 
xn for these tend to simplify the algebra. It cannot be emphasized too strongly, 
however, that the selection of the set of functions can be almost arbitrary 
from the standpoint of the mathematics, but it takes a knowledge of the 
source from which the problem came to make the best choice for this func­
tion set. 

The method we have used in this section is straightforward and will work 
in case no other method is available. We will investigate an alternative 
method for handling this problem in the next section, but the alternate 
method will handle only the case of polynomials. Therefore, you have the 
method for the general case. It is worth noting that the number of coefficients 
must equal the number of data points, and this method would be somewhat 
difficult to carry through if we had a very large number of data points. It is 
also true that with the large number of data points the resulting function 
would probably be rather complicated, and we might wish an alternative 
to such a function. We will find such an alternative in Section VIII.3. 

EXERCISES 

1. Find a polynomial that passes through the points 

x -2 4 

.r(x) -13 5 41 

2. Find a polynomial that passes through the points 

x -2 -1 2 

.r(x) -3 o -2 

3. Find a polynomial that passes through the points 

x -2 o 3 

.r(x) o 2 o 20 

4. The function .r(x) = a + b cos x + c sin x passes through the points 

x o nj4 nj2 

.r(x) 3 2 
Find the function. 

5. Find the polynomial that passes through the points 

x -3 -2 -1 2 3 

.r(x) 4 o o 4 

Note that this appears to be an even function. Can you use this information to ease 
your computation? 
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6. Find a polynomial that passes through the points 

x -3 -2 -1 2 3 

f(x) - 5 o -1 o 5 

Note that this function appears to be an odd function. Can you use this to ease your 
computation? 

7. (a) If we desire a function of the form f(x) = aebx show that we can express this 
relationship by the equation In f(x) = bx + In a. Note that this expression is 
linear in x. 

(b) Using your result of part (a) find the values of a and b such that f(1.7) = 3 
and f(2.5) = 2. 

(c) Findf(x) of the form given in part (a) which satisfies the requirements of part (b). 

8. A certain store has sales of one item which average s(t) dollars per day at time t. 
This particular item is seasonal in nature, and therefore we could expect that s(t) 
would be of the form s(t) = at + b sin(nt/6) + c cos(nt/6) where t is the number of 
months from the first of the year. If the average sales figures in thousands of dollars 
per day are given by the table 

Time 

A verage sales 

Find the function s(t). 

January 1 

9 

April 1 July 1 

12.3 16 

9. Measurements of the amount of a certain medication remaining in the blood stream 
t hours after ingestion give the following data. 

o 2 

Amount (mg) 18 12.6 9 

Since this is expected to be a decaying quantity one might propose that the amount 
should be given by an equation o(the form 

A(t) = a(rt/2) + b(rt) + c(r 3t/2). 

Find the values of a, b, and c which would cause A(t) to fit this data. Using your 
results what should be the amount in the blood stream 6 hours after ingestion? 

10. (a) Find the cubic polynomial that passes through the data 

x 2 4 5 

y 4 3 o 
(b) Show that the polynomial f(x) = X4 - 12x3 + 49x2 - 79x + 45 also passes 

through this data. 
(c) Subtract your result of part (a) fromf(x) of part (b) and determine the zeros of 

this difference. 
(d) Show how you could get other polynomials passing through the four points 

of part (a). 
(e) Show why you would expect only one polynomial of degree less than four to 

pass through these four points. 
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VIII.2 The Method of Lagrange 

There are many techniques by which one can obtain a polynomial which 
passes thtough a given set of data points. Those which require that the 
x-values be located at equal intervals, or equivalently that the x-values be 
the points of a regular partition of the interval covered by the data, are 
generally simpler. However, since it is not our purpose here to engage in a 
full scale course in numerical analysis, we will settle for a single method which 
may be slightly longer in its application, but which is more inclusive in the 
number of cases which it will serve. This method is attributed to the French 
mathematician J. L. Lagrange (1736-1813) who worked in many areas of 
mathematics during the latter half of the 18th and the first years of the 19th 
century. It is a rather complete reversal of the method of Section VIII.1. 
There we had assumed the functions.h(x) were given and we determined the 
coefficients. In the method of Lagrange we assume that the coefficients are 
given and we try to find the functions.h(x). Does this sound strange? It is 
not quite as bad as it might be, for we will restrict our attention to poly­
nomials. Furthermore, we are going to impose the condition that we wish 
the simplest possible result-namely the polynomial of lowest possible 
degree that will pass through the points in question. 

In order to illustrate this technique, we again use the four points of the 
last section, but note carefully that with four data points we should expect a 
polynomial of at most degree three (one less than four). That this is true can 
be seen from our earlier work, for we note that there are four coefficients to 
be determined by the four pieces of information we have if we have a poly­
nomial of degree one less than four. The coefficients of the first three powers 
of x together with the constant term give the four coefficients which we need 
to determine. Now we can expressf(x) as follows 

f(x) = (1)fl(X) + (O)fix) + (-1)f3(X) + (0)f4(X). 

We note that it is the four polynomials j; (x) that are now to be determined. 
The coefficients are the values off(x) which were given us initially. That is 
fine, provided we can manage to findfl(x) in such a way thatfl(x) is zero at 
each of the data points except the first one, and likewise find fix) such that 
fix) is zero at each of the data points except the second one, etc. Thus, we 
are asking for a polynomial function such that.h(x) is zero at all data points 
except for the i-th data point, and that .h(Xi) = 1 where Xi is the x-value of 
the i-th data point. At first glance this sounds impossible, but having gone 
this far, we shouldn't give up yet. To be specific, we note that we wish the 
polynomial fleX) to obey the four stipulations fl(1) = fl(2) = fl(3) = 0, 
and fl (0) = 1. We know nothing at all about any points other than the data 
points. If g(a) = 0 and g(x) is a polynomial, then (x - a) is a factor of g(x). 
That this is true should be clear when we consider that upon dividing g(x) 
by (x - a) we obtain a quotient q(x) and a remainder, r. The remainder will 
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be constant since we are dividing by a first degree divisor. We have g(x) = 

(x - a)q(x) + r. Since g(a) = 0 we have g(a) = (a - a)q(a) + r, and this 
can only be true if r = 0, whence g(x) = (x - a)q(x), or (x - a) is a factor 
of g(x). This short diversion was to indicate that we now know that 
(x - l)(x - 2)(x - 3) must be a factor offl(x). But now we already have a 
cubic polynomial and three is the degree we are hoping not to exceed. There­
fore, we would satisfy the first three of the four requirements on fl (x) if 
we were to be able to write fleX) = c(x - l)(x - 2)(x - 3) where c is a 
constant still to be determined. But remember that we still have one more 
condition to satisfy, namely fl (0) = 1. This leads to 

fl(O) = 1 = c(O - 1)(0 - 2)(0 - 3) or 1 = -6c. 

Therefore, we know that 

(x - l)(x - 2)(x - 3) 
fleX) = . 

-6 

In similar fashion we could observe that 

f (x) = (x - O)(x - 2)(x - 3) = x(x - 2)(x - 3) 
1 (1-0)(1-2)(1-3) +2 ' 

f3(X) = (x - O)(x - l)(x - 3) = x(x - l)(x - 3) 
(2 - 0)(2 - 1)(2 - 3) -2 ' 

and 

;; (x) = (x - O)(x - 1)(x - 2) = x(x - l)(x - 2) 
4 (3 - 0)(3 - 1)(3 - 2) +6 . 

Note the form for each of these polynomials. The numerator is a polynomial 
which becomes zero at each data point other than the i-th point, and the 
denominator is equal to the value the numerator assumes at the i-th point. 
This is rather ingenious when you stop to think about it. It means that for 
the i-th point we can be certain that the value off(x) will be precisely the 
value we wish, for ydi(x) is the only term in the expansion that is not ex­
tinguished. The polynomial coefficient at that point takes on the value one. 
If we complete our calculations in this case we obtain 

f(x) = (1) x3 - 6Xl + 11x - 6 + (0) x 3 - 5xl + 6x 
-6 +2 

+ ( -1) x 3 
- ~~ + 3x + (0) x 3 

- 3:: + 2x 

= x 3[( -1/6) + (1/2)] + x l [(I) + ( - 2)] + x[( -11/6) 

+ (3/2)] + [(1) + (0)] 

= x 3(1/3) - Xl - x/3 + 1. 
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This is one of the functions we obtained in Section VIII.I. Here we did not 
have to solve a large system of equations, although we did have to multiply 
a few linear factors. We have a procedure for obtaining the undetermined 
polynomials. We had to solve for the undetermined coefficients in the earlier 
approach. 

It would be well now to go back and summarize what we have done using 
a slight generalization of notation. Assume that we have been given a set of 
data of the form (Xi' Yi) where the subscript i take on successively the values 
1, 2, 3, ... as far as we may need to go. If the total number of them is n, then 
we should have a polynomial of degree (n - 1). Let us define the Lagrangian 
coefficient polynomial by the relation 

r the product of the (x - x) for eachj other than i 
Jlx) = . 

r the product of the (Xi - x) for each j other than i 

We have described the numerator and denominator rather than trying to 
write each of them out in some form of notation. It is clear that Nx) will 
have the value zero if i =1= j, for one of the numerator factors will be zero. On 
the other hand if i = j, then the value ofNxj) will be one, for the numerator 
and denominator will be identical, and neither will be zero. The latter follows 
since the very fact that we can look for a function implies that no two of the 
x-values are equal. Now that we have defined the Lagrangian coefficient 
polynomial, we are in a position to obtain f(x), the polynomial we were 
seeking in the first place, for we have 

" 
f(x) = LYiNx). (VIII.2.1) 

i= 1 

Note that if x = Xj is anyone of the data points, then all of the summands 
but one are zero, and that one has the value Yj. Consequently f(x) has the 
value Yj and we have a polynomial that matches the data perfectly. 

This is a fine method, and you notice that we have one with universal (?) 
application. It will work in theory for any set of data as long as no two of 
the x's are equal. As before, however, it is a moot point whether one would 
desire a polynomial of extremely high degree. For this reason, this method is 
seldom used when there are a large number of data points. It is useful if there 
are relatively few data points, and in instances in which we want a very good 
fit for the data in a small portion of the domain. We will be returning to this 
result in Chapter X as a basis for other results. All in all, while this method 
appeared to be rather strange when we were asked to find functions, it has 
turned out to be a rather nice one. 

You may have observed in the problem we did at the beginning of the 
section that we did not have to evaluate f2(X) and f4(X) since they had zero 
coefficients. If so, you were alert. For purposes of illustration we thought it 
best not to take such short cuts the first time around. There are many times 
in mathematics when you can shorten the amount of work involved by 
noting that some value will have a zero coefficient. 
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If we are given only isolated data, we find that we can obtain a poly­
nomial that will describe that data without error. There is the gnawing 
question, however, whether the polynomial is the function we really wanted. 
You will remember our earlier discussion to the effect that there are an 
infinite number of possibilities for functions which fit the data, and the 
selection of the polynomial of lowest degree is only one possibility. What 
might the error be if we had made the wrong selection? Let us assume that 
F(x) is the correct function and thatf(x) is the polynomial that we obtained 
by the method of Lagrange. If we could find the error, E(x), such that F(x) = 

f(x) + E(x), we would know how far off we were in usingf(x). Unfortuna­
tely, it is not always an easy matter to find E(x). (If we could find the error 
we would have the exact function, thus eliminating the need for the 
Lagrangian interpolation.) We do know that if our data is cQrrect, then for 
the data points we have E(xj) = F(x) - f(x) = 0 since the correctness of 
our result at the data points implies that f(x) has the correct value at these 
points. Hence, if we have data points (Xl,J(XI)), (X2,J(X2)), (X3,J(X3)), 
and (X4, f(X4)), we would have E(XI) = E(X2) = E(X3) = E(X4) = O. Con­
sequently E(x) must be of the form 

E(x) = a(x - Xl)(X - X2)(X - X3)(X - X4) 

where a may well depend upon the value of x. While we do not have sufficient 
information to permit us to evaluate a in general, we can obtain some 
insight into its value for a specific value of x. We start by noting that we can 
now write F(x) as 

F(x) = f(x) + a(x - XI)(X - X2)(X - X3)(X - X4)' (VIII.2.2) 

Since we will be trying to find out something about the error for a particular 
value of x, say xo, we are then trying to ascertain something about the 
value of a which will make (VIII.2.2) correct when x = Xo' If a is the par­
ticular value such that 

F(xo) = f(xo) + a(xo - Xl)(XO - X2)(XO - X3)(XO - X4) 

we know that the function g(x) defined by 

g(x) = F(x) - f(x) - a(x - XI)(X - X2)(X - X3)(X - X4) (VIII.2.3) 

is zero when x = Xo, Xl> X2, X3, or X4' There is no point in considering the 
case in which Xo is one of the data points, and consequently we can assume 
that g(x) is zero at five distinct points, These five can be considered as a 
partition having four subintervals, none of them being of zero length. By 
Rolle's theorem we know that g'(x) must be zero in the interior of each of 
the four subintervals, and hence g'(x) must be zero at four distinct points 
in the interval determined by the five points xo, Xl' X2, X3, and X4' Therefore 
by another application of Rolle's theorem the derivative of g'(x), that is 
g"(x), must be zero at some point in the interior of each of three subintervals. 
Following this line of argument g"'(x) must be zero at two distinct points 
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and giV(X) must be zero at one point in this interval. Let us call the point at 
which the fourth derivative is zero x = c. (This is not to say that the fourth 
derivative may not be zero at more than one point, but rather we are certain 
it is zero at one point. We can choose anyone ofthe points at which giV(X) = 
o to be c.) 

After this lengthy discussion we are ready to return to our examination 
of (VIII.2.3). Here we have 

Sincef(x) is cubic, the fourth derivative is zero. In the product offour linear 
factors we see that we have the fourth derivative of X4 followed by some linear 
combination of the fourth derivatives of powers lower than the fourth 
power. D!(x4 ) = 4! = 24, and the other derivatives in this expression are 
zero. Therefore our fourth derivative reduces to 

(VIII.2.4) 

From this we have 

1 . 
a = 4! FIV(C). 

Consequently the error term is given by 

Note that the value of c depends upon the value of Xo. Since we have no way 
of determining the particular value of c which is correct, we usually have to 
content ourselves with using the maximum value which FiV(X) assumes in 
the interval spanned by the data points and the point x o, and then be satisfied 
that we have an upper bound for the error. 

We could follow the same line of reasoning if we had n points instead 
of 4 points. In this case we would have the relation. 

The capital letter pi, the Greek letter corresponding to p, the first letter of 
product, indicates the product in a manner similar to that in which sigma 
indicates sums. 

As a final note, it is frequently necessary to evaluate f(x) for a value of x 
other than one of the data points. We are continuing to use the notation 
f(x) to represent the interpolated polynomial. In this case it may be easier 
to replace x in (VIII.2.l) by the specific value for which we want f(x). If 
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we are given the data poins (1, 3), (2, 4), and (3, 4) and asked to find the 
value of the function when x = 1.5, we could well write 

J(1. ) = (1.5 - 2)(1.5 - 3) (3) (1.5 - 1)(1.5 - 3) (4) 
5 (1 - 2)(1 - 3) + (2 - 1)(2 - 3) 

(1.5 - 1)(1.5 - 2) (4) 
+ (3 - 1)(3 - 2) 

= ( -0.5)( -1.5) (3) (0.5)( -1.5) () (0.5)( -0.5) (4) 
(-1)(-2) + (1)(-1) 4 + (2)(1) 

= 1.125 + 3.00 - 0.50 = 3.625. 

Since we are using three points, this is equivalent to a quadratic expression, 
and hence we have used quadratic interpolation. If we had used two points, 
we would have been using linear interpolation, the kind that you have used 
in connection with tables of logarithms and trigonometric functions in the 
past. Interpolation may well be more accurate when it is of higher degree, 
but this will depend upon the data. Note that in this last case the error would 
be equal to 

3\ F"'(c)(1.5 - 1)(1.5 - 2)(1.5 - 3) = 0.~75 F"'(c) = 0.0625F"'(c). 

If we have reason to suspect that the third derivative of the function that 
we should be using is very small, then we can be rather happy about our 
result. Without some knowledge of the source of the problem, however, 
we have little knowledge of F(x), and the error term may be helpful, but 
will not be as informative as we would like. 

EXERCISES 

1. (a) Find the cubic polynomial which passes through the data points 

x -3 4 -1 

y 2 3 4 5 

(b) Show that you would have the same result if the first two data points were inter­
changed so that (4, 3) came before ( - 3, 2). 

(c) Find an expression for the-error in evaluating y when x = 2. 

2. (a) Find the cubic polynomial which passes through the data points 

x -3 -2 3 

y -15 4 39 13 

(b) Check each of the data points to be certain that the polynomial obtained in 
part (a) does pass through each of the points. 
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3. (a) Find the quartic polynomial that passes through each of the following data 
points 

x 3 -2 o -1 

y 3.25 -0.75 -3 -0.75 

(b) Show that the sum of the Lagrangian coefficient polynomials is one in this case. 
(c) If you had known that the sum would be one in part (b), show how you could 

have avoided the computation of one of the coefficient polynomials in part (a). 
(d) Using the fact that the sum of the coefficient polynomials is one in this case, 

show how this could be used as a check on the accuracy of your computation. 

4. (a) Find the quadratic polynomial which passes through the data points 
(n/3, cos(n/3», (-n/3, cos( -n/3», and (0, cos 0). 

(b) Find f(n/6) using the polynomial of part (a). 
(c) Find the maximum error you could expect in evaluating f(n/6) using your 

polynomial, 
(d) Show that the actual error is less than the calculated maximum error in this case. 
(e) The cosine has been shown to be an even function, and with the data points 

taken symmetrically about x = 0 we have even data. What affect does this have 
on the resulting polynomial? 

(f) Earlier we had shown that cos x is approximated by the relation 

x 2 X4 
cos X = 1 - - + - - ... 

2 24 

Show that your polynomial of part (a) is greater than the first two terms of this 
expression but less than the first three terms. 

5. According to the U.S. Census, the population of the United States during the period 
1940-1970 is given by the following table: 

year 1940 1950 1960 1970 

population 131,669,275 150,697,361 179,323,175 203,235,298 

(a) It is customary to use data of this type to the nearest million. Doing this for 
simplicity find a cubic polynomial which will give the population of the United 
States during this period. You may wish to further simplify the arithmetic by 
counting decades and letting 1940 be -1, 1950 be 0, 1960 be 1, and 1970 be 2. 
(You could start with 1940 equivalent to 0 or 1, but this would require larger 
numbers in the computation). 

(b) Using your result of part (a) find the expected population in 1980. 
(c) Find an expression for maximum error of calculation for 1980. 
(d) Since the correct function is the actual population, can you make any estimates 

concerning the size of the fourth derivative in this time interval? (If you have 
used time in terms of decades you must remember to think of the fourth deriva­
ti ve in terms of this time unit.) 
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6. According to the Federal Power Commission the amount of electric energy produced 
in the United States during the period 1940-1970 is given by the following table: 

year 1940 1950 1960 1970 

energy (megawatts) 141,837,010 329,141,343 753,350,271 1,531,608,921 

(a) Find a polynomial which will give the amount of electric energy used as a func-
tion of time. 

(b) How much of your work for Exercise 5 can be applied to this exercise? 
(c) Use your result of part (a) to find the anticipated power usage in 1980. 
(d) Find an expression for maximum error in your computation of part (c). 

7. (a) Use the values of cos(n/6) and cos(n/4) with linear interpolation to find an 
approximate value of cos(2n/9). 

(b) Show that it makes no difference whether you use degrees or radians for this 
computation as long as the values of the cosine used are correct in each case. 

(c) Find cos(2n/9) by quadratic interpolation using the values of part (a) and also 
cos(n/3). 

(d) Indicate why it would be better to use cos(n/3) as a third value in the computa­
tion of part (c) than to use cos O. 

(e) Find the error in your computation using the method of this section and check 
it against the value of cos 40° found in the table. 

8. (a) Using Xl = 0, Xl = n/6, and X3 = n/2, find the quadratic polynomial which 
best approximates f(x) = sin x. 

(b) Use the result of part (a) to approximate f(5n/18). 
(c) Find the maximum error in the computation of part (b). 
(d) Use the result of part (a) to approximate f(3n/5). 
(e) Find the maximum error in the computation of part (d). 
(f) Explain why the errors of parts (c) and (e) are not equal. Why would you expect 

one to be larger, and which one would you have expected to be larger? 

9. (a) Find the quadratic polynomial which passes through the following points. 

X -h o h 

Y Yl Yl 

(b) Integrate this function over the interval [-h, h]. Observe that the value of the 
integral depends only on the values Yl, Yz, and Y3' 

(c) Let Y = Xl + 3x - 4 and h = 1. Use your values of Y for X = -h, 0, and h as 
the values Yl, Yl, and Y3 of part (b). Substitute these values in the results of 
part (b) to approximate J"-h (Xl + 3x - 4)dx. 

(d) IntegrateJ"-h (Xl + 3x - 4)dx and check the accuracy of your approximation of 
part (c). 

10. (a) Find the quadratic polynomial which passes through the points 

X a-h a a+h 

Y Yl Yl 

(b) Integrate this function over the interval [a - h, a + h]. 
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(c) Show why the results of part (b) should equal the results of part (b) in Exercise 9. 
(d) Use your results of part (b) to evaluate J~:::~ (X2 + 3x - 4)dx and check the 

accuracy of your approximation by integrating the actual integral. 

11. (a) Use linear interpolation to obtain r(1.09) with the data from Appendix C. 
(b) Use quadratic interpolation to obtain r(1.09) using the data from Appendix C. 

Which points should you use here? 
(c) Use cubic interpolation to obtain r(1.09). 
(d) Compute the error in each of the three cases and determine which of the three 

results, parts (a), (b), and (c), should be most accurate. 

12. (a) Let f(x) be the constant function f(1) = 1. Then each value of f(x) is one. 
Use Lagrangian interpolation to find a fourth degree polynomial which 
approximates f(x) using Xj = j for j = 1,2,3,4,5. 

(b) Show that the sum of the Lagrangian coefficient polynomials in this case is one. 
(c) Show that the sum of the Lagrangian coefficient polynomials for this f(x) 

must be one regardless of the data points selected. 
(d) Show that the Lagrangian coefficient polynomials do not depend upon the 

values of f(x). 
(e) Show that the sum of the Lagrangian coefficient polynomials must be one for 

each Lagrangian interpolation. 
(f) Show how the result of part (e) can be used as a check on the accuracy of your 

computation of the Lagrangian coefficient polynomials. 

13. (a) If the data points are in order so that Xi < Xj if i < j, show thatthe error term will 
be smaller if we seek f(xo) for Xo near the middle of the interval [Xl' xnJ than 
it would be if Xo were near either end of the interval. 

(b) Show that the error of interpolation is apt to be less if the number of points, n, is 
large and the length of the interval I Xn - X I I is small. 

(c) Show that linear interpolation is best when the curvature is smallest, and 
therefore the curve is nearly a straight line. 

(d) Show that quadratic interpolation has no error if the function is a linear function 
or if its graph is a parabola with a vertical axis. 

VIII.3 The Almost Function 

We have hinted at difficulties in obtaining functions from data. We first 
indicated that you must make a choice of the type of function you wish to 
use. Then we mentioned the horrible possibility that you might have so 
many data points that the polynomial (if that is what you used) would be 
of very high degree, and the amount of work involved would be more than 
you would care to contemplate. In such a case it might be worth thinking 
of a function that did not go through each of the points (Xi' Yi), but rather 
went close to each one. This would sacrifice some accuracy but would re­
duce the complexity of the function a great deal. Although we would be 
more likely to apply such techniques in cases in which we have a great deal 
of data, we will use as an illustration a situation in which we have a small 
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amount of data. This suggests that we use the data of Section VIII. 1 again. In 
view of the fact that we can obtain a perfect approximation with a cubic 
function, perhaps we ought to practice our almost technique with a quadratic 
function, for it is apparent from Figure VIII.1 that it is not likely that a 
quadratic function would fit these four points exactly. We assume then that 
we wish to have f(x) of the form f(x) = ax2 + bx + c. Hence we would 
like to have 

f(O) = 1 = a(0)2 + b(O) + c = c, 

f(1) = 0 = a(1)2 + b(1) + c = a + b + c, 

f(2) = -1 = a(2)2 + b(2) + c = 4a + 2b + c, 

f(3) = 0 = a(3)2 + b(3) + c = 9a + 3b + c. 

A little work will show that there are no three numbers a, b, and c such that 
all four of these equations are true for the same set ofthree values. Following 
the hints given above, we could then suggest that we want the equalities to 
be almost correct. In other words, we might wish to have some combination 
of 

and 

a(O? + b(O) + c - f(O) = c - f(O), 

a(1)2 + b(1) + c - f(1) = a + b + c - f(1), 

a(2)2 + b(2) + c - f(2) = 4a + 2b + c - f(2), 

a(3)2 + b(3) + c - f(3) = 9a + 3b + c - f(3), 

be as small as possible. The question then is what combination should we 
use. The sum of the four expressions is not appealing, for we could make 
the sum zero (or even negative) but still have the individual summands rather 
large. This follows since some could be large in the positive direction, thus 
negating others which could be large in the negative direction. Perhaps we 
should use the sum of the absolute values. But then arises the question of 
how we should make the sum of the absolute values small. Remember that 
we were able to get minimum values by finding derivatives (a method which 
might possibly work here). The derivative of the absolute value is not bad 
most of the time, but at the point where the absolute value is zero we have a 
point for which no derivative exists. Perhaps this method wouldn't work 
well after all. At least the sum of the absolute values had the virtue that each 
contribution was positive and therefore no one value could cancel another 
value. If we pursue this further, we think of the squares of these expressions, 
for the squares of real numbers cannot be negative (hence no cancelling out) 
and we know how to differentiate the squares. We will try making the sum 
of the squares of the four expressions a minimum. 
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Now that we have decided to use the squares we will continue and see 
whether other problems develop. To do things in the obvious way, although 
not necessarily in the easiest way, we wish to find the values of a, b, and c 
such that 

[c - f(0)J 2 + [a + b + c - f(1)J2 + [4a + 2b + c - f(2)]2 

+ [9a + 3b + c - f(3)J2 

has the smallest possible value. Upon multiplication and combination of 
terms we then wish to minimize 

H = 98a2 + 14b2 + 4c2 + nab + 28ac + 12bc + 8a + 4b + 2, 

(VIII.3.1) 

where we have replacedf(0),f(1),f(2), andf(3) by 1,0, -1, and 0 respec­
tively. (Later on we will find an easier way out which will help in case we 
have more data points. For the moment this was at least feasible, if not 
pleasant.) We now face the question of making this a minimum. The difficulty 
arises in that we have three variables here, and our previous work concerned 
functions that depend on only one variable. We wish to emphasize at this 
point that we are not attempting to be completely rigorous in developing a 
method for obtaining a minimum here, but the methods employed are cor­
rect, and the reasoning needs only a little bolstering to answer the queries 
of the doubting. Let us suppose that we have determined values for band 
for c that we wish to stick with, and it is only a that can vary. "Voila" as 
they would say in Paris! We now have a function in which only one variable 
is actually a variable and we have for the moment fixed the other variables 
(now only so-called variables for they are constant by our assumption that 
we have determined values for them). Hence we can apply our previous 
work relating to finding minima. We have only to differentiate (VIII.3.1) 
with respect to a, and determine the value of a that would make this a 
minimum. Since for this differentiation we would have band c as constants, 
they will be so treated in obtaining the result. Hence we have 

oH aa = 196a + nb + 28c + 8. 

Notice the funny things that we have used in the symbol for this derivative. 
They only faintly resemble the dH/da we would use if we were to utilize the 
notation which indicates that the derivative is the quotient of the differen­
tials. These strange looking things, called rounds, are used to indicate that 
we have played tricks on our original function and have decided that al­
though the function, H, is dependent upon three variables we will. hold two 
of them fixed, and only allow one of them, namely a, to be a genuine variable 
for this particular operation. Such a derivative is called a partial derivative. 
It does not indicate the total rate of change in the function, b'ut indicates 
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the change that is possible as a single variable, in this case a, is permitted 
to vary. 

So far we seem to have overcome in some way most of the difficulties, 
but there are some things that are still nagging us. For instance, we said 
~hat we would consider that we had determined values for band c. But had 
we? If so, what values were they to assume in order that R would have a 
minimum value? Also, we obtain a minimum by setting the derivative equal 
to zero and finding the value of the variable, in this case a, which makes the 
derivative zero. This is, of course, not necessarily going to yield a minimum 
point, but it will certainly indicate critical points. We have no worries about 
some of the other problems that might have occurred, since R is a polyno­
mial as far as a is concerned, and polynomials have nice continuous deriva­
tives. The best we can do here is obtain a in terms of band c. But perhaps we 
could then find partial derivatives of R with respect to b and with respect 
to c and determine b in terms of a and c, and determine c in terms of a and b. 
This would at least give us three relations in three unknowns, and this is 
better than nothing. We now have 

and 

oR a;; = 196a + 72b + 28c + 8, 

oR 
ob 

oR 
oc 

28b + 72a + 12c + 4, 

8c + 28a + 12b. 

Our reasoning thus far would indicate that each of these ought to be zero to 
insure the best possible choice for a in terms of band c, of b in terms of a 
and c, and of c in terms of a and b. Thus, we would solve the system 

196a + 72b + 28c = -8 
72a + 28b + 12c = -4 

28a + 12b + 8c = o. 
Solving this system we obtain a = 0.5, b = -1.9, and c = 1.1. Hence we 
would have the function 

f(x) = 0.5x2 - 1.9x + 1.1. 

We have not investigated to determine whether these points actually do 
yield a minimum for R. This is a much more complex task when there are 
several variables. However, we note that we have only one candidate, and 
that the sum of squares can grow and grow, whence it is not likely to have a 
maximum. Since it cannot be negative it is bounded below and therefore 
must have a minimum. Here we have a case in which we resort to the origin 
of the mathematical problem to find a rationale for our decision that we 
have a minimum. 
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Now that we have this function, we ought to investigate whether it 
provides a satisfactory approximation to our data. We can perform straight­
forward calculations and observe that f(O) = 1.1 instead of 1, that f(l) = 

-0.3 instead of 0, that f(2) = -0.7 instead of -1, and that f(3) = -0.1 
instead ofO. When we consider that we are trying to place a parabola through 
four points, perhaps this is not so bad. We do note that the variations are 
respectively +0.1, -0.3, +0.3 and -0.1 from the values we desired. The 
sum of these errors is zero, which is a good sign. The sum of the squares of 
these errors is only 0.2, and that could be worse. In fact, this is the best fit 
that we can get for this data in the sense that we have made the sum of the 
squares a minimum as shown in Exercise 1. It is known as the least squares 
fit. The function f(x) in this case is known also as the regression function. 
This does not indicate that the function has regressive attributes in the usual 
meaning of the word regressive. 

The regression curve is often preferred to the result obtained by interpola­
tion in cases in which a large amount of data is involved. Since there are 
frequently slight errors in data, the regression curve tends to smooth out 
these discrepancies and give a curve which may well bear much more re­
semblance to the correct curve than the interpolated curve. If, for instance, 
we had 50 data points and desired a polynomial through the data points, the 
polynomial would probably be of degree 49 if we were to use interpolation. 
This is rather obviously far too complicated for most applications. A qua­
dratic or cubic polynomial might well remove some of the minor errors that 
frequently creep into data at the time such data is collected. Therefore, in 
practice you can expect to use the method of regression the vast majority 
of the time. 

We have mentioned many things in this section, and have even indicated 
that there are methods for doing some of the steps involved in obtaining the 
regression function in an easier manner. These items merit more discussion, 
and consequently we will devote the next sections to elaboration of the 
work we have begun here. 

EXERCISES 

1. (a) Show that H in (VIII.3.1) can be written (7a + 3b + 2C)2 + 5(3a + b + 0.4)2 
+ (2a - 1)2 + 0.2. [Note: The decomposition of H into a sum of squares 
has one less variable in each succeeding expression.] 

(b) Show that this is always at least as large as 0.2. 
(c) Also, show that this has a minimum if and only if the equations 

7a + 3b + 2c = 0 

3a + b + 0.4 = 0 

2a - 1.0 = 0 

are satisfied. 
(d) Find the solution of this system of equations and check with the solution found 

in the text. 
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2. (a) Using the data 

x o 2 3 

y o -1 o 
find the linear function J(x) = ax + b which best fits this data in the least 
squares sense. 

(b) Find the sum of the deviations of the given function and the computed values 
for the four data points. 

(c) Find the sum of squares of the deviations of the given function from the com­
puted values for the four data points. 

(d) Compare this sum of squares with 0.2, the sum of squares obtained using the 
quadratic function. Explain why one is larger. Explain which one should be 
larger. 

(e) Sketch the data and also the line whose equation is obtained in part (al. 

3. (a) Using the data of Exercise 2 find the best cubic approximation for this data. 
(b) Compare your result with the results found in Section VIII.1. Explain the 

results of your comparison. 

4. (a) Find the line of regression for the data 

x 2 4 5 

y 7 5 3 3 

(b) Sketch the line of part (a) and plot each of the data points. 
(c) Mark the vertical segments joining the points and the line in your sketch. 
(d) Show that the lengths of the vertical segments marked off in part (c) are the 

deviations between the calculated values for each value of x and the given value. 
(e) Find the sum of the deviations of part (d). 

5. (a) Find the quadratic curve of regression for the following data 

x -3 4 -2 o 

y 16 5 13 2 

(b) Find the sum of the deviations between the given data points and the values 
calculated using the results of part (a). 

(c) Plot the points and sketch the curve on the same axes. Does this sketch look 
reasonable as an approximation to the data? 

,6. (a) Using the data 

x o 2 3 

y o -1 o 
find the best possible approximation for the data if J(x) is to have the form 
J(x) = a + bx + (c/(x + 1)). 

(b) Find the sum of the deviations between the actual and the calculated data for 
the four given data points of part (a). 

(c) Is the sum ofthe squares of the deviations smaller than that obtained in Exercise 
2 for the same data? 
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7. (a) Find the quadratic regression function which approximates f(x) = sin x 
using the data points x = 0, x = nj6, x = nj4, and x = nj3. 

(b) Using the results of part (a) find the value of sin(njI2) and compare your results 
with the value in the tables of Appendix C. 

(c) If you replace x in the quadratic equation of part (a) by nyj180 show that you 
have the corresponding quadratic expression with y measured in degrees. 

8. (a) Show that the equation f(x) = aebx is equivalent to the equation In f(x) = 
In a + bX• (This was also considered in Exercise VII!.l.7). 

(b) Using the result of part (a) show that we can obtain the exponential function by 
linear regression if we let the desired function be (In f(x», the constant term 
(In a), and the coefficient of the first degree term (b). 

(c) Using this approach, find the exponential function which best approximates 
the data 

x 2 4 

y 3 8 80 

in the least squares sense. 
(d) Using the exponential relation obtained in part (c) calculate the deviations 

between the calculated and given data and then determine their sum. 
(e) Explain why the sum of the deviations is likely to be other than zero in this case. 

9. (a) A more general form of the exponential equation is given by the relation 
f(x) = aebHC• Show that this is equivalent to the relation of Exercise 8 where 
In a is replaced by (c + In a). 

(b) Show that the use ofthe equation of part (a) is equivalent to the use of the equa­
tion of Exercise 8 with a different choice for the coefficient a. 

(c) Use regression to find the best exponential equation to explain the data 

x o 3 4 

y 20 7.4 0.4 

(d) Sketch the exponential curve and plot the given data points. Also find the 
sum of the squares of the deviations between the given values for y and the 
calculated values for y. Indicate whether you think this curve is a good fit 
for the data. 

10. (a) Given n data points, show that it is possible to find a polynomial of degree 
(n - 1) by regression for which the deviations at the data points will all be zero. 

(b) Show that if you are given lLdata points and want a polynomial of degree n 
there will be an infinite number of choices for which the deviations will all be 
zero. 

(c) If you have n data points and try to find a polynomial of degree n by regression, 
show why you can expect to have a system of (n + 1) equations in (n + 1) 
unknowns for which no unique solution exists. 

(d) Illustrate the results of parts (b) and (c) by trying to find a quadratic regression 
curve for the data 

x 2 5 

y 7 6 
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11. Find the partial derivatives azjax and azjay in each of the following cases: 
(a) z = x 2 + y2 
(b) z = (x + y)2 
(c) Z = x 3 + 3x2y + y + 3xy2 - l 
(d) z = (x 2 + xy + y2)2 
(e) z = sin(xy) 
(f) z = eXY 

(g) z = sin(x + y) 
(h) z = tan3(2x - 3y) 

12. (a) Find x(azjax) + y(azjay) if z = x 2 - 4xy - 8y2. 
(b) Show that your result in part (a) is 2z. 
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(c) Note that each term of z is of degree two since xy is the product of two first 
degree terms. 

(d) Show that x(azjax) + y(azjay) = 3z if z = x 3 + 3xy2 - 4l. 

13. Find the partial derivatives afjax, afjay, and afjaz for each of the following: 

(a) f(x) = xy + xz + yz 
(b) f(x) = x2 + y2 + Z2 - xyz 
(c) f(x) = sin(xyz) + x(eY)(ln z) 
(d) f(x) = (xy + xz + YZ)3 

VIII.4 Regression Functions 

We will now develop a more efficient organization of the work required to 
obtain the regression function. While there are still some things that need to 
be said about partial derivatives, we will take what we need on faith in this 
section. There will be more discussion of partial derivatives in the next 
section. In this way we will not interrupt our train of thought. 

In Section VIII.3 we were able to find the quadratic regression polynomial 
for the four points with which we started, but we were more than thankful 
that we did not have more than four points and that the polynomial was of 
no higher degree. We were doing just what was- indicated-computing the 
sum of the squares of the differences between the calculated values and the 
given values, and then minimizing this sum of squares. Now let us take a 
look at this development from a more sophisticated angle and see whether 
we can't find an easier method. We have found that it sometimes helps to 
have a little more theory on which to proceed, for then results seem to come 
more easily. In fact, it might help if we considered the case for something 
more general than a polynomial. We can think of the polynomial situation 
as being a special case. 

We illustrate the development by considering that we wish to express 
the function (as accurately as possible) in the form 

3 

f(x) = alfl(x) + a2f2(x) + a3f3(x) = I akfk(x). 
k=l 
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Such a form is a linear combination of the three functions fl (X),f2(X) and 
f3(X), (It would not be difficult to see how we would proceed if we were to 
desire more than three such functions, or perhaps less than three.) If we are 
given n points (Xj' Y), U = 1,2,3, ... ,n) and we assume that n > 3, we 
will need to minimize the sum of the squares of the n terms knowing that 
each term is of the form 

[al fl(X) + a2f2(x) + a3f3(x) - Yj] = [Jl ad;'(x) - Yj} 

(While it is not difficult to write out the expression with three functions the 
sigma form would make it easier to follow if more than three such functions 
were present.) This means that we wish to minimize the function 

H = i/alfl(X) + a2fix ) + a3f3(x) - Yj]Z = jt Ltlakfk(X) - YjT· 

This is the same type of expression we had before. So far there is no difference 
between what we did in Section VIII.3 and what we are doing here. Re­
member that we multiplied this all out in Section VIII.3, and the multiplica­
tion was the step that required much ofthe work. If partial derivatives behave 
as we would like to have them behave, we know that the derivative of a sum 
is the sum of the derivatives, and we can differentiate each of the n summands 
separately and add the results. This may not seem to be helpful, but let us go 
ahead. If we differentiate with respect to a 1 and for this differentiation think 
of a2 and a3 as being constants, we will have 

oH n 0 
-;- = L 2[al fl(X) + a2fix) + a3f3(x)] -;- [al fl(X) 
ual j=l ual 

n 

= L2[alfl(Xj) + a2fz{xj) + a3f3(x) - Yj]fl(X) 
j= 1 

n 

= 2 L [al(fl(x)2 + a2fl(x)fix ) + a3fl(x)f3(X) - Yj fl(X)]' 
j= 1 

The summation is with respect to the points and in view of the fact that we 
have a finite number of terms, we can write 

oH [ n n 

oal = 2 alj~1(fl(X)2 + a2 J/t(x)fz(x) 

+ a3i/t(X)f3(X) - i/j fl(X)} 

The first of our three equations to be used for solving for at, az, and a3 is 
n n n n 

al L (fl(X)2 + a2 L fl(X)f2(X) + a3 L fl(X)f3(Xj) = LyJl(X), 
j=l j=l j=l j=l 
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We obtain this equation, of course, by using the same logic we used before, 
namely we cannot have a minimum value for H with respect to the choice 
of al unless 8H/8al = O. In the process of arriving at the equation, we have 
divided by two and we have moved the term which does not involve any 
of the a's to the right side of the equal sign. 

Before we go further, let us examine what we have for any trends that 
may be developing. We note that we obtained this equation by differentiating 
with respect to aI' and that we had a factor fl (x) occuring in each of the 
sums in addition to the factor j;(x) that was already there as a multiplier 
of ai. (We are aware of the awkward fact that we have a factor in addition to, 
but such is the way the English language seems to work, and we are breaking 
new ground in mathematics but not in English in this book.) This thought 
concerning the formation of the equation we have so far obtained leads us 
to suspect that the second and third equations might appear as follows: 

n n n n 

al L f2(X)f1(X) + a2 L U2(X)2 + a3 L fz{xj)f3(X) = Lydz{x) 
j=1 j=1 j=1 j=1 

and 
n n n n 

a1 L fix)f1(X) + a2 L f3(X)f2(X) + a3 L U3(X)2 = LYdix). 
j=1 j=1 j=1 j=1 

If you carry through the necessary manipulations, you will find that these 
are correct. This does not solve the system of equations, of course, but it 
certainly helps in obtaining it. We might even make a table to help keep 
the arithmetic straight. If we go back to the data we were using in the last 
section we could set up the following table. (Remember there we usedf(x) = 
a1x2 + a2x + a3 and consequentIyf1(x) = x2,fZ{x) = x, andf3(x) = 1.) 

x Y fl fz f3 fi fdz fd3 f~ fzf3 f~ yfl yfz yf3 

0 1 0 0 0 0 0 0 0 0 0 1 
1 0 1 1 1 1 1 0 0 0 
2 -1 4 2 16 8 4 4 2 -4 -2 -1 
3 0 9 3 81 27 9 9 3 0 0 0 

98 36 14 14 6 4 -4 -2 0 

Now our system of equations can be written down easily. We have 

98a1 + 36a2 + 14a3 = -4 
36a1 + 14a2 + 6a3 = -2 
14a1 + 6a2 + 4a3 = O. 

Except for the fact that we have divided each equation by two, this is precisely 
the system of equations we obtained before. For the purpose of our table it 
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helps to simply compute each of the functional values hex), for we need 
these anyway, and then we do not have to compute anyone of them more than 
one time. You will note that several ofthe sums we obtained are used for more 
than one coefficient. Consequently we have found quite a labor saving 
device. There is no reason why the functions had to be polynomials in this 
case (although the majority of people prefer polynomials because they seem 
to be somewhat easier to manipulate). We could let 

. nx nx 
fleX) = sm 2,fix ) = cos 2' and f3(X) = 1. 

In this case we would have had the following. 

x y fl f2 f3 fi ftf2 fd3 f~ f2f3 f~ yfl yf2 yf3 

0 0 1 0 0 0 1 1 0 1 1 
1 0 1 0 1 0 1 0 0 0 0 0 
2 -1 0 -1 0 0 0 1 -1 0 1 -1 
3 0 -1 0 0 -1 0 0 0 0 0 

2 0 0 2 0 4 0 2 0 

The corresponding system of equations becomes 

2al + Oa2 + Oa3 = 0, 
Oal + 2a2 + Oa3 = 2, 
Oal + Oaz + 4a3 = O. 

Here the solution is al = 0, az = 1, and a3 = o. Some arithmetic shows that 
this particular choice, namely 

. nx nx nx 
f(x) = (O)sm 2 + (l)cos 2 + (0) = cos 2' 

fits exactly, and is one of the choices we displayed in Section VIII.I. In this 
case since the fit is perfect the sum of the squares is zero. Since the sum of 
the squares is made a minimum and since it cannot be negative, if there is 
an exact fit available with the functions we have proposed, we will find it by 
this method. 

There is one thing we should watch out for (isn't there always ?). We might 
have selected fl (x) = sin X,f2(X) = cos x, and f3(X) = sin(x + (nj4)). If we 
did this, we would in reality have had only two functions instead of the three 
that we thought we had. Since 

sin( x + ~) = J(lj2)sin x + J(lj2)cos x, 

we observe that the inclusion of f3(X) did not expand our repertoire for f3(X) 
can be expressed as a linear combination of fl (x) and fix). In this case we 
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would end up with an indeterminate system of equations, and there would 
be no unique solution available to us. 

Now that we have a rather formal method for obtaining the regression 
function, a few comments are in order. First of all, we have very carefully 
not indicated what kind of functions the f's must be. Their selection would 
usually be dependent on the source ofthe data. We are not even differentiating 
thef's, and consequently they do not have to have the properties required of 
differentiable functions. They do, of course, have to have values for each of 
the data points in order that we can perform our calculations, and it is 
presumed that they should have other values as well or there would seem 
to be little point in all of this work. As a rule, the functions chosen will be 
differentiable, for then we can utilize the calculus. Although we developed 
the table for the case of three functions, it is not hard to see that this same 
development would work for any number of functions. You should re­
member, of course, that if the number of functions is as great as the number 
of data points, and if the functions selected are independent in that no ex­
pression of a linear nature can be found that will connect them, the resulting 
regression function will pass through all of the data points, and we no longer 
have just an approximation of the data. We could have used this method in 
place of the Lagrangian method in Section VIII.2. 

Since the case in which f(x) = al x + a2 is used so frequently, we will 
give a specific solution for this linear case. Here flex) = x and f2(x) = 1. 
Consequently the equations for obtaining the coefficients are 

n n n 

al I xJ + a2 I Xj = I XjYj 
j=l j=l j=l 

n n 

al I Xj + na2 = I h 
j= I j= I 

Since n terms are to be added in each case, and since the sum of n ones is n, 
the n appears in the second of these two equations. If we solve these two 
equations for al and a2, we get 

(VIII.4.1) 

Theline f(x) = alx + a2 obtained using these values is the line of regression. 
In view of the fact that this is the simplest case of regression that is likely 
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to have any meaning, this is the case which is used most frequently. In fact, 
it is used so frequently that when people talk about regression or the curve 
of regression without being more specific, they usually mean the line of 
regression. 

EXAMPLF 4.1. Find the line ofregression for the data 

x 1 2 4 5 6 8 

f(x) 7 6 5 4 3 2 

Solution. In this case n = 6 and we can calculate the values of the various 
summations required in (VIII.4.1). These are 

Therefore 

Similarly 

6 

L x j = 1 + 2 + 4 + 5 + 6 + 8 = 26, 
j= 1 

6 

L xJ = 1 + 4 + 16 + 25 + 36 + 64 = 146, 
j= 1 

6 

L Yj = 7 + 6 + 5 + 4 + 3 + 2 = 27, 
j=l 

6 

L XjYj = 7 + 12 + 20 + 20 + 18 + 16 = 93. 
j= 1 

a = (6)(93) - (26)(27) = -144 = -0.72. 
1 (6)(146) - (26f 200 

= (146)(27) - (26)(93) = 1524 = 762 
az 200 200· . 

Note that we have used the fact that the two denominators are the same, and 
hence we did not have to recompute the denominator for the evaluation of 
az. We now have the line Y = (-O.72)x + 7.62. This line is sketched in 
Figure VIII.2. This line would give the computed data 

x 1 2 4 5 6 8 

Y 6.9 6.18 4.74 4.02 3.3 1.86 

The discrepancies between the given data and the computed data are (-0.1), 
(+0.18), (-0.26), (+0.02), (+0.3), and (-0.14) respectively. The sum of 
these discrepancies is zero, and therefore we can suspect that the computa­
tion was done without error. The fact that the sum of the discrepancies is 
zero does not guarantee accuracy, but it is one of the checks that you can 
use. 
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x 

The method we have given in this section is particularly well suited to 
use on computers, for the computer can easily provide the necessary sum­
mations, and then the solution of the resulting system of simultaneous linear 
equations. If you will be working with substantial amounts of data, you may 
very well wish to write a single program that could be useful on each of the 
sets of data that you may have in the future. 

EXERCISES 

1. (a) Given the following table find the line of regression. 

x -2 -1 o 3 2 5 

y -3 -2 -2 6 2 22 

(b) Using the data of part (a) find the quadratic regression curve. 

2. Use the method of regression to fit a curve of the type f(x) = a + b sin x + 
c cos x to the data 

x -n/2 o n/4 2n/3 

f(x) 2 1.3 3.9 

3. (a) Find a line of regression for the data 

x -9 -7 -5 -1 o 

y 125 70 30 -1 -1 

(b) Find a quadratic regression curve which best fits this data. 
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4. (a) Find the line of regression corresponding to the data 

x 25 4 6 8 ~5 

y 5 22 45 95 160 220 

(b) Find the quadratic curve of regression corresponding to this data. 

5. (a) Find the line of regression corresponding to the data 

x -2 -1.5 -1 -0.5 0 

y 9 3 -1 -3 -3 

(b) Find the quadratic curve of regression corresponding to this data. 

6. (a) Find the line of regression corresponding to the data 

x -2 -1 o 2 3 4 6.5 10 

y -2 4 10 13 16 24 35 

(b) Find the quadratic curve of regression corresponding to this data. 

S7. The Bureau of Labor Statistics of the U.S. Department of Labor has given the 
following data on production workers in major industry. 

Year 1960 1965 1970 1972 

Workers 16,796,000 i8,062,OOO 19,349,000 18,933,000 

(a) Find the line of regression for this data. 
(b) Find the quadratic curve of regression for this data. 
(c) Find the best exponential curve of regression. (That is f(x) = aebt.) 

(d) If you had no later data than that given in this exercise and you wished to 
run for re-election in 1980, which of these curves would you use to paint the 
best possible picture? 

(e) If you had no later data than that given in this exercise and you wished to 
run against the incumbent which of these curves would you use? 

(f) If you were either candidate, how would you explain the discrepancy between 
the figures you used and those used by your opponent? 

e8. (a) Write a program for the computer that will obtain the curve of regression 
using as many as 100 points and as many as five independent functions. 
If function statements are used it should be relatively easy to modify the 
program from one run to the next to change the independent functions used, 
and it should also be possible to change the number of independent functions 
used. 

(b) Use your program to obtain the fourth degree polynomial curve of regression 
using for data the values of sin x at one degree intervals from 0° to 90°. 

(c) Use your program and the population of the United States taken in each 
decennial census since 1790 to find the exponential curve of regression for the 
population as a function of time. 

(d) Use your result of part (c) to predict the population in 1980 and in 2000. 
(e) Sketch your exponential curve and plot the actual population figures on the 

same set of axes. Use your knowledge of history to explain the major varia-
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tions between the expected exponential growth and the actual population 
at specific times periods. Your explanation might involve the fact that the 
United States was in a recession in 1893 or other facts that could have an 
affect on population growth. 

BC9. A culture of drosophila was started and an estimate was made of the number of 
individuals in the culture at two day intervals. The data for the first 38 days is 
given in the following table. 

Age of Number of Age of Number of 
culture Drosophila culture Drosophila 

0 20 20 2599 
2 33 22 3013 
4 55 24 3268 
6 94 26 3434 
8 155 28 3514 

10 259 30 3532 
12 431 32 3545 
14 720 34 3559 
16 1202 36 3562 
18 2009 38 3562 

(a) The data for the first 18 days fit the exponential curve pet) = aebl fairly well. 
Find this curve as a curve of regression using the data from the first 18 days. 

(b) The data for the last 12 days fit the curve pet) = c - feY1 fairly well where 
c, f, and g are constants. Since c is the limiting population, it would appear 
from the data that c is about 3562 or very slightly larger. Find the values of 
f and g using regression techniques for c = 3562, 3563, 3564, and 3565. 

(c) Check the sum of squares of the deviations for each of the four curves you 
obtain in part (b) and determine which one appears to be best. (This type of 
estimation is not unusual in situations involving an upper population limit.) 

ClO. Using your program of Exercise 8 find the fourth degree curve of regression 
approximating cos x using not less than fifty points selected from the interval 
[ - n/2, n/2]. 

Cll. (a) Find the quadratic curve of regression for the data 

x y x y x y 

-9.5 -2 -2.5 -6 5 33 
-9 -3.5 -2 -5 5.5 37 
-8.5 -5 -1.5 -3.5 6 41.5 
-7.5 -7 -1 -2 7 51 
-6 -9 0 2 7.5 56 
-5 -9 0.5 4 8 61 
-4 -8.2 2 12 8.5 67 
-3 -7 3.5 22 10 84 
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(b) Plot the points of part (a). 
(c) On the same set of axes graph carefully the quadratic result of part (a). 
(d) Indicate the smoothing effect 9f regression and show how it provides the 

essential nature of the curve without including all of the small fluctuations 
in the data. 

S12. A company has obtained a great deal of data relating the price of a given com­
modity to the demand at that price and to the willingness of producers to supply 
items at that price. This data is given in the table below. 

price demand supply 

$10.00 2000 100 
11.00 1900 250 
12.00 1750 450 
14.00 1000 1100 
16.00 450 2100 

(a) Plot the data and make a guess as to the type of curve which best fits the 
demand function and the type of curve which best fits the supply function. 

(b) Use regression to obtain the best linear curve in the demand and supply 
situations. 

(c) Plot the linear curves and indicate how wen you think they fit the data. 
Would other curves have been significantly better? 

(d) Using your results of part (b), find the price of equilibrium under pure 
competition. 

(e) Find the consumer's surplus and the producer's surplus. 

VIII.5 Partial Derivatives 

We made no pretense of being rigorous in our introduction of partial deriva­
tives earlier in this chapter, nor do we intend to go into the many details 
that would be involved in filling in all of the holes here. In order to simplify 
our discussion further we will assume all partial derivatives to be continuous 
in this section and the next. Partial derivatives have wide spread use, how­
ever, and it is well to stop and take stock of what they appear to be on the 
basis of what we have said so far. Geometrically we might think of them in 
the following way. Let z = f(x, y) be a function of both x and y. If we try to 
draw a graph, we would have a three dimensional graph of the type shown 
in Figure VIII.3. Note that the domain is the horizontal plane, and the range 
is the vertical axis. For each point Po on the plane (a point in the domain) 
we have a number in the range which indicates the height of the correspond­
ing point P above or below the horizontal coordinate plane. If we try to dif­
ferentiatef(x, y), we find a dilemma at once, for we are asking for the slope 
of the surface formed, and it is not obvious how one would obtain such a 
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slope at this point. We could, of course, think of placing a vertical plane 
through the point at which we wish the derivative, and this plane would cut 
the surface in a curve. We could then go back to our former work and talk 
about the slope of that curve. This is possible, but we will not do this in 
general. Rather we will consider just two specific vertical planes through 
the point. These will be planes which are parallel to the coordinate axes. 
In the one case we will take the plane which is parallel to the y and z axes 
as indicated by ABCD in Figure VIII.3. Therefore, in the plane ABCD we 
have z as a function of y alone, and we can take the derivative of z with 
respect to y using the same development we used in obtaining the derivative 
in Chapter IV. However, this is precisely what we denoted as the partial 
derivative earlier, for in this plane we have held x constant. Hence, this is the 
derivative that we denoted by iJzjiJy in view of the fact that we are holding 
all of the independent variables constant with the exception of y. The result 
of this differentiation with respect to y can, of course, be a function of both 
x and y, and we could differentiate the resulting function either with respect 
to x or with respect to y. The fact remains, however, that the geometric 
interpretation of the partial derivative iJzjiJy is the slope of the line which 
is both tangent to the surface at P and is also in a plane parallel to the y-z 
plane (the plane containing the y-axis and the z-axis). 

We can phrase the discussion of the last paragraph a bit differently. Let 
(xo, Yo, zo) be the coordinates of the point P in Figure VIII.4. If we move 
in a plane parallel to the y-z plane, the x-coordinate remains fixed. There­
fore, if we wish to determine the rate of change of z as y moves to the right or 
left, but as x remains fixed, we can consider a change in y, and this change 
will induce a corresponding change in z. Thus, we can move from the point 
(xo, Yo, zo) to the point (xo, Yo + Ay, Zo + Az), and the rate of change will 
be given by the differential quotient 

DQf/P, Q) = f(xo, Yo + A;~ - f(xo, Yo). 
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If we take the limit of this differential quotient as Lly approaches zero, we 
have the partial derivative with respect to y. The discussion ofthis paragraph 
parallels the preceding work on derivatives with the exception that there is 
an additional variable, x, which is just going along for the ride. Since the 
partial derivative is now defined by 

iJf(x, y) I X=Xo = lim DQfy(P, Q) = lim f(x o, Yo + Lly) - f(x o, Yo) 
iJy y=Yo ~y~o ~y~o Lly 

we see that there is little to distinguish this from our earlier work with 
derivatives but for the fact that the x is considered as a constant. Therefore, 
we can expect all of our earlier results to continue to hold. This is a relief, 
for it means that we can build upon what we already know. As we did before, 
we can drop the notation (xo, Yo) which was used to emphasize that we take 
the derivative at a point, and use the more general (x, y). 

We could just as well have taken a plane parallel to the x-z plane. We 
would then have had a constant value for y and would have had x as the 
one independent variable. In this case it is possible to repeat all of our work 
of this section to date and obtain the slope of the curve formed by the inter­
section of the surface z = f(x, y) and the plane parallel to the x-z plane. In 
like manner we could consider the differential quotient obtained by consider­
ing the two points (xo, Yo, zo) and (xo + Llx, Yo, Zo + Llz). The limit of 
this differential quotient as Llx approaches zero will give us the partial deriva­
tive of the function f(x, y) with respect to x, iJz/iJx. This derivative, too, 
could be a function of both x and y, and therefore subject to further dif­
ferentiation. 

Since it is possible to simplify our geometric problem by taking the 
intersection of a plane, such as the x-z plane, with the curve z = f(x, y), 



VIII.5 Partial Derivatives 475 

z 

( az ) 
%0 + Ax, Yo. %0 + ax tlx 

y 

x 

Figure VIII.5 

we can frequently make use of our work in two dimensions to suggest 
methods for tackling three dimensional problems. If we seek the plane which 
is tangent to the surface at the point (xo, Yo, zo), we can obtain this plane 
by noting that it has to contain the line which is tangent to the surface at 
this point and in the plane parallel to the x-z plane and also the line which is 
tangent to the surface and in the plane parallel to the y-z plane. Since the 
slope of the line is given by the derivative, we know that a point (x, y, z) 
is on the line tangent to the curve and parallel to the x-z plane if and only 
if (z - zo)/(x - xo) = oz/ox where the partial derivative is evaluated at the 
point (xo, Yo, zo). In other words if x - Xo = Llx, and if y = Yo (since y is 
not changed as we move in the x-z plane), then z = Zo + (oz/ox)Llx. There­
fore the point (xo + Llx, Yo, Zo + (oz/ox)Llx) is in the plane as is (xo, Yo, zo) 
as shown in Figure VIII.5. In similar fashion we can use the intersection of 
the surface and the y-z plane, and we have as the slope of the curve tangent 
to this cross section (z - zo)/(Y - Yo) = oz/oy. From this we can assure 
ourselves that (xo, Yo + Lly, Zo + (oz/oy)Lly) is also in the tangent plane. 

From geometry we know that three points determine a plane, and con­
sequently, since we now have three distinct points (if Llx and Lly are not 
zero) we have sufficient information to obtain the equation of the plane. 
Just as the line, a flat configuration, is determined by a first degree relation, 
so the plane, also a flat configuration, is determined by a first degree relation. 
Hence, the general equation of the plane must be ax + by + cz = d. Using 
methods similar to those of Section VIII.i, we can determine these coefficients 
by substituting in the values of x, y, and z and then solving for the coeffi­
cients. We will not worry yet about the fact that there are apparently four 
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coefficients and only three relations. Using the three points we know to be on 
the plane we will have 

a(xo + Llx) + byo 

axo + b(yo + Lly) 

+ cZo =d 

+c(zo + !: LlX) = d 

+ c (Zo + ~:, LlY) = d. 

Subtracting the first equation from the second and from the third gives the 
following two equations 

az 
aLlx + c ax Llx = 0 

az 
bLly + c ay Lly = o. 

Since we have assumed that neither Llx nor Lly is zero, we can divide the first 
and second equations by Llx and by Lly respectively. This gives us values for 
a and b in terms of c and the partial derivatives as follows. 

az 
a= -c­

ax' 
az 

b = -c ay. 

We now have the values of a and b in terms of c and the partial derivatives. 
In order to find the value of d, we can note that ax + by + cz = d for any 
point (x, y, z) on the plane. Furthermore we have axo + byo + cZo = d. 
It follows that 

ax + by + cz = axo + byo + cZo 
or 

a(x - xo) + bey - Yo) = - c(z - zo)· 

If we now substitute the values of a and b in this last equation we have 

az az 
-c - (x - xo) - c - (y - Yo) = -c(z - zo). 

ax ay 

If c had been zero in the original equation for the plane, the plane would have 
been parallel to the z-axis, and the slopes involved would not have existed. 
Therefore, in the majority of cases we can anticipate that c will not be zero. 
This is certainly the case if the partial derivatives exist. Therefore, we have 
the equation of the tangent plane 

az az 
z - Zo = ax (x - xo) + ay (y - Yo)· (VIII. 5. 1) 

EXAMPLE 5.1. Find the equation of the plane tangent to the curve z = x2 + 
xy - y2 at the point (2, 3, 1). 
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Solution. In this case we have oz/ox = 2x + y and oz/oy = x - 2y. At 
the point (2,3, 1) these become 7 and (-4) respectively. Consequently the 
tangent plane has the equation 

7(x - 2) - 4(y - 3) = z - 1 

or 

z = 7x - 4y - 1. 

If we examine (VIII.5.1) and think of z - Zo as an increment Llz, and 
treat each ofthe other increments in similar fashion, we can rewrite (VIII.5.l) 
as 

OZ OZ 
Llz = ox Llx + oy Lly. 

This looks very much like the situation we dealt with in developing the 
differential, but this time we have two independent variables. It would seem 
reasonable in this case to define the differential of z to be 

oz OZ 
dz = ox dx + oy dy. (VIII.5.2) 

This is, in fact, the differential. We have not been rigorous in our develop­
ment ofthis work, but it should appear intuitively clear that we are paralleling 
our earlier development of the differential with relatively minor modifica­
tions. The value dz in (VIII.5.2) is sometimes referred to as the total dif­
ferential in view of the fact that this includes both the independent variables, 
x and y. Just as the differential in the case of a function of a single variable 
gave corrections for the dependent variable, in that case y, which was on 
the line tangent to the curve, so the total differential gives corrections which 
are on the plane tangent to the surface. In fact, we can use the differential 
to obtain approximations in a manner similar to that in which we previously 
used the differential for such purposes. 

EXAMPLE 5.2. Approximate the value of eO.0 3 sin(32n/180). 

Solution. Let z = f(x, y) = eX sin y. Since we know the value of eO, let 
Xo = 0, and since we know the value of sin (30n/180), let Yo = 30n/180 = n/6. 
In this case dx = 0.03 - 0 = 0.03 and dy = (32n/180) - (30n/180) = n/90. 
Therefore 

oz oz (0 . n) ( ° n) ( n ) dz = ox dx + oy dy = e sm"6 (0.03) + e cos"6 90 

= 0.015 + 0.0302 = 0.0452. 

Since we now have the approximate change in z, and since Zo = eO sin(n/6) = 
0.5, we know that the approximate value of eO.0 3 sin(32n/180) = 0.5 + 
0.0452 = 0.5452. The actual value should be 0.5461, and therefore the error 
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is 0.0009 or 0.164 %. This is a good approximation for a function that is not 
overly easy to evaluate without some aid such as a calculator or at the very 
least some tables. 

At this point it might be well to introduce alternative notations. We 
have been using the standard notation for partial derivatives, but as a matter 
of convenience we frequently writefix, y) orf1 (x, y) for the partial derivative 
off(x, y) with respect to x. The use of the subscript" 1" is intended to in­
dicate that the derivative is with respect to the first of the variables listed. 
In order to lessen the likelihood of misunderstanding, we shall restrict 
ourselves to the notations oz/ox and fix, y) or perhaps fx in the case of 
derivatives with respect to x and to the notation oz/oy andf/x, y) or fy in 
the case of derivatives with respect to y. Thus, we can rewrite (VIII.5.2) as 

df(x, y) = fix, y)dx + hex, y)dy. 

You will remember that we proposed at an earlier point that the apparent 
variables in a problem, in our most recent cases this would be x and y, might 
actually be functions of some common parameter. We might designate this 
parameter t as we did in our earlier discussion of parametric equations. If 
both x and yare functions of t and if z = f(x, y), then z is a function of t. 
Consequently we have x, y, and z as functions of a single variable t, and we 
should be able to get regular derivatives of a single variable for each of these 
functions. Of course, it is possible to substitute, for if x = x(t) and y = yet) 
then it follows that z = f(x, y) = f(x(t), yet»~ and we can express z directly 
as a function of t. However, this is often inconvenient, and we may lose some 
information concerning the intermediate behavior of x and y by doing this. 
Therefore, it would be helpful to have some method for obtaining the de­
rivative of z with respect to t, Dtz, without recourse to the method of sub­
stitution. In the following development we will use the notation dz/dt, dx/dt 
and dy/dt for their introduction will suggest the form of the result and may 
be useful in remembering this form. 

By the definition of the derivative we have 

dz = lim f(x(t + ~t), yet + ~t» - f(x(t), yet»~ 

dt ,1t-+O At 

f(x(t + ~t), yet + ~t» - f(x(t), yet + ~t» 
= lim __________________ +~f~(x~(t~),~y(~t_+_~_t~»_-~f~(~x(~t)~,y~(~t» 

~t 

= lim f(x(t + At), yet + ~t» - f(x(t), yet + ~t» 
,1t-+0 ~t 

I. f(x(t), yet + ~t) - f(x(t), yet»~ + 1m . 
,1t-+0 ~t 
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In going from the first step above to the second step we have merely added 
and then subtracted f(x(t), yet + ~t», and hence have changed nothing. 
This is done in order that we can think of changing only one variable at a 
time, something that we have been doing before in our rationale for using 
partial derivatives. The last step in the above development is to break the 
preceding expression into two parts, the first of which has only the function 
x varying as a result of changes in t and the second of which has only y 
varying. Now, if dx/dt =1= 0 at the point for which we wish the derivative, 
then as t changes, so does x. Consequently [x(t + ~t) - x(t)] =1= 0 for 
sufficiently small values of ~t. As a result it is appropriate to write 

1. f(x(t + ~t), yet + ~t» - f(x(t), yet + ~t» 
1m --------------~--~--~-------

M->O ~t 

= lim [f(X(t + M), yet + M» - f(x(t), yet + M» x(t + M) - X(t)] 
6.1->0 x(t + M) - x(t) ~t 

= [lim f(x(t + M), yet + M» - f(x(t), yet + ~t»] 
M->O x(t + M) - x(t) 

[ 1. x(t + ~t) - X(t)] 
x 1m . 

M->O ~t 

In this last expression we note that the first limit is merely the derivative 
of f(x(t), yet»~ with respect to x(t), or in earlier notation fX(t)(x(t), yet»~. The 
second limit is our familiar dx/dt. Therefore, we can write the first limit as 
(of /ox) (dx/dt). Using similar reasoning we can write the second limit as 
(ofloy)(dy/dt). Therefore we have 

dz oz dx oz dy 
-=--+-­dt ox dt oy dt· (VIII.5.3) 

You will observe that the dx and ox give the appearance of cancelling in this 
case. While this is not quite right, it does give some help in remembering 
(VIII.5.3). The result given in (VIII.5.3) is often called the total derivative 
ofz with respect to t. 

We have, of course, assumed that all of the required limits exist. If they 
do not, we will fail to have a derivative. We also assumed that we did not 
get into trouble by taking only the case where dx/dt =1= O. If we had con­
sidered dx/dt = 0 the numerator of the corresponding limit would also be 
zero. Consequently we would have an indeterminate form. This should not 
give us trouble, however, for if the derivative is zero, then x does not change, 
and consequently the first term of the total derivative would have to be 
zero. Thus, the expression (VIII.5.3) holds whenever the desired derivatives 
exist. 
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EXAMPLE 5.3. Find the total derivative of j(x, y) = x 2y - 2x + 3y - 4 
using both the direct method of substitution and the method of the total 
derivative if x(t) = t - 2 and y(t) = t2 • 

Solution. If we use the total derivative, we have 

dj oj dx oj dy 
dt = ox dt + oy dt' 

and in this case oj lox = 2xy - 2, oj loy = x2 + 3, dxldt = 1 and dYldt = 2t. 
Substituting these results in the expression for the total derivative we have 

d; = (2xy - 2)(1) + (x 2 + 3)(2t). 

Upon substitution in this expression, we obtain 

d; = [2(t - 2)(t2 ) - 2] + [(t - 2)2 + 3] [2t] = 4t3 - 12t2 + 14t - 2. 

On the other hand, if we substitute directly in the expression for j(x, y) 
we will have 

It is easy to see that the derivative of this last expression with respect to t 

gives us the same value we obtained by the method of the total derivative. 
It is also apparent that we had somewhat less algebra to perform using the 
total derivative. Frequently it is helpful to retain the form of the total deriva­
tive for the additional insight it may shed on the problem at hand. 

EXERCISES 

1. Find the indicated derivatives in each of the following cases: 

(a) fx and fy if f(x, y) = x 2 sin y - y2 cos x 
(b) fx and fy if f(x, y) = xeY sin xy + x 2i 
(c) f/2, 3) and J;,(3, 2) if f(x, y) = x 2y + xy2 + (x2 jy) 
(d) fx, fy, and fz if f(x, y, z) = x 2y + y2z + Z2X 
(e) f.. and fe if f(r, tJ) = r2 sin 2tJ 
(f) f.. and fe if f(r, tJ) = ree. 

2. Find the equation of the plane tangent to each of the following surfaces at the 
indicated point: 

(a) Z = x2 + y2 at (2, 3, 13) 
(b) Z = x 2 - xy + y2 at (-2, -3,7) 
(c) z = x 2 + 4y2 - 4x + 8y - 7 at (2, -1, -15) 
(d) Z = 12jxy at (2, 3, 2) 
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3. Find the equation of the plane tangent to each of the following surfaces at the 
indicated point: 

(a) z = )16 - (x - 1)2 - (y + 2)2 at (1, -2,4) 

(b) z = )49 - x 2 - (2y - 4)2 at (3,1,6) 
(c) z = yeX - yare sin(x - y) at (1,0.5, (e/2) - (n/12» 
(d) z = arc tan x 2y at (2, 0.25, n/4) 

4. Find the differential in each of the following cases: 

(a) .r(x, y) = In(x + 2y)3 
(b) .r(x, y) = (2xy - x + y)4 
(c) .r(x, y) = x 2 - 2y3 + 3xy 
(d) .r(x, y) = (In xy)/(x - y) 
(e) .r(r,O) = I' cos 28 
(f) .r(x, y, z) = X3y2z + xeY sin z 

5. Approximate the value of each of the following: 

(a) 4.1e- 0 .06 

(b) (9.94)(14.1) 

(c) jiOl - (4.0W - (6.94)2 
(d) (arc sin 0.53)/3.97 
(e) sin 2T tan 47° 
(f) sin 28° cos 62° tan 43° 

6. (a) If z = .r(x, y) has an extreme value at the point (xo, Yo, zo) and the partial 
derivatives of z are continuous in a region of which this point is an interior 
point show that the equation of the plane which is tangent to z = .r(x, y) 
at the extreme point must have the equation z = zo. 

(b) If (xo, Yo, zo) is an extreme point of z = .r(x, y) and if z has continuous 
partial derivatives in the vicinity of this extreme point, show that all ap­
proximations starting from the extreme point will give zo as the value of z. 

(c) Find an extreme point of z = x 2 + xy + y2 - 4x - 5y + 2 and show that 
the facts indicated in parts (a) and (b) are correct in this case. 

7. In each of the following cases show that x(8z/8x) + y(8z/8y) = nz. Compare the 
value of n with the degree of .r(x, y) in the equation z = .r(x, y). 

(a) z = x 2 + xy _ y2 
(b) z = 14x + 32y 
(c) z = X4 - y4 + (x + 2y)4 
(d) z = sin(x/y) + In(y/x) 
(e) z = x 3 + 3x2y + 7xy2 - 4y3 
(f) Z = x 2 + X3/2yl/2 - X- 2/Sy12/S - xy 
(g) z = X4 - (xy + y2)2 
(h) z = (x - y)/(x2 + y2) 

8. Find the total derivative with respect to t in each of the following cases. 

(a) z = x 2y + xy2 - eXY if x = t2 - 2t and y = 2 - 3t. 
(b) z = x2 + 2xy + y2 if x = 2 + cos(nt/8) and y = 3 + sin(nt/8). 
(c) z = (2x + 3)/(3y - 2) if x = e' + t and y = e-' - t. 
(d) z = (x + 2y)3 - (x2 - (l/y»3 if x = (t + 2)2 and y = (t + 3)3. 
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9. (a) Show that the total derivative can be extended to encompass functions with 
more than two independent variables. 

(b) Find D,J(x, y, z) if f(x, y, z) = xy + yz + zx and x = t, Y = (2 and z = t 3 • 

(c) Iff(x!, x 2, x 3 , x 4 ) is a function of four variables, and ifx; = t for i = 1,2,3, 
or 4 but each of the other Xj = 0, show that the total derivative dfjdt = dfjdx;. 

10. In determining arc length we had the integrand Jdx2 + dy2 = Jl + (dyjdx)2 dx. 
We also had the relation between rectangular and polar coordinates x(r, 0) 
= r cos 0 and y(r, 0) = r sin O. 

(a) Find dx and dy as total differentials of x(r, 0) and y(r, 0). 
(b) Substitute these total differentials in the expression for arc length and obtain 

the corresponding expression for arc length in polar coordinates. 
(c) Using this expression find the arc length of the curve r = 3 sin O. 
(d) Find the length of the cardioid r = 1 - cos O. 

SI1. The Cobb-Douglas production function in its traditional form is given by the 
relation Q = aLbC 1 -b where Q is the quantity produced, L is the labor required 
to produce the output, and C is the capital required to produce the output. The 
values a and b are constants with a positive and b in the interval (0, 1) in the 
usual case. 

(a) The units for Q, L, and C are units that are appropriate to the case at hand. 
For instance, Q may be measured in bushels, L in man-hours, and C in 
number of machines. Show that the units for a in this case should be 
bushelsj(man-hours)b(machines)!-b in order to make the units match in the 
given equation. 

(b) If we write Q = Q(L, C), show that Q(kL, kC) = kQ(L, C) for any constant 
k. A function which behaves in this way is said to be homogeneous of degree 
one. 

(c) Show that Q = L(iJQjiJL) + qiJQjiJC). 
(d) If b = 0.75, under what ratio of labor to capital would the production 

increase more rapidly with further increase in labor than with further increase 
in capital? 

S12. A certain model of the economy is expressed in the equations 

Y=C+I+G 
C = a + bey - T) 

T= c + dY 

where Y is the national income, C is consumption of goods, I is the amount of 
investment, G is government expenditure, T is the amount of taxes collected, 
and a, b, c, and d are constants with ° < b < 1 and ° < d < 1. 

(a) Show that consumption is a fixed amount augmented by a percentage of the 
amount of income left after taxes. 

(b) Show that the amount collected for taxation is a fixed amount plus a per­
centage of the national income. 

(c) Express the national income as a function of investment and government 
expenditure but no other variables. 

(d) Show that the assumptions made in this model assure that iJYjiJG will be 
positive. 
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(e) Show that if c is allowed to vary, then aYjac must be negative. 
(f) If the tax rate, d, is allowed to vary show that 

(~~)(bC - I - G - a) > O. 

483 

(g) Using the results of parts (d), (e), and (f) explain what variables should 
change and in what direction to increase the national income. 

BP 13. The heat Q (calories) liberated by mixing x (gmol) of sulphuric acid with y (gmol) 
of water is given by 

Q = 17860xy . 
1.798x + y 

If we have 6 gmol of acid and 4 gmol of water, 

(a) Find the heat generated. 
(b) Find the increase in heat generated if the amount of acid is increased by 2 %. 
(c) Find the increase in heat generated ifthe amount of water is increased by 1 % 

using the original amount of acid. 
(d) Find the increase in heat generated if we start with the given amounts and 

increase the acid by 2 % and the water by 1 % at the same time. 

VIII.6 More About Partial Derivatives 

In Sections VIIIJ and VIllA we used partial differentiation to find extreme 
values in order to obtain curves of regression. We attempted to parallel the 
methods used with functions of a single variable in setting the derivatives 
equal to zero and finding the critical points. However, we relied on a very 
intuitive argument to determine that we did have a minimum point. It is 
true that we had a second derivative test that would usually indicate whether 
we had a maximum or a minimum in the case of one variable. The situation 
is not quite as simple when more variables are involved. We shall take a 
look at this problem in the case of two variables in the course of this section. 

As you might expect, there are many more possibilities with functions 
of several variables than with functions of a single variable. In order to point 
these out, we will consider some examples. 

EXAMPLE 6.1. Sketch the surface z = x 2 + y2 and find any extreme values 
that this function may have. 

Solution. In sketching the surface we note that insofar as x and yare 
concerned we have the equation of a circle of radius Jz. This is easily seen 
by examining the equation (Jz)2 = x2 + y2. Thus, if we think of taking 
horizontal planes at a height z units above the x-y plane, we will have a 
circle in this plane with center on the z-axis. Furthermore, the surface does 
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x 

Figure VIII.6 

not exist when z is negative. Therefore, we have the surface indicated in 
Figure VIII.6. We might also note that the cross sections in the x-z plane 
and in the y-z plane are parabolas. This helps in making our sketch. 

From the sketch we can determine that the point (0, 0, 0) is a minimum 
point, but we should proceed. If we take the partial derivatives, we have 
oz/ox = 2x, oz/oy = 2y. It is easy to see that these are both zero only when 
x = y = 0, then z = 0 and we are led to the origin as the only critical point. 
In order to assure ourselves that this is a minimum we might decide to take 
the second derivatives. In this case we would have 

~ (oz) = 02~ = 2 and 
ax ax ax 

Observe that we have used a notation for the second derivative similar to 
that used earlier where we had written 

d2f d (df ) dx2 to represent dx dx . 

In the case of partial derivatives we could also differentiate oz/ox with 
respect to y, and in this case we would write 

Note that we read from right to left for the order of differentiation. Fortu­
nately the order of differentiation makes no difference with the vast majority 
of functions, and we do not have to be too careful in remembering whether 
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we differentiated first with respect to x and then y or first with respect to y 
and then x. In the case of the second derivatives we can also use the notation 
fxx(x, y) to indicate the result of taking the derivative with respect to x, 
and then differentiating the result with respect to x. In other wordsfxx(x, y) = 
o2f/ox2. In similar fashion fxix, y) = o2f/oyox and fyiX, y) = o2f1oy2. 
Higher order partial derivatives can be expressed in an analogous manner. 
In this Example we notice that both fxiO, 0) and fyiO, 0) are positive, and 
therefore we would expect, based upon our earlier work, that we have a 
minimum value. Everything appears to check out. The fact that we have 
overlooked something is not apparent here. However, let us try another 
example. 

EXAMPLE 6.2. Sketch the surface z = x2 + y2 - 4xy and find any extreme 
values that this function may have. 

Solution. In this case we will look for the extreme values first. If we take 
the partial derivatives, we have oz/ox = 2x - 4y and oz/oy = 2y - 4x. A 
little algebra will show that these are both zero only when x = y = 0. At 
this point this result would appear to coincide with the result of Example 
6.1. In fact, we might go further and try to check this result by examining 
the second derivatives. We would again have 02Z/0X2 = 2 and fPZ/oy2 = 2 
as before. Thus, our first indication would again suggest a minimum value. 
However, if x = y = ° then z = 0, but if x = y = 1 we have z = - 2 and 
this is clearly smaller than z = 0. Therefore, something is amiss. 

In order to find out what is wrong, it is time to sketch the surface. If x = ° 
we have the equation z = y2, and consequently the cross section in the y-z 
plane is a parabola opening upward. If y = ° we have the equation z = x2 , 

and we have a similar parabola in the x-z plane. These are both shown in 
Figure VIII.7. On the other hand if x = y, the equation becomes z = _2X2, 
and consequently if we take the cross section including the z-axis and the 
line x = y (this is actually the plane x = y) we have a parabola opening 
downward with the projection on the x-z plane being z = - 2X2 and the 
projection on the y-z plane being z = - 2y2. This is also shown in Figure 
VII 1.7. For these projections we have a negative second derivative, in­
dicating that we have a maximum point at the origin on this cross section. 
In· this case the origin is a critical point, but it is apparent that it is neither 
a maximum nor a minimum. Hence it is not an extreme point. 

Example 6.2 indicates that we must check a critical point by examining 
the cross sections of the surface formed by planes including the vertical line 
through the critical point and proceeding in each possible direction from 
this vertical line. Thus, we need to be able to find the partial derivatives in 
each direction from a given point. This sounds like a big order, but in fact 
we can use information gathered in the last section. If the critical point is 
the point (xo, Yo, zo) then the plane we need must first be vertical. This 
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Figure VII1.7 

will happen if the equation of the plane includes z with a zero coefficient, 
for in this case a change in z does not affect the equation, and vertical move­
ment from a point on the plane continues to produce points on the plane. 
If we wish to take the plane which makes an angle e with the x-z plane, we 
can describe it by the parametric equations 

x = Xo + t cos e 
y = Yo + t sin e. 

Here the parameter t represents the distance measured horizontally from 
the point (xo, Yo, z) for any value z. This is shown in Figure VIII.8. In this 
case the total derivative gives the slope of the curve made by the intersection 
of the surface and the plane through (xo, Yo, z) which makes an angle e 
with the x-z plane. The total derivative in this case is 

dz oz oz . 
dt = ox cos e + oy sm e. 

This is called the directional derivative for it is the derivative in the direction 
indicated by the angle e. Since t is a measure of distance, the derivative 
retains the correct units to qualify as a slope. 

This directional derivative gives us freedom to take any vertical plane 
cross section and investigate the behavior of the curve. Since our concern 
in Example 6.2 related to checking the second derivative in each direction, 
we will investigate the behavior of the directional derivative and obtain the 
following theorem. 
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Theorem 6.1. If (xo, Yo) is a point at which the first order partial derivatives 
off(x, y) are both zero and if the second partial derivatives off(x, y) exist and 
are continuous in the neighborhood of(xo, Yo) let 

If M > 0 the point (xo, Yo) is a maximum point if a2f lax2 < 0 and is minimum 
if a2flax 2 > o. If M < 0 then (xo, Yo) is not an extreme point. If M = 0 
there is no indication from this test whether the point is an extreme point or 
not. 

PROOF. We are given the fact that af lax = 0 and aflay = 0 at the point 
(xo, Yo), and therefore we have a critical point. Since the directional derivative 
is given by 

df af af . 
dt = ay cos () + ay sm (), 

we see at once that the directional derivative is also zero at this point. This 
reenforces the notion that this is a critical point. Using our earlier results we 
can obtain information which will assist us in determining whether this is 
an extreme point by examining the second derivative. However, Example 
6.2 has shown us that we must examine this second derivative in each possible 
direction from the point (xo, Yo). Therefore we must examine the behavior 
of the directional derivative. We must do this, however, in the direction in 
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which the first derivative was taken. Thus we must consider 

d (df ) d2f a (af af .) dt dt = dt2 = ax ax cos e + ay sm e cos e 

+ :y (rx cos e + ~ sin e )sin e 

a2f 2 a2f. 
= ax2 cos e + ax ay sm e cos e 

a2f . a2f. 2 
+ ay ax cos e sm e + dy2 sm e 

a2f 2 a2f e· e a2f. 2 e 
= ax2 cos e + 2 ax ay cos sm + ay2 sm . 

In the last step, we used the fact that the second order partial derivative which 
involves one differentiation, with respect to each ofthe independent variables, 
gives the same result regardless of the order of differentiation. As we noted 
earlier this is correct for almost all of the functions used in applications. 
We will have no occasion to deal with any function for which this is not true. 

Now we have the directional second derivative, but it is much more 
complicated than we would like. We must still determine whether this is 
always positive or always negative. Before considering the general question 
we first note that we certainly will have insufficient information to determine 
whether we have an extreme value if a2f jax2 = O. Thus we need only con­
sider the case where a2f jax2 ¥- O. Furthermore, we can only have affirmative 
information concerning the presence of an extreme point if the product 
(a2f jax2)j(d2f jdt2) > 0, for otherwise these two second derivatives either 
have a zero value or have opposite signs. In the former case we have in­
conclusive information and in the latter case we know we do not have an 
extreme point. Therefore, we will consider this product, and will investigate 
whether this product must be positive for each value of e. If this product is 
positive we have a maximum value if either (and consequently both) of 
the second derivatives is negative, and similarly we will have a minimum 
value if either of the second derivatives is positive. The product gives us 

a2f d2f (a2f )2 2 ay a2f . a2f a2f . 2 
-2 -2 = ~ cos e + 2 ~ ~ cos e sm e + ~ ~ sm e. ax dt ux ux ux uy ux uy 

This does not look much more appealing, but we can use the technique of 
completing the square and obtain 

ay d2f [a2f a2f . J2 [(a2f) (a y ) (a2f )2J . 2 ax2 dt2 = ax2 cos e + ax ay sm e + ax2 ay2 - ax ay sm e. 
(VIII.6.1) 



VIII.6 More About Partial Derivatives 489 

The coefficient of sin2 e is the expression denoted by M in the statement 
of the theorem. Thus, we have here a term which is a square, and which 
therefore cannot be negative and a term of the form M sin2 e. Since sin2 e 
cannot be negative, we see that (VIII.6.1) cannot be negative if M is positive. 
We still are not certain that it would not be possible to have both of the 
terms in (VIII.6.1) zero at the same time, and consequently we are not 
quite done. 

Since we have assumed that 82f18x 2 -=f. 0, the first term of (VIII.6.1) can 
be zero only if 

82f18x 8y 
82f18x 2 • 

cot e = 

The cotangent here must have a finite value. Therefore e is not a multiple 
of n, and consequently sin e -=f. 0. Therefore for this value of e the expression 
(VIII.6.1) must have the same sign that M has. If M is positive, (VIII.6.1) is 
positive for all values of e, and we have obtained the result we desired. On 
the other hand if M is negative we need only let e have the value for which the 
first term of (VIII.6.1) is zero and the product of the two second derivatives 
will be negative, a situation which assures us that we do not have an extreme 
value. 

To demonstrate that we have an indeterminate situation if M = 0, con­
sider the two functions f(x, y) = x3 + l + x 2y and g(x, y) = X4 + y4. In 
each case the only critical point occurs at (0, 0) and in each case the value 
of M is zero. We also note that f(O, 0) = g(O, 0) = 0. However,f(x, -x) = 

- x 3 • If x is positive we have values of the function less than zero and if x 
is negative we have values larger than zero. Therefore the origin can be neither 
a maximum nor a minimum. Note that this is true regardless of how small x 
may be in absolute value, and consequently this is true for points arbitrarily 
close to (0,0). On the other hand, g(x, y) is the sum of two fourth powers, 
and can never be negative. Therefore (0, 0) must be a minimum value. It is 
possible then to have either an extreme value or no extreme value in cases 
involving M = 0. It is worth emphasizing here that M is evaluated at the 
critical point, in this case (0, 0), and the expression represented by M might 
have non-zero values for other points. 0 

While it would be possible to obtain theorems which are somewhat 
similar to Theorem 6.1 for more than two variables, we will not attempt to 
find such theorems. This theorem gives an indication of the techniques 
required in the analysis of functions of several variables. We will leave 
further results to a later course. Before closing this section it might be in­
teresting to see how one might apply some of these techniques to a problem 
which could come up in manufacturing. 

EXAMPLE 6.3. A certain company is making two products and it is necessary 
to make a decision as to how many of each product should be made in order 
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to maximize the profits of the company. It is known that the first product 
can be sold for $7.00 and the second one for $5.00. It is proposed that we 
make x of the first product and y of the second. It is further known that the 
cost ormanufacture in dollars is given by the expression 

c = 3x2 + 2xy + 3y2 
100 

How many of each should be made each day to make the profit a maximum? 

Solution. The income to be derived from the sale of x of the first product 
and y of the second is given by 7x + 5y dollars. The profit must therefore 
be given by 

3x2 + 2xy + 3y2 
P(x, y) = 7x + 5y - 100 

In order to find the critical point, we need to differentiate. Here we have 

Pix, y) = 7 - 0.06x - 0.02y and Pix, y) = 5 - 0.02x - 0.06y. 

If we solve the two equations 

0.06x + 0.02y = 7 
0.02x + 0.06y = 5 

we have x = 100 and y = 50. This is the only critical point, and therefore 
we might rely on intuition and be satisfied. However, it never hurts to check. 
In this case we have 

P xix, y) = - 0.06, PyiX, y) = -0.06, and Pxix, y) = -0.02. 

Therefore M = (-0.06)( -0.06) - (-0.02? = 0.0036 - 0.0004 = 0.0032. 
This is positive and therefore we have an extreme value. Furthermore, 
P xi100, 50) is negative and this extreme point must be a maximum. Con­
sequently, we should manufacture 100 of the first product and 50 of the 
second each day. 

Before leaving this solution it would be enlightening to check this result 
another way. We might see what the profit would be if we manufacture 
according to the results obtained, and then investigate the results if we vary 
this somewhat. We observe that P(100, 50) = $475.00 by straight sub­
stitution in P(x, y). On the other hand we have P(99, 50) = P(101, 50) = 
P(l00, 49) = P(lOO 51) = $474.97. A slight movement in any direction 
from our result would then appear to diminish the profit, and our theory 
seems to be vindicated. 
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EXERCISES 

1. Find all second and third order partial derivatives for each of the following 
functions. In each case show that fx/x, y) = !vx(x, y). 

(a) f(x, y) = x 3 + x 2y + xy2 + y3 
(b) f(x, y) = x 2 sin(xy) + y2 cos(xy) 
(c) f(x, y) = eX In y - arc tan xy2 
(d) f(x, y) = x 2 tan y - y2 cot x 
(e) f(x, y) = x3 sec y + (3xy/(x - y» 

2. Find the directional derivative in each of the following cases. Also find the angle 
() such that the directional derivative is an extreme for the point where x = 2 
and y = 3. Determine whether the extreme value 'is a maximum or a minimum. 

(a) f(x, y) = x 3 _ y3 
(b) f(x, y) = x 3 - x 2y + xy2 _ y3 
(c) f(x, y) = (x - y)/(x + y) 
(d) f(x, y) = x 2 + y2 - 4x + 6y - 2 

3. Find the extreme values (if any) of each of the following functions and determine 
whether the value is a maximum or a minimum by means of Theorem 6.1. 

(a) f(x, y) = x 2 + 2y2 - 4x - 6y + 3 
(b) f(x, y) = 3x2 - 4xy + y2 - 2x + 3y 
(c) f(x, y) = 4x2 - 3y2 - 12xy + 3x 
(d) f(x, y) = (x 2 - 2xy + 4y2)/xy 

4. Find the extreme values of each of the following functions and determine whether 
they are maximum or minimum. 

(a) f(x, y) = x 3 + x 2y + xy2 + y3 - 6x - 6y 
(b) f(x, y) = X4 - 2x2 + y2 - 2y 
(c) f(x, y) = X4 + y4 - 2X2 - 2y2 

5. (a) Show that there are six second partial derivatives and ten third order partial 
derivatives of a function of three independent variables. 

(b) Find all of the second and third order partial derivatives of f(x, y, z) 
= x 2y + y2z + Z2X + xyz. 

(c) How many fourth order partial derivatives would you expect this function 
to have? How many of them would have the same value in this case? What 
would be the common value? Could you tell this without performing the 
differentiation? 

P6. The general gas law is given by the relation PV = nRT where P is pressure, Vis 
volume, nand R are constants and T is absolute temperature. 

(a) Find the percentage change in P if V is increased by 2 % and T is decreased 
by 3%. 

(b) Find the total derivative of P with respect to time in terms of the rates of change 
of Vand T with respect to time. 

(c) Show that any changes in pressure and volume are adiabatic (that is Tremains 
constant) if and only if any percentage change in P is matched by an equal 
percentage change in the opposite direction in V. 
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S7. Among the indicators that can be used in predicting crime rates is one which has 
the form C = 5w3 + lOp3 - 17w - ISp - 19wp. In this case w is the number of 
millions of dollars spent on welfare programs and p is the number of millions of 
dollars spent on the prison system. The coefficients have been modified for ease of 
computation. 

(a) Find any extreme values of C(p, w), and determine whether they are maxima 
or minima. 

(b) What should be the expenditures on welfare and prisons if one wants a mini­
mum crime rate? 

SS. A certain firm manufactures calculators and digital watches. They can sell the 
calculators for $15.00 and the digital watches for $12.50. The cost of manufacturing 
c calculators per day and w watches per day is given by 

5c2 + 4cw + 4w2 

C(c, w) = 100 

(a) How many calculators and how many watches should be made per day to 
maximize the profit? 

(b) Show that if the cost of production is cut in half, one should double the number 
of watches made and the number of calculators made in order to maximize 
the profit with the new cost figures. 

(c) If the selling price had to be reduced by one cent for each calculator and each 
watch made beyond 100 per day due to saturation of the market, what would 
be the optimal production to maximize profit? 

S9. (a) As given in the last section, the Cobb-Doublas production function is given 
by the relation Q = aCI-bLb where b is in the interval (0, 1). Find the total 
differential of Q. 

(b) If R is the ratio of labor to capital, express Q as a function of C and R. 
(c) Find the total differential of Q in terms of C and R. 
(d) In the Cobb-Douglas equation there are three terms that can be varied, 

C, L, and b. Show there is no triple of values for these three tei"mS which yield 
a critical poinf, for the value of L that makes one partial derivative zero makes 
another one fail to exist. 

(e) If it is assumed that C + L = k where k is constant, find the value of b which 
will produce a critical point. Can you classify this point? 

SIO. If we consider only the number of units produced and the tax rate, the daily 
profit n(x, t) of a firm might well be given by the equation n(x, t) = xp(x) - C(x) 
-xt where p(x) is the amount received for each unit when x units per day are 
available, C(x) is the cost of producing x units, and t is the tax per unit. 

(a) Find p(x) if the units can be sold at a base price of $60 per unit, but the price is 
reduced by one cent per unit for each unit over 100 per day as a result of 
approaching saturation of the market. 

(b) Find C(x) if there is an overhead cost of $500 per day and there is a materials 
and labor cost of $30 per unit. 

(c) Find the number of units that should be produced per day as a function of the 
tax rate if we desire maximum profit. 
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(d) Find the number that should be produced if the tax rate is 20 % of the selling 
price. 

(e) Consider nx,(x, t) and then determine whether production should increase or 
decrease with an increase in tax rate in order to continue to have maximum 
profit. 

(f) Find the extreme value (if any) of n(x, t) if both x and t are allowed to vary. 
Why is this solution of little value in practical terms in any real situation? 



CHAPTER IX 

Infinite Series 

IX.l The Problem 

At one time or another nearly everyone has seen the problem which proposes 
that although we start toward some place, we never get there. The reasoning, 
of course, is that we first go half way, then we go half the remaining distance, 
namely one fourth of the way, and after that half the remaining distance, that 
is one eighth of the way, etc. We can get close enough for almost any intended 
purpose, but we cannot actually arrive. This is equivalent to considering the 
non-ending sum 1/2 + 1/4 + 1/8 + 1/16 + .... From our work in Chapter I 
we realize that this is a geometric progression, and therefore the sum of the 
first n term is 

(1/2)n+ 1 - 1/2 
(1/2) _ 1 = 1 - (l/2t· 

We observe that the distance that separates us from our goal is (l/2t, and 
after a sufficient number ofterms this will be small enough to ignore, whatever 
that may mean. We are tempted to say, then, that this sum of an infinite 
number of terms has the value one. 

Two problems arise immediately concerning this brief description of an old 
problem. The first concerns the fact that we are jumping to some type of 
conclusion in saying that the sum is one, when we know full well we can never 
add enough terms to get to one. In fact, if we hadn't had such a nice set of 
numbers, there would have been a very great question concerning what the 
set of numbers might have for its sum, if indeed there were any number that 
could possibly fulfill the requirements of a sum. The second problem centers 
around whether we have gained anything by expressing" 1" in such a com­
plicated way, or alternatively whether we can find such expressions that 

494 
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could be useful in providing us with results we could not otherwise obtain 
(and certainly "I" is not in that class). Before we face up to these problems, 
a bit ofterminology is in order. This will make the problem appear to be more 
sophisticated (whether it is or not). Such an unending sum is called an 
infinite series, and the term infinite series implies not only an infinite number 
of terms, but also that this infinite number of terms is to be added up: The 
fact that a sum (or anything that could be called a sum) exists is equivalent 
to saying the infinite series converges to a limit, or to a sum. Thus, we can 
rephrase our problem by saying that we are concerned whether we can find 
any convergent infinite series that provides us with information that we 
could not have obtained more easily by other means. That the answer is "yes" 
should be apparent from the mere fact that we are discussing the question. 

We will start with the problem of convergence, and then proceed to the 
matter of finding infinite series of assistance to us. In that way we will have 
available techniques for testing series when we need them. Hence, the first 
question we will consider is that of determining whether a series will converge. 
In order to do this, we start with the idea of an infinite sequence. An infinite 
sequence is merely a set of numbers occuring in some given order such that 
for each number there is a sequel or following number. We might consider 
the sequence 1, 1/2, 1/3, 1/4, 1/5, ... or the sequence 3, 5,4, -9,0,0,0,0, .... 
In the latter case there appears to be no rhyme or reason for the sequence of 
numbers, but the mere fact that they follow in a definite order is sufficient. We 
also note that the second sequence appears to quit at some point, and all of 
the terms thereafter are zero. Had we not written the zeros in, we would have 
had a terminating sequence. In the first case, there seems to be much more 
method in our madness, and we note that if we are to follow the pattern that 
has been set we would never run out of terms. This is an infinite sequence. 

It is possible to describe a sequence as a function. We can consider the 
first sequence to be merely the set of values of the function {fen)} = {l/n} 
where the domain is the set of positive integers. The terms are written in the 
order in which they would appear if we were to take ascending values of the 
domain element. Since we have a function, and since the argument of the 
function, in this case n, is increasing without limit, we are on familiar ground, 
for we know what is meant by 

lim fen) = lim ~. 
n"""""'oo n-oo n 

This has a limit of zero. Therefore, it would appear to be eminently reasonable 
to say that the limit of the infinite sequence we wrote down first is zero. The 
limit is not affected by the fact that the domain of fen) consists only of 
integers. We can still apply Definition VII.2.2. Since we are concerned with 
the terms that appear in the ad infinitum part of the sequence, we could 
establish that the limit of the second sequence is also zero. Thus, we have 
the fact that a sequence is a function having for its domain a set of integers 
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which is bounded below, and the limit of the sequence is the limit as the 
domain element increases without bounds. More formally, we have 

Definition 1.1. An infinite sequence is a set of ordered quantities {fen)} having 
a domain consisting of a set of integers which is bounded below. The limit of 
the sequence is limn--> 00 fen). 

The limit of the sequence exists if and only iflimn-->00 fen) exists. The prob­
lem of determining whether a sequence has a limit has now been changed to 
the problem of determining whether a function has a limit as the argument 
increases without bound. We handled the latter problem in Chapter VII 
and so we already have this under control. Note that we referred to the terms 
in functional notation as fen). If we are given the formula for the n-th term, 
we have, in fact, been given the function. We might consider the sequence 

{ f, ~, ;, ~, ~~, ... , ~~ , ... } 
Here we have actually been given the formula, for fen) = 2n/n!. In this case 
we started with n = 0, but that falls within the definition, for we only said that 
the domain had to be bounded below. If it is bounded below by zero, that is 
just as valid as having it bounded below by one. The choice ofthe lower bound 
for the domain is, in fact, a matter of convenience, for we can see what starting 
point would be most helpful to us in simplifying the formula for the n-th 
term. If the formula is not given, we may be called upon to do some educated 
guessing. This is usually done by taking a look at the terms which are given 
and then trying to determine what formula might have been used that would 
have given precisely those terms. It is frequently made somewhat easier if 
the numbers are written out without simplification. If the sequence above 
had been simplified by reducing all fraction to lowest terms, 1,2,2,4/3,2/3, ... 
it would have been somewhat less likely that you would have found this 
particular formula for fen). On the other hand, as we found in Chapter VIII, 
there are many different formulas that will go through any given set of data 
points. We usually try to find the simplest one. While we would not be 
inclined to view the choice as simple, the function 

would describe the terms that are given numerically above. The brackets 
indicate the greatest integer function. If this function were used, it would be 
more difficult to determine the limit of the sequence. It is not suggested that 
you try anything this bizarre, but this does give an indication that different 
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people might view a sequence indicated by a few numeric terms and come to 
different conclusions concerning the sequence. 

We now go back to our definition of limit and say that the sequence has 
a limit, L, (or converges to L) if and only if there is some number N such 
that for all n greater than N it is true that the elements of the sequence are all 
closer to L than a previously prescribed amount 8 > O. In other words we 
can set forth the definition of convergence as follows. 

Definition 1.2. A sequence {fen)} converges to a limit L if and only if for any 
8 > 0 there is an integer N such that for each n, n > N, it is true that 
If(n) - LI < 8. 

While this definition reaffirms Definition VII.2.2, the re-statement in this 
form may be helpful. 

EXAMPLE 1.1. Determine whether the following sequence is convergent. If it 
is convergent, find the limit {2, 3/2,4/3,5/4, ... }. 

Solution. Since the formula for the n-th term is not given, we can only 
guess at the form which this should take. However, the way in which this is 
written would certainly indicate that here we could have fen) = (n + l)ln. 
If this is the case, then we can also write fen) = 1 + (lin), and it would seem 
intuitively clear that the limit should be 1. In order to be certain, we use the 
definition. Since the difference between 1 and fen) is lin, we need to insure 
that there is some N such that for any n > N we have lin < 8. Since n > N 
insures that lin < liN, we know that making liN < 8 will give the result we 
want. However liN < 8 is equivalent to N > 1/8. Thus if we make N > 1/8 
we can be sure that for n > N we have I fen) - 11 = 1(1 + (lin» - 11 = 
lin < liN < 8. Since 8> 0 we have no problem with dividing by zero. Thus 
we have established that one is the limit we are seeking, and we have also 
shown that the sequence is convergent. Of course we could have used any 
value of N that we wished as long as it met the criteria we had established, and 
consequently we only have a lower bound on the choice of N, not an upper 
bound. In other words, there is no unique N that we must use, but there is 
usually a lower bound to the N which will satisfy the requirements of the 
definition in establishing the fact that the sequence actually does converge. 

EXAMPLE 1.2. Determine whether the sequence {In 1, In 2, In 3, In 4, In 5, ... } 
converges, and if it is convergent, find the limit. 

Solution. It would appear here that our function is fen) = In n. It would 
also appear that the terms are getting larger, and there seems to be no limit 
in sight. (Intuition is not always reliable, but it certainly presents a good 
starting point.) Let us see whether we can prove that this gets larger than any 
finite number. Suppose we consider any number L as a possible limit. If we 
write the inequality fen) > L, we realize that this is merely stating that 
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In n > L, or n > eL since the logarithm is a strictly increasing function. But 
this is possible for any number L, for we can always find an integer larger 
than eL for any finite value of L. Now if we consider In(ekn) > L + k, we see 
that by going further in the sequence we can exceed L by as much as we may 
wish. Since -this same argument could be used concerning any supposed 
finite limit L, we see that this could not have a finite limit. We say that this is 
unbounded, or if we wish we can give up and say that the limit is OCJ where the 
figure 8 became weary and lay down for a rest. We might as well say, "This has 
no limit", for it hardly has one that is useful. In such a case we say the 
sequence diverges. 

EXAMPLE 1.3. Determine whether the sequence {1, -1, 1, -1, 1, - 1, ... } con­
verges. 

Solution. This is another type of sequence, and a strange one at that. It 
is content with oscillating between + 1 and -1. In fact, we could write 
either fen) = (-It, or we could write fen) = cos nn:, and in either case 
count our first term as f(O). We can only let n be an integer and hence these 
two definitions of the function are equivalent. Since we can take E as small as 
we please, just as long as it is positive, we could let E = .5 (this is not really 
very small): However, there is no number which is within one-half a unit of 
both + 1 and - 1. It follows that if we select any L such that 11 - L I < E, we 
do not have I - 1 - L I < E. Similarly if we satisfy I - 1 - L I < E, we fail to 
satisfy 11 - L I < E. Therefore, we cannot find any place in the sequence in 
which two successive terms will satisfy If(n) - LI < E. Consequently there 
can be no N such that for values of n > N we have this relation holding for all 
values of n. This sequence does not converge and therefore we call this a 
divergent sequence. 

You note that we have two types of divergent sequence here, one going off 
into the unknown and uncharted areas of infinity, and the other oscillating 
and not willing to settle down. 

There are two theorems which will be helpful at this point. The first is one 
that we used in the development of the integral. You will remember that the 
sums U(P, f, g) and L(P, f, g) formed sequences which were bounded and 
monotonic, and which therefore had limits. 

Theorem 1.1. Any bounded, monotonic sequence converges. 

OUTLINE OF PROOF. Note that any increasing sequence which is bounded 
must have a lub. Prove that this is the required limit. A similar proof is 
possible for decreasing sequences. 0 

Corollary. Any bounded sequence for which a positive integer N exists such 
that all terms after the n-th form a monotonic sequence must be a convergent 
sequence. 
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The next Theorem is due to the very prolific French mathematician 
Augustin-Louis Cauchy (1789-1857). 

Theorem 1.2. Let the n-th term of a sequence be denoted by an' This sequence 
converges if and only iffor any I: > 0 there is an integer N such thatfor any n 
and m, both greater than N, it is true that I am - an I < 1:. 

OUTLINE OF PROOF. If the sequence has a limit, L, then for any I: > 0 we can 
find N such that Ian - LI < I: and lam - LI < I: for n, m > N. It follows that 
we have lam - ani = I(am - L) - (an - L)I :::;; lam - LI + Ian - LI < 2efor 
any m and n which satisfy the conditions of the theorem. On the other hand, 
for the N satisfying the conditions of the Theorem, we know that all terms 
beyond the N-th term are in the interval (an - 1:, an + 1:) provided n > N. 
This requires that the sequence be bounded, both above and below. There­
fore, there is a lub for the set of terms beyond the N -th term and also a glb. 
This lub and glb differ by not more than 21:. This requires that the sequence 
converge. 0 

We started to talk about series and ended up discussing sequences. This 
may seem a bit disconcerting, but we will get to series in the next section. You 
will be happy at that point that we took this diversion. With regard to deter­
mining limits, there are no lengths to which we wouldn't be willing to go to 
find them if they exist or to find out whether they do or do not exist. We have 
illustrated three sequences. We have not taken such problems as would 
require L'Hopital's rule and some of the other sophisticated items of Chapter 
VII, but don't be afraid to call in such machinery if it is appropriate. 

EXERCISES 

1. In each of the following sequences write the first six terms. Determine whether 
the sequence converges. If the sequence does converge, find the limit. 

(a) {fen)} = {(O.9)n} starting with n = O. 
(b) {fen)} = {en + 1)2/n(n - I)} starting with n = 2. 
(c) {fen)} = {n 3e- n } starting with n = 1. 
Cd) {fen)} = {n!/n} starting with n = 1. 
(e) {fen)} = {n !llsn} starting with n = O. 
(f) {fen)} = {en + 1)(n + 3)/(n + 2)(n + 4)} starting with n = O. 

2. In each of the following sequences write the first six terms. Determine whether 
the sequence converges. If the sequence converges, find the limit. 

(a) {arc tan n} starting with n = O. 
(b) {arc sec n} starting with n = 1. 
(c) {e- n } starting with n = O. 
(d) {In n} starting with n = 5. 
(e) {e- n In n} starting with 11 = 1. 
(f) {(sin n)/n} starting with n = 1. 
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3. (a) If f(n) ::; g(n) for each value of n, show that the limit of {J(n)} must be no 
greater than the limit of {g(n)} provided both limits exist. 

(b) If {g(n)} has a limit and if f(n) ::; g(n) is a monotonic increasing function, 
show that {J(n)} must have a limit. 

(c) If f(n) = (n - 1)j(n + 1) and g(n) = nj(n + 1) show that f(n) < g(n) for 
each nonnegative value of n. 

(d) Using the functions of part (c) show that {J(n)} and {g(n)} both converge 
and they both have the same limit. 

4. Let f(n) = D= 1 (O.5t 

(a) Write down f(O), f(1), f(2), f(3), f(4), and f(5). 
(b) Does the sequence {J(n)} converge? 
(c) If the sequence converges, what is the limit of the sequence? 
(d) Does the starting value of n have anything to do with whether this sequence 

converges? 
(e) Does the starting value ofn have anything to do with the limit to which this 

sequence converges (if it does converge)? 

5. Let f(n) = D=o « _1)kj(2k + 1». 

(a) Write down f(O), f(1), f(2), f(3), f(4), and f(5). 
(b) Does the sequence {J(n)} converge? 
(c) Find an upper bound and a lower bound for all terms in the sequence. 
(d) Can you find the limit of this sequence if it converges? 
(e) Is it necessary to be able to write down the limit of a sequence in order to 

prove that the sequence converges? 

6. Let Xo = 30, and let the sequence {Xk} be the sequence of values obtained by 
using Newton's method to find the zeros of f(x) = X2 - 30. 

(a) Write out the first six terms of {xn}. 

(b) Show that this sequence has a glb. 
(c) ~how that this sequence converges. 
(d) To what limit does this sequence converge? 

7. One wishes to find a zero of f(x) by Newton's method starting with a given value 
Xo. Let (a, b) be an interval such that Xn is in (a, b) for each value of Xn obtained 
by Newton's method. Assume that !'(x) and J"(x) do not change sign in (a, b). 

(a) Show that the sequence {xn} starting with n = 1 is monotonic. 
(b) Show that the sequence {xn} is bounded if there is a zero off(x) in the interval 

(a, b). 
(c) Show that the sequence {xn} must converge under the conditions given if 

there is a zero of f(x) in (a, b). 

8. Let f(x) be a function for which !'(a) exists. Let {xn} be a sequence which con­
verges to the limit a. 

(a) Show that {DQf(a, xn)} converges to !'(a) provided we exclude the possibility 
that Xn = a. 

(b) What is the relation between the interval E we used in our earlier develop­
ment of the derivative as the limit of a differential quotient and the number 
N we have used in our definition of limit in this section? 
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(c) Have we said anything in this exercise which relates to our earlier specifica­
tion of a deleted neighborhood? If so, what? 

(d) Is the concept of a deleted neighborhood essential if we use the approach 
suggested here to obtain the derivative? 

9. (a) Show that the sequence {2.81, 2.8181, 2.818181, 2.81818181, ... } converges. 
(b) Find the limit to which this sequence converges. 
(c) Show that any decimal number can be considered as the limit of a sequence 

such as {1, 1.4, 1.41, 1.414, 1.4142, 1.41421, ... }. 

SB1O. It has been suggested that populations grow generally according to the law 
pet) = A - (A - B)e- kt where A and B are constants, and where k is a positive 
constant considerably smaller than one. 

(a) Write the first five terms of {pet)} starting with t = o. 
(b) Does this sequence appear to be approaching a limit? 
(c) If this sequence converges, what is the apparent limit? 
(d) What is the result of increasing the value of k? 

SB11. A table, such as a table of populations, diameter of a tree for successive years, 
or GNP is a set of values in a sequence dictated by the time at which the data was 
taken. 

(a) Does the data of such a table conform to our definition of sequence? 
(b) Would it be reasonable to ask whether such a table would converge? 
(c) Would the fact that as time goes on additional entries can be placed in such a 

table have any influence on your answer? If so, how? 

P12. A damped simple harmonic motion, such as the linear movement of a moving 
weight at the bottom of a pendant spring, is given by the equation 

nt 
x(t) = 1O- 0 .05t sin-. 

3 

In this case t is measured in seconds and x(t) is measured in centimeters. 

(a) Write out the first 6 terms of {x(t)} starting with t = O. 
(b) Is this sequence monotonic? 
(c) Is this sequence converging? 
(d) If this sequence is converging, what is its limit? 
(e) Does the speed of oscillation change with time? 

IX.2 Convergence of Infinite Series 

In the last section we discussed infinite sequences. We now turn our attention 
to infinite series. 

Definition 2.1. If {ak} is an infinite sequence, then 

is an infinite series. 

00 

L ak = al + a2 + a3 + ... 
k=l 
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Note carefully that we do not imply addition when we talk about an infinite 
sequence, but we are discussing the sum of an infinite number of terms when 
we talk about infinite series. 

The fact that we started this chapter with a section on infinite sequences 
suggests we intend to use such sequences as a vehicle for handling infinite 
series. This is precisely what we plan to do. We will start by considering a 
sequence of partial sums. 

Definition 2.2. If 

is an infinite series, the sequence {sn} where Sn = Ii: = 1 ak is called a sequence 
of partial sums of the infinite series. 

It is clear that Sn is the sum of the first n terms of the sequence {ak}. As n 
increases, Sn comes closer to approximating the sum of the infinite series. 
Thus, we have apparently transformed the problem of determining whether 
an infinite series converges to that of determining whether an infinite sequence 
converges. Likewise we have transformed the problem of finding the sum ofa 
converging infinite series to the problem of finding the limit of a converging 
infinite sequence. We will clarify this with another Definition. 

Definition 2.3. The infinite series Ik= 1 ak is said to converge to a limit S 
if and only if the infinite sequence of partial sums {sd converges to S. 

Since we have already considered the problem of determining whether a 
sequence converges, it would seem that we have the matter of converging 
series rather well under control. However with the exception of a very few 
series, such as the geometric series, there is no nice formula for the n-th partial 
sum, and the problem of determining convergence is not quite as easy as it 
first appeared. On the other hand, if we cannot be assured that a given series 
will converge there would seem to be little reason for further investigation 
of that series. This is not quite true, but it holds in the vast majority of cases. 
We must therefore seek other information which will aid us in determining 
whether a series converges or diverges. 

Our first result concerning the convergence of a series will be of a one­
sided nature, as indicated in the following theorem. 

Theorem 2.1. If it is not true that 

<Xl 

lim aj = 0, then I aj 
j~<Xl j=l 

diverges (or in other words fails to converge). 
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OUTLINE OF PROOF. Using the notation above, consider the difference 
Sj - Sj-l = aj' and then apply the Cauchy condition (Theorem IX. 1.2) for 
convergence of a sequence for the special case in which m - n = 1. 0 

This theorem does not tell us when a series will converge, but rather gives us 
a condition for determining when it will not converge. However, this is 
frequently useful information, too. It might seem on the surface of things 
that if the n-th term approaches zero that would be sufficient to guarantee 
convergence, but unfortunately this is not the case. Consider the following 
example. 

EXAMPLE 2.1. Determine whether the infinite series S = Lf'= 1 (11k) converges. 

Solution. This series is known as the harmonic series. If we write out a few 
terms we have S = 1 + 1/2 + 1/3 + 1/4 + .... It would appear that the 
terms are getting smaller, and therefore it might be reasonable to assume that 
the series would converge. In fact we note that limk --+ oo (11k) = 0 and therefore 
Theorem 2.1 certainly does not give any indication that the series would not 
converge. However, we explicitly warned against making the assumption 
that it would converge and we must investigate further. We do this by 
comparing this with a second series which we will designate S 1. In order to 
facilitate the comparison we will write several terms in a manner that makes 
the comparison very straightforward. 

S= 1 +!+t+*+t+i-+~+l+~+ io+ .. . (lX.2.1) 

S 1 = 1 + ! + * + * + 1 + 1 + 1 + 1 + l6 + l6 + .. . 
= 1 + ! + (~:) + + U6) + ... 

Since S 1 has an infinite number of terms, it is clear that we can continue to 
combine enough terms to add as many halves as we wish. Thus S 1 increases 
without limit. On the other hand we note that for each term in S 1 there is a 
corresponding term in S, and the corresponding term in S is at least as large 
as the term in S 1. Therefore the value of S must be at least as great as the 
value of Sl. The only conclusion possible is that (lX.2.1) diverges. The fact 
that the terms approach zero was not sufficient to insure convergence. 

We can gain one positive result from Theorem 2.1, however, for there is one 
type of series in which convergence follows provided the terms approach iero 
as we proceed along the series. We should precede this theorem with a 
definition. 

Definition 2.4. An infinite series is an alternating series provided the product 
of any two consecutive terms is negative. 
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Theorem 2.2. If A = If=o (-l)jaj is an alternating series and limj--> 00 aj = 0, 
and if there is some value of N such that {a J is monotonic for all j > N, then 
the series is convergent. 

OUTLINE OF PROOF. Since the series is alternating, either aj > 0 for every j or 
a j < 0 for every j. This follows since the alternating signs are taken care of by 
the factor ( - l)i. We will consider the case in which a j > O. Since the terms are 
monotonic if j > N, we know that they must be monotonic decreasing, since 
they are positive and approaching zero as a limit. It will be convenient to let 
M = N if N is even and let M = N + 1 if N is odd. We can now write the 
alternating series in either of two ways. 

or 

M-l 
A = I (-lYaj + (aM - aM+l) + (aM+2 - aM+3) + ... (IX.2.2) 

j=O 

M 

A = I (-l)jaj - (aM + 1 - aM+Z) - (aM+3 - aM+4) - .... (IX.2.3) 
j=O 

Since the monotonicity assures us that the values in the parentheses are 
positive, we see that A has a value that is bounded above by 

M 

I (-lYaj and is bounded below by 
j=O 

M-l 

I (-lYaj. 
j=O 

These results assure us that the partial sums of (IX.2.2) form a monotonic 
increasing sequence with an upper bound. Therefore we have a lub. In 
similar fashion in (lX.2.3) we have partial sums forming a monotonic de­
creasing sequence which is bounded below, and which therefore has a glb. The 
fact that the aj are approaching zero as the series progresses assures us that 
the lub and glb referred to must be equal. Therefore the series must converge 
to this common limiting bound. If we considered the case in which the a j were 
negative a similar proof could be used. 0 

The net result we have at the present time from two theorems and one 
example is a bit confusing. We know that a series will not converge unless 
the sequence of successive terms of the series converges to zero. On the other 
hand this information assures us of convergence only in the case of the 
alternating series. It would be helpful to develop some additional techniques 
for determining whether a series will converge. We can now go back to the 
method we used in Example 2.1 and set the method of comparing two series 
forth somewhat more explicitly. In fact we will state this method as a theorem. 

Theorem 2.3. If A = If= 0 a j is an infinite series of non-negative terms, and if 
B = If=o bj is also a series of non-negative terms, and if aj ~ bjfor each value 
ofj, then if B is divergent so is A, and if A is convergent so is B. 
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OUTLINE OF PROOF. Consider the two sequences of partial sums, and note that 
each sequence is an increasing sequence. If A has a limit, B is bounded and 
must have a limit. If B fails to have a limit, then A has no upper bound. D 

You should observe that knowing the series A to be divergent would give 
no information concerning the series B. If B is convergent, we have no 
information concerning A. The majority of errors that occur in attempting to 
apply this Theorem occur when one of these last two cases occurs. We have 
talked about a series of non-negative terms here. Such a series permits us to 
use the method of comparison in a straightforward fashion. The fact that 
comparison is not as easily applied to a series in which the terms can vary in 
sign should be apparent in view of the fact that the alternate series 

00 (_l)j+l 
L . 
j~l ) 

converges by Theorem 2.3 while the harmonic series, the corresponding series 
with only positive terms, 

00 1 
L~ 
j~ 1 } 

diverges as shown in Example 2.1. This indicates that the presence of negative 
signs may alter significantly the character of an infinite series. The fact that 
the convergence in the case in which all terms are non-negative is very 
decisive is indicated in the next theorem. However, before starting the 
theorem, we should define two more terms. 

Definition 2.5. If A = Lj~o aj represents an infinite series, and if the series 
Lj~o lajl is convergent, then A is said to be absolutely convergent. If A 
converges, but is not absolutely convergent, then A is said to be conditionally 
convergent. 

The story now begins to unfold. The illustration in Section 1.1 was con­
ditionally convergent. Did this have anything to do with the strange result 
we were able to obtain by using it? Perhaps, but on with the next theorem. 

Theorem 2.4. If an infinite series is absolutely convergent, it is convergent. 

PROOF. Let A = L1= 1 aj be the given series, let rk = Lj~ 1 aj and let Sk = 

Lj~l lajl. By hypothesis the sequence {Sk} converges and hence for any 
s > 0 there is an integer N such that ifn > m > N we have ISn - sml < s by 
Theorem IX.1.2. But 

n 

Sn - Sm = L I a j I. 
j~m+ 1 
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Therefore we have 

B>lsn-sml= f lajl::::::1 f ajl=lrn-rml. 
j=m+ 1 j=m+l 

Therefore, with the aid of the triangle inequality in the above relation we can 
use Theorem IX.1.2 to show convergence of the given series. 0 

It is now apparent that if we can show any series to be absolutely con­
vergent, we have shown it to be convergent, regardless of the presence or 
the placement, of negative signs. Much of our work from this point on in 
attempting to establish convergence will therefore be devoted to series having 
only positive terms, for this is tantamount to considering absolute conver­
gence. Before we leave this line of thought we should insert one additional 
result. 

Corollary 2.1.lf A is a series of positive terms and ifB is a series consisting of the 
same positive terms (perhaps in a different order) and if A converges to a limit L 
then B converges to L. 

OUTLINE OF PROOF. Let thej-th term of A be denoted by aj and thej-th term 
of B by bj • For any B > 0 there is a value N such that 

00 N 

L aj < B and hence 
j=N+ 1 

L aj > L - B. 
j=l 

Since B includes all of the terms of A there is some number M :::::: N such that 
each aj' 1 :::;; j :::;; N, is included among the bb 1 :::;; k :::;; M. Therefore 

M N 

L bk :::::: L a j > L - B. 
k= 1 k= 1 

Since all of the terms of A are in B and vice versa, we must have 
00 00 

L bk :::;; L aj < B. 
k=M+l j=N+l 

This last result tells us that B converges, and we know that L~= 1 bk :::;; L, 
since all of the terms in this sum are in A. From this it follows that B must 
converge to L. 0 

Definition 2.6. If A and B are the sums of the convergent infinite series 
indicated by 

00 00 

A = L aj and B = L bj, 
j=O j=O 

and if Sj = aj + bj and Pj = L{=o akbj-k, then the series S = L1=o Sj is 
defined to be the sum of the series A and B and the series P = L1= 0 p j is 
defined to be the (Cauchy) product of A and B. 



IX.2 Convergence of Infinite Series 507 

It is possible to define the product of two series in more than one way, and 
this is the reason for establishing the specific definition of product we will be 
using. This definition will be particularly useful when we consider power 
series later in the chapter. 

Theorem 2.5. If A = If=o aj and B = If=o bj are two convergent series, their 
sum converges to (A + B). 

OUTLINE OF PROOF. Show that for any 6 > 0 there is a positive integer Na 
such that if n > N a' then IIi = 0 a j - A I < 6, and similarly there is an integer 
Nb such that for n ~ NbitfollowsthatlIi=obj - BI < 6. Let Nbethelarger 
of N a and N b, and then show that the series representing the sum is within the 
interval (A + B - 26, A + B + 26). D 

We can use this result to prove a corollary which explains many things. 

Corollary 2.2. If 

is a conditionally convergent series, the series obtained by deleting all positive 
terms without changing the order of occurrence of the remaining terms, and the 
series obtained in a similar manner by deleting the negative terms will each 
diverge. 

OUTLINE OF PROOF. If the series of positive terms converges, it is absolutely 
convergent. If the series of negative terms converges, it is the negative of a 
series of positive terms, and therefore is absolutely convergent. If each ofthese 
series is absolutely convergent, the original series is the sum of two absolutely 
convergent series and is therefore absolutely convergent. If the series of 
negative terms converges to ( - N) but the series of positive terms diverges, 
the partial sums of the given series are bounded below by Pk - N where Pk 
is a partial sum of the series of positive terms. Since N is presumed to be 
finite and the sequence {Pk} has no upper bound, it follows that {Pk - N} has 
no upper bound, and the given series will diverge, contrary to hypothesis. A 
similar argument can be used if the series of negative terms is assumed to 
diverge and the series of positive terms to converge. Consequently, it is not 
possible that either the series of positive terms or the series of negative terms 
will converge if the given series is conditionally convergent. D 

Now we have the full story. If a series is absolutely convergent we can place 
the terms in any order we wish as long as we include all of the terms, and the 
sum will not be altered. On the other hand, if the series is conditionally 
convergent any change in the order may well affect the sum of the series. In 
fact, if you give the matter some thought you could convince yourself that 
given a conditionally convergent series you can arrange the terms in some 
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order such that you can 0 btain any desired number as a sum. It is now clear that 
the insertion of parentheses in (1.1.1) did no harm, but the change in the order 
of the terms due to the rearrangement between (1.1.4) and (1.1.5) was the fatal 
error. 

Theorem 2.6. 1f'I'1=0 aj converges to L, then 'I'1=0 caj converges to cL where 
c is any constant. 

OUTLINE OF PROOF. Use the sequence of partial sums and the generalized 
distributive law. Note that for the e > 0 with which you start, the resulting 
inequality will involve ceo 0 

We will now consider a more general theorem concerning products. 

Theorem 2.7. The Cauchy product of two absolutely convergent infinite series 
is absolutely convergent, and converges to the product of the sums of the two 
series. 

OUTLINE OF PROOF. Let A = 'IJ=o aj and B = 'I'1=0 bj be two convergent 
series of positive terms. The series 

will converge to AB. If we replace B in each term of this last series by the 
infinite series having B as a sum, we then have a series which includes as 
terms every product that can be formed using one factor from A and one 
from B. Therefore, since there is no duplication of terms in a Cauchy pro­
duct, AB is an upper bound for the monotonic increasing sequence of partial 
sums of the Cauchy product. Therefore the product converges. We note that 
A and B are series of positive terms, and hence the partial sums form an 
increasing sequence in each case. Define N as in the proof of Theorem 2.5. 
Then we have 

N 

'I aj > A - e and 
j=O 

N 

'I bj > B - e. 
j=O 

However, 'IJ~o Pj includes all of the products that can be obtained from 
multiplying '2.7=0 aj and 'I7=0 bj and some additional products as well. (We 
are using Pj as defined in Definition 2.6.) Therefore, we are assured that 

2N 

'I Pj > (A - e)(B - e) = AB - e(A + B) + e2 > AB - e(A + B). 
j=O 

Now we know that the product is bounded above by AB, but is within a 
£nite multiple of e of the value AB. Hence the sum of the product series must 
beAB. 0 
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The statement of Theorem 2.7 demands that both series be absolutely 
convergent. It can be shown, although we will not do it here, that the theorem 
would also be correct if one of the two series is absolutely convergent and the 
other one is conditionally convergent. 

EXAMPLE 2.2. Find the sum and product of the series 
00 1 00 1 

k~lk! and k~lk2' 
Solution. Each of these series can be shown to be absolutely convergent, 

and hence the sum and product will be convergent. The sum will be 

[ 00 1J [00 1J 00 [1 1J I-+I-=I-+-
k=l k! k=l k2 k=l k! k2 

= [1 + 1] + [~ + ~J + [i + ~J + ... 
Notice that the addition involves the sum of the two first terms, the sum of 
the second terms, etc. For the product we will have 

[ f ~J [f ~J = [1·1] + [~. 1 + 1 . ~J + [~. 1 + ~. ~ + 1 . ~J + ... 
k= 1 k! k= 1 k 2 4 6 2 4 9 

3 29 
=1+ 4 + 72 +", 

Here we have been careful to take the product of the first term, then the sum 
of the two products obtained by multiplying terms whose subscripts would 
add up to three, then the sum of products of those terms in which the sub­
scripts would add up to four, etc. If you check, these products are precisely 
the ones we listed in our definition. 

We now have theorems which will permit us to do some arithmetic with 
series, and we have other theorems that will assist us in determining whether 
a series converges or not. The comparison test would be particularly useful, 
but it would require knowledge of some series which are convergent and 
some which are divergent for purposes of testing. We have found that the 
harmonic series is divergent, and this is useful information, but this would not 
help us in establishing the fact that a series would converge. Another series 

. that we might use is the geometric series. In this case each partial sum is the 
sum of a geometric progression, and since we have a formula for the sum of a 
geometric progression we have a good chance of being able to handle this 
case. We carry this out in Example 2.3. 

EXAMPLE 2.3. Determine the character of convergence of the geometric series 
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Solution. If a = 0, all partial sums are zero and the sum of the series is 0 
regardless of the value of r. If a =1= 0 and I r I = 1, I ari I = I a I =1= 0 for each 
value of j and the series diverges by Theorem IX.2.1. If a =1= 0 and Irl > 1, 
laril 2 lal > 0 for each value of j and the series diverges by Theorem 
IX.2.1.1f a =1= 0 and 0 < Irl < 1, let Sk be defined by 

k 
"'. a a k+l 

Sk = L..ari = -- - --·r . 
j=O 1 - r 1 - r 

But 

lim r k + 1 = 0 

and consequently limk-+oo Sk = a/(l - r). 
Therefore, the geometric series converges if and only if I r I < 1 and then it 

converges to the sum a/(l - r). 

That venture paid off well, for we found out not only some series which 
converge, but also some which diverge. We will let the geometric series and 
the harmonic series 1 + 1/2 + 1/3 + 1/4 ... suffice for this section. This latter 
series is called the harmonic series, although there are, in reality, several 
series of the harmonic type. They can all be obtained by using reciprocals of 
the terms in any arithmetic progression (provided none of the terms in the 
arithmetic progressions are zero), and they can all be shown to be divergent 
using a method somewhat similar to that employed in this section. They are 
called harmonic, for they have a relation to certain musical scales. We will 
find in the next section that the harmonic series is a special case of a larger 
class of series. 

EXERCISES 

1. Determine whether each of the following series converges, and if it does, determine 
the limit (if possible): 

(a) 2:~0 (l/3 i ) 

(b) 2:~0 (l/( - 3)i) 

(c) 2:]=0 ((sinj)/2i) 

(d) 2:]=0 cos nj 

2. Determine whether each of the following series converges, and find the limit if 
it converges (if possible): 

(a) (1/1) + (l/2) + (1/4) + (l/8) + (1/16) + ... . 
(b) (1/2) + (1/3) + (l/5) + (1/9) + (1/17) + ... . 
(c) (l/2) + (1/4) + 0/6) + (l/8) + (1/10) + (1/12) + .... 



IX.2 Convergence of Infinite Series 

(d) (1/1) + 0/3) + (1/5) + (1/7) + (1/9) + (1/11) + .... 
(e) Show that your results in parts (c) and (d) and the convergence of 

00 (-It 
L-

k= 1 k 

verify the corollary of Theorem 2.5. 

3. Determine whether each of the following series converges: 

(a) D"=2 « -1)k/(ln k» 
(b) L.:"=l n- o.s 
(c) L.:"=o (n/(n + 1» 
(d) L.:"=o e- O.02n 

(e) L.:"=o «sin n)/2n) 

(f) L.:"= 0 arc tan n 

4. The series Lk'=o O/k!) converges to the value e. 
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(a) With this information use multiplication of series to find a series with limit e2 • 

(b) Use addition of series to find a series with limit e2 + e. 
(c) Obtain a series with limit (e + 1). 
(d) Multiply the series with limit e by your result of part (c) and see whether you 

obtain the same series as that obtained in part (b) or whether you have a 
different series converging to e2 + e. 

5. (a) Express 2.6413131313 ... as a constant plus an infinite series of the form 
2.64 + 0.0013 Lk'=o (l/102k). 

(b) Express 2.6413131313 ... as the quotient of two integers using the sum of 
part (a). 

(c) Using the technique expressed in parts (a) and (b) express 13.478478478 ... 
as the quotient of two integers. 

(d) Let N be a number which in decimal form consists of some sequence of digits 
followed by a repeating sequence of digits in the manner of the numbers in 
parts (a) and (c). Show that any such number can be expressed as the quotient 
of two integers, and that the number is rational by definition. 

6. (a) Evaluate SO' e- X d[x] where [x] is the greatest integer function. 
(b) For what values of k does SO' ekx d[x] exist? 
(c) For values of k for which the result in part (b) exists, find the value of the 

integral as a function of k. 

7. A ball is dropped from a height of 8 feet. Each time it hits the floor it bounces to 
a height which is three-fourths of the height from which it last fell. Find the total 
distance the ball travels from the moment it is dropped until it comes to rest. 

8. IfLk'=o ak is an alternating series and if the absolute values of the successive terms 
form a monotonic decreasing sequence, show that the sum ofthe series is between 
any two successive partial sums. Use this result to show that any partial sum 
differs from the sum of the series by less than the first term omitted. 

9. Prove Theorem 2.1. 

10. Prove Theorem 2.2. 
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11. Prove Theorem 2.3. 

12. Prove Theorem 2.5. 

13. Prove the Corollary of Theorem 2.5. 

14. Prove Theorem 2.6. 

C15. (a) Using the computer find the sum of the first 100 terms of the harmonic series. 
(b) Find the sum of the first 1000 terms. 
(c) Find the sum of the first 5000 terms. 
(d) Do the results you have obtained give any information by themselves con­

cerning convergence? 
(e) Explain why it is difficult to use numerical results to try to prove theorems 

concerning convergence. 

C16. (a) Using the computer find N n , the number of terms of the harmonic series such 
that the partial sum SNn is at least as large as n, for n = 2,3,4,5,6,7,8,9, and 
10. 

(b) Find the ratio Nn+ tlNn for n = 2,3, ... ,9 from your results in part (a). 
( c) Is the sequence of ratios found in part (b) approaching a limit? If so what limit 

is it approaching? 
(d) Determine whether there is any relation between If~ 1 (l/j) and n (l/x)dx. 
(e) See whether the information found from your investigation of part (d) will 

shed any light on the results observed in part (c). 

IX.3 The Integral Test and Ratio Test 

A little thought will show that there is a very close link between an infinite 
series and the integral. In obtaining the integral we used summations with an 
increasing number of terms in each successive sum as we refined our inter­
vals. It should not be surprising, then, if we were to relate integrals and series 
here. In order to facilitate our discussion in this section we will consider all 
terms of each series to be positive. This is a conservative assumption for if the 
series converges with all positive terms, it is absolutely convergent. We have 
already shown that this implies that the series must converge regardless of any 
modifications made in the signs of various terms. Furthermore, we wish to 
consider that there is some term beyond which all successive terms form a 
monotonic decreasing sequence. This does not stretch our imaginations 
either, for we know that if a series converges the sequence of successive terms 
must approach zero as a limit. We also know that the first few terms of a 
series do not affect the status of the series as far as convergence is concerned. 
Therefore, we do not alter the effectiveness of the results we will be developing 
by assuming that the terms of the series are non-negative and that beginning 
with N-th term they form a monotonic decreasing sequence. 
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With these assumptions already made, consider the series, 

00 

A = I an· 
n=O 

It will be convenient to think of having a functionf(n) = an. Such a function 
will always exist, although it is not always easy to write such a function down 
in explicit terms. We will ignore this latter problem for the moment and 
assume we have such a function. We could then rewrite our series as 

00 

A = I fen). 
n=O 

With this introduction we are ready to prove our first theorem of the section. 

Theorem 3.1. If A = I:=o fen) is an infinite series such that fen) is non­
negative and monotonic decreasing for all values of n larger than some fixed 
integer N, then A converges or diverges depending on whether J; f(n)dn exists 
or fails to exist. 

PROOF. Since fen) is monotonic decreasing provided n 2: N we know that 
fen) 2: fen + 1) for all such values of n. Define the function M(x) such that 
M(x) = fen) for any integer n if n ::; x < n + 1, and define m(x) such that 
m(x) = fen + 1) ifn < x ::; (n + 1) as shown in Figure IX.l. These functions 
are such that M(x) 2: f(x) 2: m(x) for all values of x > N. 
Consequently, 

By the manner in which M(x) and m(x) were formulated it follows that 

y 

Figure IX.1 
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and 

00 00 

I f(n)·1 = I fen). 
n=N+l n=N+l 

Hence, we have the relation 

and the difference between the first and last term is precisely the value feN). 
The important item to notice is that if the improper integral 

exists, this is an upper bound for the portion of the infinite series from the 
(N + 1 )-st term on, and therefore the series must converge. On the other hand, 
if the improper integral fails to exist, then since the sum of the terms of the 
infinite series from the N -th term on exceeds the integral the series must 
diverge. This proves the theorem. D 

On the face of things, this would seem to be the answer to all our problems, 
particularly as they relate to absolute convergence of infinite series. This is a 
test that gives positive results-either the series does converge, or it does not 
converge. The difficulty arises in obtaining a function fen) for which we can 
evaluate the improper integral. For instance, if we have a factorial in each of 
the terms of the series, and this is a rather frequent situation, we are in 
trouble since we have no basis for integrating the factorial. It is true that we 
found a function called a gamma function in Chapter VII which seems to have 
all of the properties of the factorial, but then we would have the problem of 
trying to integrate a function which has an improper integral in the inte­
grand -and this is not too inviting. However, the integral test is a big step 
forward. Among other things it will provide us with series which will be 
useful in the comparison test. 

EXAMPLE 3.1. Test for convergence the infinite series 

00 1 
L-p 

n= 1 n 
where p is a positive constant. 

Solution. The function that will serve the purpose of making it possible to 
use the integral test is rather obviously fen) = l/nP• 
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While we indicate that it is obvious, it should not go without checking, for 
we must observe first of all that this gives us the right value, and secondly that 
this is monotonic decreasing. Since this does satisfy our hypotheses, we will 
use fen) = nP, and check whether the integral j"r' x- P dx exists. We have two 
cases to consider. If p =1= 1, then we have 

f ooX-PdX= lim fMX-Pdx= lim [ ~1-(P-l~MP 1J. 
1 M~oo 1 M~oo P 

Our denominators cause no trouble, since p =1= 1, and we observe that if 
p > 1, the last term approaches zero, for the exponent (p - 1) is positive. 
However, if p < 1, we have the exponent in the denominator negative, or 
equivalently we would have a power of M in the numerator, and this would 
then increase beyond all bounds. In this case the integral would fail to exist. 
As a result of our deliberations so far, we know that the given series will 
converge if p > 1 and diverge if p < 1. We still have no information on p = 1, 
since we have excluded this from our considerations. If we go back to the 
integral with p = 1, we have 

foo fM 1 x - 1 dx = lim - dx = lim [In M - In 1]. 
1 M~oo 1 X M-oo 

This limit also fails to exist. Hence we have the fact that this series is divergent 
for p = 1. (You might note that the case for which p = 1 is exactly the one we 
considered in the last section, and we came out with the same conclusion. 
At least we are consistent.) Therefore, we know that the initial series is 
convergent if p > 1 and divergent if p ::; 1. This series, frequently referred to 
as the p-series, is a good one to keep in mind for purposes of comparison. 

EXAMPLE 3.2. Test the series 

00 1 
I-
n=O n2 + 1 

for convergence. 

Solution. Note that the n-th term of this series is smaller than the n-th term 
of the p-series for p = 2. Thus 1/(n2 + 1) < l/n2 since the denominator ofthe 
first fraction is larger than the denominator of the second. However, since 
the p-series is convergent for p = 2, we know that the given series is con­
vergent by Theorem (IX.2.3). 

It should be pointed out that we do not know what the sum (or limit) is in 
this case, but we do know the series converges. Usually we are interested in 
knowing whether the series will converge, for if it does we could use calculat­
ing or computing equipment to obtain an approximation to the sum of the 
series. It should be pointed out, if you have not already observed it, that it is 
possible to write a program which will come out with a nice result for the sum 
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of a series, even though the series may not converge. A computer has no way of 
discerning divergence. Therefore, it is essential that you know whether a sum 
exists in order to know whether to attempt to find its value or even more 
important that you know whether to accept a purported sum as having a 
chance of being correct. In other words it would be rather futile to put in a 
lot of work trying to find even an approximation for the sum if the sum did 
not exist. Therefore, the information concerning convergence is worth 
working for. 

You may well ask whether we might not capitalize on the fact that going 
from p = 1 to a value very slightly greater than one took us from the divergent 
to the convergent case. Would it be possible that this might give us some 
boundary series and we could then compare everything with this "last 
divergent series" or "first convergent series ", which ever we had. The answer, 
unfortunately, is that this is not possible. Given any divergent series we can 
find a more slowly divergent series (using the intuitive meaning of the word 
"slowly" here), and given any convergent series we can find a more slowly 
converging series. Some of these will be indicated in the exercises at the end 
of this section. Despite the fact that we have not taken care of all cases, 
however, we do have an additional series for purposes of applying the com­
parison test. The geometric series and the p-series, are the most frequently 
used series for comparison purposes. Be certain that you know how to apply 
them. 

As an example of the use of the comparison test with the geometric series, 
we develop one more frequently used convergence test. It should be made 
clear at this point that there are a great many convergence tests, and we will 
not discuss all of them. If we did, this entire book could easily be devoted to 
the problem of testing series for convergence. However, there are certain 
tests that seem to take care of a very large percentage of the problems that 
arise in practice, and as we have done in other areas where we selected only 
a small number of the vast possible number of techniques, we will mention 
only this small number of tests here. 

Theorem 3.2. Given the infinite series L:'= 1 an, define R by the relation 
R = limn_ oo an+ dan if the limit exists. If R < 1, the series converges. If 
R > 1 the series diverges. If R = 1 this test gives no information. 

OUTLINE OF PROOF. If R > 1, there is some value, N, such that for all n > N 
it is true that lan+l/anl > 1. This is equivalent to the statement that lan+ll > 
1 an I. If this is true, then the n-th term cannot be approaching zero and the 
series must be divergent. On the other hand, if R < 1 consider an c such that 
c < (1 - R)/2. There is then a value, N, such that for alI n > N, it is true 
that 1 an+ dan 1 < R + c. Denote by S the value R + c, and note that 
S < 1. From the N-th term on the given series can be compared with the 
geometric series 1 aN 1 + 1 aN 1 S + 1 aN 1 S2 + 1 aN 1 S3 + ... and we note that 
each term ofthe geometric series is at least as large as the absolute value of the 
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corresponding term of the given series. Since S < 1, the geometric series is 
convergent, and hence the given series must be convergent. To show that 
R = 1 gives no information, note that the p-series gives a limiting ratio of 
R = 1 for each value of p, and for some of these series we have convergence 
while for others we have divergence. Therefore, there is no information to be 
derived from this test if R = 1. 0 

The test we have just introduced is called the ratio test. It is very much 
used, for many reasons, one of them being the fact that it is probably the 
easiest one to try since it is not necessary to dig into your repertoire of 
convergent and divergent series, nor is it necessary to evaluate improper 
integrals that at times are less than inviting. Consider, for example, the 
following illustration. 

EXAMPLE 3.3. Test the series 

for convergence. 

Solution. Note that this would not have been handled easily by the earlier 
tests we derived, for we do not know how to integrate a factorial, and we do 
not have any ready series for purposes of comparison. Here we note that 
an + 1 = (2n + 1 )/(n + I)! and an = (2n)/n!. We can now determine R by 

R = lim (2n + 1)/(n + 1)! = lim _2_ = 0 
n .... oo 2n/n! n .... oo n + 1 . 

In the algebraic simplification we have used the fact that (n + I)! = 

(n + 1)(n !), since n! (except for the special definition of O!) is the product of 
the first n positive integers. Since R < 1, we know this series converges. (This 
type of manipulation with the factorials will serve you well on many occasions, 
so take a close look at it.) 

There are many other tests, and you may become sufficiently interested 
to look up several of them and note the situations for which they ease the job 
of testing for convergence. The ones we have considered will be adequate for 
our purposes. 

We should mention one very important type of series before terminating 
this particular section. Many series are not just series of constants, as we have 
considered up to the present, but are series of functions. Thus, the particular 
value of each term will depend on the value of some variable. For instance, 
we might consider the infinite series 
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This is, in fact, a series we will see later on, although we will derive it at that 
point and you do not need to remember it here. We do want to know, 
however, for which values of x this will converge. Note that each of the terms 
of the series is a function of x. Hence the value that each term will assume 
depends on the value that x assumes. It would be rather horrible to contem­
plate having to test the series for convergence for each value of x. Ordinarily 
the first test that one would apply in this case, partly because practice has 
shown this to be an efficient approach, is the ratio test. Now remember that x 
is presumed fixed for the particular series we are investigating. Hence, we 
have 

R = lim l[xn+1/~n + I)JI = lim IXII_n_1 = Ixl. 
n--+ 00 x In n--+ 00 n + 1 

(You might use L'Hopital's rule on the limit of nl(n + 1), but there are easier 
ways of doing it.) Observe that x is a constant in the process of taking this 
limit. In other words, we have R = I x I for our particular value of x. If 
I x I < 1, we know this series will converge and will in fact be absolutely 
convergent. If I x I > 1 it will diverge. The question remains concerning what 
happens when I x I = 1, or when x = 1 and when x = -1. We can check these 
by straight substitution, for if x = 1, we have the series 1 - 1/2 + 1/3 -
1/4 + 1/5 - ... , and we know this converges. On the other hand if x = -1, 
we have the series -1 - 1/2 - 1/3 - 1/4 - 1/5··· and this is the negative 
of the harmonic series, and hence is known to diverge. Therefore, we know 
that the given series will converge if x is in the interval ( -1, IJ, or -1 < 
x ~ 1. This interval is called the interval of convergence of the given series. We 
were able to handle essentially all possible values of x in one operation this 
way, and this is not an inconsiderable advantage of the ratio test. In general, 
we can expect to use the ratio test to determine open intervals of convergence, 
and open intervals of divergence, but we will usually have to consider the 
end points of these intervals as special cases of infinite series of constant 
terms. This results from the fact that at these end points R is usually one. 

EXERCISES 

1. Test each of the following series for convergence: 

(a) L:'=1 (1/Jn3+i) 

(b) L:'=dn/Jn3+i) 
(c) L:'=2 «n cos nn)/(n2 - 1» 

(d) L:'=2 (l/n(ln n» 
(e) L:'= 10 (l/n(ln n)(ln In n» 
(f) L:'=o (en/n!) 
(g) L:'=o (nn/n!) 
(h) L:'= 1 (l/n(n + 1» 
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2. Find the interval of convergence of each of the following series: 

(a) I:,= 1 «2x - 1)"/n) 
(b) I:,= 1 (x"/n!) 
(c) I:,= 1 (x"/n2) 
(d) I:,= 1 «cos nnx)/n2) 
(e) I:'=l « -1)"/nx) 
(f) I:,=o (x")(n!) 

3. Find the interval of convergence: 

(a) I:,=o « -x2)"/(2n)!) 
(b) I:,=o (x( -x2 )"/(2n + I)!) 
(c) I:,= 1 ((In x}/n) 
(d) I:'=2 (x"/(n 2 - 1» 

(e) I:,= 1 x" 

(f) I:,= 1 n" 

4. Find the interval of convergence of each of the following series: 

(a) I:,=o «x - 2)"/n!) 
(b) I:'=l «x2 - 4)"/n) 

(c) I:,= 1 (x"(~ + 1)/n 2 ) 

(d) I:,= 1 (x"(~ + 1)/n) 
(e) I:,=o n(2x - 3)" 

(f) I:'=2 «3x + 4)"/(n2 - 1» 
(g) I:'=2 «2 - x)"/n(ln n» 
(h) I:,= 1 « - x)" /n(n I»~ 
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5. (a) Find the first five terms of the series for f(x)g(x) if f(x) = I:,= 1 (x"/n) and 
g(x) = I:,=o (x"/n!). 

(b) Find the first five terms of (I:,= 0 (x"/n !»2. 

(c) Write out the first five terms of A = I:,=o (x( -x2 )"/(2n + I)!). 
(d) Write out the first five terms of A2. 

(e) Write the first six terms of B = I:,=o « - x 2 )"/(2n) I). 
(f) Write out the first six terms of B2. 
(g) Obtain the first five terms of A 2 + B2. Can you think of two other functions 

that behave this way? 

6. (a) The series I:,= 1 (x"/n) converges in the interval -1 ~ x < 1. Show that this 
series is absolutely convergent in the interval - i < x < 1. 

(b) The p-series converges if p = -1.01 and diverges if p = 1. Use differentials to 
find the difference between n - 1.01 and n - 1 if n = 10,000. 

( c) Find the percentage difference between n - 1.01 and n - 1 if n = 10,000. 

B7. A drug is administered to a patient in doses of Co milligrams at intervals of Thours .. 
An active residue in the amount of Co e - T milligrams remains from the original dose 
after Thours. Hence at the time of the initial dose the active amount is Co. after the 
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second dose the amount is Co + Co e - T, at the time of the third dose the amount is 
Co + (co + coe-T)e- T = Co + coe- T + c oe- 2T, etc. 

(a) Find the amount after the k-th dose. 
(b) Does the active amount approach a limiting value? 

B8. If one is given a dose of R units of radioactive iodine of atomic weight 131 at noon 
on one day, a strength of 11R/12 units will remain at noon of the following day. 

(a) If a person is given 0.05 units each day at noon, find the amount in the body 
immediately after the second dose. 

(b) Find the amount in the body immediately after the fifth dose. 
(c) If this dosage is continued, will the amount in the body at any time approach a 

limiting value? If so, what is it? 

9. (a) Show that 2::=20 (1/n(ln n» diverges. 
(b) Show that 2::=20 (l/n(ln n)(ln In n» diverges, and use the comparison test to 

show that the terms in this series are smaller than the terms in the series of 
part (a). 

(c) Show that 2::=20 (l/I1(in 11) (In In 11) (In In In 11» diverges and use the comparison 
test to compare this series with that of part (b). 

(d) Use the results indicated by this Exercise to demonstrate that it is always 
possible to find a more slowly diverging series ifit is to be of this general form. 

IX.4 Power Series 

Having spent some time learning how to determine whether an infinite series 
is convergent, we should now find out how to obtain such a series. Before 
starting on this venture it is well to state carefully the assumptions we will 
make and the notation we will use. We will assume we are starting with a 
function f(x) which possesses a continuous n-th derivative. This implies by 
earlier theorems that f(x) also has a continuous first derivative, a continuous 
second derivative, and so on through a continuous (n-I)-st derivative. We 
shall denote the n-th derivative by f(n)(x) where the order of the derivative is 
given by the superscript in parentheses. We will also make use of the integral 
theorem of the mean which states that if f(x) is continuous and g(x) is 
monotonic in (a, b) then there exists a valuec in (a, b) such thatJ~ f(x)dg(x) = 

f(c)(g(b) - g(a» as well as the version of the Fundamental Theorem which 
states J~f'(x)dx = feb) - f(a). These results are all familiar, but it is well 
occasionally to restate such results in order that we know precisely what we 
are assuming. 

With the assumptions indicated above we can now write 
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with c between a and x and 

fpn)(X)dx = f(n-l)(x) - f(n-l)(a). 

These two results combine to give us the relation 

pn)(c)(x - a) = f(n-l)(x) - pn-l)(a). 
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(IXA.l) 

Before going further it would be well to observe that since a is a constant, 
the value of c will depend upon the value of x. Thus, if x were to change, it is 
reasonable to expect c to change, and therefore c is no more a constant 
than is x. We can emphasize the likelihood that c is a variable by replacing 
c with z. This we shall do in the sequel. 

Since (IXA.1) is a relation involving functions, we can integrate again. 
Note that pn-l)(a) is a constant, and that pn-l)(x) can be treated just as we 
treated f(n)(x) in the preceding step. Consequently we have 

f [fpn)(X)dx]ax = f pn)(z) (x - a)dx 

= f f(n-l)(x)dx - f f(n-l)(a)dx. (IXA.2) 

Considering the separate parts of (IXA.2) we have 

Ix IX (x - a)2 pn)(z)(x - a)dx = pn)(Zl) (x - a)dx = f(n)(Zl) ---
a a 2 

with Z 1 between a and x, 

and 

f pn-l)(a)dx = f(n-l)(a)(x - a). 

Therefore we have from (IXA.2) 

f(n)(Zl) (x ~ a)2 = [j(n-2)(x) _ pn-2)(a)] _ pn-l)(a)(x - a). (IXA.3) 

Before we leave this step it is worth noting that in (IX.4.2) we indicated we 
were taking the integral of an integral. In other words, we integrated the 
interior integral (with the corresponding interior dx) first and this result 
became the integrand for the second integral. Such a result is called an 
iterated integral. In many cases iterated integrals have values which are the 
same as those for a similar result called a multiple integral. We will use the 
term iterated integral here, for that is descriptive of the process we are using. 
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The two sides of the equation (IX.4.3) represent two ways of writing the value 
of the iterated integral of (IXA.2). 

Our terminology would suggest that we intend to continue this process. 
In fact, it would seem reasonable to integrate n successive times, for two 
times permitted us to reach the (n - 2)-th derivative and it would seem 
reasonable that n times would get to the (n - n)-th derivative or the function 
f(x) itself. We will write out one more step, however, before trying to 
generalize. It is always good practice to write out several steps to insure that 
you know just what is happening, and we are trying to practice what we 
preach. 

or 

f [f [f f(n)(X)dX}X}X = iXpn)(Zd (x ~ a)2 dx 

= f pn- 2)(X)dX - f pn - 2)(a)dX 

-f f(n-l)(a)(x - a)dx (IXAA) 

f(n)(Z2) (x ~! a)3 = pn- 3)(X) _ f(n- 3)(a) _ pn- 2)(a)(x - a) 

_ pn- l)(a) (x ;! a)2 

We have Z2 within the interval of integration or between a and x. The pattern 
is now beginning to emerge. If we continue this process and integrate n 
successive times we have on the left side 

f ... [f [f [fpn)(X)dX }X }X ] ... dx. 

The resulting equation can be written 

pn)(Zn_l) (x -, a)" = PO)(x) _ ± pn-k)(a) (x - a)n~k. 
n. k=l (n - k). 

(lXA.5) 

We have written f(O)(x) to indicate the derivation, but since the result of 
integrating the n-th derivative n times must be the original function we could 
write in equivalent fashion f(x). Following our earlier discussion it is also 
apparent that Zn-l is some value in the interval bounded by a and x. For 
convenience we will replace Zn-l by Z, and then with a slight rearrangement 
of (IXA.5) we can write 

(IXA.6) 
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We have taken the liberty of changing the index of summation, but you will 
note that we have described exactly the same terms we had in the earlier 
expression. While this is not yet an infinite series, it approaches that if n is 
very large. The one disturbing item in this result is the presence of Z, a value 
which we cannot accurately determine. However, in the majority of cases of 
interest the final term in this expression, that is the one involving the n-th 
derivative, will be sufficiently small that we will not have much concern over 
the value of Z. We shall investigate this in some of the examples to follow. 

The result (lX.4.6) which we have so laboriously obtained is a very useful 
one. It was first published by Brook Taylor (1685-1731) in 1715. Despite 
his insight in obtaining this result (probably by a different method) he had 
not yet considered the problem of convergence. Taylor seems to have been 
unaware that the rudiments of this development were discovered earlier by 
the Scotsman J ames Gregory (1638-1675). Taylor gets the credit, however, for 
the result in (IX.4.6) is known as Taylor's theorem. Often we find that 
limn _ oo pn)(z)«x - a)n/n!) = 0, and in this case we can write (IX.4.6) as 

f(x) = J/(k)(a) (x ~! a)k. (IX.4.7) 

We now have an infinite series, and this series is known as Taylor's series. 
The special case in which a = 0 is known as Maclaurin's series after Colin 
Maclaurin (1698-1746) who published it in 1742 although the same result 
was known 25 years earlier by James Stirling (1692-1770). The dates given 
indicate that this was developed very soon after the publication of the basic 
elements of the calculus by Newton and Leibniz. 

EXAMPLE 4.1. Expand f(x) = eX using Taylor's theorem with a = O. 

Solution. This is a good one to start with, for we find that each derivative is 
equal to eX. Hence, each fU)(a) = eO = 1, and we have 

x_n-l(x_O)j z(x-o)n n-l x j zxn 
e - I ., + e ,= I ~ + e ,. 

j=O)· n. j=O). n. 

If we examine this result, we find that since Z must be some constant for each 
value of x, and in fact must be between 0 and x, then eZ is no larger than eX 
if x is positive and no larger than eO = 1 if x is negative. Hence, if we try to 
evaluate eX for any specific value of x, we know that eZ is some constant, and 
in any case we have an upper bound for its possible value. Again, assuming 
that x is some fixed value we can show that xn /n! approaches zero as n gets 
larger without limit. In view of the fact that eZ is a constant, we then know 
that limn _ oo eZ(xn/n!) = O. Therefore, if we take a sufficient number of terms, 
we can ultimately reach a point where the remainder term, that is the term 
involving the n-th derivative, is as small as we please. We can thus evaluate eX 
with any desired degree of accuracy for any value of x. If you look at Exercise 
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111.4.9, you will find that you were really obtaining the Maclaurin's ex­
pansion for the function e- x • On the basis of the above discussion we can go 
from Taylor's theorem to Taylor's series and write 

From this example we see that for some functions, at least, it is possible 
to obtain a Taylor's expansion, and to use the remainder term to test for 
convergence. When we talk about convergence, of course, we are referring to 
the infinite series. We started with a finite number of terms. It was possible, 
however, to think of going from step to step with increasing values of n, 
and thus constructing an infinite series. We had the net gain here that we had 
a measure of possible error at each step. 

In general we can obtain an expression using Taylor's theorem for any 
function with a sufficient number of continuous derivatives. If we think of 
that portion of (IXA.6) which excluded j(n)(z)(x - a)n In! we have a partial 
sum of a Taylor's series. If the remainder term, pn)(z)(x - a)nln!, is small, 
the partial sum must be close to the correct value of the function for the 
particular values of x used. If we show that the remainder term approaches 
zero as n increases without limit, we have shown that it would be profitable 
to take more terms in a Taylor's theorem expression, and hence to take the 
Taylor's series. Using this line of reasoning we are able to obtain an expansion 
for each of a large variety of functions as an infinite power series. We can 
frequently test for convergence by an examination of the remainder term, 
although in some instances the remainder term will be more complicated than 
we would wish to deal with. While it is true that the infinite series for eX 
would converge for any value of x, it is also true that the series expansion 
for many functions will converge only over some finite interval. You should 
always determine whether a series converges before using it. 

At this point we must put in a disclaimer. What we have shown in the case 
of eX is that we can find the value of eX for any real value of x to any desired 
degree of accuracy in theory. In practice, it is possible to do this provided we 
carry the required accuracy for each term in all computations. Hence, if the 
arithmetic is done by means of decimals, we would carry an appropriate 
number of decimal places if the particular term is not a terminating decimal. 
This indicates that we must be certain in advance that the number of decimal 
places carried is sufficient to prevent contamination by any round-off error 
in the arithmetic. Exact computation would imply that we would use an 
infinite number of terms, each with an infinite number of decimal places. Is it 
any wonder that we settle for an approximation? For practical purposes we 
use only a finite number of decimal places in any given situation anyway. 
Consequently, the fact that we obtain approximations causes no trouble. 
Except in rare circumstances we end up in practice with some approximation. 

Since we can make the remainder term as small as we please, we can 
continue until any error that is present results only from the round-off error. 
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Thus, to calculate the value of e, we would have x = 1 in eX, and hence 

00 1 
e = I.~ == 1 + 1 + .5 + .1666667 + .0416667 + .0083333 

j=O J. 
+ .0013889 + .0001984 + .0000248 + 0000028 

+ .0000003 + ... , 
the remaining terms being zero to at least seven decimal places. In this situa­
tion, as in some others, it is possible to simplify the work with appropriate 
organization. This computation can be made somewhat easier to follow by 
placing the numbers in a column and dividing the numbers by the successive 
integers in the manner shown. The sum of the quotients will give us the 
desired value. Note that we could easily have carried additional digits. 
Observe that we have rounded the results. 

1 1.0000000 
2 1.0000000 

3 0.5000000 

4 0.1666667 
5 0.0416667 
6 0.0083333 
7 0.0013889 
8 0.0001984 
9 0.0000248 

10 0.0000028 
0.0000003 

sum = 2.7182819 

The resulting value of e is given by e = 2.7182819. The last digit is in error by 
one if we round off the value of e, but by slightly less than one in actuality. The 
individual round-off errors have in some instances been positive and in 
others negative, and the sum of the positive errors about equalled the sum of 
the negative errors. The fact that we run into this computational com­
plication does not refute the value of the Taylor's expansion, but rather 
brings into focus some of the problems of reality in carrying out computa­
'tions. We might check further in this instance and observe that in this 
instance the theoretical error would be eZ /11 !, and since Z is between zero 
and one, we know that eZ < 3 even if we are' most generous. Therefore, the 
value of the error in stopping at this point can under no circumstances be 
as great as 10- 7 by direct computation. All of the error in writing out seven 
decimal places must result from the round-off effects. 

One additional item should be mentioned in connection with accuracy in 
computation. If we were to evaluate e - 8 using a digital computer, we could 
expect rather inaccurate results, for while the series would certainly converge, 
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the computer would bring in difficulties in that the computer uses only a 
fixed number of significant digits for each number. When we evaluate the 
term 87/7! we have 2,097,152/5,040 which is approximately equal to 400. 
This would require that of the fixed number of digits available we use three 
for the integral part, and hence we would have three fewer digits in which to 
carry the decimal part of the number. Furthermore, since e- 8 involves a 
negative exponent, we have the subtraction of two numbers of approximately 
equal size. This eliminates many significant digits. This does not indicate that 
we should not use the computer, but rather that we have to exercise care in the 
use ofthe computer. It is not sufficient to be content with the knowledge ofthe 
theoretical value of the error term since round-off error will make a large 
contribution in many instances. Therefore, we should pay attention to the 
method used in developing the computer program. In determining values of 
eX it is probably better to compute values of eX for x in the interval [0, 1J and 
then multiply the result by such powers of e as are required to obtain the 
particular value we seek. 

Our development so far indicates that we can expand any function which 
has the necessary continuous derivatives. We should, of course, determine 
whether the resulting series will converge. In some instances the differen­
tiation may not be overly pleasant to contemplate. For example, if we started 
with f(x) = tan x, then f'(x) = sec2 x, and f"(x) = 2 sec2 x tan x. We 
already have a product rearing its ugly head. Although we have a function 
which can be expanded in a Taylor's series, it is sometimes difficult to carry 
out the necessary computation to obtain the series. In some cases there are 
easier ways. We will mention a few of these in the next section. 

EXERCISES 

1. Find the Maclaurin series for each of the following functions and determine the 
interval of convergence for the series. 
(a) sin x 
(b) cos x 
(c) x sin x 
(d) x 3 - 3x2 + 4x - 2 
(e) tan x 

(f) Fx+l 
(g) e3x 

(h) ex2 

2. Find the Taylor's series for each of the following functions about the indicated 
value of a and determine the interval of convergence of the series. 

(a) sin x about a = nl6 
(b) In x about a = 1 
(c) cos x about a = nl2 

(d) Jx about a = 9 
(e) X4 about a = -2 
(f) csc x about a = nl2 
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3. (a) Expand In(l + x) in a Maclaurin's series and find the interval of convergence. 
(b) Expand In(l - x) in a Maclaurin's series and find the interval of convergence. 
(c) By subtracting your result in part (b) from your result in part (a) obtain 

In«l + x)/(l - x)). What is the interval of convergence? 
(d) For what value of x does (1 + x)/(l - x) = 5. 
(e) Using your results in part (d) and (c) evaluate In 5 to four decimal places. 
(f) If n is any positive number show that it is possible to use the method of this 

exercise to find In n. Include an assurance that all numbers x involved are 
within the interval of convergence of the series in part ( c). 

4. (a) Obtain the first four terms and the remainder term of the Maclaurin's 
expansion for tan x. (Some of these terms may be zero.) 

(b) Using the first four terms of the Maclaurin's expansion of part (a) find the 
value of tan(n/6). 

(c) Use the remainder term of part (a) to find a bound for the error in your 
approximation of part (b). 

5. (a) Expand (a + bx)n in a Maclaurin's series were a, b, and n are real constants. 
(b) Find the interval of convergence of this series. 
(c) Show that your result in part (a) is the binomial series. 
(d) If a = 4, b = -0.3, n = 0.5, and x = 1 use the remainder term to find how 

many terms would be required if the error were to be less than 0.000001. 

(e) Using your results of parts (a) and (d) find the value of )3.97 = )4 - 0.03 
with an error no greater than one millionth. 

6. (a) Find the Maclaurin's expansion for sinh x. 
(b) Find the Maclaurin's expansions for eX and e- x . 

(c) Using the definition of sinh x and the results of part (b) obtain the series for 
sinh x. 

(d) Compare your results in parts (a) and (c). 
(e) Show that sinh x is an odd function. 
(f) Note whether the exponents of the Maclaurin's expansion of sinh x are all 

odd, all even, or mixed. 

7. (a) Iff(x) is a polynomial of degree n, show that the Taylor's expansion will have a 
finite number of non-zero terms. 

(b) If all of the non-zero terms of the expansion of f(x) are used, show that the 
remainder term indicates an error of zero. 

(c) Show that it is possible using a Taylor's expansion to express any polynomial 
f(x) as a polynomial g(x - a) for any real value a. 

(d) Uf(x) has a zero between a and a + h, show that g(x - a) would have a zero 
between 0 and h. 

(e) Show that if h is sufficiently small (perhaps less than 0.1) the terms in the 
polynomial g(x - a) of degree 2 or more can be ignored and a reasonable 
approximation of the zero of g(x - a) can be obtained. 

(f) Show that the result of part (e) can be used to find a reasonable approximation 
of the zero of f(x). 

8. (a) Obtain the Maclaurin's expansion for sin x. 
(b) It is known that sin x is an odd function. What can you observe about the 

exponents in your expansion. 
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(c) Differentiate the series for sin x and compare your result with the Maclaurin 
series for cos x. 

(d) Differentiate the series for cos x and compare your results with the series for 
sin x. 

(e) Square the series for sin x and the series for cos x and add the results. Could 
you have anticipated the result of this computation? 

9. (a) Find a Maclaurin's series for arc tan x. 
(b) Find the interval of convergence of your series. 
(c) Since arc tan 1 = 11./4, find an infinite series which converges to 11./4. 
(d) From your result of part (c) find an infinite series which converges to 11.. 
(e) Use trigonometric identities to show that arc tan! + arc tan t = arc tan 1. 
([) Use your series to obtain values for arc tan! and arc tan t. 
(g) Use your results in parts (e) and ([) to obtain a value for 11.. 

C10. (a) Find the error term in the Maclaurin's series for cosh x. 
(b) Find the number of terms of the Maclaurin's series for cosh x which would be 

required if we are going to limit x to the interval [0, 1] and we want an error 
no greater than 0.000001. 

(c) Write a computer program to evaluate cosh x for x = 0,0.1,0.2, ... , 1 with 
an error no greater than 0.000001 in each value. Have your program print 
the number of the first term in which the value is less than 0.0000001. 

(d) Compare the number of terms used for each computation in part (c) with 
the number of terms predicted in part (b). Note that there is a more stringent 
requirement in part (c) in order to take care of any possible accumulation of 
round-off error or the fact that subsequent terms may add up to a total 
greater than 0.000001. 

(e) From your comparison in part (d) note that the number of terms computed 
in part (b) is a maximum number, and you may frequently not require that 
number of terms. 

MIL Write out in detail the proof of (IX.4.6) in the case where n = 4. 

M12. (a) Expand In x in a Taylor's expansion about x = e. 
(b) Find the interval of convergence of this series. 
(c) Examine In x and determine whether In x is defined for all values within the 

interval of convergence. 
(d) Examine In x and determine whether In x is defined for any values outside the 

interval of convergence. 
(e) Note that the interval of convergence usually extends an equal distance on 

either side of the value about which the expansion takes place. Would your 
results of part (d) explain, at least in part, the limitations on the interval of 
convergence? 

IX.5 More About Power Series 

In the last section we found that for any function with a sufficient number of 
continuous derivatives we could find a Taylor's expansion. At points where 
the remainder term is sufficiently small we can use this expansion to evaluate 
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the function. However, the process of successive differentiations is not always 
a pleasant one to contemplate. The question arises whether there is an easier 
way of obtaining the series. For instance, if we wished a series for arc tan x, it 
is not overly pleasant to think of using the functions arc tan x, 1/(1 + x 2 ), 

[ - 2x/(1 + X2)2], etc. At this point we are already well into the differentiation 
of fractions. Would it help to go in the other direction and take anti-deriva­
tives? We might start with 1/(1 + x2 ) and integrate. That would certainly 
give us arc tan x, but what do we have when we get it? Let us see. 

1 1 - (-x2t (_x2 )n 
1 + x 2 = 1 + x 2 + 1 + x 2 

( _1tx2n 
= [1- x 2 + X4 - x 6 + ... + (-x2t- 1] +---;;-

1 + x2 

For any value of x it is true that x 2n/(1 + x 2) < x2n. Since we have a finite 
number of terms, we can integrate, and know that the integral ofthe sum is the 
sum of the integrals. Therefore, we can integrate, and have 

Ix dt 
arc tan x = -1--2 

o + t 

for any finite value of n. This is an exact relationship. However, 

and if I x I :::;; 1, this term can be made as small as we please by taking n 
sufficiently large. Therefore if I x I :::;; 1 we can let n increase without limit and 
we have an infinite series which is a convergent series. Thus, we seem to have a 
series which will represent arc tan x without having to perform the differentia­
tion we might have anticipated. In view of the fact that we integrated a finite 
number of terms, we have no question concerning the validity of the finite 
operations performed. We have also established that we can obtain the value 
of arc tan x to any desired accuracy if I x I :::;; 1. 

The result we have obtained for arc tan x involves a polynomial plus a 
remainder term. Since a polynomial has a finite number of terms, we are able 
to integrate term by term and be certain that that portion of the work is 
correct. It is possible to obtain an upper bound on the integral of the error 
term and then determine whether this would approach zero for certain values 
of x. In this way we bypassed the problem of trying to integrate an infinite 
number of terms. While we will not discuss here the problems of integrating 
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or differentiating an infinite series, we will note that this is frequently risky 
business. If one is integrating power series and uses only values of x inside the 
interval of convergence of the series, a discussion similar to that for arc tan x 
would show that we would have a convergent series which would converge 
to the function we had in mind. If we do try to integrate term by term or to 
differentiate term by term, we should at least check the resulting series to 
determine whether it converges, and if it does converge to determine the 
interval of convergence. 

We now appear to have two ways of obtaining a series for arc tan x. We 
have illustrated one in the preceding paragraphs. We can also use Taylor's 
expansion. Do these give two different series? It should be rather easy to see 
that if we have expanded one in powers of (x - a) and the other in powers of 
(x - b) where a =F b, they must at least appear different. If, on the other 
hand, they are both in powers of (x - a), we will have to do a bit more 
looking. 

Theorem 5.1. If the two series 
00 

I a/x - cY and 
j=O 

00 

I b/x - cy 
j=O 

both converge absolutely to the same function f(x), in some open interval 
which includes x = c as an interior point, then aj = bj for each value ofj. 

OUTLINE OF PROOF. Since the two series approach the same function as a 
limit throughout some neighborhood of x = c, we know that the two series 
should be equal when x is replaced by c. This leads us immediately to ao = bo. 
Consider the function 

which is defined at every point in the interval except x = c. Now 

lim fl(x) 
x .... c 

must be unique if it exists. Since, 
00 00 

fl(x) = I a/x - C)j-l = L b/x - C)j-l, 
j= 1 j= 1 

we can show that 

x .... c x .... c 

Therefore al = bl . Continue by mathematical induction. o 
With this theorem at our disposal, we know that we would have the same 

series for arc tan x regardless of whether we used the short method or the 
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longer method as long as both series involve powers of (x - 0) = x. For 
many of the inverse trigonometric functions it is possible to use a method 
similar to that used for arc tan x. In the case ofthe inverse secant and cosecant 
it would be necessary to make a substitution in order to have a suitable 
interval of convergence since zero could not be included in the interval of 
convergence. The substitution x = l/y would work in this instance, but note 
that this would then cause a reduction to arc cos y and arc sin y respectively. 
It is also possible to expand the derivative ofln(! + x) and ofln(! - x) and 
then integrate to obtain the series for In(1 + x) and In(1 - x). 

If we wish to obtain the expansion for tan x, it would seem inviting to use 
tan x = (sin x)/(cos x). This again brings up the question of performing 
arithmetic operations with series. We have shown that addition (and 
subtraction) are possible if the series involved are convergent. We have also 
shown that multiplication is valid with absolutely convergent series. As 
might be anticipated, division is more likely to cause trouble. If the quotient 
is absolutely convergent, however, we can feel reasonably confident, for in 
that case we could check the division by multiplication of series much as we 
have checked other divisions in the past. In special situations it may help to 
note the manner in which the remainder terms enter the manipulation. A 
careful investigation will show in this case that the quotient of the Maclaurin 
series for the sine by the Maclaurin series for the cosine gives the Maclaurin 
series for the tangent in the interval in which the quotient series converges. In 
cases of doubt, return to the definition of the Taylor's expansion, but it is 
possible at times to find an easier way of deriving the power series expansion 
of a particular function. Be certain that you have a valid reason for anticipat­
ing that the result will be correct, however. Above all check to make certain 
that the series with which you are working is convergent for the interval in 
which you are interested. 

At an early point in the development of the calculus Leonhard Euler, a 
very prolific mathematician and the one to whom we owe such symbols as 
f(x), e, 1:, and i, discovered a very interesting relation between the exponential 
function and the trigonometric functions. This relationship is so very useful 
in many areas of mathematics and mathematical applications that we will 
consider it before terminating this section. We know that the Maclaurin's 
series 

00 (CX)k 
eCx = I --

k=O k! 
converges for all values of x, and for any real constant c. It would take rela­
tively little effort, using our definition of absolute value as distance in the 
Argand diagram and using the definition of limit we developed in Section 
VU.2, to show that this series converges in case c is a complex number. For 
our purposes we will let c = i. The series then becomes 

00 (ixt 00 (_X2)k .00 X(_X2)k 
eix = k~O k! = k~O (2k)! + \~o (2k + I)!· (IX.5.l) 
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For the latter expression we have made use of the fact that i4n = 1 for any 
integer nand i4n + 1 = i, i4n + 2 = - 1, and i4n + 3 = - i. If your memory 
reaches back to some of the results contained in the Exercises of the last 
section, you will remember that 

00 (-x2t . 00 X(_X2)k 
cos X = k~O (2k)! and sm x = k~ (2k + 1)! 

We can then take the results of (IX.S.1) and write 

e ix = cos x + i sin x. (lX.5.2) 

This is the Euler relation. We will be making use of it in Chapter XI, as well 
as in our discussion here. In particular, note that we now have 
(cos kx + i sin kx) = e ikx = (eix)k = (cos x + i sin X)k for any real value, k, 
and hence we have a generalized version of DeMoivre's theorem. This 
explains the similarity of the developments of Sections 111.4 and 111.5. Euler 
was very much impressed with one particular result, namely ei1< = cos n + 
i sin n = -1, for he felt that with the inclusion of e, i, n, and -1 in a single 
relation he had something very fundamental combining some of the key 
units of mathematics. 

If we observe that 

{ eiX .= cos x + i sin x 
e - IX = cos X - i sin x, 

it is easy to show 
e ix _ e- ix 

sin x = --::---
2i 

and cos x = ----=-2--

(lX.5.3) 

(lX.S.4) 

These results permit us to derive many trigonometric identities without 
recourse to the right triangle or coordinate geometry. (Note the similarity to 
the definitions of sinh x and cosh x.) It is possible to define the trigonometric 
functions in terms of the exponential function and to derive all of trigonom­
etry therefrom, although it would not appear as natural as the approach 
using right triangles. 

One further item we can deduce from the Euler relation concerns 
logarithms. You remember that the logarithm is the inverse function of the 
exponential function. Thus, if we wish to obtain In[r(cos x + i sin x)], we 
merely consider 

In[r(cos x + i sin x)] = In r + In(cos x + i sin x) 
= In r + In(e iX) 

= In r + ix. (IX.5.S) 

There is one difficulty here. Since an increase in x by any integral multiple of 
2n would not alter the correctness of the given equations, the logarithm no 
longer has a unique value. We can handle this as we handled the case with the 
inverse trigonometric functions, however, for we can simply limit the domain 
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of X in this relation to [0,2n). If one is willing to adjust the formula for the 
addition of two logarithms so that the value of x in the result (IX.5.5) is 
always in the interval [0, 2n), it is perfectly possible to work with the logll­
rithms of negative and complex numbers. (Remember that you can put any 
complex number into polar form, and hence carry out the computation 
indicated above.) You will observe that the logarithms of positive real num­
bers are real but all other logarithms have an imaginary component. (Could 
this be the reason that you were always restricted to the positive real numbers 
when using logarithms in the past?) We see that the logarithm of -1 is 
given by In( -1) = ni, and In[( _1)2] = 21n( -1) = 2ni. Since 2ni is outside 
the domain we would subtract 2ni and obtain the more frequently seen 
expression In( + 1) = 0. 

EXERCISES 

1. (a) Consider the series for arc tan x obtainecj in this section. How many terms 
are required to obtain six decimal digit accuracy if x = I? 

(b) Evaluate arc tan t to six decimal places. 
(c) Evaluate arc tan t to six decimal places. 
(d) Use the method of Exercise 9 of the last section to obtain the value of arc tan 1 

to six decimal places using the results of parts (b) and (c). 
(e) Use the result of part (d) to obtain the value of n to at least five decimal places. 

2. (a) Use division to expand (1/(1 - x» in a series of ascending powers of x. 
(b) Integrate your result of part (a) to obtain a series for In(1 - x). 
(c) Find the interval of convergence of the series of part (b). 
(d) Using x = 0.5, determine first six decimal places of In(0.5). 
(e) Using the result of part (d) obtain In 2 to six decimal places. 

3. (a) Using the method of division, expand (2/(1 - x 2» in an infinite series of 
ascending exponents. 

(b) Integrate your result of part (a) to obtain a series for In«(1 + x)/(1 - x». 
(c) Find the radius of convergence of your series of part (b). 
(d) Using x = 0.5 determine the first seven decimal places ofln 3. 

4. (a) Expand (1 - X 2 )-1/2 in a binomial series. 
(b) Integrate the series of part (a) and obtain a series for arc sin x. 
(c) Determine the interval of convergence of the series of part (b). 
(d) Is there any logical reason in connection with the inverse sine function why 

the interval of convergence should be limited? 
(e) Evaluate arc sin 0.5 to six decimal places. Determine this value in both radians 

and degrees. (Use a conversion factor to obtain the result in degrees.) 
(0 Use your result of part e to evaluate n. 

5. (a) Expand e- r2 in a Maclaurin series. 
(b) Find the interval of convergence of the series of part (a). 
(c) Evaluate S8· 5 e- r2 dt to six decimal places. This is a very important integral 

for which there is no known method of direct evaluation. 
(d) Show that So e- r2 dt converges for all values of x. 
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C6. Use the results of Exercise 5 to make a table of values of So e-,2 dt for x = 0,0.1, 
0.2, ... , 2.0 correct to six decimal places. 

7. (a) Obtain a Maclaurin's expansion for sin J-;'. 
(b) Use your expansion of part (a) to find the first five decimal places of 

fo.s 

° sin Jx dx. 

8. (a) Expand esinx in a Maclaurin's series in terms of sin x. 
(b) Evaluate So/2 esinx dx correct to six decimal places. (Note the potential use of 

Wallis' theorem in this case.) 

9. (a) Show that cos x = cosh(ix). 
(b) Show that sin x = ( - i)sinh(ix). 
(c) Show that cosh x = cos(ix). 
(d) Show that sinh x = (- i)sin(ix). 
(e) On the assumption that the trigonometric identities of Appendix A are valid 

for complex arguments, find the corresponding identities for the hyperbolic 
functions. 

10. (a) Find the quadratic equation (x - eim)(:x - e- im) = 0 satisfied by x = eim 
and x = e- im. 

(b) Show that the quadratic expression of part (a) has no real zeroes, if m i= O. 
(c) Solve the quadratic equation of part (a) by completing the square or by 

means of the quadratic formula. Compare your results with the information 
given in part (a). 

MIL Review the derivation of formulas for the integral of the exponential function in 
Section IlI.4 and the integral of the sine and cosine in Section III.5. Show that 
these two developments are essentially the same development if we use imaginary 
exponents in Section 111.4 and use the Euler relation. 

12. (a) Find the value of In(1 + i). 
(b) Evaluate the cube roots of (l + i) by taking one-third of In(1 + i) and then 

using the exponential function. Remember that there are three cube roots. 

(c) Find the value ofln(l - ifi) and In( - 2i). 
(d) Add the values obtained in part (c) and determine whether the result is 

actually In( - 2i - 2fi). 

13. (a) Express 2 - 2i as a number of the form reiX, giving the value of rand x. 
(b) Show that any number of the form (a + bi) can be expressed in the form reix. 
(c) Show that any quadratic polynomial with real coefficients has two real zeros 

(possibly equal zeros) or else has zeros of the form reix and re- ix. 
(d) If the polynomial ax2 + bx + c has no real zero, show that it does have 

zeros reiy and re - iy where ar2 = c and b = - 2ar cos y. 

Pl4. The Bessel function of the first kind of index k is a very useful function in many 
areas of the physical sciences. It is defined as an infinite series, and is given by 
the relation 

co (-l)jxk+ 2j 
Jk(x) = .L 2k+2j"(k + V' 

J=O '}. ] . 

(a) Determine the interval of convergence of this series. 
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(b) Assuming that differentiation term by term is valid within the interval of 
convergence, show that this function satisfies the relation 

x2D~Jk(X) + XDxJk(X) + (X2 - k2)Jb) = o. 
[Hint: Use the terms involving x\ the terms involving Xk+2, the terms in­

volving Xk+4, and then the general term.] 

IX.6 Iterated Integrals 

In Section 4 we derived the Taylor's expansion with the aid of an iterated 
integral. We do not propose to give an extended discussion of this very im­
portant part of mathematics, but it would be of assistance for many applica­
tion to provide an intuitive background for simple applications of the 
iterated integral. As stated in Section IX.4 you will frequently hear the term 
multiple integral. In the majority of instances the multiple integral and the 
iterated integral will be synonymous in value if not in definition. Only those 
who persevere to the more esoteric applications of mathematics in their 
respective disciplines are apt to come across examples in which the distinc­
tion is one of importance. For the record, however, we are here discussing the 
iterated integral and not the multiple integral. This simplifies the problem 
considerably, for it means that we have a succession of integrals and each 
successive integral has the result of the preceding integration as its integrand. 
The successive integrations may all be with respect to the same variable, or 
they may be with respect to different variables. The limits of integration of the 
first integral evaluated may involve variables which are variables for an 
integration to be performed later. Does this sound confusing? If it does, go 
back to the RS sums for each of the successive integrands. The procedures we 
developed earlier for proceeding from the RS sums to the integral will 
continue to hold, but for the fact that we will have to obtain lubs and glbs 
more than once in a given problem. 

EXAMPLE 6.1. Use iterated integrals to find the volume of the solid bounded 
by the plane 2x + 3y + 4z = 12 and the three coordinate planes (the three 
planes each of which includes a pair of axes ). 

Solution. It is helpful to first draw a sketch of the volume involved. It is 
easy to see that if x = ° and y = 0, then z = 3 and the plane must cross the 
z-axis at the point where z = 3. In similar fashion the plane will cross the 
x-axis where x = 6 and the y-axis where y = 4. These three points are suffi­
cient to determine the plane. It is also possible to find the line in which the 
plane 2x + 3y + 4z = 12 intersects the x-y plane, for in the x-y plane we 
have z = 0. When z = 0, the equation of intersection becomes 2x + 3y = 12. 
All of this information is accumulated in Figure IX.2. 
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Figure IX.2 

In order to proceed with the integration we will partition the portion of 
the x-axis involved, and also partition the interval of the y-axis that is 
involved. Through the partition points on the x-axis, we will draw planes 
that are parallel to the y-z plane, and through the partition points on the 
y-axis we will draw planes that are parallel to the x-z plane. We now have a 
grid in the x-y plane with columns over each of the rectangles that have been 
defined in the x-y plane. We will add the volumes of the columns, each of 
which has as its base a rectangle formed by an interval on the x-axis and an 
interval on the y-axis, and which has for its height the height of some point on 
the given plane 2x + 3y + 4z = 12 which is above the base rectangle used 
for the columns. We have indicated the basis for RS sums although it is not 
yet apparent what method we can use for adding up the volumes in the large 
number of columns which result from the combination of the two partitions. 
In order to bring some order out of the chaos we will organize our work by 
first adding the columns in the y-direction for each interval indicated by the 
x-partition. This means we will first add all of the columns, going from left 
to right, which are between two successive planes, each plane being parallel 
to the y-z plane and determined by successive partition points in the partition 
of the x-axis. This will give a sum for each interval in the partition of the 
portion of the x-axis used. After these sums have been obtained, we shall add 
these sums up, thus obtaining as a final result the sum of the volumes in all 
the columns determined by the combination of the two partitions. Thus, in 
Figure IX.2 we will be adding the strips from left to right as the diagram is 
drawn, and each of these additions will produce a thin slab. We will then add 
the slabs obtained by multiplying a cross sectional area by the length of a 
subinterval in the x-direction, starting at the back with x = 0 and coming 
forward along the x-axis to the front vertex of the tetrahedron. Thus, we will 
have the RS sums 

(IX.6.1) 
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where the values Si are the elements of the evaluation set associated with the 
partition in the y-direction (or the partition of the portion of the y-axis that is 
involved) and the values rj are the elements of the evaluation set associated 
with the partition in the x-direction. It should be noted that n is the number of 
subintervals in the x-direction and m is the number of intervals in the y­
direction. Also f(x, y) is the height of the column if taken at the point (x, y) 
in the x-y plane. With this explanation, it is apparent that the summation 
inside the brackets provides directions for the computation necessary to 
obtain an approximation of the cross sectional area for any cross section in a 
plane parallel to the y-z plane. Having completed this summation we are now 
in a position to consider the outer summation, that is the one for which the 
summands include a summation. This will give us the sum of the terms which 
individually represent a cross sectional area multiplied by a thickness, hence 
the volume of a slab. The total result, then, is an approximation to the volume 
in question. 

This result involves an RS sum for which the summands are also RS sums. 
It should not be surprising that we will first determine a glb for the upper 
sums of the summation within the bracket and then a lub for the lower sums 
of the same summation to establish the summation in the bracket through 
successive refinements ofthe y-interval involved. This determines an integral. 
For this purpose x is held constant, since this occurs in a single cross section 
parallel to the y-z plane. This will eliminate the difficulty we would have ifboth 
x and y were free to vary within the same integral. Now that we have re­
written the summands for the outer RS sum, we can take the lub of the lower 
sums and the glb of the upper sums for the outer summation to determine 
whether the outer summation can be replaced by an integral. In this case 
there will be no y-variables appearing explicitly, for the summations with 
regard to y were taken care of in the first integration. Thus, we will have an 
iterated integral, and in this case it is clear that our decision to hold x constant 
for the inner integration was correct as was the decision to perform the inner 
integration first in order to have the integrand for the outer integration. 

We have only sketched the reasoning involved in carrying this request for 
volume through to the iterated integral, but we have missed in this sketch one 
very important ingredient. If we look again at Figure IX.2, we see that in this 
case the length of the interval we are to use for the variable y is dependent 
upon the value of x being used. When x is small the interval is rather long but 
as x increases the interval becomes shorter, and finally becomes an interval 
of length zero. Thus, the interval of integration for the interior, or first 
integration, depends on the value of x, and the value of x is a part of the 
second integration. In order to determine the limits of integration we will 
start from the inside and work our way out. We see that the height, which we 
labeled f(x, y) for purposes of setting up the RS sums, is given to us by the 
size of z for the given value of x and y. Hence, we would have the height 
given by z = (1/4)(12 - 2x - 3y) for any point (x, y). We have indicated in 
(IX.6.1) that the interval in the y-direction is divided into m subintervals, or 
the partition has m + 1 points. The big question in writing down the integral 
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is to determine what interval we have so partitioned. In this case it is not 
difficult to see that for any value of x we have the largest possible value of y 
at the time when z = 0, or when we are in the x-y plane. Thus, the relation 
between x and y which governs the largest value of y to be used for any given 
x is the relation 2x + 3y = 12, where we have used z = ° in the original 
equation. Hence, for any value of x in the partition we have y starting at the 
left with y = ° and going to the right to, but not beyond, y = (1/3)(12 - 2x). 
Since the first integration, that is the evaluation of the inside integral, is to be 
performed as though x were a constant, the interval of integration should be 
[0, (1/3)(12 - 2x)], where these are values which y assumes and it is under­
stood that x is constant for this integration. Finally, since the result of the 
first integration gives us the cross sectional area involved for a fixed value of 
x, the final integration gives us the volume, and must include all of the slabs 
starting at the back with x = 0 and proceeding to the front. Now the front 
point, that is the largest value which x can have in this solid, occurs when 
both y and z are zero, or when 2x = 12, whence x = 6. Therefore, the interval 
for this integration is [0, 6], and we now have the iterated integral, 

(6 [f(l/3)(12-2XJ 1 J Jo 0 4 (12 - 2x - 3y)dy dx. (IX.6.2) 

We have included the brackets to show the relation between (IX.6.1) and 
(IX.6.2), but these would ordinarily be omitted in practice. As far as the 
evaluation of the iterated integral is concerned, the procedure would be just 
as though they were present. Thus, we would have 

1 J6 [J4-<2X/3J J 4 0 0 (12 - 2x - 3y)dy dx 

= ~ f [12(4 - ~ x) - 2x (4 - ~ x) - ~ (4 - ~ x Y}x 
= ~ f (24 - 8x + ~ x2 )dX 

= ~ [24(6) - 4(6)2 + ~ (6)3J = 12. 

Since the volume concerned is a pyramid, we can check our result using a 
formula from solid geometry. The base of the pyramid is a right triangle with 
legs oflength 4 and 6. Hence 1he area of the base is (1/2)(4)(6) = 12 square 
units. The altitude of the pyramid is 3 and hence the volume should be 
(1/3)(3)(12) = 12 cubic units. This result agrees with that obtained by inte­
gration, and provides us with a check. While the geometric approach would 
be easier in this case the method of integration would be more useful in 
general. It is not to be expected that we will have the convenient geometric 
formula for every solid that we meet. 
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Before we leave this example it should be noted that we could just as well 
have added first with respect to x, holding y constant, and then added with 
respect to y. The important thing to observe is that we arrange our compu­
tation so that we add all columns once and only once when we consider the 
sums, and the integration should reflect the result of carrying this reasoning 
through the successive refinements to the integral. 

EXAMPLE 6.2. Find the mean value of z on the surface 2x + 3y + 4z = 12 in 
the first octant. 

Solution. Following our earlier work concerning mean value, we know 
that the mean value of z multiplied by the base area should give the volume. 
In other words, we can obtain the mean value of z as 

.f8 .fbl / 3)(12-2x)!(12 - 2x - 3y)dy dx 

f6 f(1/3)(12 2x) dy dx 
.0.0 

We know the numerator has the value 12, and we can determine that the 
denominator also has the value 12. Hence the mean value in this case is one. 
This is equivalent to saying that a prism having the same base and having an 
altitude of one would have the same volume as does the pyramid of our 
example. 

Note that the mean value is defined in a manner completely analogous 
to the definition of mean value of Section 111.3. 

EXAMPLE 6.3. Find the mass of the ellipsoid (x 2/a 2 ) + (l/b 2 ) + (Z2/C 2 ) = 1 
if the density at any point (x, y, z) in the ellipsoid is given by I xyz I units of 
mass per cubic unit of volume. 

Solution. Since the density is given by the absolute value, the mass is 
symmetric about each of the coordinate planes. Consequently we can evaluate 
the mass in the first octant and multiply the result by 8 in order to obtain 
the total mass. This will remove the requirement for keeping track of the 
absolute value throughout the problem. We will now sketch the ellipsoid in 
the first octant, and then partition the interval [0, a] of the x-axis with n 
subintervals, the interval [0, b] of the y-axis with m subintervals, and the 
interval [0, c] of the z-axis with p subintervals. If we draw in the planes 
through the partition points, each plane being parallel to a coordinate plane, 
we will divide the solid into a large number of rectangular parallelopipeds 
(or boxes). A representative box is shown in Figure IX.3. The mass of this 
box is approximated by rjSktl[Xj - Xj-l][Yk - Yk-l][ZI - Zl-l] units of 
mass. We can now proceed to add the approximations for all of the little 
boxes, and thus obtain an approximation for the mass of the ellipsoid. If we 
follow the procedures of Example 6.1, we will proceed to the triple iterated 
integral. 

f
e fb(l- (Z2/e2» 1/2 fall - (y2/b 2) - (z2/e2»1/2 

xyz dx dy dz. 
o 0 0 

(lX.6.3) 
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In this case we have not used the brackets to indicate the order of evaluation, 
but the order should be apparent by comparison with the work of Example 
6.1. 

We have not commented on the selection oflimits of integration in (IX.6.3). 
Since the first addition is indicated as that in which we hold y and z constant, 
we must add the masses of the boxes from the y-z plane to the surface for 
each choice of subinterval along the y-axis and along the z-axis. The largest x 
to be used for each y and z will vary, and can be determined from the equation 
of the ellipsoid. Thus, we would have x 2/a2 = 1 - (y2/b2) - (Z2/C2) or 
x = a(l - (y2/b2) - (Z2/C2»1/2 since x cannot be negative. Once we have 
evaluated the integral (equivalent to taking the sum) with respect to x, we 
now have a set of columns starting at x = 0 and proceeding away from 
the paper as indicated in Figure IX.3. As we have written (IX.6.3) we should 
then add these columns horizontally, holding z constant. The columns 
will be shorter when y is larger, of course, but they come all the way to the 
right to the place in which the surface intersects the y-z plane. This occurs 
when x = O. Consequently we are concerned with the y limits determined 
by the equation (y2/b2) + (Z2/C2) = 1 or equivalently y = b(l - (Z2 /C2»1 /2. 
Again we are using the fact that we are concerned only with the first octant. 
Finally, after having integrated twice, we have the slabs referred to in Example 
6.1 and these start with the bottom when z = 0 and the top one occurs when 
z = c. The latter result should be clear from the fact that the high point 
occurs when both x and yare zero. 

We now have the job of evaluating (IX.6.3). Holding y and z constant, we 
have for the first integration 

I
e Ib(1-(Z2IC2))1 /2 2 ( 2 2) a yz y z 

= - 1 - - - - dy dz 
o 0 2 b2 c2 • 
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This can be carried one step further as follows 

a2 IC Ib(1-(Z2/C2))1/2 ( y2 Z2) ( b2) ( y2) 
2 0 0 Z 1 - b2 - c2 - 2 d - b2 dz 

_ a2b2 IC 
( _ Z2)2 _ a2b2c2 

- 8 0 1 c2 Z dz - 48 . 

From this computation we see that the mass of this ellipsoid is 8(a2b2c2j48) 
or (a2b2c2j6) units of mass. 

Note that we have used the concept of RS sums as we did earlier in setting 
up the integrals. The matter of determining the limits of integration is a little 
more complicated in this instance, but it can be handled easily if you stop to 
think about what you are doing. It is particularly helpful to have at least a 
rough sketch before you when trying to determine these limits of integration, 
just as it is when determining the integrand itself. 

We have used Examples 6.1 and 6.3 for purposes of illustrating the use of 
iterated integrals. They have involved the volume and the mass of three 
dimensional solids. In one case we used two independent variables, and in 
the other case we used three. It should be apparent that the iterated integral 
will apply in any case in which we desire a summation involving more than a 
single independent variable, and for which it is possible to refine the RS sums 
involved and obtain corresponding integrals. The development of the 
integrand is often relatively straightforward. Usually the more awkward 
portion of the problem is in the establishment of the limits of integration. In 
determining the limits of integration it is helpful to use sketches, and it is 
essential that one think carefully concerning which variables are to be kept 
constant for a given integration, the maximum extent of the variable which is 
not held constant for the particular integration, etc. 

It would be well to consider again the matter of the order of summation 
(or equivalently the order of integration). In Example 6.3, for instance, it 
would have been possible to integrate first with respect to x and then z 
and then y, or with respect to y and then x and then z. In fact there are six 
possible orders of integration with three variables and 24 orders with four 
variables. It is frequently true that one ord~r of integration may be easier to 
carry out than another. This is something that can only be checked in indi­
vidual cases, however, and therefore no rules will be given here. 

EXERCISES 

1. Evaluate: 

(a) S:'J H+ 3 x 2y dy dx 

(b) S~~/6 S~osx e- Y sin x dy dx 

(c) Sti S5" WZ(x + y + z)dx dy dz 
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(d) So So H e- X (dx)3 = HUmo e- X dxJdx}dx 
(e) So/2 WilY xy dx dy 

(f) Sg HJX2 - y2 dy dx. 

IX Infinite Series 

2. Find the volume in the first octant bounded by 4x2 + 9y2 + 16z2 = 16. 

3. In Example 6.1 set up five other iterated integrals for obtaining this volume. 
[One is obtained by reversing the order of summation, and the others by con­
sidering columns parallel to the x and y axes]. Evaluate each of these. 

4. (a) Sketch that portion of the elliptic cone Z2 = x2 + 4y2 for which z 2 O. 
(b) Sketch the plane z = 4. 
(c) Find the volume contained in the solid bounded by the surfaces of parts 

(a) and (b). 

5. (a) Find the volume contained within 9x2 + 16y2 + 36z2 = 144 using a double 
iterated integral. 

(b) Find the same volume using a triple iterated integral. 

6. (a) Sketch the portion of the hyperbolic paraboloid z = xy in the first octant. 
(b) Sketch the cylinder x2 + y2 = 25 in the first- octant. 
(c) Find the volume bounded by the surfaces of parts (a) and (b) contained in 

the first octant. 

7. (a) Find the volume of the ellipsoid (x 2 /a2) + (yl/b2) + (Z2/C2) = 1 using 
iterated integration. 

(b) Show that the volume of a sphere can be obtained as a special case of the 
result of part (a). 

(c) Show that if a + b + c is constant, the greatest volume occurs when the three 
semi-axes are of equal length, and the consequent solid is a sphere. 

(d) Using the result of Example 6.3 find the mean value of the density of the 
ellipsoid. This is obtained by dividing the mass by the volume. 

C8. Write a program to approximate the mass requested in Example 6.3. Use at least 
10 intervals in each direction. Obtain both upper and lower bounds, and show 
that the result obtained in Example 6.3 is between your bounds. 

9. A square tile was cast while the form made an angle with the ground. As a result 
the density of the tile at each point is given by the relation p(x, y) = 0.2 + 
O.04(x + 2y) pounds per square inch of surface. 

(a) If the tile is 9 inches on a side and if it is assumed that the x and y axes are 
sides of the tile, find the weight of the tile. 

(b) Find the average density of the tile. 

SlO. The Cobb-Douglas production function states that Q = aLkC I - k where Q is 
the output, L the quantity of labor, and C the quantity of capital, each of these 
quantities being measured in dollar equivalents. Both a and k are constants. If 
a = 3 and k = 0.5 find the mean value of output for all inputs of labor such that 
the total amount of labor and capital together does not exceed $10,000. 

MIL Given the relation (XJial) + (X2/a2) + (X3/a3) + (X4/a4) = 1, 

(a) Show that the four "points" (ai' 0, 0, 0), (0, a2, 0, 0), (0, 0, a3, 0), and (0, 0, 0, a4) 
satisfy the equation. 
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(b) If these points are considered as though they were points on coordinate 
axes and the given equation is then the equation of something replacing a 
plane, set up an iterated integral (with either three or four integrations) which 
would obtain the equivalent of volume. 

(c) Show that the "volume" is equal to the product ofthe four intercepts divided 
by four factorial. 

(d) Generalize this problem to one having five variables and see whether the state­
ment equivalent to that of part (c) is valid. 

(e) Show that this result would apply for the length of a single segment, the 
area of a triangle in two dimensions, and the volume of a pyramid in three 
dimensions. 

B12. The flow rate, F, in milliliters per second along a small tube with a pressure 
difference of P dynes per square centimeter between the tube ends is given by 
the equation F = (nPr4 )/(8as) where r is the radius of the tube in centimeters, 
s is the length of the tube in centimeters, and a is the viscosity ofthe liquid measured 
in poise. (Because of the 1'4 factor, the resistance is very important in determining 
flow rate.) Assuming that the cardiac output of a small dog is 40 milliliters per 
second and the viscosity of blood is 0.027 poise, find the average pressure drop 
in the aorta if the aorta may vary in length from 35 to 45 cm and if the diameter 
of the aorta can vary from 8 to 12 mm. 

P13. The current in a simple electrical circuit is given by the equation i = ioe(-R'/L) + 
(E/R) amperes where io is the initial current, the electrical resistance is R ohms, 
the electromotive force is E volts, and the inductance is given by L henries. The 
value of L remains constant, but it is known that the environmental conditions 
permit R to vary from 30 to 34 ohms whereas E can vary from 6 to 6.5 volts. 
If io = 0.5 amperes and L = 0.4 henries, find the mean (or expected) value of 
i when t = 1 second. 

IX.7 Change of Variable in Iterated Integrals 

In the last section we developed the iterated integral. It is worth noting that 
we often had the pair of differentials dx dy in the double integrals. It should 
be apparent that the product of an increment in the x-direction by an incre­
ment in the y-direction gives us an increment of area. In the uses we made of 
this integral, this is the interpretation which well fits our development. In 
some instances you may even find this product written as dA, emphasizing 
the area concept. Since this is the usage we had in mind, it would seem 
reasonable to wonder whether we might not be able to obtain an expression 
for dA in coordinate systems other than the Cartesian coordinates. In this 
section we will answer this question in the affirmative. We will develop in 
some detail but without complete rigor, the case for two variables. We will 
mention the method that would be used for more than two variables. 

As has happened frequently in the past it will help to prove some pre­
liminary results we will need later. This we do with the following lemma. 
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Lemma. In a rectangular coordinate system with u and v axes let U be the 
length of a unit on the u-axis and V the length of a unit on the v-axis. If X and Y 
are two vectors in this coordinate system, the area of the parallelogram having 
X and Y as two adjacent sides is given by IxuYv - xvYul1 UVI where (xu, xv) 
and (Yu, Yv) are the coordinates of X and Y respectively. 

PROOF. Consider the picture shown in Figure IX.4. The point P has coordi­
nates (xu + Yu, Xv + yJ, and the dimensions of the rectangle ORPS are 
(xu + Yu) U and (xv + Yv) v. Consequently the area of the rectangle is given by 
(xuxv + XuYv + XvYu + Yu Yv)UV. Now the area of the parallelogram can be 
obtained from the area of the rectangle if we subtract the two trapezoids and 
the two triangles shown in the figure. The triangles have areas of (xuxv/2)UV 
and (Yuyv/2)UV. The trapezoids have areas of (xv/2)(xu + 2yu)UV and 
(yu/2)(2xv + yv)UV. Upon subtracting these areas we have (xuYv - xvyu)UV 
as the remaining area, that is the area of the parallelogram we were seeking. 

o 
We are now ready to consider the matter of changing variables in our 

iterated integrals. If we wish to replace x and y with suitable values of two 
other variables, say u and v, we will stipulate that when v is held constant and 
u is permitted to change, the direction of change must be perpendicular to 
that which would hold if u were held constant and v permitted to change. 
This will provide us with perpendicular directions of motion, and hence will 
permit us to use our lemma. 

Theorem 7.1. If x = x(u, v) and y = y(u, v) are differentiable functions and 
if the u-v coordinate system is such that at any point an increase in u is in a 
direction perpendicular to that determined by an increase in v, then dx dy = 

I(ox/ou)(oy/ov) - (ox/ov)(oy/ou) I du dv. 

PROOF. Since increases in u and v occur in perpendicular directions, du and dv 
can be considered as perpendicular vectors if they are sufficiently small. The 
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projections of dx on the du and dv directions are (8x/8u)du and (8x/8v)dv 
respectively. Similarly the projections of dy are (oy/ou)du and (oy/8v)dv. 
Consequently the lemma asserts that the area in the parallelogram with 
consecutive sides dx and dy must be I (ox/ou)(oy/8v) - (8x/ov) (8y/ou) I du dv. 
However, since dx and dy are perpendicular by convention, the area of the 
parallelogram is dx dy, for the parallelogram is in reality a rectangle. This 
proves our theoerem. 0 

The expression (ox/8u)(oy/8v) - (8x/ov) (oy/ou) is known as the Jacobian 
and is named for Carl Gustav Jacob Jacobi (1804-1851). This ignores the fact 
that Cauchy had used this expression prior to its use by Jacobi. This is often 
written as a determinant, and given the abbreviation o(x, y)/8(u, v). Thus you 
will often find this written as 

o(x, y) 
o(u, v) 

ox 8x 
ou ov 
oy oy· 
8u ov 

We are now ready to return to our problem of changing variables. Con­
sider the following example. 

EXAMPLE 7.1. Find the expression for dA in polar coordinates. 

Solution. In the case of polar coordinates x = r cos 8 and y = r sin 8. 
A glance at Figure IX.5 will indicate that an increase in 8 would move us 
further around a circle having the center at the pole. On the other hand an 
increase in r will move us away from the pole along a radius. Since the radius 
is perpendicular to the circle, we have met the requirements for use of the 
theorem. Of course a continued increase in 8 would carry us along a circular 
arc instead of along a straight line, but if we confine our interests we have 
done very little injustice to the requirements for the theorem. Since we would 
want to use small increments in developing the integral, this will not affect 
our employment of the result in integration. 

OL-----------~L-----~~A 

Figure IX.5 
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We could also note that if r is held constant dx = - r sin 8 and dy = 
r cos 8. Thus, DxY = - cot 8. On the other hand if we were to let 8 be con­
stant we would have dx = cos 8 and dy = sin 8. Then we would have 
DxY = tan 8. Since these two derivatives are negative reciprocals, the 
directions they represent are prependicular. This provides us with an alter­
nate method for showing that we have fulfilled the requirements of our 
theorem. 

In this case we have ax/or = cos 8 and ox/o8 = - r sin 8. Also we have 
oy/or = sin 8 and oy/o8 = r cos 8. Therefore, 

dx dy = [(cos 8)(r cos 8) - (-r sin 8)(sin 8)]dr d8 = r dr d8. 

We can verify this by noting in Figure IX.5 that an increment 11.8 produces a 
small arc oflength r11.8. When this is multiplied by an increment I1.r, we have 
r I1.r 11.8 as an approximation for the area of what appears to be almost a 
rectangle. If we were to think of having taken a partition and then refined it 
such that the values of I1.r and 11.8 are very small, it is not difficult to see that 
the result derived using the Jacobian agrees with what we should have 
anticipated. 

EXAMPLE 7.2. Find the mass of a plate in the shape of a cardioid r = 1 + cos 8 
if the density at those points r units from the pole is 6r grams per square 
centimeter. 

Solution. Thinking of the RS sums using small units of area we see that we 
would like to add the increments of area, each multiplied by six times the 
distance r from the pole. The cardioid is shown in Figure IX.6 with a small 
increment of area to illustrate this concept. The RS sum will then lead us to the 
integral fSA 6r dA where the integration is to take place over the entire 
.cardioid. By Example 7.1 we know that in the case of polar coordinates we 
have dA = r dr d8. We also see from the cardioid that if we add in the r 
direction, holding 8 constant, we can start at the pole and go out to the 
cardioid. If we do this we will obtain the mass of a small sector. We can add 
the sectors by integrating with respect to 8 from 8 = 0 to 8 = 2n. Conse-

Figure IX.6 
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quently, we have the integral 

12"J1+C088 J2"J1+C088 J2" 
o 0 6r r dr de = 0 0 6r2 dr de = 2 0 (1 + cos e)3 de 

= 16 12
" cos6 (~) de. 

If we use the substitution e = 2u, we will have 

Mass = 16(2) f cos6 u duo 

Since cos6 u is always positive, we can see that the integral over the second 
quadrant is the same as that over the first, and consequently we have 

J"/2 5·3·1 n 
Mass = 32(2) 0 cos6 u du = 64 6 . 4 . 2 2" = IOn grams. 

Note the use of Wallis' formula in this case. 

It is worth noting that this example illustrates the relative ease of com­
putation in polar coordinates of a result that would be messy in rectangular 
coordinates. With the aid of the theorem we are able to make use of polar 
coordinates when it is appropriate. There are times when polar coordinates 
can help out in unexpected ways. Consider the following example. 

EXAMPLE 7.3. Find the value of the integral 

Joo -x2 d e x. 
o 

Solution. This certainly does not appear to come under the heading of this 
Section, for it is written in a single variable and is an improper integral. 
However, this is the one we have referred to from time to time as being 
essential in statistics and probability, but one for which we do not have a 
formula. We will proceed by giving it a name and calling it P. Note that we 
can write 

P = lXl e- x2 dx = 100 e- y2 dy 

since the variable used as the variable of integration does not affect the result. 
Now consider the square of this integral 

p2= lXle-x2dx 1°Oe-Y2dY= 100 1°Oe-(X2+Y2)dXdY. 
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The last expression is correct, for if you notice that holding y fixed for the 
first integration gives just P as the result of this integration. However P is 
some constant, and we are trying to find its value. Therefore in the second 
integration P would be factored outside the integral sign. 

Using the fact that x 2 + y2 in rectangular coordinates is r2 in polar 
coordinates, and with the use of Example 7.1 we can write 

("/2 f'X) 
p2 = Jo Jo e- r2r dr dO. 

The limits occur because we note that we were covering the area spanned by 
the combination of all positive x's and all positive y's, that is the entire first 
quadrant. This is equivalent to using all positive values of r and letting 0 turn 
through the first quadrant. However, we can evaluate this iterated integral 
and obtain 

f "/2 foo f"/2 (_e- r2
) 1M 7r 

p 2 = e- r2r dr dO = lim 2 dO = -. 
o 0 0 M-oo 0 4 

Consequently we have the desired result P = fi12. 
Note that we could use this method if the integral P covered the interval 

[0, 00], but we could not have done this for any shorter interval. It is rather 
surprising that this integral can be evaluated over this one interval of infinite 
length. This also illustrates the lengths to which we must go at times to obtain 
values which are of very frequent use. 

You will find in future courses that the theorem we have developed for 
change of variables is too restrictive. The requirement that the differentials 
operate in mutually perpendicular directions is not necessary. If the dif­
ferentials do not represent perpendicular directions, the concept of area of 
a rectangle is no longer valid, but there are many applications of the iterated 
integral where such an interpretation is not appropriate. You will also find 
that our results apply with some generalization if we have more than two 
variables. While we will give no further proofs here, it will be of interest to 
indicate results you will see in some later course. If we have three functions 
instead of two, and if 

x = x(u, v, w) 

y = y(u, v, w) 

z = z(u, v, w), 

we would have dx dy dz = (8(x, y, z)/8(u, v, w))du dv dw. The notation 
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(o(x, y, z)/o(u, v, w» again refers to the Jacobian in determinant notation as 

ox ox ox 
ou ov ow 

o(x, y, z) oy oy oy 
o(u, v, w) ou ov ow 

oz oz oz 
ou oy ow 

If you note the way in which the determinant is written the first row has 
derivatives of the first function, the second row ofthe second function, etc. The 
first column has derivatives with respect to the first variable, the second with 
respect to the second variable, etc. Thus, the Jacobian is rather easy to 
remember. It would not be difficult to extend this result to additional 
variables if the occasion arose. 

In every case our use of the iterated integral has taken advantage of the 
fact that the integrand we wished for the final integral could best be obtained 
as an integral of something more elementary. If you think of problems in 
terms of adding up a large number of increments, not all in a line, you will 
find that the matter of setting up the mathematical formulation ofthe problem 
will often be very much eased by adding in one direction at a time and thus 
obtaining iterated sums, later to be refined into iterated integrals. 

EXERCISES 

1. (a) Using the relations r = (x 2 + y2)1/2 and e = arc taney/x), evaluate the Jacobian 
oCr, e)/o(x, y). 

(b) Using the result of part (a) show that r dr de = dx dy. 
(c) Evaluate the integral Jo/2 J61(Sin 0+ cos e) r dr de. 
(d) Sketch the area implied by the integral of part (c). 
(e) Find the integral equivalent to that of part (c) expressed in terms of rectangular 

coordinates. 
(f) Evaluate the integral of part (e) and compare your result with that of part (c). 

2. Use an iterated integral to find the area inside one loop of r = 5 sin 3e. 

3. A disk is made in the shape of a limacon with the equation r = 3 - 2 sin e. The 
density of the disk is lOr grams per square unit of area for points on the disk at a 
distance r units from the pole. Find the mass of the disk. 

4. In each of the following evaluate H f(x, y) dx dy where the integration is taken over 
the indicated region. Perform this evaluation by changing to polar coordinates first 
and then integrating. 

(a) f(x, y) = (1 - x2 - y2)5 and the region is the disk x2 + y2 ::;; 2. 
(b) f(x, y) = y/(x2 + y2)1/2 and the region is the ring 1 ::;; x2 + l ::;; 9. 
(c) f(x, y) = x3 + xy2 and the region is that portion of the disk x2 + y2 ::;; 16 for 

which x is negative and y is positive. 
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5. (a) Use an iterated integral to find the area inside the circle x2 + y2 - 4x = o. 
(b) Convert this equation to polar coordinates and use an iterated integral to find 

the area. 

6. (a) Set up the iterated integral for the area inside r = f(O) between the radii 0 = ex 
and 0 = p. 

(b) Evaluate the inner integral and show that you then have the integral for area in 
polar coordinates which we derived in Chapters II and III. 

7. (a) Evaluate the integral H S:'x (x2_ y2)dy dx. 
(b) Find the Jacobian if x = u + v and y = u - v. 
(c) Show that the relations in part (b) describe the situation in which the u-axis 

bisects the first quadrant and the v-axis bisects the fourth quadrant. 

(d) Show that the units on the u and v axes are 1/)2 times the units on the x and y 
axes. 

(e) Show that the area implied by the limits of the integral of part (a) describe an 
area in the first quadrant of the u-v coordinate system for which u + v ~ 3. 

(f) Find the integral in terms of u and v which corresponds to the integral of part 
(a). [Note the order dy dx in the integral of part (a)]. 

(g) Evaluate the integral of part (f). Show that you have the same value you obtained 
in part (a). 

8. Cylindrical coordinates in three dimensions are related to the rectangular coordinates 
by the relations x = r cos 0, y = r sin 0, and z = z. 

(a) Show that x2 + y2 = r2. 
(b) Evaluate the Jacobian o(x, y, z)/o(r, 0, z). 
(c) Obtain a triple iterated integral for the volume of the sphere 

x 2 + y2 + Z2 = r2 + Z2 = 25. 

(d) Evaluate the integral of part (c). 

9. Spherical coordinates in three dimensions are related to the rectangular coordinates 
by the relations x = r sin ¢ cos 0, y = r sin ¢ sin 0, and z = r cos ¢. 

(a) Show that x 2 + y2 + Z2 = r2. 
(b) Evaluate the Jacobian o(x, y, z)/O(r, ¢, 0). 
(c) Obtain a triple iterated integral for the volume of the sphere of radius 5 with 

center at the origin. 
(d) Evaluate the integral of part (c). 
(e) Obtain a triple iterated integral for the mass of the sphere if the density at any 

point is 3r where r is the distance from the center of the sphere. 
(f) Evaluate the integral of part (e). 
(g) Find the mean value of the density of the sphere using the results of parts (d) 

and (f). 

IX.8 Trigonometric Series 

Trigonometry appears to pervade many areas of the calculus, and the subject 
of infinite series is no exception. There are many problems that are periodic 
in nature. The period may be that of an alternating current, the seasons, or 
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some other phenomenom. The power series which we considered earlier are 
hardly suited to such periodic performance, but the trigonometric functions 
are naturally periodic. We will concentrate on series involving sines and 
cosines, for these do not have points of discontinuity as do the other four 
trigonometric functions. Furthermore, we will consider that all of our func­
tions have a period of 2n. It is always possible to determine a ratio between 
any given frequency and 2n, and then to convert units in either direction. For 
convenience we will also assume that we are to use either the interval [ -n, n] 
or [0,2n]. The generalization to other intervals of length 2n is not hard to 
make. To further simplify our discussion we will consider only one series, 
and that will be the series 

f(x) = a; + al cos x + b i sin x + a2 cos 2x + b2 sin 2x + ... 

a 00 

= ; + j~1 [aj cos jx + bj sin jx] (lX.8.l) 

where f(x) is the function we would like to represent as a trigonometric 
series. We must now evaluate the coefficients. You may wonder why we 
selected the constant term for special treatment in that we divided it by two. 
We shall evaluate the coefficients first, and the reason for using (ao/2) will 
become apparent as we proceed. This is one case in which we have looked 
ahead and then doctored up our starting expression in a way that will 
simplify the final results. 

In order to simplify the discussion of evaluating the coefficients, we first 
prove the following theorem. 

Theorem 8.1. If m and n are non-negative integers and c is a real number, then 

f
C+21t 

(i) C sin mx sin nx dx = 0 (ifm#n) 

f
C+21t 

(ii) C cos mx cos nx dx = 0 (ifm#n) 

f
C+21t 

(iii) C sin mx cos nx dx = 0 

f
C+21t fC+21t 

(iv) C sin2 mx dx = C cos2 mx dx = n (ifm # 0) 

PROOF. Let Ym be either sin mx or cos mx. Then 

Y~ = -m2Ym or y~ + m2Ym = 0 

If we define Yn in a similar manner, we have the two relations 

y~ + m2Ym = 0 and Y; + n2Yn = O. 
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Upon multiplying the first ofthese equations by Yn and the second by Ym and 
then subtracting, we have 

[y~Yn - YmY~] + (mZ - nZ)YmYn = O. (IX.8.2) 

By straight differentiation, we can show that 

D [ , , ] (y" +" ) (y" ")" " x YmYn - YmYn = mYn YmYn - mYn + YmYn = YmYn - YmYn . 
(Ix. 8.3) 

Substituting the results of (IX.8.3) into (IX.8.2) and multiplying by dx we have 

d(Y;"Yn - YmY~) + (mZ - nZ)YmYn dx = o. (IX.8.4) 

If we integrate (lX.8.4) over the interval [c, c + 2n], we obtain 

1c+z" 1c+z" 
c d(Y;"Yn - YmY~) + (mZ - nZ) c YmYn dx = 0 (lX.8.5) 

or 

since 

1c + Z" 

c d(Y;"Yn - YmY~) = [Y;"Yn - YmY~](x;c+z,,) - [Y;"Yn - YmY~](x;C) 

and both Ym and Yn have the same values at x = c and at x = c + 2n. If 
m =1= n, we have at once the fact that 

1c + Z" 

c YmYn dx = 0, 

and this proves parts (i), (ii), and (iii) of the theorem with the exception of the 
single case in part (iii) for which m = n =1= O. However, if m = n =1= 0, part (iii) 
reduces to 

1c + Z" 1 1c + Z" 
c sin mx cos mx dx = 2 c sin 2 mx dx. 

This is an example of part (iii) in which m is replaced by 2m and n is replaced 
by 0, and hence we have taken care of the one gap in part (iii) left by the former 
proof. 

For part (iv) we only need to notice that 

1 1 
sinz mx = 2 (1 - cos 2mx) and cosz mx = 2 (1 + cos 2mx), 

where we consider both integrals by considering 

1 1c+Z" 1 1c+Z1t 1 1c+Z1t 1 - (1 ± cos 2mx)dx = - dx ± -2 cos 2mx dx = 2 (2n) = n, 
2 c 2 c c 

since the integral of cos 2mx is zero by either part (ii) or part (iii). D 
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Having this much background, although its use is not yet apparent, we will 
now proceed to obtain the coefficients of (lX.8.1). We must make the assump­
tion that we can integrate the series term by term and obtain the integral of the 
entire series, just as we would with an expression with a finite number of 
terms. We will comment on this assumption near the end of the section. The 
key point 'here is to realize that Theorem 8.1 indicates that many of the 
integrals involving the sine and cosine may have a zero value. Hence we may 
be able to get rid of many terms by integration. Suppose we multiply (IX.8.1) 
by cos mx, and then integrate over an interval oflength 2n. We shall let the c 
of Theorem 8.1 have a value of zero here, but it should be clear that we could 
use any other real value just as well. We then obtain, using our assumption 
about term-wise integration, 

J21t a J21t 00 [ J21t 
f(x)cos mx dx = 20 cos mx dx +.L aj cos mx cos jx dx 

o 0 }=1 0 

+ b j 121t cos mx sin jx dXJ . 

Ifm is a positive integer, each of the integrals on the right side of this equation 
has a zero value except for the single integral 

J
21t 

o cos mx cos jx dx 

in which j has the specific value j = m. Therefore, of the infinite number of 
terms on the right side, only one is non-zero. However, in this case, we 
know from Theorem 8.1 that the value of this integral is n, and hence we have 
the equation 

J
21t 
o f(x) cos mx dx = amn. 

Solving for am we have 

am = ~ J21t f (X) cos mx dx. 
n 0 

This was a rather nice way of isolating almost half the coefficients, one at a 
time, and then evaluating them. Since this worked so well, it might be worth 
while proceeding further. Suppose we had integrated (lX.8.l) just as it stands 
(or in other words performed the last operation with m = 0). Then we 
would have all of the integrals in the summations vanishing and our resulting 
equation would be 

J21t a J21t a 
o f(x)dx = 20 0 dx = ; (2n) = nao, 

and from this we would obtain 

1 J21< ao = - f(x)dx. 
n 0 
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Note that this gives us the same formula we had above, but permits us to 
include the case m = 0, or alternatively to permit the one formula to take care 
of the evaluation of all of the am's. Now you should be able to see the ulterior 
motive in using the denominator of two in the constant term. [We might well 
suspect that the first person to do this obtained a different formula for the 
constant term, and at some later time observed that he could make this nice 
simplification.] It is now time to turn our attention to the matter of deter­
mining the values for the b's. Our method has worked so well, however, that 
this poses little problem. We merely multiply by sin mx, and 10 and behold 
we find that we obtain for the b's the formula 

1 f2" bm = - f(x) sin mx dx. 
n 0 

We have now obtained the coefficients for the series (IX.8.l), provided, of 
course, we can perform the indicated integrations. We will consider an 
example at this point by way of illustration. 

EXAMPLE 8.1. Let f(x) = 1 on the interval [0, n) and f(x) = 0 on the interval 
[n, 2n). Expand this function in a trigonometric series. 

Solution. We can determine the coefficients of the trigonometric series by 
evaluating 

am = ~ f"f(X)COS mx dx = ~ [ff(X)COS mx dx + f" f(x)cos mx dxJ 

= ~ [f(l)COS mx dx + f'"<O)COS mx dxJ 

1 f" = - cos mx dx. 
n 0 

Similarly 

1 f2" 1 f" bm = - f(x)sin mx dx = - sin mx dx, 
non 0 

since f(x) = 1 on the interval [0, n) and f(x) = 0 on [n, 2n). Note that we 
have taken the integral over the interval [0, 2n) and expressed it as the sum of 
two integrals in order that we would use the values of f(x) as given. In the 
case of the second integral, the integrand is zero, and hence the integral 
vanishes. Now if m 1= 0, since m is an integer, 

Similarly, 

am = _1_ [sin mn - sin 0] = O. 
mn 

1 
bm = - [1 - cos mn]. 

mn 

If m is even, bm = 0, but if m is odd bm = 2/(mn). 
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Finally, we have to take care of the case of ao. Here we have ao = 

(l/n) So dx = 1. Combining these results we have the series 

1 2. 2. 2 . 
f(x) = - + - sm x + - sm 3x + - sm 5x + ... 

2 n 3n 5n 

1 00 1 
= 2" + k~l n(2k _ 1) sin(2k - l)x. 

Here we have an expansion for a function that we could not have expanded 
in a Taylor's expansion, for the derivatives are zero where they exist and 
there are points where the derivatives fail to exist. We could apparently 
expand it in a trigonometric series. There is still the question of integration 
of the individual terms, but remember we are taking that on faith for the 
moment. In order to verify that this does seem to approach the rather weird 
function we proposed we have drawn a graph of f(x) and of the curves 

12. 
Y = 2" + ~sm x, 

and 

12. 2. 3 2. 5 Y = -2 + - sm x + -3 sm x + - sm x n n 5n 

in Figure IX.7a, and of f(x) and the curve 

12. 2. 3 2. 5 2. 2. 9 Y = 2" + ~ sm x + 3n sm x + 5n sm x + 7n sm 7x + 9n sm x 

in Figure IX.7b. Note the way in which the graphs of the partial sums 
approach the graph of the function as the number of terms in the partial 
sums increase. If you stop to think about it, it is rather remarkable that we can 
use a sum of continuous functions and approximate a discontinuous function 
as closely as this graph indicates. At the points of discontinuity, the partial 
sums, as representatives of the trigonometric series, appear to split the gap. 
As the number of terms increases the graph seems to overshoot slightly in 
attempting to get where it is supposed to be as quickly as possible. 

The trigonometric series were used by Lagrange. However, they bear the 
name of Joseph Fourier (1768-1830) who used them in a study ofthe problem 
of heat flow at a time somewhat later than the work of Lagrange. They are 
now known as Fourier series. 

The problem of determining whether the integration we have done in a 
term by term manner is valid in the case of an infinite series has been rather 
thoroughly investigated, and it can be shown that the resulting series is valid 
provided the series 

00 

I (aJ + bi) 
j= 1 
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y 

x 

y 

1t x 

Figure IX.7 

is convergent. A check in the case of our illustration would indicate that this is 
the case. We will not endeavour to prove this result here, but the matter of 
manipulation of any series is something that should always be questioned 
before the results are accepted. (Our example of Section I.1 should illus­
trate this.) The Fourier series are helpful not only in cases in which there is a 
cyclic repetition, but also in many cases in which the Taylor's expansion 
fails to exist, for frequently a Fourier expansion will exist when the Taylor's 
expansion does not. In general, the Fourier expansion will exist whenever the 
function is bounded and is continuous except at a finite number of points in 
the interval of investigation. While some slight generality is possible beyond 
this, it is apparent that this covers a very large number of functions. This 
expansion is a superior choice if there are any discontinuities, for the deriva­
tive is non-existent at the points of discontinuity and the Taylor's series 
fails to exist. 

The success of this type of expansion arises from the fact that the coeffi­
cients are determined by integration (which has less demanding hypotheses) 
rather than by differentiation. The fact that the products of the trigonometric 
functions yield integrals that vanish is, of course, the key to the ease with 
which the coefficients can be determined. There are many other sets of 
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functions which have this same characteristic. They are called orthogonal 
sets, and the trigonometric functions form the first such set with which we 
have come in contact. We will not see others in this book, but you should keep 
them in mind. They are important in many applications including the pre­
paration of problems for computation on computers. 

EXERCISES 

1. Expand f(x) = x in a Fourier series over the interval [0, 2n]. 

2. Expand f(x) = sin 3x in a Fourier series over the interval [0, 2n]. 

3. Expand f(x) = sin(x/2) in a Fourier series over the interval [0, 2n]. 

4. (a) If f(x) is defined as f(x) = x over the interval [0, n] and as f(x) = 2n - x over 
the interval en, 2n], expand f(x) in a Fourier series over the interval [0, 2n]. 

(b) Sketch f(x) over this interval. 
(c) Let x = ° and find the series of constants that will converge to f(O) = 0. 
(d) Assuming that the series of constants of part (c) does converge to zero, as it 

should, show that 
n2 00 1 
-= I 2' 
8 k~o(2k+l) 

(e) Write a computer program or use a calculator and use the first 50 terms of the 
series of part (d) to approximate n. If you have a computer available, do the 
same thing for 500 terms. 

(f) Let x = n and find the series of constants that will converge to fen) = n. 
(g) Show that the result of part (f) agrees with the result of part (c). 

5. (a) Iff(x) is defined asf(x) = ° over [0, n/2), and f(x) = lover [n/2, n),.f(x) = ° 
over En, 3n/2) andf(x) = lover [3n/2, 2n), the function is sometimes referred to 
as a square wave. Expandf(x) in a Fourier series over the interval [0,2n]. 

(b) Sketch the function f(x), and using the periodic nature of this function sketch 
the extensions of this function in order that you have a sketch covering the 
interval [ -4n, 4n]. 

(c) Examine your sketch and determine whether f(x) is an even function, an odd 
function, or neither. 

(d) Use the result of part (c) to explain the presence or absence of the sine terms and 
the cosine terms in part (a). 

6. Expand the function f(x) = e- x in a Fourier series over the interval [0,2n]. 

7. (a) If f(x) is an odd function over the interval [ - n, n] show that all of the am's in 
the Fourier series will be zero, and the bm's could be obtained by integrating 
over the interval [0, n] and then doubling the result. 

(b) If f(x) is an even function over the interval [ - n, n] show that all of the bm's in 
the Fourier series will be zero, and the am's could be obtained by integrating 
over the interval [0, n] and then doubling the result. 

(c) If a function f(x) is defined over the interval [0, n], show that it is possible to 
so define the function over the interval [ - n, 0] that you can obtain a Fourier 
expansion of the function over the interval [ - n, n] that will consist only of sine 
functions or one that will consist only of cosine functions. 



558 IX Infinite Series 

8. (a) If f(x) = x over the interval [0, nJ, obtain a Fourier expansion over this interval 
that consists only of sine functions. 

(b) Obtain a Fourier expansion of f(x) that contains only cosine functions. 
(c) Let g(x) = 0 on the interval [ -n, OJ and g(x) = x on the interval [0, nJ, expand 

g(x) in a Fourier series over the interval [ - n, n]. 
(d) Show that the expansion of part (c) is the average of the expansiuns of parts 

(a) and (b). Explain why this should be the case. 

9. (a) Expand the function f(x) = sin2 4x over the interval [ - n, n]. 
(b) Check your answer by use of identities. 

10. (a) Expandf(x) = cos3 x over the interval [-n, n]. 
(b) Check your answer by use of identities. 

11. (a) If f(x) = 0 for- x < 0 and f(x) = eX for x ~ 0, expand f(x) over the interval 
[-n, n]. 

(b) Find the series for f(O) obtained by using the result of part (a). 
(c) To what value does the series of part (b) appear to converge? Would you have 

expected this value? 
(d) Find the series for fen). 
(e) To what value does the series of part (d) appear to converge? Would you have 

expected this value? (Draw a sketch of the curve y = f(x).) 

12. (a) If x is in the interval [ - 4, 4J, show that y = nx/4 is in the interval [ - n, n]. 
(b) Use the information of part (a) to expand f(x) in a Fourier series over the 

interval [-4, 4J if f(x) = Ixl. Do this by first changing to the variable y for 
the expansion and then changing back to x. 

13. Verify the integration results of Theorem 8.1 by actually performing the integrations 
involved. 

IX.9 Uses and Mis-uses of Series 

Infinite series are useful for the purpose of evaluating functions. They are also 
useful for defining functions. Just as we defined the gamma function as an 
improper integral, so there are functions for which the basic definition is an 
infinite series. (See Exercise IX.5.l4). In fact, any series of functions which 
converges represents a function. There is the natural question concerning 
whether we can perform the various operations with series that we can per­
form with the more elementary functions. The answer in many cases is yes, but 
the problem of proving in advance that the results will converge, and more­
over converge to the correct value, is not inconsiderable. We have attempted 
to prove a few theorems in that direction in this chapter. For the majority of 
series with which one is apt to come in contact in applications, things go well. 
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However, one should always check to make certain that the series resulting 
from the various manipulations is convergent. If it is, there is a good chance 
the results of the manipulations are correct ones. There is, of course, a great 
deal of theory concerning the various operations and the conditions under 
which they can be performed. This will undoubtedly be covered if you take a 
course in advanced calculus under one of the various titles that such a course 
may have. As far as we are concerned here, we have shown that if a series is 
absolutely convergent a rearrangement of terms does not affect the con­
vergence, or the limit. We have stated, without proof, that if a power series is 
dominated (in the sense of the comparison test) by a series of constants which 
is absolutely convergent, then the series can be integrated or differentiated 
term by term and the result will be the one which you would like to have­
namely a correct one. The sum of two convergent series and product of two 
absolutely convergent series are convergent. 

We have also found that it is possible to obtain different types of series of 
functions. As you might suspect, we have only begun to tap the surface in 
this regard. The power series is the oldest from the standpoint of mathemati­
cal history, and perhaps it is the most natural. The trigonometric series, 
however, was not long delayed in making its appearance, for it fits so well in 
those situations which have a periodic nature. There is the further fact, 
which is of greater importance than might appear at first glance, that the 
coefficients of the trigonometric series were found by integration rather than 
differentiation, and it is frequently possible to integrate functions which may 
not have derivatives. There are many other orthogonal functions with the 
property we utilized so effectively in obtaining the coefficients of the Fourier 
series, that is the property that the integrals of the products of distinct terms 
in the set of functions over the specified interval is zero. Such functions have 
assumed a great deal of importance in many applications since they permit 
just exactly the type of manipulation we performed in Section IX.8. 

We have indicated that series can be used for the evaluation of functions. 
They can also be used to aid in the evaluation of integrals which do not yield 
to formal techniques as indicated in the Exercises of Section IX.5. If one can 
express an integrand as an infinite series and if the criterion for term-wise 
integration is satisfied, we have a means for evaluating the resulting integral. 
Additional examples are given in the Exercises at the end of this section. This 
method was not overly appealing in the pre-computer days, put now it 
presents relatively little difficulty. This is not to imply that a great deal of 
effort has not gone into finding even better ways of evaluating such integrals, 
but the series technique is certainly one that is available if others do not work. 
In the next chapter we will find that the series, particularly the Taylor's 
series, is of great assistance in determining potential error in a variety of 
numerical techniques. We will be using it as an essential tool in evaluating the 
error for methods of differentiation and integration which are very popular 
in many modern computer programs designed to perform the basic opera­
tions of integration and differentiation. 
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It should always be borne in mind that in general a series is of value only 
when it converges. (There are exceptions, as in the case of asymptotic series, 
but these are not likely to appear in the less sophisticated applications.) 
Therefore, you should always be certain that you are operating within the 
interval of convergence of a series, and it is even better if it is within the 
interval of absolute convergence. 

We will close with one further illustration of the usefulness of infinite 
series. 

EXAMPLE 9.1. Evaluate Jo e- x2 dx. 

Solution. We have often indicated that we cannot evaluate this integral by 
formal means. However, we do have a Maclaurin's expansion for eY, and we 
could use this if we replaced y by _x2 • Since the series for eY converges for all 
values of y, we have no fear that we can select a value of x for which the 
resulting composite series will fail to converge. Since 

00 l 
eY = L -kl ' 

k=O • 

composition would give us e- x2 = Lk'=o « _X2)k/k!) = Lk'=o « _1)kx2k/k !). 
If we integrate this result, we will have So e- x2 dx = Lk'=o « -l)k/k!) So X2k dx 
or So e- x2 dx = Lk'=o « _1)ka2k+ 1/(2k + l)k !). If in particular we wish to 
evaluate Sli e- x2 dx we would have 

II -x2 1 1 1 1 1 1 
o e dx = 1 - "3 + 10 - 42 + 216 - 1320 + 9360 - ... = 0.74736. 

Since this is an alternating series and since we have reached a point from 
which the absolute values of the terms are monotonic decreasing, we know 
that the error in stopping at the point indicated is no greater than the first 
term omitted. Since the first omitted term in our computation above would 
only change the 6 to a 5, we are certain that our result is sufficiently close for 
the majority of computations. Observe that we have checked on the con­
vergence ofthe series we used, and also checked on the accuracy of the result. 
It is always easy to assume that something will work, and then find that your 
assumption was not warranted in the case at hand. 

EXERCISES 

1. (a) Expand f(x) = x5 - 7x4 + 2x2 - 3x + 17 in a Taylor's expansion about the 
value x = -2. 

(b) Simplify your result and check the accuracy of your work. 
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2. (a) Expand !(x) = In x in a Taylor' expansion about x = 10. 
(b) Find the interval of convergence of your series. 
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(c) At what point do the coefficients become monotonic decreasing in absolute 
value? 

3. (a) Expand !(x) = (sin x)jx in a Maclaurin's series. Note that it would be possible 
to obtain this series from the series for sin x without differentiating! (x). 

(b) Obtain the value of SL ((sin x}/x)dx with an accuracy of four decimal places. 

4. (a) Expand !(x) = cos x in a Maclaurin's series. 
(b) Obtain a series for cos 3 Jx. 
(c) Use series to evaluate Sg·125 cos 3 Jx dx to four decimal places. 
(d) See whether you can evaluate this integral directly. If so, compare your result 

with that of part (c). 

5. (a) Expand !(x) = eX in a Maclaurin's expansion. 
(b) Obtain the expansion of x 2e- x2 • 

(c) Evaluate S~l x 2e- x2 dx with an error no greater than 10- 5. 

6. (a) Expand the function !(x) = I x - n I in a Fourier series over the interval 
[0,2n]. 

(b) Find the area bounded by y = !(x) and the x-axis over the given interval by 
integrating the series of part (a). 

(c) Find the area involved in part (b) by geometry. 

7. (a) Use the Maclaurin's expansions for eX and sin x and obtain the series for e'inx 
by composition. 

(b) Use any facts you know about each of the series and about composition to 
determine the interval of convergence for your result of part (a). 

8. (a) Using the Maclaurin's expansion for sin x, find the expansion for sin2 x. 
(b) Using the Maclaurin's expansion for cos x, find the expansion for cos2 x. 
(c) Add the series of parts (a) and (b). 

9. Let g(x) be the function given by the fact that g(x) = -1 on the interval 
[0, nI2), g(x) = 0 on [nI2, n) and on (3nI2, 2n), and g(x) = 2 on the interval 
[n,3nI2). 

(a) Expand g(x) in a Fourier series. 
(b) Sketch the graph of g(x). 
(c) Can you determine what values the series will ascribe to g(x) at x = 0, n12, and 

3n12? 
(d) What value would seem logical for assignment at such points. 
(e) Does this assignment of values that you think is reasonable seem to be the one 

selected by the Fourier series? 
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10. (a) If f(x) is expanded in a Fourier series such that 

0) 

f(x) = (ao/2) + I (aj cosjx + bj sinjx), 
j~ 1 

show that the series is absolutely convergent for each value of x 
n 

if I (Iajl + IbjD converges. 
j=l 

(b) If the condition of part (a) is fulfilled show that the series can be integrated and 
differentiated term by term. 



CHAPTER X 

Numerical Methods 

X.I Introduction 

The use of arithmetic to obtain at least approximate answers to very com­
plicated problems pre-dated the development of the calculus by Newton 
and Leibniz. The amount of arithmetic done by some of the early astronomers 
as they attempted to explain the movement of the planets would bring anguish 
to any person today who might attempt to duplicate their computations, even 
with the aid of a hand calculator. The introduction of integration and dif­
ferentiation, however, added a new impetus to the search for methods which 
would permit more efficient and more accurate approximations for results 
which even the new mathematics could not provide in a formal sense. We have 
frequently referred to the fact that formulas fail to exist for the evaluation 
of much used integrals. Problems such as this are the object of the continuing 
search for improved numerical methods. In fact, the development of the 
modern high speed digital computer was hastened by the need for just such 
computation in time of war. It is our purpose in this chapter to explore some 
of the more commonly used techniques for differentiation and integration 
using numerical methods. In many cases the results will be aided by the use 
of a hand calculator or a computer, although the techniques can be used in 
hand computation, just as they have been used for decades, and in many 
cases centuries. 

Our development of the numerical methods must cover several points. 
In the first case we must know where the given numbers may be expected 
to originate. In some instances we may have a function given and we can then 
obtain values for the function at such points as we may wish. In other cases 
we may be given data. If we have the latter case there is the question whether 
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the data points are points of a regular partition or not. If they are, the com­
putation will usually be somewhat more straightforward. If they are not, 
it might well require the development of special formulas. While such special 
formulas generally exist, we will not endeavor to obtain them here. Rather 
we will assume that we could obtain a function by interpolation or regression 
based upon the given data. With the function thus derived we would be 
able to get such points as we would need. 

Our second consideration concerns methods of obtaining the numerical 
approximations of the results we seek. It is often possible to use a series, 
such as a Taylor's series or a Fourier series. Of course, we could use only 
a finite number of terms, but if the series is convergent we can take a sufficient 
number of terms that the error will be small. However, this brings in the 
matter of how many terms will be required. If the number of terms required 
should be 500,000, the problem would take a substantial amount oftime even 
on a computer. If such a large number of terms were required, there would 
also be a resulting error due to the fact that each term can be expected to have 
some roundoff error, and the sum of the roundoff errors may not cancel 
out. Thus, the result might be suspect. Therefore, it would be well to try 
to find some method which uses fewer terms in the computation. 

A third consideration has to do with accuracy. If the result is to be useful, 
it must be sufficiently accurate for the purpose at hand. We have already 
mentioned the problem of accumulated roundoff error in cases in which we 
have a large number of computations involved. There are other consider­
ations that can introduce errors in a computer, such as that involved in 
evaluating the expression (1 - cos e) for very small values of e. Since cos e in 
this case would be very close to one, and since the computer retains only a 
finite number of digits, say ten in a particular situation, we could have a 
value of e sufficiently close to zero that the first eleven decimal places of cos e 
would be nines. In this instance the difference (1 - cos e) would appear to 
be zero although it would, in fact, not be zero. This would make a great 
difference if we were to divide by this expression. We will not concern our­
selves with this problem in this chapter, but it is well to keep it in mind. 
Such problems are dealt with in courses in Numerical Analysis. However, 
accuracy does not depend entirely upon problems related to the computer. 
We must consider whether the method we are using would give the correct 
answer even if there were no computational errors. If we were to use a series 
and use only the first 100 terms, the result would be in error by the amount 
represented by the infinite number of terms we have failed to use. Such an 
error is called a truncation error. It is often possible to find some upper 
bound for the truncation error, and we will do this where possible. While 
this does not establish the precise error, it does indicate whether the results 
are worth obtaining in the first place. 

The questions we have raised are not intended to be discouraging, but 
rather to give a note of caution. The methods given here are widely used, and 
are generally very accurate. However, it is well to check in each instance to 
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insure that the result you obtain will meet the requirements of the problem 
at hand. 

EXERCISES 

C1. Letf(x) = x2/(l - cos x). 

(a) Evaluate f(x) for x = r 1, r2, 2- 3, .•• ,2- 60 . 

(b) Examine your results in part (a) and determine whether they seem to converge. 
(c) Show that limx~o f(x) = 2. 
(d) Do the results of part (a) agree with the result of part (c)? 
(e) Show that (I - cos x) = 2 sin2(x/2). 
(f) Replacing the denominator of f(x) with the results of part (e) repeat part (a). 
(g) Compare the roundoff errors of part (f) with those of part (a). 

C2. (a) Compute sin x using the first four non-zero terms of the Maclaurin's series for 
x = 0, 0.1, 0.2, 0.3, ... , 1.5. 

(b) Compare the result of your computation with the actual value of sin x for each 
of these values of x. 

(c) The primary error in the evaluation of part (a) is truncation error. Show why 
this error increases for larger values of x. 

3. Letf(n) = Lz=l «-Irl/k). 

(a) How many terms would be required in order that two successive values of fen) 
would differ by less than 0.00001. 

(b) How many divisions would be required to obtain the result for the number of 
terms you determined would be necessary in answer to part (a)? 

(c) How much roundoff error could be introduced in the computation of part (a) 
if you used a computer with an accuracy of 6 decimal places? 

(d) Indicate the possible error contribution due to roundoff error and the possible 
error contribution due to truncation error. 

X.2 Numerical Computation of Derivatives 

If we are asked to compute the derivative of a function by numerical methods, 
our first thoughts would probably return to the differential quotient. It is 
certainly true that DQf(x, x + ~x) should give us a good approximation of 
the derivative for small values of ~x. There is a serious question of accuracy, 
however, for if we make ~x very small we find ourselves dividing the difference 
of two nearly equal numbers by a very small number. Division by 0.00001, for 
instance, would have the effect of multiplying any errors in the numerator by 
100,000. As a consequence it would appear that we should use very small 
values of ~x in order that the differential quotient would have a value close 
to that ofthe derivative, but on the other hand if we use a small value of ~x, we 
magnify the computational errors. After this rather discouraging start, we 
will examine the process of obtaining a numerical approximation of the 
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derivative through the use of the Taylor's expansion. In the Taylor's expan­
sion we had an error term, and this might give us some clue concerning a 
bound for the error of computation. If we replace dx by h, something fre­
quently done by the numerical analyst, we then have 

h2 

f(x + h) = f(x) + hf'(x) + 2! f"(c) (X.2.1) 

where c is some value in the interval (x, x + h). Since we are seeking the 
derivative, f'(x), we can solve (X.2.1) for f'(x) and obtain 

f'(x) = f(x + hh - f(x) - ~ f"(c). (X.2.2) 

This shows us that the differential quotient DQf(x, x + h) is in error by an 
amount [-(h/2)f"(c)]. We cannot expect to know f"(x), for this would 
require knowledge of the second derivative which in turn would require 
knowledge of the first derivative. If we had known the first derivative we 
would not have had to go through this computation in the first place. How­
ever, we may have some idea of an upper bound for the values of fl/(x) in 
the interval (x, x + h). If we do have a reason to know such an upper bound, 
we then can estimate an upper bound for the error in our numerical computa­
tion of f'(x). Furthermore, we can frequently determine the sign of the error, 
and thus we would know whether our result was too large or too small. 

If we examine the statement of (X.2.2) closely, we see that if we use a 
small value of h, we then have a smaller possible error in theory. That is 
to say that the truncation error obtained by using only the differential 
quotient will be small. This does not give any indication of the magnitude of 
the roundoff error, and that could be large as we inferred in the preceding 
paragraph. 

EXAMPLE 2.1. Use numerical methods to approximate the value of f'(3) if 
f(x) = x 3 . 

Solution. If we use a value h = 0.01, we would then consider f'(3) = 
«(f(3.01) - f(3»/0.01) - (0.01/2)f"(c) where c is in the interval (3, 3.01). 
We then have f'(3) = «27.270901 - 27)/0.01) - 0.OO5f"(c) = 27.0901 -
0.OO5fl/(c). In the ordinary course of events we would not have written 
0.OO5f"(c) and as a result we would have had an approximation. However, 
in this instance we have continued to carry this term in order to emphasize 
its presence. We have the question of possible error in our result of 27.0901. 
(Of course we know that the error is 0.0901 in this case. That is we have an 
error of 0.3337 %.) If we had not known the correct result, however, we 
might have approximated f' (3.01) by the same method, and obtained 27.2707. 
It would then be clear that the derivative has increased by an amount which 
can be approximated by 27.2707 - 27.0901 = 0.1806 while x has increased 
by 0.01. Therefore the approximate rate of increase of the derivative is 
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(0.1806/0.01) = 18.06. This would serve as an approximation for the second 
derivative in the interval, and consequently we would have an error of 
(-0.005)(18.06) = (-0.0903). While this computation does not give an 
exact upper bound, it gives a result which would generally be very close 
to the upper bound. In this case the approximate bound differed from the 
actual error by only 0.0002. Note also that the indicated error is in the 
correct direction. 

There is no reason why we could not have used a negative value for h. 
The results would be very close to those obtained here. In that case the 
approximation of the second derivative would be slightly low, but (he 
value would be sufficiently close to the correct value of 18 that we would 
have reason to trust our numerical method as being sufficiently good to 
take care of most requirements. 

The example indicates that our method will give us a good approximation, 
but the question should have come to mind whether we might not be able 
to do something better. Such a question cannot always be answered in the 
affirmative, but it is always worth asking. In this case we might also have 
tried to compute the differential quotient DQf(3, 2.99) where we are using 
a value of -0.01 for h. We would have found DQj(3, 2.99) = 26.9101. In one 
instance we found a value too large and in this instance a value too small. It 
might be worth taking the average. If we did this we would have obtained 
27.0001, a value that is obviously much closer to the correct value of 27 in 
this case. While this seems like a good idea, it is one we should check out, 
for a single instance does not constitute an argument for using this method. 
This suggests that we wish to try 

f '( ) -'- DQf(x, x + h) + DQj(x, x - h) = f(x + h) - f(x - h) 
x_ 2 2h· (X.2.3) 

We have indicated that this is an approximation, of course, and we leave the 
algebra used in obtaining the last expression of this relation to you. Our 
concern now centers on the error we would have if we were to use this result 
in computingf'(x). We can again use Taylor's expansion. Here we will need 
to use 

h2 h3 

f(x + h) = f(x) + hf'(x) + 2! rex) + 3! r'(c!) 

and 

f(x - h) = f(x) - hf'(x) + ~~ rex) - ~~ f'''(C2). 

Subtraction of these results gives 

f(x + h) - f(x - h) = 2hf'(x) + ~ [r'(c!) + r'(C2)]. 
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Upon solving this last result for f'(x), we obtain 

f '( ) = f(x + h) - f(x - h) _ h2 [f"'(C1) + f"'(C2)] 
x 2h 6 2 . (X.2.4) 

Since the term in the brackets is the average of two third derivatives in the 
interval (x - h, x + h), we know that there must be some number C in 
this interval such that the average is equal to f"'(c) if the third derivative 
is continuous in the interval. This follows from the intermediate value 
theorem. If the third derivative is not continuous, we might still be able to 
make some estimate which would give us at least an estimate of the size of 
the error. Therefore, we can write 

f'(x) = f(x + h) ~ f(x - h) _ h; f"'(c) 

= DQf(x - h, x + h) - h; f"'(c). 

EXAMPLE 2.2. Use (X.2.5) to approximate f'(x) in Example 2.1. 

Solution. Again using h = 0.01, we have 

This gives 

f 'e ) == f(3.01) - f(2.99) 
x 2(0.01). 

f 'e ) .!.. 27.270901 - 26.730899 = 0.540002 = 270001 
x - 0.02 0.02·· 

(X.2.5) 

As we can see, this is very much better than our preceding result, and in 
fact is just the average we had obtained in our discussion above. We can 
now approximate the error term at least in part. Since h = 0.01, we would 
have the error term 

_ (0.~1)2 f"'(C) = 0.0000 1667f'''(c). 

It would seem that this must be much better. Of course it is possible that the 
third derivative would be large, but it would seem improbable that it is 
large enough to cause a great deal of difficulty. In this instance we know 
that the third derivative is 6, and hence the result should be changed by 
-0.0001. In general we can only expect to obtain an approximation of the 
error, but even that would appear to be reassuring here. 

It is apparent that the method used in Example 2.2 is superior to that of 
Example 2.1. It is rather easy to see why this should be so from a look at 
the graph of y = f(x) in Figure x.l. We see that DQf(x - h, x + h) is the 
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slope of the line segment joining (x - h, f(x - h» and (x + h, f(x + h». 
This slope is certainly more likely to be near the slope of the line tangent to 
the curve than either the slope given by DQf(x, x + h) or the slope given by 
DQf(x - h, x). This sketch merely bears out the development of (X.2.5) 
indicating that we can expect a smaller error if we take the average slope 
over the longer interval provided the longer interval has the point (x, f(x» 
as a midpoint. We should also note that the computation in this case is 
likely to be more accurate, for we will have a larger difference in the numerator 
and a larger denominator. This will reduce the likelihood of significant 
roundoff error. Thus, (X.2.5) is superior from many points of view. 

One might ask whether it is possible to find more accurate methods than 
these. We were able to gain in accuracy by using two Taylor's expansions 
instead of one. Could we gain further by using more? The answer is yes. 
However, the relative gain in accuracy may be overshadowed by the need 
for additional computation and the resulting possible increase in roundoff 
error. With this in mind we will content ourselves with the result of (X.2.S) 
except for an exercise designed to give you an opportunity to test your powers 
of finding additional formulas. 

EXERCISES 

1. Let f(x) = x 2 • 

(a) Find 1'(3) if h = 0.1 using both (X.2.2) and (X.2.S). 
(b) Show that the error term gives the actual error in each instance. 
(c) Show that (X.2.S) will give the derivative of f(x) for any value of x without 

error. 

2. (a) Find 1'(2) if f(x) = x3 using (X.2.2) and h = O.OS. 
(b) Find f'(2) using (X.2.S) and h = O.OS. 
(c) Show that the absolute value of the error in computing 1'(x) is a monotonic 

increasing function of the absolute value of h using (X.2.2). 
(d) Show that the error in computing f'(x) using (X.2.S) is independent of the 

value of x. 
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3. Find 1'(2) using (X.2.2) and (X.2.5) in each of the following cases. Also find an 
upper bound for the error term in each case if possible. 
(a) f(x) = x 3 - 3x using h = 0.2. 
(b) f(x) = (x 2 + 2)2 - 5 using h = 0.1. 
(c) f(x) = eX using h = 0.05. 

(d) f(x) = Fx using h = 0041. 
(e) f(x) = X4 using h = 0.2. 
(f) f(x) = X4 using h = -0.2. 

4. Use the values in the tables of Appendix C to evaluate f'(x) in each of the 
following cases. 

(a) f(x) = sin x at x = 0.25 radians using the smallest h you can use while using 
only values in the tables. 

(b) f(x) = tan x at x = 43° using the smallest h you can use with the information 
given in the tables. Also show that this derivative in terms of degrees is a 
good approximation by developing the relation between the derivative with 
respect to degrees and the derivative with respect to radian measure. 

(c) f(x) = cos x at x = 0.60 radians. 
(d) f(x) = In x at x = 2.8. 
(e) f(x) = In x at x = 3.0. 
(f) f(x) = eX at x = 4.2. 
(g) f(x) = e- X at x = 5.5. 
(h) f(x) = rex) at x = 1.24. 

5. In each of the following cases find a value of h for (X.2.2) and for (X.2.5) which 
would give f'(x) with an error no greater than 0.0001 in absolute value. 
(a) f(x) = sin x at x = -1. 
(b) f(x) = X4 at x = -2.1. 
(c) f(x) = eX at x = -1.3. 
(d) f(x) = x- 3 at x = 2.3. 

6. (a) Use the Taylor's expansions for f(x - 2h), f(x - h), f(x), f(x + h), and 
f(x + 2h) and obtain a formula for f'(x) in the manner of this section. Your 
formula should have non-zero coefficients for at least four of the five function 
values. 

(b) Use your formula to evaluate 1'( - 2) if f(x) = X S and h = 0.2. 
(c) Obtain an expression for the error in your formula of part (a). 
(d) Show that the derivative given by your formula will have a zero error if 

f(x) = 1. 
(e) Use your result of part (d) to aid in showing that the sum of the coefficients 

in part (a) must be zero. 

7. (a) In Section IlIA we developed formulas (ah - l)/h and (a h - a- h)/2h. Review 
the development of these formulas and show that our derivation was a 
correct one. 

(b) Show that these formulas are respectively equivalent to (X.2.2) and (X.2.5). 
(c) Use these results with a = 2 and h = 2- 10 to approximate In 2. [Note that 

the use of this value of h is equivalent to taking ten successive square roots.] 
(d) Show that your results come within the error bound you would establish 

using the results of this section. 
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C8. (a) Write a computer program and run it for determining the derivative of 
tan x at x = n/4 using h = 2- n for all positive integers n not greater than 
60. 

(b) Examine your results in part (a) and determine when the roundoff error 
appears to make the results less reliable. 

(c) Find out the number of significant digits which your computer uses and see 
if you can correlate this information with your observations in part (b). 

(d) Does the roundoff error appear to affect the use of (X.2.2) faster than the 
results of (X.2.5)? 

(e) Give a reason why your answer to part (d) should be the one you would 
expect. 

S9. (a) Obtain a table of values for the GNP (gross national product) for the last 
five years for which it is available. 

(b) Use (X.2.2) with the smallest value of h (probably one year) that the informa­
tion of part (a) will permit to find the derivative of the GNP for the middle 
year of your table. 

(c) Find the marginal GNP based on the middle year of your table. 
(d) Compare the results in parts (b) and (c). 
(e) Why should these results compare in the way in which they do? 
(f) Is there any way in which you could put error bounds on your results in 

parts (b) and (c)? 

SBlO. (a) Find a table in a recent World Almanac which provides annual data for some 
community £Or population growth. 

(b) Use this data to find the rate of growth for the next to the last year for which 
such information is available. Use both (X.2.2) and (X.2.S). 

(c) Compare the two results you obtain in part (b). Which do you think is more 
accurate? Why? 

(d) What could you say about any errors in determining the rate of growth in 
part (b). 

(e) Would the rate of growth you have obtained appear to explain the observed 
population over a five year period? (In other words, is the rate of growth 
relatively constant?) 

Bl1. (a) Obtain a table for weight as a function of age for a person of your sex and 
for the ten year period starting with your present age. 

(b) Find the expected rate of growth one year from now if your weight fits the 
expected data from this chart. 

(c) How accurate is the computation of part (b) as a projection for your weight 
of growth one year hence? 

P12. (a) Make a table for the function w(n) if w(n) represents the atomic weight of 
chemical element number n in the periodic table. 

(b) If we think of w(n) as a continuous function of n whose values coincide with 
the periodic table at the integer points, find w'(n) by numerical methods for 
n = 12. 

(c) Use interpolation involving five points to find a polynomial which is correct 
for wOO), w(l1), w(12), w(13), w(14). 
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(d) Take the derivative of this polynomial and compare your result with those 
of part (b). 

(e) If you restrict your attention to the halides, find the value of the derivative 
corresponding to chlorine. 

X.3 The Trapezoidal Rule 

We now turn our attention to the problem of numerical integration. We 
will start with the simplest case in the development of a series of results 
known as the Newton-Cotes formulas. These are all derived from the 
Lagrangian interpolation formulas, and are developed under the assumption 
that the points upon which the interpolation is based are the points of a 
regular partition of the interval of integration. Thus, if we wished to integrate 
over the interval [a, b J, we would use a regular partition, pea, b], and as­
sume that the value of the function is known at the points (Xj, f(x)). The 
case in which the partition consists of only two points gives rise to the par­
ticular Newton-Cotes formula known as the trapezoidal rule. Thus, we are 
considering that we have but two points, (a, f(a)) and (b, feb)). In this 
instance it is not difficult to proceed directly from these two points, but in 
order to ease the computation in the development of some of the later 
results we are going to take advantage of some of the arbitrariness of the 
coordinate systems we use. In order that you have an opportunity to become 
accustomed to this simplification for later use we will take time to discuss it 
before proceeding with the problem at hand. We will use a coordinate system 
such that x = 0 at the midpoint of the interval [a, b]. We will also consider 
that the common distance between the successive points of the regular 
partition, Pea, b], is the distance h. With two points we have the interval 
[ - h/2, h/2] in the new coordinate system we have selected. Remember that 
the choice of origin was arbitrary in the first place, and the value of the integral 
is not affected by a translation of the origin. This was shown in Corollary 3.5 
of Theorem 111.3.3. Thus we wish to evaluate 

ih/2 

g(x)dx 
-h/2 

where g(x) is the translated function. Consequently g( - h/2) = f(a), g(O) = 

f«a + b)/2), g(h/2) = feb). By Lagrangian interpolation we have the 
approximation 

_ (x - h/2) _ 2 (x - (- h/2)) (h/2) 
y(x) - (-h/2 _ h/2) g( h/) + (h/2) - (-h/2)) g 

1 
= h [ - (x - h/2)g( - h/2) + (x + h/2)g(h/2)]. (X.3.1) 
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The function y(x) is an approximation of g(x) and has the same values as 
g(x) at the points (-hI2, g( -hI2» and (hI2, g(hI2». We obtain an approxima­
tion for the integral by integrating y(x) instead of g(x), and hence we have 

ihl2 Jhl2 
g(x)dx == y(x)dx 

-h12 -h12 

== ~ f/:2 [-(x - ~)g( -~) + (x + ~)g(~)}x 

== ~ 1:/2 [~g( ~h) + ~ g(~)}x 
== ~ [g( ~h) + gG) ] = ~ [f(a) + feb)]. (X. 3.2) 

Here we see evidence of the wisdom of our choice of coordinates. Since the 
portions of the integrand which involve an odd power of x (in this case x 
to the first power) are odd functions and the interval of integration is sym­
metric with respect to the origin, Corollary 8.2 of Theorem V1.8.4 states 
that these portions of the integrand will contribute nothing to the final result. 
The same corollary assures us that the integrals of the even functions over 
the same interval can be evaluated by doubling the result obtained by in­
tegrating over the right hand half interval [0, h12]. Since h is a constant, 
g( - h12) and g(hI2) are both constants. The integration reflected that fact. 
(The value of the integral is not altered, but the evaluation is considerably 
easier when we make use of these labor-saving devices.) We now find that 
the approximate value of the integral is the length of the interval multiplied 
by the average of the values of the function at the two ends. If you think 
of area, this is exactly the formula for the area of a trapezoid, and this explains 
the name. Note that this agrees with our discussion of the trapezoidal 
method in Section 11.6. 

EXAMPLE 3.1. Use the trapezoidal rule to approximate the value of J:Y2 sin x dx. 

Solution. Here the end points of the interval are (0, sin 0) and (nI2, sin nI2), 
or equivalently (0, 0) ahd (nI2, 1). Since the interval is of length (nI2) - 0 = 
n12, we have h = n12. Therefore, the approximation yields 

{n12 n n 
J 0 sin x dx == "4 [0 + 1] = "4 == 0.7854. 

If we evaluate the integral formally (as we can in this case) we see that the 
value of the integral is one. We have an error of about 0.215 in this case, and 
this method does not appear to work well. However, we note that the value 
of h is rather large. Perhaps it would help if we were to use a smaller value of h. 
Probably the most convenient calculation occurs if we divide the interval 
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by some integer. For convenience we will consider both the case of dividing 
it by two and by three. Therefore, we have in the two cases 

f "/2 f"/4 ("/2 
sin x dx = sin x dx + J sin x dx 

o 0 ~4 

== i [0 + fJ + i [f + 1J = i [J2 + 1] == 0.948 
and 

f~2 f~6 f~3 f~ 
~xh= ~xh+ ~xh+ ~xh 

o 0 "/6 "/3 

. n [ 1J n [1 J3J n [J3 J = 12 0 + 2 + 12 2 + 2 + 12 2 + 1 
= 1~ [2 + J3] == 0.97705. 

Example 3.1 gives food for thought in at least two directions. First it would 
appear that we can improve the accuracy of our result by increasing the 
number of partition points and using the trapezoidal rule over each of the 
subintervals. This procedure will be used with sufficient frequency that it 
would pay us to investigate whether we can find a simpler formula for the 
case with more than a single subinterval in the partition. We will continue 
to use the regular partition, and we will continue to denote the length of 
each subinterval by h. We can now approximate the integral by adding the 
integrals over the subintervals. Thus, we would have 

If we factor out the common factor h/2, we can rewrite this as 

ff(X)dX == ~ [f(xo) + 2f(x1) + 2f(X2) + ... + 2f(xn-l) + f(xn)] 

== h[ti(xo) + f(x l ) + f(X2) + ... + f(Xn-l) + ti(xn)]. 

(X.3.3) 

The value of h in this case could be computed by noting that h = (b - a)/n. 
In Example 3.1 we used n = 2 and n = 3. We could illustrate the use of this 
result in case n = 4 by noting the sketch in Figure X.2. Here we have four 
trapezoids. The right hand base of the first trapezoid is also the left hand base 
of the second. Therefore, we double the result of the computation of this 
single base, since we will use it in both instances. We would perform a similar 
computation for the other common bases. Figure X.2 also illustrates in­
tuitively the fact that we can expect more accurate results using n = 4 than 
using n = 1 in this case. 
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y 

a b x 

Figure X.2 

A second thought that should occur from the work of Example 3.1 would 
involve the size of the computational error in evaluating the integral. We 
will now attempt to explain the size of the error in this example. In order to do 
this, we will assume that f(x) is sufficiently well behaved that the second 
derivative exists and is continuous in the interval [ - h/2, h/2]. We return to 
the result given in (X.3.2) and modify this by replacing each appearance 
of the function with its corresponding Maclaurin expansion including the 
remainder term. We will include in our equation an error term, E, in order 
that we allow for any discrepancies which occur in this evaluation. Thus we 
have 

f/:Jf(O) + xf'(O) + ~2 f"(Z)}X = ~ [f(0) - ~ 1'(0) + ~ f"(C1) 

+ f(O) + ~ 1'(0) + h82f"(C2)J + E. 

(X.3.4) 

Note that z is within the interval ( - h/2, h/2) and will vary with the choice 
of x. Hence, we are assured that there will be some number C3 in ( - h/2, h/2) 
such that 

by the mean value theorem for integrals. This follows from our assumption 
that f"(x) is continuous in this interval. The error terms in the use of f( - h/2) 
and f(h/2) include constants C1' and C2 respectively, constants which are 
unknown except that we are assured that they are in the interval ( - h/2, h/2). 
Therefore, (X.3.4) becomes 
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by direct computation. Under the assumption that the second derivative is 
continuous in the interval in question, there is some value c in ( - h/2, h/2) 
such that we can replace each of the constants Ct, C2, and C3 by C and still 
have a correct equation. Hence from (X.3.5) we can obtain 

~; f"(c) = ~: [f"(c) + f"(c)] + E = h; f"(c) + E. 

From this we have 

E = (h 3 
_ h3 )f"(C) = _ h3 f"(c) 

24 8 12' 
(X.3.6) 

Therefore, the term which we must add to our approximation to make the 
result correct should be - (h 3/12)f"(c), where c is some value that we have 
little prospect of ascertaining but for the fact that it is a point in ( - h/2, h/2). 
For purposes of establishing a bound, however, we can frequently find the 
largest absolute value that this term could have, and then we would know 
that our approximation is wrong by no more than this bound. 

It is very nice to have the error term, but let us see whether this would 
explain the discrepancies that we found in Example 3.1. In this case we had 
f(x) = sin x, and hence f"(x) = -sin x. The error would be -(h3/12)f"(x) 
= _(n3 /96)( -sin c) = + (31.0063/96)sin c = 0.323 sin c. We have made use, 
of course, of the fact that h = n/2 in this case. Noting that c is in (0, n/2), 
we see that sin c is in (0, 1) and therefore an error which does not exceed 
0.323(1) = 0.323 should not be surprising. We could have anticipated in 
advance, then, that the error might be intolerable in this case. The correct 
value for the integral was indeed in the interval [0.7854, 1.1084]. Now if we 
proceed to the next case, we find that for the two divisions we have a possible 
error of 

1 (n)3 _n3 
- 12 "4 (-sin Cl) = 768 (-sin Cl) = 0.04037 sin Cl 

and 

1 (n)3 n3 
- 12 "4 (- sin C2) = - 768 ( - sin C2) = 0.04037 sin C2 

respectively where Cl is in (0, n/4), C2 is in (n/4, n/2) and h = n/4. Although 
we could improve our bound by using the separate intervals, it is convenient 
to simply note that in both instances we have an upper bound of one for the 
sine, whence we have a bound of (2) (0.04037) = 0.08074 for the possible 
error in the computation. This is a substantial improvement over the pre­
ceding case. In both instances our error bounds indicate that our computa­
tions were at least as close as we had a right to expect. Having gotten this 
far, let us try the case of three divisions. In this case we might as well combine 
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the three terms in the computation, since we will again make the assumption 
of the worst possible case and we will not try to make use of the fact that we 
have three distinct intervals. Therefore, since h = n/6, we will have as a bound 
lEI ~ (3)(n 3 /2592)(1) == 0.03589. Our result was well within this bound, 
and again we are able to determine a bound for the error in our approxi­
mation. It is true that we could improve this bound by making use of the 
fact that sin x is smaller on the first two intervals, and there are occasions 
where one would wish to do this. In general, however, this does not help 
a great deal. With many functions we do not know enough about the possible 
values of the second derivative to do much more than make a rather con­
servative estimate of the maximum size the second derivative can assume 
in the interval under consideration. Therefore, the procedure we have used 
is the one used most frequently in applications. 

From the method we used in the determination of error in the case of 
three divisions of the interval it would seem plausible that some form of 
the error term for an expression such as that of (X.3.3) would be possible. 
Indeed this is the case. We assumed we had a regular partition, PEa, bJ, 
having n intervals, and hence h = (b - a)/n. Also we had n applications of 
the trapezoidal rule, and therefore n distinct error terms, whence the resulting 
error would be 

E = -h3 f f"(c) = -h2(b - a) f f"(Cj) 
12 j=t 12n j=t 

where Cj is in (Xj-t, x). Then 

h2 

lEI ~ 121b - al[maxlf"(x)lJ. (X.3.7) 

The maximum is taken, of course, over (a, b), and will give a pessimistic 
value for the error. However, it does give an absolute bound for the error. 

You will remember that in the case of differentiation we had a significant 
problem in the selection of the value for h, for if we made h large we had a 
larger inherent mathematical error, but if we made h small we increased the 
likelihood of a round-off error of significant size. Let us take a look at the 
consequences of making h small here. We note that in no case does h appear 
in a denominator in the process of numerical integration, at least with the 
procedures we have used. The fact that h appears only in the numerator 
would indicate that we can always improve our results by further diminishing 
the value of h. This is almost true. (You will note that mathematicians are 
rather cautious individuals.) The decrease of h causes a corresponding 
increase in the number of intervals, and hence in the number of terms that 
must be added. If we had no round-off error in any of our calculations, we 
would then be assured without question that the decrease of h would always 
give improvement, unless perchance the bound is already zero. On the other 
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hand, since there is likely to be some round-off present in each of the terms 
of (X.3.3), an increase in the number of terms increases the possibility that 
the round-off error may accumulate and cause some degradation of accuracy. 
One can always hope, of course, that some of the errors will be positive and 
some negative and the net effect would be small. On the other hand, there is 
no guarantee that this will always be the case. (In computers there is fre­
quently no round-off procedure, but merely the dropping of all digits after 
some given number of decimal places. Hence the errors would be in the same 
direction. This can cause even greater difficulties with an ever increasing n.) 
Usually it is adequate to simply keep an extra digit or two in each number 
during the computation with the thought that the round-off error will be in 
the additional digits, and when they are dropped the result is at least accurate 
to the number of digits retained. The fact that the error term includes the 
square of h is significant for if h = 0.01, then h2 = 0.0001. This may well be 
sufficient for our needs. If we apply the rule a single time, of course, we have 
h3 in the error term, and this would be even better, but we usually need to 
integrate over an interval larger than 0.01. 

One may well wonder what we are doing with such computations when 
errors seem to be an ever present evil. There are many instances in which we 
will have a function for which no formal integration is possible. Therefore 
an approximation is not only desirable, but probably essential if we are to 
handle the problem at hand. Furthermore, it is very seldom in actual practice 
that one would need an exact number. It is true that you count out exactly 
twelve items if you want a dozen items on a given purchase, but in measuring 
the length of your room you are not able to measure the room length more 
accurately than some rather small fraction of an inch. This does not worry 
you even when you are considering the purchase of wall-to-wall carpeting 
for the room. In the same way there is some lower bound for the possible 
resolution of the numbers used in the vast majority of applications. It is 
usually necessary to be certain that you are sufficiently accurate, but not 
that you are exact. Thus, approximate methods have their place. At times 
they represent the only means for even getting close to the results we may 
need. 

EXERCISES 

1. Use the trapezoidal rule to evaluate each ofthe following integrals using the number 
of divisions indicated. Find a bound for the error in each case. Check your result by 
evaluating the integral where possible. 

(a) Ii (l/x)dx using one interval 

(b) Ii (l/x)dx using three intervals 

(c) II (1/x)dx using ten intervals 

(d) SW/x)dx using four intervals 

(e) J6 (1/(1 + x 2 ))dx using one interval 
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(f) S~ (1/(1 + x 2 »dx using two intervals 
(g) S6 (1/(1 + x 2»dx using four intervals 

(h) S6 (1/(1 + x 3»dx using two intervals 

579 

2. In each of the following cases find the value of h, and consequently the number of 
intervals required, to obtain an approximation for the value of the integral by 
means of the trapezoidal rule if the error is to be be no greater than 0.001. 

(a) Sf (l/x)dx 

(b) So/4 tan x dx 

(c) So/2 sin 2x dx 

(d) S6 e- 2x dx 

(e) S~;~ «sin x)/x)dx 
(f) Sg·5 (l/jl=?)dx 

(g) Sf (x 3 - 3x + 2)dx 

(h) IT In x dx 

3. (a) Set up the integral which would give the circumference of the ellipse 
4x2 + 9/ = 36. This can involve obtaining the length in the first quadrant 
and multiplying by four. 

(b) Use the trapezoidal rule with six intervals to evaluate the length of arc in the 
first quadrant from the point where x = a to x = 2.4. 

(c) Find an upper bound for the error in your approximation. 

This integral is an example of an elliptic integral of the second kind. No formula 
exists for its evaluation, and consequently numerical methods are required. 

4. (a) Set up an integral to obtain the length of the closed curve with equations 
x = 5 cos t, Y = 3 sin t. 

(b) Approximate this length using the trapezoidal rule with 12 intervals. 
(c) Find an upper bound for the error in your computation. 

5. The complete elliptic integral of the first kind can be written 

fnl2 dx 
2 • 2 1/2 where a < k2 < 1. 

o (1 - k sm x) 

(a) Approximate the value of this integral using 3 intervals if k = 0.5. 
(b) Find an upper bound for the error in your computation. 

6. (a) Use the trapezoidal rule to approximate the length of the limaconr = 3 - 2 cos () 
using 12 intervals. 

(b) Find an upper bound for the error in part (a). 

7. You wish to evaluate the integral S~f(x)dx using trapezoidal methods. 

(a) Show that your approximation will be too large if y = f(x) is concave upward 
in the interval [a, b]. 

(b) Show that your approximation will be too small if y = f(x) is concave down­
ward in the interval [a, b]. 

(c) Show that your approximation wi1\ be without error if the curvature is zero 
throughout [a, b]. 
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C8. (a) Write a program to evaluate the elliptic integral of the first kind using the 
trapezoidal rule. Your program should accomodate any given value of k and 
should use 20 subintervals 

(b) Use your program of part (a) to make a table of complete elliptic integrals of 
the first kind for k = 0,0.1,0.2,0.3,0.4,0.5,0.6, and 0.7. 

(c) Find an upper bound for the error in each of your computations of part (b). 
(d) Would the error bound be greater for k = 0.9 than for k = OJ? Why? 

C9. (a) Write a program to evaluate the integral H (l/x)dx for any value of a > 1 
using the trapezoidal rule with n subintervals. 

(b) Determine the number of subintervals that would be required to insure that 
the error bound in part (a) is less than 10- 3 when a = 2. 

(c) Use your program to make a table of natural logarithms for a = 1.00,1.01,1.02, 
1.03, ... , 2.00 with an accuracy of at least three decimal places. 

10. (a) Show that the sum of the coefficients of the function values in the trapezoidal 
rule is the length of the interval involved. 

(b) Show that the trapezoidal rule gives exact results if f(x) is a linear polynomial. 
(c) Show that the trapezoidal rule plus the error term gives exact results if f(x) is a 

quadratic polynomial. 

XA The Newton-Cotes Formulas 

In the last section we considered a general procedure for obtaining the 
Newton-Cotes formulas, and their error terms, although we discussed only 
the special case of a single interval. We will now use two intervals (or three 
points). The generalization of this procedure should then be apparent. We 
start with two intervals, each of length h, and we again use the device of 
translating axes in such a way that the midpoint of the interval of integration 
is the zero point of the domain. We will integrate over the interval ( - h, h), 
and will use the three points with coordinates (- h, f( - h», (0, f(O», and 
(h,f(h». (We could again use the semantic device ofrelatingf(a) and g( - h), 
but the relation should be clear enough at this point that we can use f( - h) 
without misunderstanding.) Using these three points our Lagrangian inter­
polation formula becomes 

x(x - h) (x + h)(x - h) (x + h)x 
y(x) = (_h)(_2h)f(-h) + (h)(-h) f(O)+ (2h)(h) f(h) 

= :2 [t(x2 - xh)f( -h) - (x 2 - h2 )f(0) + t(x2 + xh)f(h)]. 

(X.4.1) 

As before, y(x) is the approximation for the actual function f(x), and in this 
case we have done some of the algebraic simplification rather than writing 
out all terms ad nauseam as we did in (X.3.1). We now proceed to integrate. 
As before we will utilize the symmetry of the interval of integration with 
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respect to x = O. Therefore, the terms which are odd functions of x will give 
zero values. We have 

f/(X)dX == f/(X)dX 

== :z [~3 f( -h) - e~3 - 2h 3 )f(O) + ~3 f(h)] 

h 
== "3 [f( - h) + 4{(0) + f(h)]. (X.4.2) 

This result is known as Simpson's rule, and was named for Thomas Simpson 
(1710-1761). It is probably the most frequently used of the various methods 
for numerical integration, and was known to the Greeks as the prismoidal 
formula, for it can be developed readily as a general formula for obtaining 
the volume of a large variety of solids commonly called "prismoids". 

Having learned our lesson in the last section to the effect that there can 
be, and probably are, errors inherent in numerical computations, we will 
investigate the error term before giving an illustration ofthe use of Simpson's 
rule. We follow the same procedures as before, and again use the Maclaurin's 
expansion with the remainder term in each case. We have the formula for the 
numerical procedure in (X.4.2) and we need only substitute the Maclaurin's 
expansions. Since we have f( - h) and f(h) with equal coefficients, we would 
expect all of the terms involving h to an odd power would disappear in the 
expression [f( - h) + 4{(0) + f(h)]. Because of the symmetry of the interval 
of integration about x = 0, the odd powers will contribute nothing to the 
integral. In view of the presence of an additional term in the approximation 
formula, it would seem reasonable that we should be able to go beyond the 
term involving the second derivative. Therefore, we will include terms through 
the fourth derivative. The reasoning for this is all included in the foregoing 
statements, but it might be worth a quick review. We desire to use terms 
beyond that involving the second derivative. The terms involving the third 
derivative also include x 3 in the integrand and h3 in the expansions in the 
formula. Since these are of odd degree, they will contribute nothing to the 
result on either side. Therefore, if we expect to have anything left with which 
to calculate an error term, we must expect to have to include the term 
involving the fourth derivative. With this line ofthought in mind, we proceed. 

fh [ Z 3 X4] 
-h f(O) + xf'(O) + ~ 1"(0) + x6 1'''(0) + 24 tV(z) dx 

= ~ [f(O) - hf'(O) + hZ 1"(0) _ h3 f"'(O) + h4 tV(c!) + 4{(0) 
3 2 6 24 

hZ h3 h4 ] + f(O) + hf'(O) + - 1"(0) + - 1"'(0) + - tV(c) + E 2 6 24 Z 

= ~ [6f(0) + hZf"(O) + ~: (fiv(Cl) + t V(C 2 ))] + E. 
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Therefore, 

2hJ(0) + ~3 1"(0) + ~~ lV(C3) = 2hf(0) + ~3 1"(0) + ~; lV(C4) + E, 

(X.4.3) 

where C3 is obtained as in (X.3.5) and C4 is the value such that lV(C4) is 
the average of lV(c2 ) and lV(C3). From (X.4.3) we obtain the error term as 

h5 
0 h5 

0 h5 
0 

E = - f'V(c) - - f'V(c) = - - f'V(c) 
60 36 90 

(X.4.4) 

where c is some value in ( - h, h). We have assumed that the fourth derivative 
is continuous in this interval. If it were not, we would have difficulty estab­
lishing a realistic bound for the error. 

We should be aware of the fact that we may not always know the function 
J(x) precisely in some applications, and it is very probable that we would 
know little concerning the value of the fourth derivative in the interval. 
Under some circumstances, however, it is possible to find some upper 
bound for the value of the fourth derivative, and then we have an upper 
bound for the error using Simpson's rule. Furthermore, the bound is generally 
going to be rather encouraging. If we were to use h = 0.1, then the error 
would be bounded by -«0.1)5/90)JiV(C) = -O.OOOOOOl1l1l1lfiV(c). Thus, 
the error would be small even if the value of the fourth derivative happened 
to be moderately large. 

EXAMPLE 4.1. Evaluate So/2 sin x dx by Simpson's rule and find a bound for 
the error. 

Solution. Since the length of the interval is 2h, we then have h = 
(1/2)(1t/2 - 0) = 1t/4. Therefore, the approximation is given by 

1'/2 sin x dx == 11t2 [sin 0 + 4 sin ~ + sin ~ ] = 1n2 [2.)2 + 1] == 1.0028. 

This result is fairly close to the correct value of one. We see that a single 
application of Simpson's rule gives a better result than we obtained with 
three applications of the trapezoidal rule. If we did not know the correct 
result, we could not have made this deduction without the use of the error 
term. Therefore we should investigate the error bound. Here we have, in a 
manner similar to that of the last section 

- h5 JOV( ) n5 
0 306.0197 . . 

E = 90 1 C = - (90)(45) sm c = - 92160 sm c == - 0.00332 sm c. 

Since c is in (0, n/2), sin c is positive and the required correction is negative 
but does not exceed 0.00332 in absolute value. Our result is certainly within 
the interval [1.00228, 1.00228 - 0.00332] = [1.00228, 0.99896]. 
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The next question we face concerns whether we could subdivide the 
interval of integration here, as we did with the trapezoidal rule in order to 
achieve even greater accuracy. For two applications of Simpson's rule we 
would have x = n/4 as the upper end of the first evaluation and the lower 
end of the second. This gives us 

("/2. d n [. 0 4· n 2· n 4· 3n . nJ J 0 sm x x == 24 sm + sm 8 + sm 4 + sms + sm 2: 

= 1.0001346. (X.4.5) 

We note that the value sin(n/4) appears once as the upper end of the first 
application of Simpson's rule and once as the lower end ofthe second applica­
tion. This would lead us to the development of the more general formula 

ff(X)dX == ~ [f(xo) + 4{(Xl) + 2f(x2) 

+ 4{(X3) + ... + 4{(Xn -l) + f(xn)], (X.4.6) 

where n must be an even number. Since b - a = nh we have h = «b - a)/n), 
as before, but note that it takes two h's for each application of Simpson's 
rule. Therefore, in our evaluation of the error bound we only have (n/2) 
applications of Simpson's rule and the error is 

E = - (~) e : a) ~~ fiV(C) = _ h4(~8~ a) PV(c). (X.4.7) 

The error is bounded by 

h4(b - a) .v 
lEI ~ 180 [maxlf' (c)lJ. (X.4.8) 

Again the maximum is taken for values of c in the interval (a, b). Returning 
now to (X.4.5), the error bound is given by 

n4(n/2) 306.0197 
lEI ~ 84(180) (1) == 1474560 == 0.0002075. 

You will note again that this bound is larger than the actual error. That is 
the virtue of having an error bound, for it does give us the assurance that we 
are in no worse shape than the bound would indicate. Whether you would 
need to use more divisions here is entirely a matter ofthe accuracy you would 
require for the situation at hand. 

The procedure we have used in this section and in the preceding section 
indicates the general method for obtaining any Newton-Cotes integration 
formula. (These are frequently called quadrature formulas, but they are for the 
purpose of obtaining integrals, so dori't let the change in terminology fool 
you.) If we had used three subintervals, that is four points, and obtained the 
corresponding Newton-Cotes formula, we would have found that we would 
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still have used the fourth derivative for the error term, since the terms of odd 
degree in the Maclaurin's expansion contribute nothing, but the term with X4 

cannot be ignored. In similar fashion, the use of five or six points would 
involve an error term which includes the sixth derivative. Using the Newton­
Cotes formula several times, thus diminishing the size of h, provides a 
theoretical advantage in the computation of the integral, for you note that 
we have no values of h in the denominator at any point. The advantages 
gained by using formulas of higher order (that is more subintervals) is 
generally not sufficient to recommend their use over that of using the lower 
ordered formulas with several applications to cover the interval. The use of 
Simpson's rule twice, as in the case of (X.4.5), will be easier to implement and 
about as accurate as the use of a single expression involving five points or 
four subintervals. 

There are other numerical techniques for obtaining integrals, but the 
Newton-Cotes formula will suffice for our purposes. Note that if you know 
a sufficient number of values of the function in question, and if these values are 
taken at the points of a regular partition, you can obtain the value of the 
integral with a great deal of accuracy. It would be possible to handle the 
case in which the partition is not regular, but this would require the use of 
the Lagrangian formula in essentially the same manner as it was used 
here for regular partitions. 

EXERCISES 

1. (a) Use Simpson's rule to evaluate Sf (l/x)dx using three points. 
(b) Find a bound for the error in part (a). 
(c) Use Simpson's rule with five points to evaluate the integral of part (a). 
(d) Find an error bound for your computation in part (c). 
(e) Determine the maximum size for 11, and hence the number of points required, 

if we are required to compute the value of the integral of part (a) accurate to 
the eighth decimal place. 

2. (a) Use Simpson's rule to evaluate SA (1/(x2 + l»dx using three points. 
(b) Find a bound for the error in part (a). 
(c) Use Simpson's rule with five points to evaluate the integral of part (a). 
(d) Find an error bound for your computation in part (c). 
(e) Determine the maximum size for 11, and hence the number of points required, 

if we are required to compute the value of the integral of part (a) accurate to 
the eighth decimal place. 

3. A function J(t) is given by the following table of values. 

o 2 3 4 5 

J(t) 1.24 1.68 1.90 1.96 1.60 1.38 

(a) Evaluate 1'(2) as accurately as you can. 
(b) Evaluate H J(t)dt using the trapezoidal rule five times. 
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(c) Evaluate the integral of part (b) using Simpson's rule for the first four sub­
intervals and using the trapezoidal rule for the fifth subinterval. 

(d) Evaluate the integral of part (b) using Simpson's rule for the first two and last 
two subintervals and using the trapezoidal rule for the center subinterval. 

(e) Sketch the graph of f(t). 
(f) Which of the three integrations, parts (b), (c), and (d), do you think is most 

accurate? Why? 

4. (a) Use the table in Appendix C to evaluate Sl:ri r(x)dx using the trapezoidal 
rule. 

(b) Evaluate the integral of part (a) using Simpson's rule. 
(c) With the data given in Appendix C what is the most accurate value you can 

obtain for the integral of part (a) with the formulas we have developed to 
date? 

(d) Find the mean value of rex) over the interval [1, 1.4]. 

5. (a) Find the circumference of the ellipse 4x2 + 9y2 = 36 using one application 
of Simpson's rule for the integral with respect to x for each portion of the 
circumference between x = - 2 and x = 2 and one application for each 
integral with respect to y for the remainder of the circumference. 

(b) Find an error bound for your computation of part (a). 
(c) Double the number of applications of Simpson's rule and reevaluate the 

circumference of part (a). 
(d) Find a bound for your error in part (c). 

6. (a) Use Simpson's rule with one application to find an approximation for the 
complete elliptic integral of the first kind if k = 0.5. 

(b) Find a bound for your error. 
(c) Compare your results in parts (a) and (b) with the corresponding results using 

the trapezoidal rule. 

7. (a) Obtain the Newton-Cotes quadrature formula for three subintervals. If you 
use the techniques of Sections X.3 and X.4 this will involve integration over 
the interval [ - 3h/2, 3h/2]. 

(b) Obtain the error term for part (a). Note the discussion in this section con­
cerning the number of terms of the Maclaurin's expansion you will need to use. 

(c) Apply the results of part (a) (known as the three-eighths rule) to approximate 
the integral of Exercise l. 

(d) Obtain an upper bound for the error of part (c). 
(e) Apply the results of part (a) to approximate the integral of Exercise 2. 
(f) Obtain an upper bound for the error of part (e). 

8. (a) Find an upper bound for the error in evaluating the integral S6 f(x)dx by one 
application of Simpson's rule in terms of the fourth derivative l''(c). 

(b) Find an upper bound for the error in the approximation of the integral of 
part (a) 4sing one application of the three-eighths rule. 

(c) Find an upper bound for the error in the approximation of the integral of 
part (a) using one application of the trapezoidal rule. 

(d) COl1.1pare the error bounds found in parts (a), (b), and (c) and determine 
which is smallest, if possible. 

(e) Which of the error bounds is largest? 
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9. (a) Find values of A and B such that S:f(x)dx = Af(a) + Bf(b) for any con­
stants a and b and for both the functions f(x) = 1 and f(x) = x. 

(b) Simplify your result of part (a) if you let h = b - a. 
(c) Find constants A, B, and C such that J1'--hf(x)dx = Af( -h) + Bf(O) + Cf(h) 

for any constant h and for f(x) = 1, f(x) = x, f(x) = x 2 • 

(d) Find values of A, B, C, and D such that 

S:.\ f(x)dx = Af( -h) + Bf(O) + C(h) + Df(2h) 

for any constant h and for f(x) = 1, f(x) = x, f(x) = x 2 , and f(x) = x 3 . 

SlO. (a) Obtain figures for the GNP (gross national product) for the last five years. 
(b) Use Simpson's rule twice to obtain the mean value of the GNP over this 

period. 
( c) Compare your result of part (b) with the average of the five years. 
(d) Is the additional accuracy obtained using Simpson's rule warranted in this 

case for the purposes for which GNP is normally used? 

Cll. (a) What value of h would be required to approximate Sb e-- x2 dx with an error 
no greater than 10 -- 5 if you are to use Simpson's rule? 

(b) Write a program that will approximate the integral of part (a) with the desired 
accuracy. 

(c) Run your program and obtain the result. 

C12. Write a program and make a table for the values of arc sin a for values of a from 
o to 0.8 at intervals of 0.02 by using Simpson's rule to approximate 

--===dx. fa 1 

o JI="? 
You are to obtain the results with four decimal place accuracy. 

X.5 Richardson Extrapolation 

In view of the increased use of the high speed computer in solving problems 
which require extensive integration, much work has been done attempting 
to improve the available numerical techniques. One could spend several 
years studying such attempts and trying to determine where each technique 
might be most useful. We will content ourselves here with the introduction 
of one method for improving the accuracy of already available methods. 
This method appeared in 1927 and is due to L. F. Richardson. While the 
method will work for any Newton-Cotes formula, as well as for formulas 
we have not discussed here, we will demonstrate the method in the trapezoidal 
case. Let us consider the problem of obtaining the integral S~ f(x)dx using 
the trapezoidal rule and a regular partition of [a, b] involving (n + 1) 
points or n intervals. In this case we would have h = (b - a)/n, and therefore 

fb [f(a) n--l f(b)] [(b - a?] 
a f(x)dx = h -2- + k;l f(a + kh) + -2- - n 12n3 f"(cn)· 

(X.5.1) 
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Observe the replacement of h in the error term by (b - a)/n. If we define In 
to be 

we can rewrite (X.5.1) as 

fb (b - a)3 /I 

a f(x)dx = In - 12n2 f (cn) (X.5.2) 

where Cn is a number in the interval (a, b) and is the particular number 
required to make (X.5.2) correct. We have used the subscript n in In and 
Cn to indicate that these are the values associated with the use of n intervals 
in the numerical integration. 

Since no restrictions have been placed upon n except that it be a positive 
integer, we could use two different values and obtain two relations similar 
to (X.5.2). Thus, we could write 

fb (b - a)3 /I 

a f(x)dx = 1m - 12m2 f (cm) 
(X.5.3) 

The question now arises whether it might be possible to improve the 
accuracy by removing the effect of the error terms in (X.5.3). We have no 
knowledge of the actual value of Cm and Cn other than the fact that each of 
these is in the interval (a, b). However, for many functions it would be 
reasonable to expect that the values of f"(cm) and f"(cn) will not differ by a 
significant amount. If this be the case, we can eliminate a major portion of the 
error between the two equations of (X.5.3). Note that we are operating here 
on ground that is not completely solid for we are assuming certain char­
acteristics hold for the function involved which will make this manipulation 
plausible. Despite this question concerning the validity ofthe work involved, 
we will plunge ahead. Multiplying the first of these equations by m2 and 
the second by n2 and then subtracting, we get 

(m2 - n2) ff(X)dX == m2Im - n2In· 

The notation for approximation has been used here, for we are no longer 
certain that we have equality between the two sides of this relation. Since the 
object of our concern is the value of the integral, it is appropriate to solve 
for this value and obtain 

(X. 5.4) 
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We have no value for an error term in this approximation, but it would seem 
reasonable that the error using (X.S.4) would be less than the error that 
would have occured as a result of using (X.S.l). 

While the approximation given in (X.S.4) looks promising, the matter of 
ease of computation cannot be ignored. If rn > n, we would need more evalua­
tions of f(x) to compute 1m than to compute In, and we might well need 
(rn + n) evaluations. (Observe that the value of f(a) and of feb) occur in 
both of these computations, and therefore there would be no need for re­
evaluating these.) If, however, we were to let rn be a multiple ofn, say rn = kn 
for some positive integer k, then we would be able to use each of the function 
values obtained for In in the computation of 1m. In this case (X.5.4) reduces to 

fb k2Ikn - In 
af(x)dx == (P _ 1) . (X.S.S) 

In particular, if k = 2, we have 

In order to keep things simple, let us investigate this result when n = 1. 
Furthermore, we could let h = (b - a)j2n, and then h would be the interval 
to be used in the evaluation of 12n . The interval for In would be (2h). Note 
that this will diminish the number of fractions later on. From this we have 

fbf(X)dX == ~ h[f(a) + fern) + feb)] _ ~ (2h) [f(a) + feb)] 
a 32 23 22 

h 
== 3 [(2 - 1)f(a) + 4f(rn) + (2 - 1)f(b)] 

h 
= 3 [f(a) + 4f(rn) + feb)]. 

We have used rn to represent the midpoint, or rn = (a + b)j2. This result is 
precisely the result of the last section, for we observe that we now have 
Simpson's rule as a special case of Richardson extrapolation of the 
trapezoidal rule. 

It is true that we do not have an error term for the approximation of 
(X.5.S), but we could obtain one by the method of the last two sections. 
There are other methods for arriving at the error term, but we will not 
introduce them here. There would have been no difficulty in establishing 
a result for n = 2 and any positive integer n, but there would have been 
more terms to keep track of. The result would again have been the same one 
developed in (X.4.6). Since we know the error term for Simpson's rule, we 
can observe that the Richardson extrapolation has improved the situation 
in this case. It is apparent that we could have used other values for k and 
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obtained other formulas for approximating the integral. In most cases we 
would have to establish the error term, if needed, for we would not have the 
results ready-made as in this case. 

EXAMPLE 5.1. Using the results of Section X.3 apply Richardson extrapolation 
to obtain a better approximation to the value of 

f1t12 

o sin x dx. 

Solution. In Section X.3 we found 11 = 11:/4 = 0.785398. We also found 
12 = (11:/8)(J2 + 1) = 0.948059. If we use (X.5.5) with k = 2, we have 
(4(0.948059) - (0.785398))/3 = 1.002279. Example 4.1 gave the result 
1.002280. The difference here is due to the round-off error resulting from 
rounding all results to six decimal places. Note that the result of the extra­
polation in this case was too large despite the fact that the values of I 1 and 12 
were too small. This result also verifies our observation that Richardson 
extrapolation on the trapezoidal rule produces Simpson's rule. If we had 
used 11 and 13 we would have obtained the result 1.0010049, obviously much 
closer to the correct result than our previous numerical results. It is also 
worth noting that the use of I 2 and 13 produces a result of 1.00023995, a result 
which is closer than any of the above to the correct result. 

You may question the matter of introducing this new development if we 
are only going to re-derive Simpson's rule. However, this method is rather 
general, and we could use it to arrive at an extension of Simpson's rule. 
In this case we would observe that a suitable redefinition of the symbol In 
would yield 

fb (b - a)5 . 
a f(x)dx = In - 180n4 f'V(cn)· 

The result corresponding to (X.5.4) is then 

fbf()d ..!.. m4Im - n4In 
x x_ 4 4' 

a m - n 

Again, if we let m = kn, we have 

If k = 2, this becomes 

fbf()d ..!.. k4I kn - In 
X x_ e-1' 

a 

fb 16 1 
a f(x)dx == 15 12n - 15 In· 

(X.5.6) 

It is an interesting exercise to demonstrate that this result would be the 
Newton-Cotes formula based upon 2n intervals in the regular partition of 
[a, b]. 
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There are many formulas for obtaining approximations of integrals by 
numerical methods. In fact, the problem of evaluating integrals with reason­
able accuracy was one of the driving forces in making the digital computer 
desirable and in encouraging its development. The Newton-Cotes formulas 
give us an insight into methods of development of such algorithms, and the 
Richardson extrapolation indicates one of the many ways in which these 
results can be extended to give greater accuracy without greatly increasing 
the amount of work involved. You might question whether our emphasis on 
economy of work is essential in view of the high speed available in modern 
computers. There are really two main reasons for desiring an efficient 
algorithm. The first has to do with the time involved, for many functions 
are exceedingly complex and the short time required to evaluate such a 
function each time multiplied by the number of times such evaluations may 
be needed becomes significant. Therefore, a reduction in the number of 
evaluations does save time (and with computers saving time is saving money). 
Furthermore, each operation can be expected to introduce some round-off 
error, and the greater the number of operations, the greater the accumulated 
round-off error can become. Hence, an efficient algorithm can also represent 
a gain in accuracy. 

EXERCISES 

1. (a) Use the results of II and 13 obtained in Section 3 and check the work using 
these two evaluations in Example 5.1. 

(b) Use the results of 12 and 13 obtained in Section 3 and check the result given 
for the Richardson extrapolation in Example 5.1. 

(c) Evaluate 14 for the integral of Example 5.1. 
(d) Using 14 with II obtain the Richardson extrapolation. 
(e) Using 14 with 12 obtain the Richardson extrapolation. 
(f) Using 14 with 13 obtain the Richardson extrapolation. 

2. (a) Use the trapezoidal rule to evaluate 12 for the integral 

fl_1_ dx 
o 1 + X2 

(b) Evaluate 16 using the trapezoidal rule. 
(c) Use Richardson extrapolation with k = 3 on the results of parts (a) and (b). 
(d) Since you know the correct result in this instance, determine the extent of the 

improvement in accuracy (if any) obtained by using the extrapolation com­
pared with the results of 12 and 16 , 

3. (a) Use Simpson's rule to evaluate 12 for the integral of Exercise 2. 
(b) Evaluate 16 using Simpson's rule. 
(c) Use Richardson extrapolation with k = 3 on the results of parts (a) and (b). 
(d) Determine the extent of the improvement in accuracy produced by the 

extrapolation (if any) when compared with your results of parts (a) and (b). 
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4. (a) Use the trapezoidal rule to evaluate I z for the integral Sf (l/x)dx. 
(b) Use the trapezoidal rule to evaluate 14 for the integral of part (a). 
(c) Use Richardson extrapolation on the results of parts (a) and (b). 
(d) Use the trapezoidal rule to evaluate 18 for the integral of part (a). 
(e) Compare the result in part (c) with that in part (d). 
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(f) Use the result of parts (b) and (d) to obtain a Richardson extrapolation for 
the value of the integral of part (a). 

(g) Indicate the decrease in percentage error in your evaluation of the integral 
of part (a) (if any) as you went from part (a) to part (b) to part (c) to part (d) 
and finally to part (f). 

5. (a) Show that the result in (X.5.4) is based upon the degree of h in the error term 
of the Newton-Cotes formula and not on the value of the derivative involved. 

(b) Given the fact that the error term for the three-eighths rule has a factor of h5, 

show that the Richardson extrapolation for the three-eighths rule would have 
the same coefficients of 1m and In as the Richardson extrapolation for Simpson's 
rule. 

(c) If the values of 1m and In are equal, show that the Richardson extrapolation 
will give a result which is equal to 1m and In-

6. (a) Using the argument of Section XA, show that the error term of any Newton­
Cotes formula can be expected to have an odd power of h. 

(b) Elaborating on this same argument show that a Richardson extrapolation 
can be expected to have an error term in which the exponent of h and the 
order of the derivative involved are each increased by two. 

(c) Show that the information of part (b) together with the information of part (b) 
of Exercise 5 is sufficient to provide the formula for the Richardson extra­
polation involving Richardson extrapolations. 

C7. (a) Write a program that will approximate the value of an integral using the 
trapezoidal rule for n intervals and for kn intervals, and will then perform a 
Richardson extrapolation to obtain an improved approximation. 

(b) Run your program using n = 10 and k = 2 to obtain an approximation 
for the value of 

J2 IX e- r2 /2 dt for x = 0.05,0.10,0.15, ... ,3.00. 
n 0 

For each value of x print x, 110 , I zo , and the extrapolated result. 
This is a very important result in statistics. 

C8. (a) Write a program that will approximate the value of the integral of Exercise 7 
using Simpson's rule for n intervals and for kn intervals, and will then perform 
a Richardson extrapolation to obtain an improved approximation. 

(b) RUn your program using n = 6 and k = 2 to obtain a table similar to the one 
requested in Exercise 7. 

(c) Compare the tables of Exercise 7 and part (b) of this exercise. Indicate which 
values you feel to be more accurate. 

C9. (a) Write a program using Simpson's rule to evaluate In' hn, and I Zkn which will 
then perform a Richardson extrapolation on In and 1 kn' will perform a Richard­
son extrapolation on hn and I 2kn , and will finally perform a Richardson 
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extrapolation on the Richardson extrapolations. Remember that you can 
expect the power of h in the error to increase by 2 in each of the Richardson 
extrapolations when compared with the error term of the approximations 
on which the extrapolations are performed. 

(b) Use this program to 'make a table similar to that requested in part (b) of 
Exercise 7 using n = 4 and k = 2. 

(c) Compare your results of part (b) with the results of the preceding two 
exercises. 

MlO. (a) Show that the trapezoidal rule evaluates a Riemann integral with no error 
provided the integrand is a linear polynomial. 

(b) Show that Richardson extrapolation performed on the trapezoidal formulas 
will yield perfect results if the integrand is a polynomial of degree no greater 
than three. 

( c) Show that the result of a Richardson extrapolation performed on applications 
of Simpson's rule would be exact if the integrand is a polynomial of degree 
no greater than five. 

X.6 A Variation of Integration 

In the last three sections we dealt with the problem of evaluating an integral 
when we had some means of evaluating the integrand at points of our own 
choosing. As a result of the fundamental Theorem of the calculus, the 
derivative and the integral are essentially inverse operations, and therefore 
we are called upon to integrate when we are asked to find a function having 
a given derivative. We shall face this problem again in this section. Let us 
suppose we have been told that DxY = f(x, y), or that the derivative of y 
with respect to x is some function which involves both x and the same y of 
which we know only the derivative at the moment. The object ofthis problem, 
as you have probably guessed, is to find an expression for y in terms of x. 
An equation of this variety is called a differential equation. We cannot obtain 
the solution function by numerical methods, for numerical procedures only 
produce numbers. We will have to be content, at least for the moment, with 
obtaining what amounts to a table of values of y in terms of the values of x. 
If this table is fairly complete, we can then use interpolation techniques to 
find the intermediate values, and with our methods for numerical differentia­
tion and integration we can carry out the operations of the calculus as may be 
required. We realize, of course, that doing things numerically exacts a price 
for it is not possible to obtain exact results, but we have found that in general 
we can get good approximations. We expect to obtain only approximations 
here. 

In considering the problem posed above we stop to remind ourselves that a 
derivative is a rate of change. Hence DxY is the rate at which y is changing 
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for a unit change in x. Euler recognized this, and observed that if we decided 
to start with the particular value Y = Yo at the time when x = xo, we could 
then obtain an approximation for the value of Y(Xl) corresponding to 
x = Xl = Xo + h for some increment h. The mean value theorem tells us that 
y(x l ) = y(xo) + (Xl - xo)y'(c) = y(xo) + hy'(c) where c is some value in the 
interval (xo, X 1). We know the value of y(xo) and it is presumed that we have 
decided what value we would choose for h. Therefore, we know the value of 
Xl. But we do not know the value of c. We might do as we did in using this 
theorem to obtain approximations and replace c by Xo, realizing full well 
that we would have just an approximation. This, at least, would be better 
than doing nothing. Therefore, we write 

(X.6.1) 

since y'(x) = f(x, y) by the relation which is the source of our entire problem. 
You will note that we can calculate every term on the right side of this 
equation. We have written YI(XI) to represent the approximation to y(x 1 ) 

that we obtain using this equation. It is apparent that Yl(Xl) is not necessarily 
equal to Y(Xl). 

We prefer not to leave an approximation unless we feel we are unable to 
improve the result, or alternatively that the present approximation is suf­
ficiently good for our purposes. Since we know nothing about the possible 
error here, we rather obviously ought to be unhappy with this result, whether 
we are or not. The lack of accuracy came here when we replaced y'(c) by 
y'(xo). It is true that if h is small, then c is close to Xo, but there is no reason 
to suspect that y'(xo) = y'(c). (If the derivative were constant, we would 
not have been bothered by this problem in the first place.) We might do 
better to replace y'(c) by the average of y'(xo) and y'(x I ). This sounds good 
until we start to calculate the value of these two derivatives. We already 
have y'(xo), but we would have to know y(Xl) to calculate y'(x) = f(x, y) at 
X = Xl. At first we knew nothing about y(x I), but now we at least have an 
approximation for this value. Therefore, we could use 

(X.6.2) 

where we are using f(x t , Yt(X t» as an approximation for f(Xl' y(Xl» = 
y'(Xl). This will give us a second approximation to the value we seek, namely 
yiXl), and it would seem that this should be closer to the correct value than 
Yt(Xt). If applying (X.6.2) improves the value, then why not apply it again? 
In fact we could continue to apply it as long as there is any further modifica­
tion of the resulting approximation of y(x 1 ). This would suggest using the 
iteration 

(X.6.3) 
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When we finally reach the point where Yk+I(XI) is very close to the value of 
yiXI), little additional improvement is possible by further iteration, and 
we would be well advised to stop. 

We have developed a scheme for finding the value of y(x 1 ), or rather an 
approximation thereto. We can use this value to find Y(X2), etc. Before we 
contemplate continuing, however, let us go back long enough to see what 
error we may have incurred along the way. We will be concerned here only 
with the error in (X.6.3), for this is the expression we propose to use until 
further modification is no longer possible. Utilizing the fact that if we are 
given y'(x) we can obtain y(x) by taking the anti-derivative, and the anti­
derivative is 'related to the integral via the fundamental theorem, we can 
consider the integral 

f' y'(x)dx. 
Xo 

However, using the trapezoidal rule, we can evaluate this, and we can also 
obtain a bound for the error term. Thus 

Ix! '( )d () () h[Y'(XO) + Y'(X 1 )] h3 ",() (X 6 4) 
Xo Y x x = Y Xl - Y Xo = 2 - 12 Y c. . . 

We have obviously used the fact that Xl - Xo = h. It should be pointed out 
that the error term here involves the second derivative of the integrand, and 
that is the third derivative of y(x). We can rewrite (X.6.4) as 

h h3 
Y(XI) = y(xo) + '2 [f(xo, Yo) + !(XI, Y(Xl))] - 12 D;!(x, y(x)). (X.6.5) 

For sufficiently small values of h, the error will be small, unless we hit the 
hopefully unusual case in which the second derivative of !(x, y) is large. 

We can summarize our discussion to this point. Our procedure for 
obtaining the values of y(x) corresponding to the points xo, Xl' X2, etc., is to 
obtain Y(XI) as accurately as possible, then using this as a new starting point 
advance to Y(X2), etc. We make the best first approximation for each new 
value of y(x) possible by calculating 

(X.6.6) 

We then proceed to obtain improved values Yk+I(Xj+l) by the relation 

By the time this iteration settles down, that is by the time the sequence 
YI(Xj+ 1), Y2(Xj+ 1), Y3(Xj+ 1), ... converges, we should have an approximation 
to Y(Xj+ 1) which differs from the correct value by no more than (h3/12)y"'(c) 
for some point X = c in the interval (Xj' Xj + 1). In this type of evaluation we 
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y 

x 

Figure X.3 

are using two relations, the first for the purpose of predicting a starting 
approximation and the second for correcting the prediction. Such a method 
is called a predictor-corrector method. The situation here is illustrated 
schematically in Figure X.3. The segment terminating at PI is the line tangent 
to the curve at (xo, Yo). The short segment through this PI indicates the slope 
which would be calculated using DxY = l(x1 , Yl (xd). The slope of the line 
segment terminating at P 2 is the segment whose slope is the average of the 
slope at (xo, Yo) and the slope at P l' The slope at the point P 2 is indicated 
and the segment terminating at P 3 is then drawn with a slope obtained by 
repeating the averaging process. It is intuitively rather clear that in a situation 
such as that portrayed here the method should converge toward the correct 
value. Our development has shown, of course, that we cannot expect per­
fection, however. This method does permit us to determine a table of values 
for Y corresponding to values of x, but even the first value can have a small 
error. The second value could well have its own error in addition to that 
which it had accumulated from the first error, etc. This is not to intimate 
such solutions have no value, but one should watch the solution carefully. 
If one were doing this on a computer, it might be well to perform the solution 
for two different values of h and compare results. The extent to which the 
results agree may indicate the amount of comfort that one could derive with 
respect to accuracy. 

You remember that we rather arbitrarily started with a beginning point 
(xo, Yo). Any time that one wishes to reverse the derivative process, it is 
likely that one will have an arbitrary constant. Hence, it becomes necessary 
to know some additional fact to be able to determine the value of the arbitrary 
constant. Here we start from a specific initial point. We do not have the 
counterpart of the indefinite integral here, and so we must have sufficient 
information to make the answer explicit. The problem we have discussed is 
that of solving a differential equation. We will have more to say about dif­
ferential equations in the next chapter, but we have here a technique which 
can be used to obtain numerical solutions if we have no better way of 
obtaining them. Before bringing this section to a close, we should consider 
an Example to illustrate the many things we have said herein. 
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EXAMPLE 6.1. Find an approximation for y(3) if y'(x) = x 2 - Y and y(l) = 1. 
Use h = 0.2 for this solution. 

Solution. Here we have f(x, y) = x2 - y, and our predictor and corrector 
relations become respectively Yl(Xl) = y(xo) + 0.2(x~ - y(xo» and Yj+ l(xd 
= y(xo) + O.1[(x~ - y(xo» + (xi - Yj(Xl))]' We note that the expression 
(x6 - y(xo» is used many times and we could reduce our work by evaluating 
this expression just one time. We start the calculations as follows 

Yl(1.2) = 1 + 0.2(1 2 - 1) = 1 

yzCl.2) = 1 + 0.1[(12 - 1) + (1.22 - 1)] = 1.044 

Y3(1.2) = 1 + 0.1[(12 - 1) + (1.22 - 1.044)] = 1.0396. 

Note that we obtain additional digits with each iteration in this particular case. 
The results of this computation can be summarized in the following table 
of results. We have indicated by Yl, Yz, etc., in the table the values cor­
responding to Yl(X), YZ<x), etc. Hence these values indicate the successive 
approximations to the value requested for the given row. The last value of Y 
obtained by iteration, namely Y6, is the one used as the true value of Y in the 
next step. 

x Y Yl Yz Y3 Y4 Ys Y6 

1.0 1.0 
1.2 1.00000 1.04400 1.03960 1.04004 1.04000 1.04000 
1.4 1.12000 1.16400 1.15960 1.16004 1.16000 1.16000 
1.6 1.32001 1.36401 1.35961 1.36005 1.36000 1.36000 
1.8 1.60001 1.64401 1.63961 1.64005 1.64001 1.64001 
2.0 1.96001 2.00401 1.99961 2.00005 2.00001 2.00001 
2.2 2.40001 2.44401 2.43961 2.44005 2.44001 2.44001 
2.4 2.92002 2.96402 2.95962 2.96006 2.96001 2.96002 
2.6 3.52002 3.56402 3.55962 3.56006 3.56001 3.56002 
2.8 4.20002 4.24402 4.23962 4.24006 4.24001 4.24002 
3.0 4.96002 5.00402 4.99962 5.00006 5.00001 5.00002 

We see that our approximation for y(3) = 5.00002. The true value, as you 
might have guessed, is exactly 5 in this case. The computations were carried 
out to eight decimal places, and the final results were rounded to the five 
places given in this table. Note that there was some increase in accuracy 
from Y4 to Ys in each instance, but very little, if any, in going from Ys to Y6' 
Hence, this was a good place to stop. Using more decimal places is not apt to 
assist us here, for there is an inherent inaccuracy resulting from the fact that 
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we have used the trapezoidal rule with the error which this involves. (This 
suggests that we might consider using Simpson's rule or some other formula 
with a smaller error. We will not pursue this at this point, but it is an idea that 
has merit.) Note also that the error is tending to increase slowly. Since each 
new value of y has a small error, the next value will be based on slightly 
erroneous information, and hence can well have a slightly larger error. This 
error is called the cumulative error. 

We have not seriously considered the problem of convergence in our 
solution as yet. Note that the succession of Yj(Xl) form a sequence, and it is 
this sequence which will ultimately yield our approximation for Y(Xl)' 
In the vast majority of cases this method will converge. It is not likely that 
you will see a case in which it does not converge, unless the problem at hand 
is of such magnitude that you would have to call upon information from 
some tome in numerical analysis. The problems of stability, as it is sometimes 
called, and of cumulative error can be very serious in some situations, and 
should not be ignored. However, the full discussion of these topics is one that 
we will not undertake here. These comments are simply to alert you to the fact 
that we have not considered all of the questions that are essential to a full 
study of the numerical techniques for the solution of differential equations. 
We have, however, pointed out that such methods exist, and that they can 
be useful. Note in our example that we were able to get more than sufficient 
accuracy for most purposes with a value of h as large as 0.2. 

EXERCISES 

1. Obtain an approximation for y(2) if y'(x) = x3 - y, y(l) = 0, and h = 0.5. 

2. Obtain the approximation for y(2) in Exercise 1 if h = 0.2. Compare the accuracy 
in the two cases. 

3. (a) Obtain an approximation for y(3) in Example 6.1 in this Section using 
h = 0.5 and using h = 1. 

(b) Compare the results with those given in the solution and with each other. 
(c) How many iterations should be taken with these values of h before there 

appears to be little further chance for improvement? 

4. (a) Expand y(x) in Taylor's expansion if y'(x) = x2 - y and y(1) = 1. 
(b) Use this result to obtain an approximation for Yl(X) and then proceed with 

the corrector equation, using h = 0.5. 
(c) Obtain y(2) and compare the accuracy with the other evaluations you have 

for y(2). [Hint: Since y'(x) = x2 - y, then y"(X) = 2x - y'(x), y"'(x) = 
2 - y"(X), etc., and by substitution of each expression, where appropriate, 
in the next term it is possible to obtain a series.] 

5. Find an approximation for y(3) if y'(x) = y/2x and y(1) = 1. Use different values 
of h until you are satisfied that you have as much accuracy as you can get. 
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6. Make a table of values of y(x) in Exercise 5, starting with x = 1 and then proceed­
ing by intervals of 0.25 until you have y( 4). From your table find y(x) as a regression 
function. 

C7. You are asked to solve the differential equation 

y'(x) = (x 3y + y sin x)/(x2 + y2). 

(a) You have the initial point (1, -1). Use numerical methods to find the value 
of y(l.8) using h = 0.1. 

(b) Solve this same problem using h = 0.2 and using h = 0.01. 
(c) How far do they agree? Do you know anything about the relative accuracy 

of these results? If so, how much do you know and how do you know it? 

P8. The current in a given circuit at time t seconds is governed by the differential 
equation D,i = lOt - LRi where L = 0.1 henries and R = 30 ohms. Ifthe initial 
current is zero, what is the current when t = 4 seconds? Use h = 0.5. 

S9. The marginal revenue for a certain product is given by the equation MR(n) = 
14n - 0.05112 + O.003R in view of the fact that increased revenue improves the 
ability to obtain financing and therefore cuts certain overhead costs. If the revenue 
is $100 when 10 items are handled, what would be the revenue when 15 items are 
handled. [Hint: Although one thinks of a number of items as being a discrete 
quantity that must be an integer, it is frequently necessary to consider that n 
may be a continuous variable-a concept that is not quite so bizarre when one 
thinks of a continuous production process.] 

BI0. The rate of change of the percentage of those infected in an epidemic can be 
assumed to be approximately D,p = p(1 - p)e- O•2, where p is the percentage 
infected and t is measured in weeks. If 5 percent are infected initially, how many 
are infected two weeks later, if this law holds. Let h represent a half week. 

Mll. Consider the differential equation y"(x) = 4y. This can be expressed as a system 
of two equations 

y'(x) = z(x) 
z'(x) = 4y(x). 

Starting with the fact that when x = 0, lex) = 1 and y"(x) = 0, find a solution 
of a nature similar to that used in this section. Use your method to evaluate y(l). 
[Hint: Can you find lex) for the next value of x and then find the next value of 
y(x)?] 

X.7 Numerical Problems and Answers 

There are many applications requiring solutions for which the necessary 
operations cannot be carried out by formal means. If one is aware of the 
operations involved, however, it is frequently possible to obtain approxima­
tions to the solutions with sufficient accuracy for the purposes at hand. 
There are also instances in which large problems, too large to be feasible by 
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hand techniques, are handled using modern high-speed digital computers. 
If within the large problems there is the need for a differentiation, an integra­
tion, or even the solution of a differential equation, it is not very efficient 
to require the computer to stop work in order that we can solve the particular 
calculus problem. Furthermore, the computer knows the function only as a 
set of coordinates or data points, and therefore we would not have the 
function in the nice form we have dealt with in general. For this reason, 
numerical methods are important, and they are becoming increasingly im­
portant. This is not to say that the formal methods will not remain as a 
center of attention for those using mathematics but rather that one cannot 
reasonably focus attention on either approach and avoid the other. There 
is also the very important matter of knowing something about the accuracy 
of the result. As you have discovered, it takes quite a bit of mathematics to 
establish bounds for the error, even if the bounds are not always satisfactory. 
It will be the lot of many who are now studying mathematics to find them­
selves concerned with problems such as those suggested herein, whether their 
main field of endeavor be mathematics or not. Thus a knowledge of how 
such procedures are handled together with the capabilities of the techniques 
and the accuracy of the results will be of increasing value to persons in many 
disciplines. 

Numerical methods are always slightly disappointing, for they represent 
one portion of mathematics where we feel reasonably certain we do not have 
exactly the correct answer. We have only an approximation. That approxi­
mation may, however, be worth much more than the correct answer to some 
other question. In order that the result you get will be of sufficient accuracy, 
you must first know what accuracy is required. Then you must examine all 
the methods you have available and determine whether any of them will 
meet your requirements. It is wise not to do more than is required, for you 
increase the opportunity for human arithmetic error, or machine roundoff 
error. Therefore, the choice of h can be significant. If you cannot handle a 
given problem by formal means, do not give up. Look for a suitable numerical 
technique. If you can do it by formal methods, however, you will probably 
find less work and greater accuracy. Which direction should you take in 
handling a given problem? That depends on the problem and on the use 
to be made of the solution. If you can find a formal technique, this is probably 
optimal. If you do not find one after a reasonable search (exhaustive in some 
cases), then look for the numerical approach. It will often suffice. 

EXERCISES 

1. Compare the problems that occur in the choice of h in differentiation, integration, 
and in the solution of a differential equation. 

2. You are required to obtain the value of the integral 

ff(X)dX 
a 
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correct to five decimal places. You know that f(")(x) is no larger than n in absolute 
value in the interval (a, b). What method would you use, and what value would 
you pick for h? Why? [Note that one possible method of solution consists of 
solving the differential equation r(x) = f(x) with F(a) = O. Here you would 
want F(b).] 

3. You need to solve the differential equation y'(x) = f(x, y) and you know that the 
successive values of y(x) obtained by iteration will converge. What value of h 
should be used to permit you to start with x = - 1 and find the approximation for 
x = 2 correct to two decimal places if you know that I l"(x) I ::; 5 for each x in 
(-1, 2)? Neglect round-off error. 

4. It is customary to use either the trapezoidal rule or to use a Newton-Cotes formula 
with an even number of subintervals (an odd number of points) if a Newton­
Cotes formula is to be used for integration. Considering the form of the error 
term, can you explain this preference? [Hint: As an example we noted that both 
Simpson's rule and the three-eighths rule have an error term involvingh5 and PV(x)J. 

5. Evaluate 

II dx 

o x2 + 1 

as a differential equation using h = 0.2, and compare this result with your earlier 
evaluations of this same integral. 

6. (a) Using a table of local temperatures, integrate and find the number of degree 
days in the past month using each of the methods for numerical integration. 

(b) Find the mean temperature by dividing by the number of days. 
(c) Find the average temperature by taking an average in the arithmetic sense. 
(d) Do all of your results agree? If not, why do you think they differ? 
(e) Which do you think would be more accurate? 

P7. In the case of an expanding gas at constant temperature the work done in the 
expansion is given by 

IV 1 

P dv. 
Vo 

An experiment has been arranged such that the pressure is taken when the volume 
is 10, 11, 12, 13, 14, and 15 cubic inches, or in other words at regular intervals with 
respect to volume. The following table is produced as a result ofthese observations. 

v 10 11 12 13 14 15 

p 94 92 90 89 88 86 

where p is given in pounds per square inch and v is measured in cubic inches. Find 
the work done in this expansion. 

M8. Using the method mentioned in Exercise X.6.l1, find y(1) if y(x) satisfies the 
differential equation y"(x) + 2y'(x) + 5y(x) = 3 if yeO) = 0 and leO) = o. Use 
h = 0.2. [Hint: Solve for y"(x), and then use the substitution used in Exercise 
6.11.J 



CHAPTER XI 

Differential Equations 

XI.I Separation of Variables 

In the last chapter we dealt with a rather simple case of the more general 
differential equation y'(x) = f(x, y). Since the functionf(x, y) can be rather 
complicated, it should not be surprising that this differential equation, 
simple in appearance though it is, can be difficult to solve in some instances. 
We could have anticipated this, for the solution of a differential equation 
can be expected to involve taking the anti-differential, or effectively in­
tegrating, and we have discovered that integration can be somewhat less 
than straightforward on occasion. With this introduction, we might look 
forward to a variety of methods for solving differential equations, each one 
suitable under certain circumstances. Each method may apply in only 
special cases, but taken together the methods will cover the majority of 
cases appearing in routine types of applications. 

In this chapter we will consider a few of these methods of solution. While 
they may be few in number, they will be found to cover a rather large number 
of the cases you are apt to see in your elementary work. We will start with 
probably the simplest method of all. This will cover cases in which it is 
possible to transform the given equation in such a way that we have two 
differentials which are equal. We can then take the anti-differentials and know 
that these must differ by at most an additive constant. Of course, the process 
of taking the anti-differentials is precisely the process of taking the indefinite 
integral. 

Before we proceed with an example we should remember that by defini­
tion we have dy = DxY dx. Therefore y'(x) = f(x, y) is equivalent to dy = 

f(x, y)dx. The method of separating variables, then, is merely the method 
whereby we would transform dy = f(x, y)dx into an equation of the form 

601 



602 XI Differential Equations 

g(y)dy = h(x)dx through the use of algebra, provided this is possible. In 
this case we would have the anti-differential of g(y)dy differing from the 
anti-differential of h(x)dx by at most an additive constant. Having outlined 
the method, we will now proceed with an Example. 

EXAMPLE 1.1. Solve the differential equation y'(x) = x 2(y + 1). 

Solution. By the discussion above we can write dy = x 2(y + 1)dx. Also 
following the discussion above we should now see whether we can separate 
the variables. This means getting only one variable on one side of the equal 
sign and only one variable on the other side. Therefore we try to get all of 
the terms involving y on the side with dy and all of the terms involving x 
on the side with dx. This is possible in this case if we divide both sides by 
(y + 1). Hence we have 

or 

dy 
--= x 2 dx 
y + 1 

d[ln(y + 1)J = d[ ~3J. 
Since the differentials are equal, the functions can differ by at most an additive 
constant, and consequently we have 

x3 

In(y + 1) = 3 + c, 

or 

whence 

This last simplification was not done solely to provide a confusion factor. 
It was suggested by the fact that we usually like to see y expressed as a function 
of x in some explicit way. The constant, C, is merely eC• If we can evaluate eC 

we can evaluate C and vice versa. If we knew, for instance, that y(O) = 17, 
we would then know that 17 = Ceo - 1 = C - 1, or C = 18. In this case 
we would have the equation 

y = 18e(X3 /3) - 1. 

Note that knowledge of the rate of change does not tell you your present 
position unless you know where you started from. This is very much like 
the constant of integration for the indefinite integral, as discussed in Chapter 
V and again in Section X.6. 
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This is an example of a differential equation in which the variables are 
separable. It simply means that we can employ some algebra, either directly or 
with subterfuge as the case may require, and obtain two expressions which are 
equal and which have the fine property that each involves only a single variable. 
It would not have been possible to obtain the answer easily if we had only 
written dy = x2(y + l)dx in the example above. When trying to find the 
anti-differential ofthe right side we would have been left without any knowl­
edge of how to handle the y which appears there. We know that y is some 
function of x, but the object of our search is to find which function. We 
would be left in a quandary when asked to integrate an expression which 
involves the answer we seek. Since the method of separation of variables 
requires the smallest amount of manipulation, one of the first things you 
should do if you are asked to solve any differential equation of the first order 
(that is having only first derivatives present) is to determine whether the 
variables can be separated. 

We have illustrated this method with a problem that permitted the 
separation ofvariables by simple algebra. The algebra is not always so simple, 
and sometimes a bit of calculus will help. 

EXAMPLE 1.2. Solve DxY = 4x3y2 - (y/x). 

Solution. It is not at all apparent that this can be solved by separating 
variables. We could express this in terms of differentials, and note, upon 
clearing fractions, that we have x dy = 4x4y2 dx - y dx. While this doesn't 
seem to help, there is a slight glimmer of hope for the very alert. Note that 
we might write this as x dy + y dx = 4x4y2 dx or d(xy) = 4x2(xy)2 dx. In 
this case we can separate variables, but we are not separating the x and y, 
but rather x and (xy). Thus, we have 

(xy)-2 d(xy) = 4x2 dx. 

From this we obtain 

or 

3 
y = Kx - 4X4 

where we have replaced the constant ( - 3C) by K, for convenience. If you 
didn't see this particular possibility for separating variables before you read 
through the discussion, don't feel sorry for yourself. This is one of those 
combinations that is far from obvious but if you do see it, by all means use 
it. The moral of this example is that it pays to keep one's eyes open, for the 
person who does so may find a way to get out of using a harder method. 
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The method of separation of variables is generally confined to the case 
of first order differential equations, but there are other examples, and they 
occur too frequently to be ignored, in which this method, or a slight varia­
tion thereof, can be applied. 

EXAMPLE 1.3. Solve the equation D;y = eY/2. 
Solution. It is convenient here to make a substitution, and we will let 

but we will only do it on the left hand side of the equation. Thus, we have 

2Dxu = eY. 

This doesn't appear to offer any help at all, for we have only introduced 
another variable. Note, of course, that since u is the first derivative, the second 
derivative is Dxu. Now comes the demonstration that we have looked 
ahead. We multiply both sides of this equation by 

u = DxY, 

using the right hand side of this on the right side of the given equation and 
the left side on the left side of the given equation. Thus, 

2uDxu = eYDxy, 

or in differential form, after multiplying through by dx, 

2u(du) = eY dy. 

This can be integrated. Hence we have 

u 2 = eY + C1 • 

This is equivalent to 

u = DxY = (eY + C1)1/2 

where we have arbitrarily chosen the positive square root. There might 
have been compelling reasons for selecting the negative square root, of 
course. We now have the equation in its differential form as 

dy 
(eY + C1)1/2 = dx. 

Thus, except for the integration yet to be performed, we have been able to 
solve this second order equation by the device of multiplying both sides by 
a variable that made integration possible. Since this is a second order equa­
tion, it is not surprising that there should be two constants involved. In case 
you have not finished the integration of the above equation by this time, 
we suggest you let 
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and then obtain the successive relations 

Z2 = eY + C1 , 

eY = Z2 - C1 , 

Y = In(z2 - C1), 

dy = 2z dZ/(Z2 - C1), 

605 

and upon substitution the left side becomes 2 dZ/(Z2 - C1). This can be 
factored as the difference of two squares if C 1 is positive or handled as the 
differential of the inverse tangent if C 1 is negative. The constant here has 
been labeled C1 in order that the constant arising from the second integra­
tion can be labeled C2 and the two can be distinguished in the final solution. 

It is true that a rather small percentage of differential equations are 
such that it is possible to separate variables, but this is a most valuable 
technique when it is applicable. By all means keep it in mind, and use it 
whenever possible. It will save a great deal of work. For those cases in which 
we cannot use this method, there are further sections detailing other methods. 
The fact that there is a large number of different methods for solving dif­
ferential equations should not be surprising in view of the many techniques 
we had to consider in attempting to find formal means for integration, a 
direct coul1terpart of solving differential equations. 

EXERCISES 

1. Solve each of the following differential equations. Find the value of the constant 
if sufficient information is given. 

(a) lex) = xy and y(l) = 2 
(b) lex) = y + x 2y and yeO) = 2 
(c) DxY = X(y2 - y) 
(d) y'(x) = x2y2 + x2 + y2 + 1 if yeO) = 0 

2. Solve the following differential equations, finding the value of the constant 
when sufficient information is given. 

(a) lex) = cos2 y and y(2) = O. 
(b) ixDxY = x-I and y(l) = 3. 
(c) lex) = 1 - x - y + xy and y( -1) = 4. 
(d) 2x2yy' = y2 + 1 

3. Solve the following differential equations, finding the value of the constant if 
sufficient information is given. 

(a) x dy - y dx = 0 and y = 3 when x = 1. 
(b) x dy + y dx = 0 and y(3) = 4 
(c) y dy - x dx = 0 and y(3) = 5. 
(d) y dy + x dx = 0 and y(3) = 5. 
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4. (a) Solve the differential equation y + xy' = eXY if y(2) = 1. 
(b) Solve the differential equation y' sin x = (1 - 4y2)1/2. 
(c) Solve the differential equation dx + dy = x(x + y)4 dx. 

5. (a) Complete the solution of Example 1.3 if C1 > O. [Hint: Let C1 = k 2 .] 

(b) Complete the solution of Example 1.3 if C1 < O. [Hint: Let C1 = -k2 .] 

(c) Complete the solution of Example 1.3 if C 1 = O. 

6. (a) Solve D~y + k2 y = 0 where k is a constant. 
(b) Solve D ~y - k2 Y = 0 where k is a constant. 
(c) Solve D~y = O. 

P7. Van't Hoff discovered the law of reaction DT(ln k) = Q/RT2 relating the "con­
stant" of a chemical reaction k, the temperature, T degrees Kelvin, the amount of 
heat freed or absorbed, Q, and the universal gas constant, R. If we assume that Q 
and R do not vary with T, find k as a function of T. It is known that Q and R 
change very slightly with respect to T if they change at all, and hence this result 
is a very good approximation of the situation which determines the value of k. 

SB8. In a certain epidemic it is known that the proportion of the population infected 
at time t, pet), is determined by the relation Dtp(t) = kp(t)[l - 2p(t)] where k 
is a constant. It is also known that pet) is always in the interval 0 < pet) < 0.5. 
(a) Find a formula for pet) in terms of p(O), the proportion when t = O. 
(b) Under what condition will pet) increase and when will it decrease? 
(c) What proportion of the population can expect to escape infection? 
(d) What effect does the limitation of pet) to pet) < 0.5 have on your solution of 

the various parts of this exercise? 
(e) Do you think it would have been realistic to consider this relation as a model 

of an epidemic if pet) > 0.5? 

SB9. In a certain animal population which lives in such isolation that the only source 
of population control is the presence of a plentiful food supply, we will denote 
the population at time t by pet). The average number of births per thousand 
population is a constant b and the average number of deaths is a constant d. It 
is then understood that the population is governed by the differential equation 
p'(t) = [b - d - kp(t)]p(t) where k is a constant determined by the rate of 
lessening of the food supply as the population increases. 
(a) Find pet) as a function of time. 
(b) Sketch pet) as a function of time. 
(c) Determine the limiting population size, if any. 

SBlO. In a simple chemical reaction a molecule of A will combine with a molecule of B 
to create a molecule of X. If we start with an amount a of A and an amount 
b of B, and if it is assumed that the amount of X is initially zero, then at time t 
we will have x(t) of X, a - x(t) of A and b - x(t) of B. The rate of formation of 
X is governed by the equation x'(t) = k[a - x(t)] [b - x(t)] where k is a con­
stant dependent upon the specific reaction involved, the temperature, pressure, 
etc. 
(a) Find x as a function of t. 
(b) Find t as a function of x. 
(c) Does it make a difference whether a > b, a = b, or a < b? If so, what differ­

ence does it make? 
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PBI1. A substance dissolves in water at a rate which is effectively proportional to the 
product of the amount remaining undissolved and the difference between the 
present level of concentration and a saturated concentration. 
(a) Set up the differential equation which describes the situation of this Exercise. 
(b) Find the concentration as a function of time. 
(c) Find the amount dissolved as a function of time. 
(d) If it is known that a saturated solution has 80 grams of a solute dissolved in 

one liter, and if it is also known that when 80 grams are placed in one liter of 
pure water 10 grams will dissolve in the first hour, how much would be dis­
solved in the first four hours? 

(e) How much would be dissolved in the first ten hours? 
(f) How long would it take to dissolve 75 grams? 

S12. Domar's simplest growth model assumes three relations. 
(i) The actual rate of flow of savings, Set), at any time t is proportional to the 

income flow, yet), at the same time. Thus Set) = k Yet). 
(ii) The intended rate of investment flow, let), is proportional to D, yet), the 

rate at which the rate of income flow is changing. 
(iii) In the ideal situation the flow of savings should equal the intended rate of 

interest flow. 
(a) Obtain the differential equation which combines these three relations. 
(b) Find yet) as a function of t. 

XI.2 First Order Linear Equations and Companions 

As you know by this time, the mathematician is one who leans heavily on 
precedents, particularly those that work. Having found a method for solving 
some differential equations, we will now attempt to see whether we can 
make others fit in the same mold. It will be the purpose of this section to 
consider a class of differential equations for which we can do that, at least 
in part. In the process we shall take our first look at linear differential 
equations. You will hear the word linear used a great deal by mathema­
ticians. Since the linear case, involving as it does the case in which the ex­
ponents used all have the value one, is generally the simplest case it is usually 
the one that we know something about. When we get to the non-linear 
cases, the situation is frequently rather spotty, and we are able to solve only 
certain specific types. All of these thoughts conspire to bring us to the linear 
equations as the first ones we face after handling those in which we can 
separate variables. 

Definition 1.2. A differential equation is said to be a linear differential equa­
tion if and only if each term containing either the dependent variable or 
one of its derivatives contains just one such term as a factor, and that only 
to the first power. 
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With this definition the general first order linear equation must appear as 

a(x)DxY + b(x)y = c(x) (XI.2.1) 

where a(x), b(x) and c(x) are functions of x alone. (They may be constant 
functions, of course.) Note that we are only permitted the presence of y and 
its first derivative in the case of the first order equation, and these cannot 
appear in the same term as factors, nor can either appear except to the first 
power. If a(x) can never be zero in the interval in which we are interested, 
we can then divide both sides of the equation by a(x) and obtain 

DxY + p(x)y = q(x) (XI.2.2) 

where p(x) = b(x)/a(x) and q(x) = c(x)/a(x). It is this form with which we 
shall work. If a(x) can be zero in the interval in question, this will pose prob­
lems that are better reserved for a course in differential equations. 

Having now put the problem in perspective, let us proceed with an il­
lustration of our general method. 

EXAMPLE 2.1. Solve the differential equation DxY + y tan x = sec x. 

Solution. It is apparent from a close investigation of this equation (and a 
close investigation should be given) that it is not possible without some sort 
of trickery to separate the variables here, and the particular trickery is not 
at all obvious. Therefore, we will attempt to solve this in two parts. We will 
pick the first part in such a way that we know we can get a solution to the 
problem we pose and then we will hope that we can build on the first solu­
tion to obtain the solution for the stated problem. The first part consists of 
forgetting about sec x. If we ignore, for the time being at least, the right hand 
side of this equation we have only to solve 

DxY + y tan x = o. 
We can separate variables here! We have 

and integration yields 

dy 
- = -tan xdx, 
y 

In y = -In sec x + C = In(K cos x). 

We have made use of the fact that -In sec x = In cos x, since sec x is the 
reciprocal of cos x. We have also written C = In K. It is as easy to evaluate 
K as to evaluate C. Since we have two equal logarithms, we know their 
arguments are equal, and we have 

y = K cos x 

as a solution to our easier problem. This is not a solution to the main prob­
lem, but we had said that we were going to do this in two parts. Since we 



XI.2 First Order Linear Equations and Companions 609 

know that y = K cos x will, if substituted in our original equation, make 
(DxY + y tan x) vanish, perhaps we could help things a bit by seeing what 
would happen if we permitted K to become a variable for a moment. In 
order to make K appear a bit more like a variable, let us then see what would 
happen if we tried 

y = v cos x, 

where v is the variable replacing K. It would be ideal if we would then be 
able to find some way of finding a value of v that would make y = v cos x 
the solution of the original equation. 

On substitution of y = v cos x in the equation DxY + y tan x = sec x, 
we obtain 

[ -v sin x + (Dxv)cos x] + (v cos x)tan x = sec x, 

or 

-v sin x + (Dxv)cos x + v sin x = sec x, 

since (cos x)(tan x) = sin x. This now reduces to the equation 

and this is again an equation we can solve by separation of variables! We 
now have v = tan x + C 1, where we have affixed the subscript "1" to 
distinguish this constant from the preceding constant C. Looking back, our 
solution to this equation was 

y = v cos x = (tan x + C1)cos x = sin x + C1 cos x. 

If we try this to see whether it works, we will obtain 

[cos x - C1 sin x] + [sin x + C1 cos x]tan x J: sec x. 

We have placed the question mark over the equal sign until we are certain 
we have an equality. Algebra and trigonometry give us 

cos x - C1 sin x + sin2 x/cos x + C1 sin x = [cos2 X + sin2 x]/cos x 
= l/cos x 
= sec x, 

and we see that we do have a solution. 

Upon analyzing our work we see that the method we tried first involved 
the replacement of q(x) in our general equation by zero in order to obtain 
what is called the homogeneous equation. [A function,f(x), is called homo­
geneous of degree n provided f(kx) = k"f(x). An equation is homogeneous 
provided the equation relates two homogeneous functions of degree n. The 
linear differential equation with no non-zero term failing to include y or one 
of its derivatives as a factor is homogeneous, for if we replace y by ky, we 
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would find that we could divide the value k into all terms ofthe equation and 
then return to the original equation.] We can solve the homogeneous equation 
by separating variables, for we have in general 

dy - + p(x)dx = O. 
y 

(XI.2.3) 

The solution of this homogeneous equation will have a constant of integra­
tion and our next step will be to permit this constant to vary. Observe that 
the term [yp(x)] is not appreciably altered by this change. On the other hand, 
the term involving the derivative will have two parts, one of which will be the 
portion of the derivative resulting from the variation in v as though x were 
held constant, and the other part resulting from the variation in x as though 
v were held constant. (Investigate the formula for the derivative of a product, 
and note that this is the case.) The portion of this derivative in which the v 
appears to have been constant will with the result of substitution in yp(x) 
give a zero contribution to the left hand side. That is the way we obtained 
this part of the solution. Hence, there will remain on the left hand side only 
the part which involves the rate of change of v. Therefore, the situation which 
appeared in this example was not an accident after all. To be a little more 
formal in our consideration, the homogeneous equation DxY + yp(x) = 0 
will yield In y + S p(x )dx = 0, or 

y = Ke - J p(x)dx. (XI.2.4) 

Upon substitution in the general linear equation, we will replace y by 
y = vf(x), wheref(x) represents the exponential term. Hence, we know that 
f'(x) + f(x)p(x) = 0 for this is the basis on which we obtained the function 

f(x) = e - J p(x)dx. 

Now using y = vf(x) in the original equation, we have 

[vf'(x) + vj(x)] + vf(x)p(x) = q(x) 

or 

vj(x) + v[f'(x) + f(x)p(x)] = vj(x) = q(x) 

whence we have dv = (q(x)/ f(x»dx, and we have separated variables. Of 
course it would be possible to replacef(x) with its value and obtain a formula 
which could be memorized, but in the interests of being able to recall the 
result when you need it, and also in the interest of having this method avail­
able for other situations later on, we suggest that you merely remember the 
two steps and derive the solution by means of integration. 

At this point you can begin to see why we j:!nthused over linear equations 
in the beginning of the section. First order linear differential equations rep­
resent a class of equations which we know how to solve. Having this success 
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behind us, we can now look for ways of converting equations which are almost, 
but not quite, linear to corresponding equations which are linear. Since we 
are only scratching the surface of things here, we will consider only one case 
of this variety. This is an equation that was first mentioned by James Bernoulli 
(1654-1705), a member of a very prolific mathematical family. The dates of 
his life indicate that this was discovered very soon after the initial develop­
ment of the calculus in the 1670's. This particular equation, called ap­
propriately enough the Bernoulli equation, is of the form 

DxY + yp(x) = ynq(x). 

It is apparent at a glance that it is almost linear, but the yn on the right hand 
side is the cruncher here. We will assume that y is not always zero. (If it were, 
the entire equation would be satisfied all of the time, for y would be a constant 
and all terms would vanish.) Therefore, we will divide both sides of the equa­
tion by yn, reserving for special consideration, if necessary, any points at 
which y momentarily takes on a zero value. We obtain 

y-nDxY + y-n+ Ip(X) = q(x). 

But we suddenly notice that the derivative of y-n+ 1 is (1 - n)y-nDxY. 
This is fine if n # 1, but if n = 1 we could have moved the term on the right 
side to the left side and we would have been able to separate variables 
initially. Now, we can write 

1 
-1 - Diy-n+l) + y-n+lp(x) = q(x), 

-n 

and it is apparent that we have a linear equation with the independent 
variable being y-n+l. It is probably convenient to make a substitution of 
the form u = y-n+l, and then have 

Dxu + (1 - n)up(x) = (1 - n)q(x). 

EXAMPLE 2.2. Solve the equation DxY + y tan x = y3 sec x. 

Solution. In this case we have a Bernoulli equation with n = 3. Instead of 
using the derivation above, we will start from scratch in the way in which 
we developed the above explanation. We will multiply by y-3, and then 
obtain 

or 

1 - 2 Dx(y-2) + y-2 tan x = sec x. 

This is equivalent to 

Diy-2) + y-2( -2 tan x) = -2 sec x. 
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However, this is a linear equation in y-2, and we can solve this in a manner 
similar to that above. In order to make it slightly more obvious, we will let 
u = y-2, and then solve 

Dxu + u( -2 tan x) = -2 sec x. 

Step one would have us solve 

obtaining 

Since 

we can write 

Dxu + u( -2 tan x) = 0, 

du 
- = 2 tan x dx. 
u 

In u = 2 In sec x + C = In K sec2 x, 

u = K sec2 x 

(XI.2.S) 

by using methods similar to those in Example 2.1. In step two we let K 
become a variable, and substitute 

u = v sec2 x 

in (IX.2.S). Hence, 

2v sec x(sec x tan x) + v' sec2 x + v sec2 x( -2 tan x) = -2 sec x, 

or 

v' sec2 x = -2 sec x. 

From this we have v' = - 2 cos x, and v = - 2 sin x + C. Therefore 

u = ( - 2 sin x + C)sec2 x = - 2 sec x tan x + C sec2 x 

or 

y - 2 = _ 2 sec x tan x + C sec2 x. 

While this is not the most appetizing expression if we must express y as 
a function of x it is not difficult and it does give us the result we sought. 

Each of the examples we have considered so far has left us with an undeter­
mined constant of integration. This has provided us with a general solution 
of the differential equation. In many cases we will have sufficient information 
to permit us to determine a specific value for this constant. In such a case 
we have a particular solution of the differential equation. 
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EXAMPLE 2.3. A 200 pound man jumps from an airplane. At the instant his 
parachute opens he is falling at a rate of 160 feet per second. The parachute 
provides air resistance equivalent to a number of pounds determined by 
multiplying the falling speed by 10. How fast will the man be falling 5 seconds 
after the parachute opens? 

Solution. Here we have a downward force due to gravity counteracted in 
part by an upward force due to the effect of the parachute. The result is a force 
producing an observed rate of fall. The downward force due to gravity is 
200 pounds. The upward force is 10v pounds where v is the velocity in feet 
per second. Finally, the observed force is (200/32)v' where v' is the derivative 
of velocity, or the acceleration, and this is multiplied by the mass of 200/g. 
Hence we have the equation 

200 32 v' = 200 - 10v or v' + 1.6v = 32. 

This is a linear equation. We first solve the corresponding homogeneous 
equation 

v' + 1.6v = 0, 

and in this case we can separate variables. Our solution will be 

v = ke- 1.6t 

where k is the constant of integration. We will now replace k with a variable, 
u, and upon substitution in the given equation we will have 

u' = 32e1.6t. 

This will give us 
u = 20e1.6t + k2 • 

Upon substitution we now have the general solution 

v = [20e 1.6t + k2 ]e-1.6t = 20 + k2 e-1.6t. 

It is now time to use the fact that the initial velocity is known. If we let 
t = 0 represent the time at which the parachute opens, we have v(O) = 160. 
Hence substitution will give us 

160 = 20 + k2 eo = 20 + k2 • 

Therefore k2 = 140, and the particular equation which describes the man's 
fall is 

v = 20 + 140e-1.61. 

When t = 5 seconds we have 

v(5) = 20 + 140e- 8 = 20.05 

feet per second. 
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In this section we have found that it is possible in every (?) case to solve 
the linear first order differential equation. We place the question mark here, 
for the solution is dependent upon your ability to perform the necessary 
integrations. If the integration is possible the solution of the differential 
equation follows at once. We first solve the homogenous differential equation 
obtained by replacing every term not involving the dependent variable by 
zero. Having this solution, we replace the constant of integration with a 
variable, and then solve the resulting differential equation for that variable. 
This second solution involves nothing more arduous than solving an equa­
tion in which we can separate variables. It is this general technique which 
we will exploit in the more general case involving linear equations of order 
higher than the first. We also discovered one particular type of non-linear 
equation which we can make linear by a suitable modification. This is another 
good demonstration of the old adage that "it pays to be observant." The 
matter of evaluating the constants, if we have information given relating the 
variables, is just as it was in the earlier case, and this needs no further dis­
cussion. 

EXERCISES 

1. Find the solution for each of the following differential equations: 

(a) xy' + y = x3 

(b) y' + 3y = 7 
(c) y' + 2xy = e- x2 

(d) y' - (2xy/(x2 + 4)) = 1 

2. Find the solution for each of the following differential equations: 

(a) xy' + y = y2 In x 
(b) y' + y = xl 
(c) xy' - y - x2 sin x = 0 
(d) xy' + xy2 - Y = 0 
(e) y' + y cot x = y2 sin x 

3. Find the solution for each of the following differential equations which satisfies 
the given condition: 

(a) y' + xy = x 3 if y(O) = 1 
(b) y' - y = eX if y(O) = 1 
(c) 2y' cos x - y sin x = y3 if y(O) = 1 
(d) y' + y/x = x 3 if y(2) = 3 

4. Find the solution of each of the following: 

(a) (tan 8)D8r = r + tan2 8 
(b) xDxY + y(1 - 2y In x) = 0 
(c) xy' + 3y = (sin x)/x2 if y(n/2) = 1 
(d) y' + xy = X/y3 if y(O) = 2 
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5. (a) Solve D"y + 2y = e- 2x 
(b) Solve D"u + 2u = y where y is the solution of part (a). 
(c) Show that the solution of part (b) is also the solution of 
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(d) Show that we could write symbolically (Dx + 2)y = e- 2x for part (a) and 
(Dx + 2)u = y for part (b). 

(e) Show that symbolically (D" + 2)(Dx + 2)u = (Dx + 2)y = e- 2x combines 
the results of part (d). 

(f) Show that symbolically (D" + 2)(Dx + 2)u = (D~ + 4Dx + 4)u = e- 2x 
gives the equation of part (c). 

(g) Explain the way in which the various parts ofthis exercise relate the equations 
of parts (a) and (b) with the equation of part (c). 

6. (a) Show that we can write symbolically 

(D; - Dx - 6)y = D;y - DxY - 6y = x as (D" - 3)(Dx + 2)y = x. 

(b) Solve (Dx - 3)u = Dxu - 3u = x for u as a function of x. 
(c) Solve (Dx + 2)y = D"y + 2y = u for y as a function of x if u is the solution 

of part (b) 
(d) Show that your solution of part (c) is also a solution of part (a). 

SB7. The population, p(t), of a certain country is presumed to grow at the rate indicated 
by the differential equation p'(t) = 0.02p(t) + lOse'/soo. The first term on the 
right side of this equation represents a normal rate of growth of 2 % and the 
second term could represent an increase due to immigration. 

(a) If t = 0 in 1950, and ifp(O) = 200,000,000, find the population of this country 
in 1960. 

(b) Find the population in 1970. 

B8. A certain culture of bacteria having an initial population of 10,000 will double 
its population in 4 days. 

(a) Find the number of bacteria present as a function of time if B bacteria are 
extracted from the culture at noon each day. 

(b) What should be the value of B if it is desired to maintain a constant bacterial 
population? 

(c) For what values of B would the bacteria population ultimately become 
extinct? 

P9. A body whose temperature is 180°F is immersed in a liquid which is maintained 
at a constant temperature of 60°F. The rate of change of the temperature of the 
body is proportional to the difference between the temperature of the body and 
the temperature of the surrounding liquid. 

(a) Find the temperature of the body as a function of time. 
(b) If the temperature is reduced to 120°F in the first minute, how long will it 

take to reduce the temperature to 90°F? 
(c) How long will it take to reduce the temperature to 70°F? 
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PB 10. A tank containing 1000 gallons of water was polluted when someone accidentally 
dumped 500 pounds of salt into the tank. The tank is being purged by letting 
the brine run out at the rate of 4 gallons per minute while fresh water is running 
in at the same rate. It is assumed that the mixture is in constant motion, and 
therefore the concentration is uniform throughout. 
(a) Find the number of pounds of salt, x, in the water at any time as a function 

of the time. 
(b) How long will it take to get the concentration down to an acceptable 0.02 

pounds of salt per gallon of water? 
SI1. In attempting to analyze the tendency to seek a goal, Anderson in his paper in 

Psychological Review in 1962 modified Miller's Theory of conflict and assumed 
that x'(t) = G(x) - F(x) where x(t) is the distance from the desired goal, G(x) 
is the avoidance gradient, and F(x) is the approach gradient. It is further assumed 
that G(x) = a[x(O) - xJ + band F(x) = c[x(O) - xJ + d where a is a punish­
ment parameter, c is a reward parametj!r, and band d are constants associated 
with a given situation. 
(a) Find x(t) as a function of time. 
(b) Under what conditions would this theory indicate the existence of an 

equilibrium? [When would x(t) be a constant function?J 
(c) If an equilibrium exists, what is its value? 

XI.3 Homogeneous Linear Differential Equations 

We appeared to simplify the problem of solving the linear differential equa­
tion of the first order by considering the solution in two steps. First we 
considered the homogeneous equation obtained by replacing the non­
homogeneous term by zero. In a second step we replaced the constant of 
integration by a variable, and then determined the variable in such a way 
that we had a solution of the given equation. We will now turn our attention 
to the solution of linear differential equations of order higher than the first, 
and we will again use the same two steps. In this section we will consider 
only the first step, that is the solution of the homogeneous linear differential 
equation. In the next section we will consider the second step. Thus, we will 
consider the solution of the equation 

D~y + alD~-ly + a2D~-2y + ... + an-1DxY + anY = O. (XI.3.1) 

In order to further simplify the problem, we will restrict our attention to 
the case in which all of the coefficients of (XI.3.1) are constants. Since we 
are considering only constant coefficients, we would either have all coeffi­
cients zero, and hence no equation, or else we would have a derivative of 
highest order having a non-zero coefficient. Since this non-zero coefficient 
is a constant, by assumption, we could divide by this constant. Hence, there 
is no restriction in assuming that the leading coefficient js one. While we 
have restricted this equation rather severely with the assumptions we have 
made, you will find that there are many applications in which this equation 
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is sufficient. For a more complete treatment of differential equations you 
could always consult a book whose sole purpose is the discussion of such 
equations. 

Despite the limitations we have imposed (XI.3.1) looks rather formidable. 
One approach would be that of trying to guess a solution. We remember 
that the exponential function appeared frequently in the linear equations 
of the last section, and consequently this might be worth a try. With this 
motivation, we will try using the exponential function y = emx, and de­
termining whether it will work by substituting this in the equation. In order 
to illustrate the technique, we will proceed with an example. 

EXAMPLE 3.1. Find the general solution of D~y + 6D;y + 11DxY + 6y = O. 

Solution. Following our discussion, we will let y = emx• Upon substitu­
tion we find 

We know that no finite values of m and x will permit emx to be anything other 
than positive if m and x are real. Even if they are complex there is no com­
bination that would permit emx = O. Therefore, we can divide both sides by 
emx and obtain m3 + 6m 2 + 11m + 6 = O. At this stage we have not found 
that emx will necessarily work, but we have found that if emx is to be a solution, 
then m must be chosen such that m3 + 6m2 + 11m + 6 = O. This is an 
equation of the type we have seen before. We see that m will have to be 
negative in this case if we are to have a solution, and further ifm is an integer, 
m must be a divisor of 6, for m divides every term but the constant, and 
must therefore divide the constant term. Hence, we only have (-1), ( - 2), 
( - 3), and ( - 6) to try. We simply try each of these in turn and find that the 
first three are roots. (Note that if this had not worked, we might have used 
Newton's method to obtain a sufficiently good approximation of the roots.) 
Here we found e - X, e - 2x, and e - 3x to be candidates for the solution of our 
given equation. Upon substitution each one of them does, in fact, satisfy 
the equation. 

In view of the form of the given equation, that is homogeneous, a constant 
multiplied by any solution is also a solution, for in the differentiation we 
simply have the same constant multiplier for each term. (Since a constant 
times zero is zero, we would still have a solution.) There is no reason to 
believe that we should use the same constant in each case. Consequently, 
we are now in a position to try cle- x, C2 -2x, and C3e-3x. Each of these 
satisfy the equation. Since the derivative of a sum is the sum of the deri­
vatives, we could even be so bold as to try the sum of these three terms. 
Thus, we could try y = cle- x + C2e-2x + C3e-3x. This is also a solution. 
Notice that we have three constants to be determined by outside condi­
tions, and the equation is third order, implying ultimately three integrations, 
hence three constants of integration. Therefore, it would seem that we have 
come out just right. In fact, this is the most general solution of this equation. 
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We have now exposed the method we will be using here. We merely 
substitute emx for y and then find an auxiliary equation which is a polynomial 
equation. In this case the auxiliary equation was m3 + 6m2 + 11m + 6 = o. 
We obtain the solutions of this equation and then have the information to 
write out the terms of the general solution of the homogeneous equation. 
It would seem that everything is taken care of. However, there are two cases 
that can cause difficulties in what would otherwise be about as perfect a 
situation as one might find. The first of these concerns the possibility of 
complex roots for the auxiliary equation. You might suspect that we would 
avoid these like the plague, but in point of fact these are among the most 
sought after of the possibilities for certain types of applications. If we have 
real coefficients for the equation (XI.3.1), we then have real coefficients for 
the auxiliary equation, and the complex roots must occur in pairs of com­
plex conjugate numbers. Thus, if (a + ib) is a root of the auxiliary equa­
tion, we also have (a - ib) as a root. This would mean that we would have 
as part of the solution of the differential equation Cle(a+ib)x + C2 e(a-ib)x 
if we follow the procedure illustrated in Example 3.1. However, referring 
to the Euler relation in Chapter IX we see that 

Cle(a+ib)x + C2 e(a-ib)x = eax[CleibX + C2 e- ibx] 

= eax[Cl(cos bx + i sin bx) 
+ CzCcos bx - i sin bx)] 

= eax[(Cl + C2)cos bx + (iCl - iC2)sin bx]. 

Since (Cl + C2 ) is a constant, and (iC l - iC2 ) is also a constant, we 
could rename these constants Cl and C2 respectively and have 

Cle(a+ib)x + C2 e(a-ib)x = eax[cl cos bx + C2 sin bx]. 

You may wonder whether one or both of the constants Cl and C2 are complex. 
They could be, of course, but then any of the constants in our solutions 
could be. On the other hand, if Cl and C2 were complex conjugates you 
would find that Cl and C2 are both real numbers. Therefore, if we have 
complex conjugate roots of the auxiliary equation, we know that we will 
have an exponential term involving the real part of these complex roots 
and that this exponential term is multiplied by a linear combination of sine 
and cosine terms involving the imaginary part of the complex conjugate 
roots. 

EXAMPLE 3.2. Find the solution of D~y - 3D;y + DxY + 5y = O. 

Solution. If we let y = emx, as before, we obtain the auxiliary equation 
m3 - 3m2 + m + 5 = O. As before, if there is an integral root, it must be 
(1), ( -1), (5), or ( - 5), for it must divide (5). We find that ( -1) satisfies this 
equation, and therefore (m - ( -1» = (m + 1) is a factor of the left hand 
side. Upon dividing we obtain 

(m + 1)(m2 - 4m + 5) = o. 
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We know that m = -1 is one solution, but if we consider any values for 
which m =F -1, we then have m2 - 4m + 5 = o. This can be written 

(m - 2)2 + 1 = (m - 2)2 - i2 = O. 

We now factor the left hand side as the difference of two squares and obtain 
the roots by setting each factor in turn equal to zero. Thus, we have for 
roots (-1), (2 - i) and (2 + i). (We could have used the quadratic formula 
but it is sometimes easier to complete the square.) Here are the complex 
conjugates we mentioned above. Our solution would now be of the type 

y = Cl e- x + C2e(2-i)x + C3 e(2+i)x 

= cle- x + e2X[C2e-iX + C3 eix] 

= cleix + e2X[Cz{cos x - i sin x) + C3(cos x + i sin x)] 
= cle- x + e2X[(C2 + C3)cos x + (-iC2 + iC3)sin x] 
= cle- x + e2x(c2 cos x + C3 sin x). 

The procedure we have followed is precisely that which we indicated in the 
foregoing discussion. The remarkable thing about this result is that if you 
substitute this in the original equation, it checks! Again we note the presence 
of the requisite number of constants of integration, and this gives us a feeling 
that we probably have the complete story here. 

Before tackling the second possible complication, that of multiple roots, 
let us pause long enough to note that the presence of complex roots is apt 
to give us functions of the form eaXf(x), where, at least so far, the f(x) have 
been sines and cosines. If we have to deal with many terms like this it would 
be very nice to have an easier way of handling such a product. Among other 
things it would ease the problem of checking, for you noted above in the 
checking we had to (or would have had to if we had done it) obtain the third 
derivative of something that didn't look overly pleasant in the original. In 
order to simplify this kind of computation, we will consider the following 
two Theorems. 

Theorem 3.1. If a is a constant and f(x) is differentiable, then Dx[eaxf(x)] = 
eax[Dxf(x) + cif(x)] = eaX[Dx + a]f(x), where [Dx + a] is to be interpreted 
as an operator that will perform the indicated operations of differentiation 
and adding to the result of multiplying by a on any functions appearing im­
mediately to the right of the operator. 

PROOF. If we proceed to differentiate the product eaxf(x) in a straightforward 
manner, we have 

Dx[eaXf(x)] = eaxDxf(x) + f(x) [aeaX] 

= eax[Dxf(x) + af(x)] = eax[Dx + a]f(x). 

The final step merely restates the result using operator notation. D 
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Theorem 3.2. If n is a positive integer, a is a constant, and f(x) is a function 
for which the n-th derivative exists, then 

D~[eaJ(x)J = eaX[Dx + aJnf(x) 

where [Dx + aJn is to be obtained by performing the formal algebra of ex­
panding [Dx + aJn by the binomial theorem where the exponents of Dx are 
interpreted as the order of the derivative. The entire expression is to be con­
sidered as an operator, operating onf(x) as indicated. 

PROOF. We will use mathematical induction. We have already shown in 
Theorem 3.1 that this result holds for n = 1. If k is a value of n for which this 
holds, we are then assuming that it is true that 

Now 

D~[eaXf(x)J = eaX[Dx + aJkf(x). 

D~+l[eaXf(x)J = Dx[D~(eaXf(x)J 
= Dx[eaX[(Dx + a)"f(x)J 
= eaX(Dx + a)[(Dx + a)kf(x)] 
= eaX(Dx + a)k+ If(x). 

We have used the fact that the (k + 1)-st derivative is the derivative of the 
k-th derivative, the fact that when differentiating we can use Theorem 3.1, 
and finally the fact that if we differentiate [(Dx + -a)kf(x)J and then add 
a[(Dx + a)"f(x)J to the result, we would obtain (Dx + a)k+ If(x) in a fashion 
very similar to the fashion in which we derived the formula for the binomial 
expansion by mathematical induction. D 

EXAMPLE 3.3. Substitute y = e2x(c2 cos x + C3 sin x) in the expression 
y'" - 3y" + y' + 5y. 

Solution. Here we have, upon letting f(x) = C2 cos X + C3 sin x for the 
moment, 

D.ne2xf(x)J - 3D~[e2J(x)J + Dx[e2Xf(x)J + 5e2xf(x) 
= e2X[(Dx + 2)3f(x) - 3(Dx + 2)2f(x) 

+ (Dx + 2)f(x) + 5f(x)J 
= e2X[D~ + 3D; + Dx + 3Jf(x) 
= e2X[D~ + 3D; + Dx + 3J (C2 cos X + C3 sin x) 
= e2X[(c2 sin x - C3 cos x) + 3( -C2 cos X - C3 sin x) 

+ (-C2 sin x + C3 cos x) 
+ 3(C2 cos X + C3 sin x)J = O. 

This provides us with a check for the trigonometric portion of the result 
in Example 3.2. Note that we replacedf(x) in the next to the last step, but 
it was easier to write f(x) in each of the early stages. Also observe our use 
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of Theorem 3.2. This theorem will frequently ease the problem of differentia­
tion very much, as illustrated here. 

We are now ready to face the problem of the multiple roots. We will first 
do this in an example. Then we will discuss the implications. 

EXAMPLE 3.4. Solve i v - 6y'" + 12y" - 8y' = 0. 

Solution. Here the auxiliary equation is 

m4 - 6m3 + 12m2 - 8m = 0, 

and we have an obvious root of m = 0. Thus, we can consider the factoriza­
tion 

m(m3 - 6m2 + 12m - 8) = 0, 

and the other roots must be roots of 

m3 - 6m2 + 12m - 8 = 0. 

If we have an integral root, it must divide 8, and it must also be even, for we 
note that the last three terms are even, and therefore m3 must be even also. 
Upon trying m = 2 we find that this works, and therefore we now have 

m(m - 2)(m2 - 4m + 4) = m(m - 2)3 = 0. 

Upon setting each of the four factors equal to zero, the roots are 0, 2, 2, 
and 2. This would seem to yield a solution of the form 

y = c1eox + C2e2x + C3e2X + C4e2X = Cl + (C2 + C3 + c4)e2x• 

However, there are only two distinct constants in this solution, for the 
coefficient of e 2x is in reality a single constant. Thus, it would appear that 
we do not have the complete solution at this point. It would also seem 
reasonable that the culprit is the three-fold appearance of (2) as a root. 
Perhaps we should replace the coefficient of e2x with a variable. It can do 
no harm, and might give us the additional constants we need. (We replaced 
a constant with a variable in the first order case.) Therefore, consider what 
would happen if we were to try 

The best way to determine whether this is a solution is to put it back into 
the given equation and see what happens. Hence, we have 

[D; - 6D~ + 12D~ - 8Dx] (e2Xf(x)) = ° 
upon writing this equation in operator form. We are now in a position to 
use Theorem 3.2, and obtain 

e2X[(Dx + 2t - 6(Dx + 2)3 + 12(Dx + 2)2 - 8(Dx + 2)]f(x) = 0. 
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Upon expansion and combination of terms, this becomes 

e2X[D! + 2D~]f(x) = O. 

We note that if f(x) is' any function for which the third derivative is always 
zero, this will be satisfied. Thus we obtain in successive steps 

f'''(x) = 0, 

f"(x) = C l , 

f'(x) = Clx + C2 , 

f(x) = (Cd2)x 2 + C2x + C3 • 

Since we were considering the portion of the solution involving e2x, we 
can with a slight renaming of constants, obtain what appears to be a full 
solution, y = Cl + e2X(c2 x2 + C3X + C4)' Note that we do have four con­
stants of integration, and each of these is multiplying a term which differs 
essentially from each of the others. If we check this solution, we will find 
that it satisfies the given equation. 

Example 3.4 has illustrated a technique which we can use in the case of 
multiple roots of the auxiliary equation. One can generalize, of course, and 
prove a theorem which states that if ml is a root of the auxiliary equation of 
multiplicity k, the corresponding part of the solution will be emtx multiplied 
by the most general possible polynomial in x of degree (k - 1). The method 
we have developed here would tell us the same thing, however, and does not 
require that we remember all the details of a theorem which is important 
when the need arises, but which is not used as often as some of our other 
results. 

EXAMPLE 3.5. Find the solution of y" - 3y' - lOy = 0 for which y(l) = 3 
and y'(1) = 1. 

Solution. If we make the substitution y = emx, the given equation becomes 

emX(m2 - 3m - 10) = 0 

and we have the auxiliary equation 

m2 - 3m - 10 = (m - 5)(m + 2) = O. 

Therefore we have m = 5 and m = - 2 as solutions of the auxiliary equa­
tion and the general solution of the given equation is 

y = clesx + c2e-2~ 
If we use the given conditions to obtain the particular solution requested 
here, we would have 

and 
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We can solve these equations simultaneously and obtain Cl = e- 5 and 
C2 = 2e2 • It should be clear that these values for the two constants of in­
tegration, and only these constants, will fulfill the additional conditions 
given in the example. Therefore, the solution which fulfills these conditions 
is y(x) = e- 5e5x + 2e2e- 2x = e5(x-l) + 2e- 2(x-1). Since there are two con­
stants of integration in the case of a differential equation of second order, 
it is reasonable that two independent conditions would have to be known 
in order to obtain specific values for the constants. These may be conditions 
known when x = 0 (sometimes called initial conditions) or they may be 
conditions known for other values of x, as in this Example. 

In this section we have considered all cases for the solution of the linear 
differential equation which is homogeneous and which has constant coeffi­
cients. The problem of finding the solution of the auxiliary equation is one 
that can be handled by factoring, if one can find the factors, by Newton's 
method if the roots are real, and for which you will have to do some research 
otherwise. It may help to know that it has been proven that each polynomial 
with coefficients no worse than complex nuinbers can be factored into a 
number of linear factors equal to its degree. (It is true, of course, that some 
of the linear factors may involve complex coefficients.) In other words, the 
equation has a solution if you can find it. Consequently, you are not going 
on a wild goose chase in attempting to solve such an equation. 

EXERCISES 

1. Find the solution of each of the following differential equations: 

(a) y" + 2y' = 0 
(b) y" - 3y' + 2y = 0 
(c) y" - 4y = 0 
(d) y'" + y" - 6y' = 0 

2. Find the solution of each of the following equations: 

(a) 6y" - 11y' + 4y = 0 
(b) y" + 2y' - y = 0 
(c) y" - 3y = 0 
Cd) 2y" - 5y' + 2y = 0 

3. Find the solution of each of the following equations: 

(a) y" + 4y = 0 
(b) y" + 2y' + 2y = 0 
(c) y" - 6y' + l3y = 0 
Cd) y" + 3y = 0 
(e) y" - 4y' + 6y = 0 
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4. Find the solution of each of the following equations: 

(a) y'" - 4y" + 5y' = 0 
(b) y'" + 6y" + lOy' = 0 
(c) y'" - Sy = 0 
(d) yiV - 16y = 0 

5. Find the solution of each of the following equations: 

(a) y" - 4y' + 4y = 0 
(b) y'" + 6y" + 9y' = 0 
(c) y'" - 3y" + 3y' - y = 0 
(d) yV - 2yiv = 0 
(e) yiv - Sy" + 16y = 0 

XI Differential Equations 

6. Find the solution for each of the following equations which satisfies the given 
conditions: 

(a) y" = 0 if y(l) = 2 and y'(1) = -1 
(b) y" - 4y' + 4y = 0 if yeO) = 1 and y'(O) = 1 
(c) y" - 2y' + 5y = 0 if yeO) = 2 and y'(O) = 4 
(d) y" - 4y' + 20 = 0 if y(n/2) = 1 and y'(n/2) = 0 

7. Evaluate each of the following: 

(a) Dx(e- 2X sin x) 
(b) D;(e- 2x cos 3x) 
(c) D4 (exx 3 ) 

(d) (Dx - 2)3e2xX5 

S. (a) Show that (Dx + a)2e-aJ (x) = e-axf"(x) 
(b) Show that (Dx + a)"e-aXx" = e-aXn! 
(c) Carry out the steps necessary to prove that 

(Dx + a)(Dx + aH(x) = (Dx + ar If(x) 

(d) Evaluate D;e 3xtan 2x 

P9. A certain electric circuit (Fig. XU) consists of a capacitance of 10- 4 farads, a 
resistance of 120 ohms, and an inductance of 1 henry, as indicated in the ac­
companying figure. The forces involved are all additive, and all have the same sign. 
The electromotive force (emf) resultjng from a charge on the capacitor is given by 
(I/C)q where C is the capacitance in farads and q is the charge. The emf due to the 
resistance is given by Ri where R is the resistance in ohms and i is the current in 
amperes. The emf due to the inductance is given by LD, i where L is the inductance 

R = 120 ohms 
C = 10-4 farads 

Figure XLI 
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in henries. We also know that the current i is the rate of change of q, the charge on 
the capacitance. 

(a) Find the sum of the emfs for this circuit. 
(b) Since there is no external force operating on this circuit, the sum of the emfs 

must be zero. Obtain a differential equation which involves the charge, q, 
and the time, t. 

(c) Find the general solution of the differential equation of part (b). 
(d) Find the particular solution if q = 5 and i = 0 initially. 
(e) Using the equation of part (d) find the current flowing in the circuit when 

t = 1/120 second. 

S1O. (a) If the rate of change of income is proportional to the income, Y, find a first 
order differential equation involving Yand time, t. 

(b) If the rate of change of debt, D, is also proportional to income, find a first 
order differential equation involving D, Y, and t. 

(c) Differentiate the equation of part (b) and with the aid of the equation in part (a) 
eliminate the term involving Y' in order to obtain a second order linear 
homogeneous differential equation involving D and t. 

(d) Find the general solution of part (c), thus obtaining debt as a function of time. 
(e) By differentiating your solution of part (d) obtain Yas a function of time. This 

will involve the results of parts (a) and (b). 
(f) Show that the ratio of debt to income will approach a constant as time in­

creases under the assumptions of this exercise. 

SI1. (a) Repeat part (b) of Exercise 10 under the assumption that the rate of change of 
debt is inversely proportional to income. 

(b) Using the method outlined for Exercise 10 find the debt to income ratio under 
the assumption of part (a). 

(c) Show that the debt to income ratio of part (b) will approach zero as time 
goes on under the assumption of this exercise. 

B12. For purposes of detecting motion, we each have within the head a semicircular 
canal filled with a viscous fluid called the endolymph. Projecting into this canal 
is a gelatinous partition known as the cupula. If one is put in a chair that is rotated, 
the fluid rotates with the rest of the body, b'ut when the rotation ceases the fluid 
continues to move long enough to give displacement to the cupula. This dis­
placement and the subsequent return of the cupula to its equilibrium position 
gives one a sensation of continuing rotation. If we denote the displacement of the 
cupula (in this case an angular displacement since one end is fixed) by x, it has 
been theorized, and subsequent work has borne out the theory, that x satisfies 
the differential equation ADfx + BD,x + Cx = 0 during the brief period in 
which the cupula is going from its position of maximum displacement (approxi­
mately 0.05 seconds after rotation stopped) back to equilibrium. Experiments 
have shown that the values A = 1, B = 10, and C = 1 yield results which agree 
with observation. 

(a) Assuming x(O) = 1 mm and x'(O) = + 2 mm/sec, find x as a function of time 
(in seconds) and note which part of the solution of the equation appears to 
be more significant. 
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(b) If there is some value of x, say X min " which is the smallest x that can produce 
any sensation, what is the extinction time, that is the time required for dis­
placement to get down to xmin? Use Xmin = 0.1 mm. 

(c) What would be the extinction time ifxmin = 0.05 mm? 

XI.4 Non-Homogeneous Linear Equations 

In Section XI.2 we solved the first order linear differential equation by first 
solving the corresponding homogeneous equation and then letting the 
constant of integration become a variable. We were able to find the particular 
variable that would make the result satisfy the given equation. We suggested 
in Section XI.3 that we could do the same thing for linear equations of higher 
order. Consequently we devoted Section XI.3 to the first of these two steps, 
namely finding the solution of the homogeneous equation. We will now 
proceed to the second step, and will make use of the solutions for the homo­
geneous equations. 

Assuming we are given a non-homogeneous linear differential equation 
with constant coefficients we will obtain the general solution of the cor­
responding homogeneous equation by the methods of the last section. We 
will then replace each of the constants of integration by a function in the 
manner of Section X1.2. If there are two constants, we will have two func­
tions, if three constants we will have three functions, etc. In order to determine 
two functions, we expect to require two conditions or equations, and for 
three functions we expect three conditions. This can be extended to any 
larger number by rather obvious means. One condition is certainly not 
under our control, for we will most certainly be required to obtain a set of 
functions, however many are required, such that the given equation is 
satisfied. There seem to be no other real requirements inherent in the prob­
lem, and consequently we can invoke the other restrictions as we may wish 
in order to simplify the computation. Keep this in mind, for we do have 
some spare conditions sitting around that we can call on as we wish. Re­
member also that we are limited to a specific number of such conditions. 
The choices we will make for using these conditions are not the only ones 
that could be made, but they certainly expedite the solution, and that is the 
reason we make them. We will start with an example. 

EXAMPLE 4.1. Solve y" - 2y' + 5y = 8ex tan 2x. 

Solution. We start by solving the equation 

y" - 2y' + 5y = O. 

The auxiliary equation is 

m2 - 2m + 5 = O. 
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The roots are (1 + 2i) and (1 - 2i), and hence the solution of the homo­
geneous equation is 

Yc = eX(a cos 2x + b sin 2x), 

where we have used a and b as the arbitrary constants rather than the sub­
scripted c's. The reason for the subscript c on y, that is Yc' is that this portion 
of the final solution is often called the complementary solution. We will see 
this again later on. So far nothing is new. We now start the second step by 
considering y = eX(p cos 2x + Q sin 2x) where P and Q are both considered 
to be functions of x. We will not write t-he full P(x) and Q(x) for this would 
increase the apparent complexity and we do not envisage that you will have 
trouble with the simplified notation at this point. Upon substitution of 
this expression in the equation we have 

[D; - 2Dx + 5J (eX(p cos 2x + Q sin 2x» 
= eX[D; + 4J(P cos 2x + Q sin 2x) = 8ex tan x. 

Since eX cannot be zero, we have the equation 

[D; + 4J(P cos 2x + Q sin 2x) = 8 tan 2x 

to solve. This means that we need the second derivative of 

(P cos 2x + Q sin 2x). 

Since both P and Q are functions of x, P cos 2x and Q sin 2x are both 
products. The first derivative then contains four terms as follows. 

Dx(P cos 2x + Q sin 2x) 
= -2P sin 2x + 2Q cos 2x + P' cos 2x + Q' sin 2x. 

Now we have a sinking feeling, for if we have this many terms from the first 
derivative, what will we have from the second-and we need the second 
derivative. But remember that we had one spare condition we could use 
since we have the two functions, P and Q, to determine. If we use the one 
condition that is at our disposal to require P' cos 2x + Q' sin 2x = 0, we 
would then be rid of the derivatives of P and Q, and would not in the next 
differentiation have any second derivatives of these two functions appearing. 
With the use of the one spare condition in this fashion, we now have 

DiP cos 2x + Q sin 2x) = -2P sin 2x + 2Q cos 2x 

and it is this we must differentiate in order to obtain the second derivative. 
Performing the second differentiation, we have 

D;(P cos x + Q sin x) 
= -4P cos 2x - 4Q sin 2x - 2P' sin 2x + 2Q' cos 2x. 

Therefore 

(D; + 4)[P cos 2x + Q sin 2xJ 
= (-4P cos 2x - 4Q sin 2x - 2P' sin 2x 

+ 2Q' cos 2x) + (4P cos 2x + 4Q sin 2x) 
= - 2P' sin 2x + 2Q' cos 2x = 8 tan 2x. 
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This last result stems from the fact that we are required to obtain a solution 
for the given equation. This is one condition that must be met. At this point 
we have two equations, the one we imposed for convenience and the one 
required in order that we have a solution. These two, rewritten so that they 
appear together, are 

p' cos 2x + Q' sin 2x = 0 

and 

- 2P' sin 2x + 2Q' cos 2x = 8 tan 2x. 

If we solve for P' and Q', we obtain 

P' = -4 sin2 2x/cos 2x 

and 

Q' = 4 sin 2x. 

After integrating we have 

P = 2 sin 2x - 2 In 1 sec 2x + tan 2x 1 + c 1 

and 

Q = -2 cos 2x + C2. 

Upon substituting these in the expression for y, we obtain 

y = eX [(2 sin 2x - 2 In 1 sec 2x + tan 2xl + c1 ) 

x cos 2x + (- 2 cos 2x + c2)sin 2x] 
= eX[cl cos 2x + C2 sin 2x - 2(cos 2x) 

x In 1 sec 2x + tan 2x IJ. 
Note the appearance of the complementary solution here, as indicated by the 
presence of the two constants of integration. The other portion, often called 
a particular integral, can be obtained without keeping any constants of 
integration if you remember that it must be combined with the complemen­
tary solution. The term particular integral merely denotes that we have a 
solution, but not the general solution. Since the difference between any 
two particular solutions would be a solution of the homogeneous equation, 
we can complete the particular solution by adding the most general solution 
of the homogeneous equation, namely the complementary solution. (Com­
pare this use of the term particular integral with that of Section XI.2.) 

We obtained the solution of the non-homogeneous equation. We ob­
tained two equations in the derivatives of P and Q instead of the functions 
themselves. This is the pattern which we can expect to follow, a pattern not 
unlike that of the first order case. We replace each constant of the com­
plementary solution by a function, and then differentiate as required in order 
to be able to substitute the modified expressions in the given equation. We 
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simply get rid of the terms involving the derivatives of our parameters by 
letting the terms which involve them remain zero for all x. Since we only 
need to do this for the first (n - 1) derivatives in the n-th order equation, 
and since in this case we would have n functions and (n - 1) spare condi­
tions at our disposal, this is always possible. Requiring that the equation be 
satisfied will give us the n-th equation, and we will have n equations in the 
first derivatives of the n functions. There will be no second derivatives for 
we have removed the first derivatives at each stage of the procedure before 
differentiating further. We can solve this system of n equations in the n 
unknown first derivatives, and then, provided we can integrate the first 
derivatives, we have the solution to our original problem. The method is 
not altered in any way by the presence of complex or multiple roots of the 
homogeneous equation, for by the time we have solved the homogeneous 
equation we have the complementary solution with the n constants of in­
tegration. 

There are easier ways of solving the non-homogeneous equation in some 
cases, but this method has a general application. We shall discuss one of 
the easier ways in the next section, but in case of doubt you can be assured 
that this method, generally known as the method of variation of parameters 
will work, provided you can perform the necessary integration, and of course 
provided you can solve the corresponding homogeneous equation. 

EXERCISES 

1. Find the general solution of each of the following equations: 

(a) yO + 3y' + 2y = 6 
(b) yO + 3y' + 2y = 12ex 

(c) yO + 3y' + 2y = cos x 
(d) yO + 3y' + 2y = x 2 

2. Find the general solution of each of the following: 

(a) yO + 2y' + y = x 2e- x 

(b) yO - 2y' - 8y = 3xex - 15e- x 

(c) yO - y' = x - cos x 
(d) yO + y = sec3 x 

3. Find the general solution of each of the following: 

(a) y'" + y' = eX 
(b) y'" - y' = e- X + x 
(c) y'" + y' = sin x 
(d) y'" - 3yo + 3y' - y = eX 

4. Find the general solution of each of the following: 

(a) yO - 2y' - 8y = 9xex + lOe- x 

(b) y'" - y' = e2x sin2 x 
(c) lv - 16y = e2x + e- 2x + sin 2x + cos 2x 
(d) y'" + yO - 2y' - 2y = 6e- x 
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5. (a) In the solution of Example 4.1 replace the equation P' cos 2x + Q' sin 2x = 0 
with the equation P' cos 2x + Q' sin 2x = 8 making any other alterations 
which are indicated by this change. 

(b) Find the solution using the equation of part (a). 
(c) Show that this result is equivalent to the result obtained in Example 4.1. 

6. (a) If both Yl(X) and Y2(X) are solution functions of a linear non-homogeneous 
differential equation, show that [Y2(X) - Y 1 (x)] is a solution of the correspond­
ing homogeneous differential equation. 

(b) Use the result of part (a) to show that the general solution of the non-homo­
geneous equation can be obtained by taking any solution and adding to it the 
complementary solution. 

7. (a) Show that the method of this section will work in the case of first order linear 
differential equations if the coefficients of all terms involving the dependent 
variable and its derivatives are constants. 

(b) Use this method to find the solution of y' + 3y = sin x. 
(c) Use this method to find the solution of y' + 3y = e- 3x sin x. 
(d) Use this method to find the solution of y' + 3y = e3x sin x. 

P8. An electric circuit contains a capacitance of 10- 4 farads, a resistance of 120 ohms, 
an inductance of 1 henry, and a voltage source of 12 sin 120m volts. The current is 
initially zero amperes. 

(a) Find a differential equation which relates the charge, q, to time. 
(b) Find a solution of the equation of part (a), and hence q as a function of time. 
(c) If the initial charge on the capacitance was zero, find the current when t = 1/120. 
(d) If the initial charge on the cpacitance was 5, find the current when t = 1/120. 

S9. (a) If the rate of change of income is a constant plus a term which is proportional 
to income, obtain a differential equation for income in terms of time. 

(b) If the rate of change of debt is proportional to income, obtain a second order 
differential equation relating debt and time using the result of part (a). 

( c) Solve your equation of part (b) to obtain the debt as a function of time. 
(d) Using your results for parts (a), (b), and (c) obtain income as a function of 

time. 
(e) Show that the debt to income ratio approaches a constant as time increases. 

B10. We have two species, a host species, H, and a parasite species, P. Since the presence 
of a large number of P is detrimental to H and the lessening of the number of H is 
detrimental to the increase of P, it may be postulated that the number h of Hand p 
of P vary according to the equations 

D,h = 0.7h - 0.OO2hp 
DrP = O.4p - O.OOlhp. 

(a) Show that h = 400 and p = 350 is an equilibrium population. That is, show 
that if we start with this number, we will continue to have this number for all 
time unless the conditions implicit in the equations are altered. 

(b) If h = 400 + I1h and p = 350 + I1p, and if t:.h and I1p are sufficiently small 
that we can ignore the product I1hl1p, obtain a differential equation of second 
order relating I1h and the time, t. 

(c) Find t:.h as a function of t by solving the equation of part (b). 
(d) Using the information of parts (a), (b), and (c) find I1p as a function of t. 
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XI.5 Other Techniques 

As we mentioned in the last section there are methods for handling certain 
non-homogeneous differential equations which might be considered easier 
than the method of variation of parameters. The particular method in which 
we will be interested here is that of "undetermined coefficients". That is a 
high sounding phrase that hides the fact that we are making an "educated" 
guess, and hoping we can cover up and find the solution. Thus, if we wished 
to solve the differential equation 

y" + y' - 2y = 2x3, 

we might guess that y would have a term involving x 3 in it. However, since 
we have to contend with both the fi!;,st and second derivatives of y we could 
then expect to have to handle terms involving x2 and x as well, but since we 
have to involve these terms, and that means taking their derivatives, it is 
likely that we will need a constant. Thus, we have now made a guess that at 
least one solution of this equation might have the form 

y = Ax3 + Bx2 + Cx + E. 

Here A, B, C, and E are constants to be determined, hence the name for the 
method. (Note that we skipped D, for D is often used to represent derivatives 
and there might well be confusion if D were also used as a coefficient.) Since 
the ultimate test of any solution is obtained by answering the question 
"Does it work?", we will substitute and see. We then have 

D;(Ax3 + Bx2 + Cx + E) + DxCAx 3 + Bx2 + Cx + E) 
-2(Ax3 + Bx2 + Cx + E) = 2x3 , 

or 

(6Ax + 2B) + (3Ax2 + 2Bx + C) - (2Ax 3 + 2Bx2 + 2Cx + 2E) = 2x3 • 

As we did in handling integration by partial fractions we write down four 
equations involving the four unknown coefficients, obtaining 

- 2A 
3A - 2B 

= 2, 
= 0, 

6A + 2B - 2C = 0, 

2B + C - 2E = 0, 

and we have A = -1, B = -3/2, C = -9/2, and E = -15/4. Thus, we 
have for one solution 
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This is only one solution, but the entire solution can be obtained by aug­
menting this with the complementary solution. Thus the complete solution 
in this case would be 

3 3xZ 9x 15 x -Zx 
y = -x - 2 - 2 - 4 + cle + cze . 

This is the same solution you would have obtained by variation of param­
eters. It is suggested that you check this statement by finding the solution 
using variation of parameters. 

The difficulty with this method is that one has to make a guess that 
includes all of the terms that can possibly appear in the particular integral. 
The penalty for not picking enough terms is the consequent inability to 
solve for the coefficients. There is no penalty for picking too many, so long 
as you include the right ones, except for the excess amount of work you have 
caused yourself. Frequently you can decide, as we did here, which terms 
should appear. However, this is not always the case. If the right hand side 
had been tan x, then we would have been in great trouble from the start, 
for as we consider taking the derivatives of tan x, and then the derivatives 
of the derivatives of tan x, etc., we would obtain sec2 x, a term involving 
sec2 x tan x, etc., and the degree is increasing rather than decreasing. This 
not only does not look promising, but it is not promising, for if the right 
hand side had been tan x, we would not have been able to solve the equation 
by this method. We would have had to resort to the method of variation 
of parameters. In fact, a requirement for the type of reasoning we have 
indulged in here is that the successive derivatives will involve only a finite 
number of different functions. Otherwise, we would continually be in the 
position of having to include additional functions and this would lead to an 
infinite series. Upon a cursory examination of the functions we have been 
dealing with in this book, we find that if the right hand side includes an 
exponential term of the form emx, a sine, a cosine, or a positive integral power 
of x, we can hope to use the method of undetermined coefficients. In fact, 
we can use this method if we have any of these as individual terms or if we 
have a product of two or more of these. In all other cases we must resort to 
the method of Section X1.4. 

Having made a hasty investigation of the conditions under which we can 
expect this method to work, we now take a closer look at the type of function 
we ought to try. In the majority of cases, if the method of undetermined 
coefficients will work at all, it is sufficient to take the function which makes 
the equation non-homogeneous and use this function together with every 
type of function that can be obtained from it by differentiation. It is not 
necessary, of course, to use repetitions. However, there is one case in which 
this is not adequate. We will consider the case in which this is sufficient in 
the following Example, and then consider the other case later. 

EXAMPLE 5.1. Solve y" + 4y' + 3y = e2x sin x + x 2 • 
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Solution. The complementary solution is Yc = Cle-x + C2e-3x. We keep 
this for the record and add it to the particular integral later. For the particular 
integral we anticipate that we will need e2x sin x, x2 and the various func­
tions which can be obtained by differentiating these two. Thus, we have 
e2x sin x and e2x cos x in order to take care of the e2x sin x and its deriva­
tives, and then have x 2 , x, and 1 in order to take care ofx2 and its derivatives. 
Note) that we have not worried about the coefficients that these terms should 
have, but merely the type of terms involved. Our particular integral will 
supposedly be a linear combination of these terms, therefore we will try 

y = Ae2x sin x + Be2x cos x + Cx2 + Ex + F. 

Upon substitution we have 

(14A - 8B)e2x sin x + (8A + 14B)e2X cos x + 3Cx2 + (3E + 8C)x 
+ (3F + 4E + 2C) = e2x sin x + x 2 • 

Equating corresponding coefficients yields 

14A - 8B = 1, 

8A + 14B = 0, 

3C = 1, 
8C + 3E = 0, 

2C + 4E + 3F = 0. 

This will give the solution A = 14/260, B = - 8/260, C = 1/3, E = - 8/9, 
and F = 26/27. Placing these coefficients in the value of y above will give 
us a particular integral. We will combine this with the complementary 
solution obtained at the beginning of our solution and obtain the complete 
solution 

_ 2X[ 14. 8 ] x2 8x 26 -x -3x 
y-e 260S111X-260cOSX +3-9+27+c1e +C2e . 

The method here is a copy of the one we used in the first illustration in 
this section but for the fact that we had more terms involved. Notice that 
frequently the system of equations which we must solve will partition nicely 
into separate systems, as in this case where the first two equations involved 
only A and B, and the last three involved only C, E, and F. The non-integral 
numbers that appear are not at all unusual if you are dealing with real, live 
applications, for nature seldom seems to cooperate in permitting us to con­
fine ourselves to integers. Never feel that you must have the wrong answer 
if you get non-integral or irrational numbers. There is really nothing wrong 
with non-integers except for the inconvenience of handling them. 

The suggestion was made earlier that there are times when we would run 
into difficulty in cases where trouble might not appear at first glance. It 
is now time to consider just such a case. 
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EXAMPLE 5.2. Find the complete solution of the equation y" - 4y' + 3y = 
4ex - 1. 

Solution. As before, we obtain the complementary solution Yc = Cl eX + 
C2e3x. Upon looking at the non-homogeneous portion of the equation, we 
see that we will want the function eX and 1 and their derivatives. Since the 
derivative of eX is eX, this does not require additional functions and since 
the derivative of 1 is 0, we have no additional terms in the second case either. 
We are all set to try 

y = Aex + B(l) = AeX + B. 

If you are alert, you may see trouble brewing, but we will proceed, trying 
to ignore it at this point, and obtain 

It isn't difficult to let B = -1/3 and thus secure the negative one on the 
right side, but the exponential terms just disappeared from the left side of 
the equation. It would not be possible to let 

for we have assumed throughout that B is a constant, and to consider B 
otherwise would require reconsidering each differentiation. Therefore we 
are left with the task of finding some way of getting around this dilemma. 

You might have felt that this was coming, for you could have noted that 
AeX is also part of the complementary solution, and the complementary 
solution produces zero on the right hand side. Perhaps we had better try 
variation of parameters after all. We can keep our value of B = -1/3 and 
only concern ourselves with trying eXf(x). We now have 

in order to secure the exponential part of the non-homogeneous solution. 
This means that we would have 

This can easily be done if 

Dxf(x) = -1/2, 

for the second derivative of f(x) would be zero. Hence, we would have 
f(x) = -x/2, and our complete solution would be 
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We note that we could have obtained a constant coefficient corresponding 
to our use of A if we had started with y = Cxex + B instead of with AeX + B. 
If we had done this, we would have obtained on substitution 

(CxeX + 2CeX) - 4(CxeX + CeX) + 3(CxeX + B) = eX - 1 

or 

- 2Cex + 3B = eX - 1. 

From this we obtain easily C = -1/2 and B = - 1/3, thus giving us the 
result above. 

All of this is fine, but it would appear that at crucial points we still have 
to go back to the method of variation of parameters. However, we note 
that by multiplying the offending function by x before using the method of 
undetermined coefficients, we were able to continue to use undetermined 
coefficients. In general we can show that if the conflicting term (in this case eX) 
in the complementary function was due to a root of the auxiliary equation of 
multiplicity k, we should multiply all terms that relate to the conflicting 
term by Xk. Thus, if we had sin 2x in the non-homogeneous portion of the 
equation by itself and had (Cl + C2X + c3x2)sin 2x in the complementary 
equation, indicating a triple root in the auxiliary equation, we would then 
try Ax3 sin 2x in implementing the method of undetermined coefficients. 
If you do not remember all of the rules we have indicated here, you can 
always return to the method of variation of parameters. However, if the 
method of undetermined coefficients can be easily employed, it will prob­
ably involve a little less work. 

EXAMPLE 5.3. Find the complete solution of yiV + 4y" = 48x - 16 cos 2x. 

Solution. The auxiliary equation is m4 + 4m2 = 0, and consequently the 
complementary solution is Yc = Cl sin 2x + C2 cos 2x + C3X + C4' If we 
look at the term involving 48x we see that this will indicate terms of the 
form Ax and B for the method of undetermined coefficients. This results 
from the fact that we must consider the function x and its derivative. How­
ever, we see that the complementary solution has a term involving x and a 
term involving a constant. These terms came as a result of the double root 
m = ° in the auxiliary equation. Therefore we should multiply Ax + B by 
x 2 in order to obtain a suitable candidate for the particular solution using 
the method of undetermined coefficients. Therefore this portion of the trial 
function should be Ax3 + Bx2 . Similarly if we examine cos 2x and its 
derivatives we see the desirability of including C cos 2x + E sin 2x in the 
trial solution. This also duplicates a portion of the complementary solution. 
However, the root of the auxiliary equation that caused these terms ap­
peared as a single root. Therefore, we only need to multiply by the first 
power of x, and we will include in the trial solution the expression 

Cx cos 2x + Ex sin 2x. 
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Hence the trial solution is y = Ax3 + Bx2 + Cx cos 2x + Ex sin 2x. Upon 
substitution we now have 

(D! + 4D;)(Ax3 + Bx2 + Cx cos 2x + Ex sin 2x) 
= 24Ax + 2B + 16C sin 2x - 16E cos 2x. 

This should equal the given expression of 48x - 16 cos 2x. This will happen 
if 

24A 
2B 

16C 

48 

° ° -16E = -16. 

This clearly indicates that A = 2, B = 0, C = 0, and E = 1. Our general 
solution, then, is y = 2x3 + x sin 2x + Cl sin 2x + C2 cos 2x + C3 X + C4' 

Example 5.3 makes it clear that we can consider each component of the 
trial solution for the method of undetermined coefficients by considering 
it separately in its relationship to the solution of the auxiliary equation and 
to its counterparts in the complementary solution. Be on the alert for this 
case, for it can appear just often enough to make one wonder whether the 
method of undetermined coefficients is to be trusted. However, the method 
of undetermined coefficients often requires less work, and it should not be 
ignored as a possibility, despite its limitations. 

EXERCISES 

1. Find the general solution of each of the following: 

(a) y" + 3y' + 2y = 6 
(b) y" + 3y' + 2y = sin x 
(c) y" + 3y' + 2y = eX 
(d) y" + 3y' + 2y = e- x 

2. Find the general solution of each of the following: 

(a) y" - 3y' + 2y = 2xe3x + 3 sin x 
(b) y" - 3y' = 2e2x sin x 
(c) ylll - 2y" = x2 + X + 1 + xe2x 

(d) y" + 4y = 8 sin 2x 

3. Find the general solution of each of the following: 

(a) y" + 4y' + 13y = sin 3x 
(b) y" + 4y' + 13y = e- 2x 

(c) y" + 4y' + 13y = e- 2x sin 3x 
(d) y" + 4y' + 13y = e- 2X(sin 3x + 2 cos 3x) 
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4. Find the general solution of each of the following: 

(a) y'" + y" = 2e- x + 96x2 

(b) y'" + y" = 2e2x + 8 sin 2x 
(c) i V + 8y" + 16y = sin 2x - 4 cos 2x 

5. Find the solution for each of the following: 

(a) y" - 5y' - 6y = e2x if yeO) = 2 and y'(0) = 1 
(b) y'" + 4y" + 4y' = gex + 4e- X if yeO) = 1, y'(O) = 2, and y"(O) = 3 
(c) y" + 16y = 15 sin x if y(n/2) = 1 and y'(n/2) = -1. 
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6. In each of the following cases show why the method of undetermined coefficients 
cannot be expected to work: 

(a) y" + y' = X-I 

(b) y" + 3y' + 2y = sec 2x 
(c) y'" - 4y = In 2x 
(d) y" + 3y' - 4y = In sec x 

7. Show that any linear differential equation with constant coefficients that can be 
solved by the method of undetermined coefficients can be solved by variation of 
parameters, but the converse of this statement would not be correct. 



CHAPTER XII 

Epilogue 

XII.1 Whither Have We Come? 

Whether or not you have read every word in this tome, you probably realize 
that you have gained at least to some extent by the exposure. A large number 
of problems of an elementary nature are now within your grasp, and you 
begin to see relationships which are capable of mathematical analysis which 
were hitherto unobserved. You have seen (and conquered?) such concepts 
as limit, integral, derivative, series, etc., and you have been exposed to 
problems in which each of these concepts is important. Furthermore, you 
have investigated means whereby you can obtain functions if you are given 
data. Thus, you should have some feel for the elementary problem. But what 
is the meaning of elementary, and why do we continue to emphasize this 
word? Elementary, of course, can mean different things to different people, 
but in general it means those items which do not require a great amount 
of background. If this be so, what kind of problems would fail to be elemen­
tary? We certainly have acquired quite some background during our perusal 
of the preceding chapters. It is the sole purpose of this chapter to explore 
the future from this particular point of view. We will not attempt to intro­
duce additional mathematics herein, and therefore you can relax. We are 
only concerned with talking about some of the problems which you may 
face in the future and about places where you might find the information 
to permit you to handle such problems, provided of course you do not have 
that information at hand now. 

Before embarking on a discussion of the areas you may wish (or need) to 
explore further, it would not be fair to omit a commendation for those who 
have been faithful in reading to this point. The mathematics which you have 
learned has involved many concepts, not all of them obvious at first glance. 
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The method of approaching and pursuing a problem has required a second 
look, for you have had to look behind the formulas to see why they work­
and when they work. You have had to learn to be ever-observant so that 
you could employ any of the seemingly myriad of ideas we have introduced 
as they happen to be appropriate. You have, indeed, come a long way, and 
you should have a background which will make further steps much easier. 

XII.2 More Variables 

The first thing we might well observe as we contemplate problems that are 
likely to arise in practice is that very few problems depend upon a single 
quantity. For the purpose of introducing the calculus, we have handled 
primarily the problem in which each function depends upon one and only 
one variable. We have given passing notice to the fact that other cases exist 
in our discussion of partial derivatives and iterated integrals, but we have 
at best used our intuition, and we have found cases in which intuition can 
be dangerous. Therefore, one of the first things that you are apt to require 
is a consideration of methods whereby you can handle problems involving 
functions of many variables in a manner similar to that which we have used 
for functions of one variable. Needless to say, there are more details to 
consider in such situations and there are frequently more hypotheses for 
the various Theorems we would prove. There are many theorems that are 
similar to those we have discussed here, and hence it would not all look like 
foreign territory. 

Before seriously considering the calculus of functions of many variables, 
it is necessary to consider an enlarged counterpart of the analytic geometry. 
We must deal with coordinates that can be written (1, 3,4, - 3,2). There is 
the question of what can be done with such as these. We rather obviously 
would find it difficult to draw axes depicting five coordinates, for this would 
require-if we amplify that with which we have become familiar-that we 
have five axes and that each one would be perpendicular to each of the other 
four. It is possible to consider algebraically the counterpart of coordinate 
geometry which would permit us to handle just such situations. These 
variables could, in applications, represent five different commodities, five 
different measurements, or anyone of several quintuples of items. It should 
not surprise you that there are many facts which we would need to learn 
about such systems before we would be in a position to apply the calculus 
without fear of running into trouble. In general it is a little dangerous to 
trust intuition in dealing with what might be called five dimensional spaces. 
(It is probably true that our intuition hasn't been there, either.) Thus, a 
course in linear algebra, which covers such items, would be desirable if you 
find yourself facing multivariable problems. It would be worth pointing 
out that the largest application in the social sciences about which the author 
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has heard involves nearly ten million dimensions (or unknowns). This is one 
for the computer but it would require a considerable knowledge of mathe­
matical theory to design a method of attack. 

With these considerations in mind, you may wish at some time to explore 
both the areas of linear algebra and of the multi-variable calculus (some­
times referred to as advanced calculus, although advanced calculus can mean 
different things to different people). The main thrust of these courses will 
be to provide the background for dealing with problems involving a very 
large number of variables in a somewhat expeditious manner. The course 
in linear algebra could include an introduction to matrices (the plural of 
matrix). These are used for various types of transformations, and they can 
also be used in such problems as the solution of large systems of linear 
equations. The linear algebra will introduce vector spaces and matrices. 
The Fourier series mentioned in Chapter IX can be considered as an il­
lustration of the use of an infinite dimensional function space, or a vector 
space involving an infinite number of functions. The multi-variable calculus 
will extend the concept of directional derivative to multi-dimensional spaces. 
It will also consider both the iterated and the multiple integral, indicating 
where these concepts give the same result and where they do not. 

An extension of the calculus (in more advanced courses we usually talk 
about analysis) would involve a further investigation of what happens when 
we make more general use of the complex numbers rather than just sporadic 
use. The calculus over the complex plane (or Argand diagram) has many 
facets which we made no effort to explore in this book. Those wishing to 
explore this area would probably be interested in a course in the functions 
of a complex variable. In view of the fact that the complex numbers them­
selves involve two real numbers it may not be surprising that you might be 
asked to take some work in multi-variable calculus first. 

XII.3 Probability and its Consequences 

There are few disciplines that do not make a great deal of use of statistics. 
Statistics develops from the study of probability or chance. This is a very 
old subject, for gambling is nothing new, and the attempt to determine 
strategies for improving one's chances at the gaming table were considered 
long before Blaise Pascal was asked by his benefactor to provide assistance 
during the 17th century. The comparison of what has happened with what 
might have happened under certain assumptions can be very helpful in 
determining whether the assumptions were probably incorrect. The use of 
such items as mean and standard deviation provide a means of standardiza­
tion such that one probability distribution can be compared with another. 
Since different conditions can affect the probability of an occurence, the 
type of distribution of results, etc., there is a great deal that needs to be 
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investigated carefully here before one can have any feeling of complacency 
about the results. The phrase "figures don't lie, but liars figure" has been 
used on many occasions to explain how the same data can be used to develop 
two apparently conflicting interpretations of the meaning of the data. Which 
of the two is correct can only be determined by making certain that the 
hypotheses are satisfied and that the reasoning from the hypotheses is 
correct. It is this area that is explored by the probabilist and statistician in 
courses in probability and statistics. Since one can either deal with a rela­
tively small finite number of data points or with so many points that one is 
more apt to use continuous functions, you can expect to see the use of 
discrete methods involving primarily linear algebra, and the use of the 
calculus of several variables. 

A more recent development in the area of applications has concerned 
the theory of games, which attempts to assess the probability of success of 
various strategies and then determine the optimal strategy. This portion of 
mathematics makes heavy use of linear algebra as well as probability, 
statistics, and calculus. There is the closely related subject of linear pro­
gramming. This has nothing to do with computers, but does attempt to find 
optimal procedures for certain types of problems arising in business, manage­
ment, and other areas. The solution of a problem in linear programming 
will generally rely on linear algebra, and in particular on the theory of 
matrices. 

XIIA Other Topics 

Other areas which may be of use to you include numerical analysis, a subject 
which attempts to go beyond the material considered in Chapters VIII and 
X to find ways of obtaining results in many areas of mathematics with as 
much accuracy as possible and with the smallest number of computations 
possible. This requires an analysis of the accuracy that can be expected, 
and usually focuses on methods by which it is possible to obtain results with 
the aid of digital computers. It is impossible to restrict the background 
that numerical analysis calls upon. A great deal of use is made of Taylor's 
theorem, as we have seen, but work in matrix algebra, linear algebra, ortho­
gonal polynomials, etc., is all heavily used. 

Much can be done with the area of logic, and you might find it very 
helpful to explore this field. In addition to the mathematical or symbolic 
logic there is Boolean Algebra, named after George Boole, an Irish mathe­
matician (1815-1863). The Boolean algebra has many uses, but the two 
valued Boolean algebra used heavily in the design of switching circuits, 
such as in computers and dial telephone switching systems is probably 
most used. 
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Number Theory is a subject with a long history. The development of 
material in this area is very much alive today. There are surprising applica­
tions of this subject in areas relating to energy distribution, biology, etc. It 
is a fascinating subject in and of itself. Among other interesting results are 
the conditions under which an integer can be expressed as the sum of the 
squares of two other integers, work concerning greatest common divisors, 
etc. One of the fascinating things about this subject is the number of prob­
lems which are easily stated but for which no solution is yet known. The 
solution of any of these unsolved problems could lead to mathematical 
fame in a hurry. 

You have had experience with Euclidean geometry, but have you studied 
the non-Euclidean geometries, the geometries having only a finite number 
of points, or the projective geometries? Starting from geometry, but now 
very much a discipline of its own, is the subject of topology. The fact that at 
any moment of time there must be at least one point on the earth such that 
the wind is not blowing is an immediate consequence of the fixed point 
theorem of topology. Also included is the study of one-sided surfaces, the 
method by which a man who wears both a coat and a vest can take off the 
vest without first removing the coat, etc. 

You will find upon inspection of the catalogue of any college or university 
a number of other courses listed, and on glancing through any mathematics 
library you will see many titles not mentioned here. Our purpose here has 
been to indicate that there are still many subjects in mathematics which 
are of interest and which have application. There are also subjects which 
you may well need for a given application. The fact that you have gotten 
this far indicates that you have good reason to believe that you might be 
able to handle some of these other courses, despite their sometimes exotic 
names. If you decide to take such courses, good luck in your venture. If 
not, you may have a better appreciation for what these courses contain and 
some knowledge of where to go if you need more mathematics at a later 
time. 



Appendix A. Trigonometry 

There are many equivalent methods for defining the six trigonometric ratios. 
We shall use a method which starts with the unit circle (the circle of radius 
one with center at the origin) shown in Figure A. 1. If we take a ray 0 P with 
its initial point at the origin and making an angle e with the positive x-axis, 
we have a unique point Q determined by the intersection of the circle and 
the ray. (Angles will be considered positive if measured in the counterclock­
wise direction and negative if measured in the clockwise direction.) The 
coordinates of Q will be defined as the cosine ofe and the sine ofe respectively. 
Using the customary abbreviations we have x = cos e, y = sin e, or 
(cos e, sin e) as the coordinates of Q. We define the remaining four trigono­
metric functions by the following relations when they exist (if a denominator 
is zero for a particular value of e, the corresponding function is undefined 
for that value of e): 

sin e 
tangent e = tan e = --e; 

cos 

cos e 
cotangent e = cot e = -'-e ; 

sm 

1 
secant e = sec e = --e; 

cos 
1 

cosecant e = csc e = ----;---e . 
sm 

There are several relations involving these functions which are true for 
all of the values of e for which the specific functions exist. By the Pythagorean 
Theorem it follows at once that 

sin2 e + cos2 e = 1, (A. 1) 

643 
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y 
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Figure A.1 

where sin2 e is a notation used for (sin e? [This convention of writing 
(sin e)n = sinn e should never be used for n = -1, since sin -le has the 
meaning of inverse sine in some books and papers, and hence to use this 
notation instead of (sin e)-l would be ambiguous.] If we divide (A.1) by 
cos2 e or by sin2 e and use the definitions above, we have 

tan2 e + 1 = sec2 e, (A.2) 
and 

1 + cot2 e = csc2 e, (A.3) 
respectively. 

Let us now look at the relation of the trigonometric functions of negative 
angles to those with corresponding positive angles. Since the angles e and 
( - e) have the same absolute magnitude (Figure A.2), the triangles OQP 
and OQP' are congruent, for OP = OP' and OQ = OQ'. Therefore cos e = 
OQ = cos( - e) and sin( - e) = - QP = - sin e. Hence we can write 

sin (-e) = -sin e, 

cos ( - e) = cos e. 
Using these results in the definitions we have 

( e) sin( - e) - sin e e 
tan - = = --- = - tan 

cos( - e) cos e ' 
cot( - e) = - cot e, 
sec( - e) = fleC e, 
csc( - e) = - csc e. 

(A.4) 

We now consider the relation between the sine and the cosine. Two angles 
are complementary if their sum is a right angle. (Note the spelling. The first 



Appendix A. Trigonometry 645 

y 

Figure A.2 

"e" is related to the fact that this word descends from "complete". This is 
not equivalent to the word complimentary which denotes appreciation of 
one form or another.) Let (i be the complement of a. Hence a + (i is a right 
angle. The geometric fact that it is a right angle does not impose conditions 
on the units of measurement, but for convenience we will use radian measure 
(see Section III.5) rather than degrees. Remember that 210 radians measure 
the same angle as 360°, and consequently 

90° = ~ radians. 

Now 

_ 10 
a+a=-

2 

or 

_ 10 
a=--a 2 . 

Observe in Figure A.3 that triangle OPR is congruent to triangle OQS, and 
hence 

cos (i = QS = P R = sin a 
sin (i = os = OR = cos a. 

Rewriting these relations 

cos (i = sin a 
sin (i = cos a 
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Figure A.3 

we see that the sine of the complement of the angle is equal to the cosine of 
the angle. Note the underlined letters. Similarly we have 

_ sin Ii. cos 0( 
tan 0( = --_ = -.-- = cot 0( 

cos 0( sm 0( 

cos Ii. sin 0( 
cot Ii. = -.--_ = -- = tan 0( 

sm 0( cos 0( 

1 1 
sec ex =-- =--= cscO( 

cos ex sin 0( 

_ 1 1 
csc 0( = -.-_ = -- = sec 0(. 

sm 0( cos 0( 

While the drawing in Figure A.3 pictured 0( as an acute angle, the same con­
struction is possible for any angle 0( provided only that 

_ 11: _ 1t 

0( + 0( = "2' or 0( = "2 - 0(. 

It may be helpful to summarize this paragraph with the following six rela­
tions: 

sin(~ - O() = cos 0( 

cos(~ - O() = sin 0( 

tan(~ - O() = cot 0( 

cot(~ - O() = tan 0( 

sec(~ - O() = csc 0( 

csc(~ - O() = sec 0(. 

(A.S) 
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y 

Figure A.4 

Now if we consider the chord of length d in Figure A.4 that joins the 
points (1, 0) and (cos e, sin e) on the unit circle, we have 

d2 = (1 - cos 0)2 + sin2 e 
= 1 - 2 cos e + (cos2 e + sin2 e) = 2 - 2 cos e. 

Thus the square of this chord is two minus twice the cosine of the subtended 
angle. We now turn our attention to the case in which we have two angles, rx 
and {3, both starting from the positive x-axis as shown in Figure A.S. The two 
terminal sides intersect the unit circle at P: (cos rx, sin rx) and Q : (cos {3, sin {3) 
respectively. By the result above we know that d2 = 2 - 2 cos (rx - {3). On 
the other hand, by the Pythagorean theorem we have the result 

d2 = (cos {3 - cos rx)2 + (sin {3 - sin rx)2 
= (cos2 {3 + sin2 {3) - 2(cos rx cos {3 + sin rx sin {3) + (cos2 rx + sin2 rx) 
= 2 - 2( cos rx cos {3 + sin rx sin {3). 

By equating the values of d2 we have 

cos(rx - {3) = cos rx cos {3 + sin rx sin {3. (A.6) 

y 

Q 
(cos fl. sin fJ) 

x 

Figure A.5 
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Note that the result depends only on the coordinates of the points involved 
and is not restricted to any particular pair of angles. 

Equation (A.6) refers only to the cosine of the difference of two angles, 
but we have all of the information necessary to expand this. Thus, 

and 

Also 

cos( ex + 13) = cos [ex - (- 13)] = cos ex cos( - 13) + sin ex sine - 13) 
= cos ex cos 13 + (sin ex)( - sin 13) 
= cos ex cos 13 - sin ex sin 13 

sin(ex + 13) = cos[ ~ - (ex + 13)] 

= cos(~ - ex )cos 13 + sin(~ - ex )sin 13 

= sin ex cos 13 + cos ex sin 13. 

sin(ex - 13) = sin [ex + ( - 13)] 
= sin ex cos( - 13) + cos ex sine - 13) 
= sin ex cos 13 + (cos ex)( - sin 13) 
= sin ex cos 13 - cos ex sin 13. 

The four results so far obtained are frequently summarized as 

sine ex ± 13) = sin ex cos 13 ± cos ex sin 13 
cos( ex ± 13) = cos ex cos 13 =+= sin ex sin 13 

(A.7) 

where it is understood that we use either the upper algebraic sign throughout 
the equation or the lower algebraic sign throughout the equation. The 
results (A.7) can be used to obtain results for the tangent as well. Thus 

( 13) - sine ex ± 13) 
tanex± - ( 13) cos ex ± 

sin ex cos 13 ± cos ex sin 13 
cos ex cos 13 + sin ex sin 13 

sin ex cos 13 cos rt.. sin 13 
-------=-+-----::­
cos ex cos 13 - cos ex cos 13 
cos ex cos 13 _ sin ex sin 13 
-----::-+------:c 
cos ex cos 13 cos ex cos 13 

tan ex ± tan 13 
1 + tan ex tan 13· 
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The number of steps was increased in order to return the result to the tangent 
functions of Ct and P from the sine and cosine functions. 

We will consider two more items in this brief survey of trigonometry. 
The first involves a special case of the results obtained so far and the second 
is numerical in nature. If Ct = p, we then obtain 

sin 2Ct = sine Ct + Ct) = sin Ct cos Ct + cos Ct sin Ct = 2 sin Ct cos Ct. 
cos 2Ct = cos(Ct + Ct) = cos Ct cos Ct - sin Ct sin Ct = cos2 Ct - sin2 Ct 

tan 2Ct = tan Ct + tan Ct = 2 tan Ct . 
1 - tan Ct tan Ct 1 - tan2 Ct 

With the use of the relation sin2 Ct + cos2 Ct = 1, we can now write 

(1) sin 2Ct = 2 sin Ct cos Ct 

(2a) cos 2Ct = cos2 Ct - sin2 Ct 

(2b) cos 2Ct = 2 cos2 Ct - 1 

(2c) cos 2Ct = 1 - 2 sin 2 Ct 

2 tan Ct 
(3) tan 2Ct = 1 2' - tan Ct 

It is also convenient to use (2b) and (2c) in a different form, namely 

1 
cos2 Ct = "2 (1 + cos 2Ct) 

If we let Ct = P12, we have 

sin2 Ct = ~ (1 - cos 2Ct). 

cos ~ = ±)1 + ~os P 

. P )1 -cos P 
sm 2 = ± 2 

(A8) 

(A9) 

(A.10) 

where the choice of sign depends on the quadrant in which (PI2) is located. 

An alternate, though less general, method for obtaining the" half-angle" 
formulas is based on an isosceles triangle. In Figure A.6 let AB = AC = 1 
unit and let BD be perpendicular to AC. Then BD = sin Ct, AD = cos Ct, 
and DC = 1 - cos Ct. Since triangle BDC is a right triangle, the hypotenuse 

BC = JSin2 Ct + (1 - cos Ct)2 

or 

BC = J2 - 2 cos Ct. 
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B "'-::--rr---I D 
i-cosa 
C 

Figure A.6 
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Since the sum of the angles of a triangle is a straight angle and the sum of 
the acute angles of a right triangle is a right angle, we have a + 2y = nand 
f3 + y = n/2 whence f3 = a/2. Therefore, using triangle BCD we have 

. f3 . a 1 - cos a J1 -cos a SIn = sIn - = = 
2 J2(l - cos a) 2 

a sin a 
cos f3 = cos - = = 

2 J2(1 - cos a) 

1 - cos2 a = J1 + cos a 
2(1 - cos a) 2 

a 1 - cos a 
tan f3 = tan -2 = . = csc a - cot a. 

sma 

Note that a must be acute for this construction, but it may assist in re­
membering the half-angle formulas. 

Finally, we wish to consider the sine of each of the five angles 

n n n 
0'6'4'3' 

n 
and "2. 

These are special only to the extent that we can use rather simple geometry 
to obtain the required values. We note at once that sin 0 = 0 and 

from Figure A.7. 

. n 1 
sm"2 = 

If LROP = n/4, then OR = RP because the LOPR + LROP + LORP 
= n, LORP = n/2, and LROP = n/4, hence LOPR = n/4 and the triangle 
is isosceles. Here sin(n/4) = cos(n/4) and since sin2(n/4) + cos2(n/4) = 1, 
sin2(n/4) = 1/2 or sin(n/4) = !J2. 

If LSOQ = n/6, and LSOQ' = n/6, we have by elementary geometry 
an equilateral triangle OQQ'. Since OQ = 1, each side of this triangle is of 
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Figure A.7 

length one. Since S bisects QQ', QS = 1/2 and by the Pythagorean theorem 

OS = Jl - (1/4) = (1/2»)3. 
We now have sin(n/6) = 1/2 and sin(n/3) = cos(n/6) = (1/2»)3. This set 

of values can easily be summarized in the table 

o 

sin Il( 

n 
6 

n 
4 

n 
3 

n 
2 

~ J4 (A.12) 
2 

With these values and with the relations we have developed, we can obtain 
each of the functions for each of these angles for which the particular func­
tion exists. 

EXERCISES 

1. In each of the following sketch the angle in the unit circle which has the given value 
of its trigonometric function. Find the other five trigonometric functions of the angle 
if they exist. Assume the angles are in the first quadrant unless stated otherwise. 

(a) sin e = 3/4 
(b) tan e = 5/13 
(c) sec e = 2 
(d) cos e = 8/17 
(e) csc e = - 5/3 in the third quadrant 
(f) cot e = 2 in the third quadrant 
(g) sin e = - 0.6 in the fourth quadrant 
(h) cos e = -0.8 in the second quadrant 
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2. If 8 is an angle in the second quadrant such that sin 8 = 0.6, use the relations of this 
appendix to find each of the following: 

(a) tan 8 
(b) sin 28 
(c) tan 28 
(d) cos 28 
(e) sec 8 
(f) sin(8/2) 
(g) cos( 8/2) 
(h) tan(8/2) 

3. Using the relations of this Appendix find each of the following formulas: 

(a) sin 38 = sin(28 + 8) 
(b) cos 38 
(c) tan 38 
(d) sin 48 
(e) cos S8 
(f) sin (IX + f3) + sin(1X - f3) 
(g) cos( IX - f3) - cos( IX + f3) 
(h) cos( IX + f3) + cos( IX - f3) 

4. Using the half angle formulas and the information given concerning the values of 
the special angles, find each of the following values: 

(a) sin(n/8) 
(b) tan(Sn/12) 
(c) cos(lln/12) 
(d) sine -n/8) 
(e) cos(n/12) 
(f) sin(7n/12) 
(g) tan(Sn/8) 
(h) cos( -n/12) 

S. Using the formulas for the sum and difference of angles and the short table of values 
given in this appendix, find each of the following: 

(a) sin(n/12) 
(b) tan(7n/12) 
(c) tan(2n/3) 
(d) cos(Sn/6) 
(e) cos(2n/3) 
(f) sin(7n/12) 

6. (a) Express sin 6x - sin 2x as a product of trigonometric functions using the fact 
that 6x = 4x + 2x and 2x = 4x - 2x. 

(b) Express cos Sx - cos 3x as a product of trigonometric functions. 
(c) Express sin 3x + sin x as a product of trigonometric functions. 
(d) Express cos 7x + cos x as a product of trigonometric functions. 

7. (a) Express cos 6x sin x as a sum or difference of trigonometric functions through 
the use of the expressions for sine 6x + x) and sine 6x - x). 



Appendix A. Trigonometry 653 

(b) Express cos 5x cos x as a sum or difference of trigonometric functions using 
cos(5x + x) and cos(5x - x). 

(c) Express sin 7x sin 3x as a sum or difference of trigonometric functions. 

8. (a) Show that 3 sin 2x + 4 cos 2x = 5 sin(2x + e) where tan e = 4/3. Note that 
32 + 42 = 52. 

(b) Express sin 3x + cos 3x in the form [A sin(3x + e)] and indicate how you 
could find the values for both A and e. 

9. Find sine IX + f3), sine IX - f3), cos( IX + f3), cos( IX - f3), tan( IX + f3), and tan( IX - f3) in 
each of the following situations. Assume angles are in the first quadrant unless 
stated otherwise. 

(a) tan IX = 1/2, tan f3 = 1/3 
(b) sin IX = 3/5, cos f3 = 12/13 
(c) sin IX = 4/5, cos f3 = 8/17 
(d) tan IX = 3/4 (quad III), sin f3 = 4/5 
(e) cos IX = 3/5 (quad IV), sin f3 = 7/25 (quad II) 
(f) sin IX = 24/25, tan IX = 15/8 
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B.1 Introduction 

As explained in Section I.8, there are many different coordinate systems. 
We shall concentrate on two of them, the rectangular coordinate system 
and the polar coordinate system. The first five sections of this appendix will 
discuss the rectangular, or Cartesian, coordinate system. The polar coordinate 
system will be discussed in the major portion ofthe remaining three sections. 
Throughout this appendix our discussion will be restricted to coordinate 
systems in the plane. 

We start with the usual pair of mutually perpendicular axes, the horizontal 
one labeled the x-axis, and the vertical one labeled the y-axis. This is shown 
in Figure B.1. On the x-axis the positive direction is generally taken toward 
the right, and this will be the case here. In similar fashion the positive y­
direction will be upward. These positive directions are designated by the arrow­
heads. The point of crossing of the axes is called the origin. This is the point 
for which both the x and y coordinates have the value zero. The one-to-one 
correspondence between points and coordinates is illustrated by the points 
(2,3), and (-1,2) in Figure B.l. The first coordinate in each case is the 
x-coordinate or abscissa, and represents the distance measured along the x-axis 
to a vertical line which will pass through the point. The second coordinate 
is the y-coordinate or ordinate, and this represents the distance along the 
y-axis to a horizontal line that will also pass through the point. The four 
regions into which the plane is divided by the two axes are called quadrants, 
and are denoted by number, starting with the quadrant in which both 
coordinates are positive as the first quadrant, and then moving counter­
clockwise to the second, third, and fourth quadrants. These are indicated by 
the Roman numerals in Figure B.1. 

654 
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Figure B.1 

In geometry, we are frequently concerned with the distance between 
points, and with the angle between lines. The distance is very easily obtained 
since we have only three possible cases to consider. The two points in ques­
tion may determine a horizontal line, a vertical line, or some line which is 
neither horizontal nor vertical. If the two points determine a horizontal 
line, the y-coordinates for the two points will be equal, and it only takes a 
glance at the graph. as shown in Figure B.2 to find out that if we take the 
difference of the two x-coordinates we have the length of the segment joining 
the two points. If we consider the segment to have a direction, we wish to 
subtract the starting coordinate from the ending or terminal coordinate. 
In this case, a positive distance would be toward the right. In some cases we 
do not worry about direction in the case of distance, but we shall be concerned 
about direction in other cases. A similar consideration would hold for the 
situation in which two points determine a vertical segment. If the two points 
determine some segment which is neither vertical nor horizontal, we can 
draw a vertical line through one end point and a horizontal line through 
the other. The point of intersection of these two lines will, with the two given 
points, form a right triangle. The length of the segment in question is the 

4 - (-3) = 7 
I 
I 
I 
I 
I 
I 
I 

y 

'--
(-1, - 3) '-+_-,-_--' 

5-(-1)=6 

Figure B.2 

x 
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length of the hypotenuse. Hence, by the Pythagorean Theorem we are able to 
ascertain that the length of the hypotenuse (the segment in question) is the 
square root ofthe sum ofthe squares ofthe length ofthe horizontal and vertical 
segments. In the case shown in Figure B.2, the horizontal segment has length 
(5 - ( -1)) = 6 and the vertical segment has length (4 - ( - 3)) = 7. These 
were the lengths found using the method for horizontal and vertical seg­
ments. Therefore, the distance from (-1,4) to (5, - 3) is J62 + 72 = .j85. 
In general it is preferable to use the Pythagorean theorem to obtain the 
length of a segment (as we have done here) than to add another formula 
to those which you must remember. 

As for the direction of a segment, we denote this by a ratio, following 
the methods used by surveyors in very early times. They considered the case 
in which a road might rise two feet while going thirty-five feet in the hori­
zontal direction, or having a run of 35 feet. They would then say that the 
slope was 2/35, with the rise over the run. This means we will divide the 
vertical component of a segment by the horizontal component. In this case 
we will be concerned with the directions of the components involved. Since 
we wish the direction of a line we will take two points on the line, such as 
A and B, and we will divide the vertical distance from A to B by the horizontal 
distance from A to B. This quotient we will call the slope. Mathematicians 
have adopted the letter m to represent slope and we will use this designation 
here. Note that we have been very careful to concern ourselves with the 
directions of the horizontal and vertical segments in our determination of 
slope. Note the part the signs play in determining the ratios in Figure B.3. 
In the first case we have gone from A to B and in this case the y-coordinate 
has changed by an amount ( - 5) whereas the x-coordinate has changed by 
an amount ( + 4). Hence the slope is ( - 5)/( + 4) = - 5/4. In the case of the 
segment from C to D we have, in similar fashion, the slope ( + 3)/( + 2) = 3/2. 
If we had gone from B to A or from D to C we would not have altered the 
slope, for in that case we would have reversed the directions of both the 
numerator and the denominator as far as signs are concerned. It makes no 

I 
I 

+2 I 
-------~ 

(-5,-1) 

y 

(-1,4) A 

Figure B.3 

x 
B 

(3, -1) 
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difference which direction we select, but we must obtain the lengths of the 
corresponding x and y segments for the same direction along the given 
segment, that is both segments going from the A coordinates to the B coor­
dinates, or vice versa. 

If we have a horizontal line, there is no change in the y-coordinates as 
we go along any segment of the line, and therefore the fraction indicating 
the slope will have a zero numerator. Since the segment is presumed to have 
some length, it is evident that the slope would be zero in this case. If the 
segment is vertical, we have a non-zero numerator but a zero denominator, 
and in this case the slope fails to exist. 

It has probably already occurred to you that the slope of the line, being 
the vertical distance over the horizontal, is precisely the tangent of the 
angle made by the segment in question with the positive x-axis. Thus, if we 
wished the angle that the line AB made with the x-axis, we would only have 
to find the angle which has - 5/4 for its tangent, an angle of approximately 
128°39'35". We could also have obtained the angle - 51 °20'25", of course, 
for this would merely be the same line where we are proceeding in the op­
posite direction along the line. The fact that the slope of the line is the tangent 
of the angle made with the positive x-axis gives a very convenient means 
for finding the angle formed by two lines. We can obtain the slope of each 
line, or equivalently the tangent of the angle that the line makes with the 
positive x-axis for each line as shown in Figure B.4, and then use the informa­
tion we have from trigonometry for the tangent of the difference of two 
angles. We note that line a has slope ml and makes an angle {)l with the 
positive x-axis, while line b has slope m2 and makes an angle {)2 with the 
positive x-axis. In order to better illustrate the angles involved, we have 
drawn a dashed line through the point of intersection parallel to the positive 
x-axis, and have indicated angles {)'l and ()~ which are equal to {)l and {)2 
respectively. From trigonometry we know that 

(() () ) _ tan {)2 - tan {)l 
tan2-1- . 

1 + tan {)2 tan {)l 

x 

Figure B.4 
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Since tan ()1 = ml and tan ()2 = m2, this becomes 

m2 - ml 
tan«()2 - ()1) = --:-1-=---=-

+ m2 ml 

Thus, we have a formula for the tangent of the angle between two lines. We 
note that the only possible difficulty here occurs when (1 + m2md = 0, 
for then the tangent fails to exist, but this only happens when «()2 - ()1) is 
a right angle. Hence, the condition for perpendicularity of the two lines is 
obtained as m2 ml = -1, or m2 = -l/ml' Restating this, two lines are 
perpendicular if their slopes are negative reciprocals of each other. Since 
tan ° = 0, we note that if two lines are parallel (or make the same angle 
with the positive x-axis) then the slopes are equal. 

EXERCISES 

1. (a) Plot the points A(2, 4), B( -1,4), C( -3, -2), and D(O, 1). 
(b) Find the slopes of AB, AC, AD, BC, BD, and CD. 
(c) Which pairs of segments of part (b) (if any) are parallel? 
(d) Which pairs of segments of part (b) (if any) are perpendicular? 
(e) Find the area of the quadrilateral ABCD. 
(f) Find the lengths of each of the segments of part (b). 
(g) Find the area of triangle ABC. 
(h) Find the area of triangle BCD. 
(i) Find the tangents of each of the angles of triangle ABC. 

2. (a) Find an equation which determines all points (x, y) which are twice as far from 
the point (2, 1) as from the point (-1,2). 

(b) Find the slope of the segment joining (2, 1) and (-1,2). 
(c) Find the length of the segment joining (2, 1) and (-1,2). 
(d) Find the midpoint of the segment of parts (b) and (c). 
(e) Find the slope of the line perpendicular to the segment of the line of parts (b) 

and (c). 

3. (a) What is the slope of the segment joining ( -1, 5) and (3, - 2). 
(b) Find the coordinates of some point P such that the segment joining P and 

( -1, 5) is perpendicular to the segment of part (a). 
(c) Find the length of the segment joining ( - 1, 5) to P and the length of the segment 

of part (a). 
(d) Find the area of the triangle with vertices at P, (-1,5), and (3, - 2). 
(e) Find the length of the segment joining P and (3, - 2). 
(f) Determine whether the triangle of part (d) is a right triangle, and if it is, check by 

using the Pythagorean theorem. 

4. (a) Determine four points by giving their coordinates such that the four points are 
the vertices of a square and such that none of the six segments determined by the 
four points are horizontal or vertical. 

(b) Use slopes to demonstrate that you have right angles at each of the vertices of 
the figure of part (a). 
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(c) Find the length of each of the six segments determined by the four points of 
part (a). Show that the sides of your figure are all equal in length. 

(d) Show that the diagonals of your figure are fi times the length of the sides of 
the figure. 

(e) Find the tangents of the angles between the sides of the figure and the diagonals, 
and show that each tangent is equal to one, hence the angles are each (n/4). 

5. (a) Show that the point (2, 3) is at the intersection of the vertical line x = 2 and the 
horizontal line y = 3. 

(b) Show that the relation of part (a) applies for any set of rectangular coordinates. 

B.2 Lines 

We know from geometry that a line is determined if we are given a point on 
the line and the direction of the line or if we are given two points. We will 
start with the former case and develop the latter. Note in Figure B.5 we have 
the point (Xl, Yl), and we can think of the point (x, y) as being any other 
point on the line. If we can obtain a description which will fit each such 
point (x, y), we will have given the conditions which will distinguish between 
those points on the line and those not on the line. Since, as shown in Figure 
B.5, the slope of the segment joining (x, y) and (Xl, Yl) is (y - Yl)/(X - Xl), 

and since it is presumed that the direction, hence the slope, is given, (we 
will call it m), we have the relationship 

Y - Yl ---=m. (B.2.1) 
x - Xl 

It follows that 
(B.2.2) 

We now have an equation describing the line for which the coordinates of a 
point on the line and also the slope are known. If the point on the line is on 
the x-axis, say (0, b) where b is called the y-intercept, then substitution gives 
us 

Y = mx + b. (B.2.3) 

y 

x 

(Xl' YIL~)~ __ +-___ ...J 

Figure B.5 
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This is frequently called the slope-intercept form of the line. Either (B.2.1) 
or (B.2.2) is called the point slope form of the line. If we have two points 
given, say (Xt, Yt) and (X2, Y2), these two points determine the slope 
(Y2 - Yt)/(x2 - Xt) of the segment. Using the point-slope form we have 

(y - Yt) (Y2 - Yt) 
(x - Xt) (X2 - Xt)' 

(B.2.4) 

a form commonly called the two point form. 
If instead of being given sufficient geometric facts to determine the line, 

and hence the equation, we are given the equation, we can work in reverse 
order, for we can solve for Y, knowing from (B.2.3) that the coefficient of x 
is the slope and the constant term is the point at which the line crosses the 
y-axis. If the slope is zero, that is the x term does not appear, the line is 
horizontal, and if the solution for Y would call for dividing by zero, the 
line must be vertical. This, of course, is based upon the presumption that 
all variables appear only to the first power, for otherwise we do not have the 
equation of a line. Equations of lines have at most one x term, one Y term, 
and one constant, with all the variables appearing just to the first power. 
For this reason any equation such that variables appear only to the first 
power is called linear. 

We discussed the angle between two lines in Section B.1, and we can 
obtain the direction of a line by means of the slope. We can also determine 
whether two lines are parallel by seeing whether the slopes are equal. The 
question concerning the distance from a point to a line has not been answered, 
however. This distance would be measured along a line through the point 
perpendicular to the given line. Consider the line ax + by = c and the point 
(Xt, Yt). We will carry out the computation in two parts. We will first find a 
method for determining how far a line is from the origin, and then we will 
note thatthe distance from (Xt, Yt) to ax + by = c is the same as the distance 
from the line ax + by = c to the parallel line ax + by = aXt + bYt which 
passes through the point (Xl> Yt). Our first concern, therefore, will be the 
distance between the origin and ax + by = c. In Figure B.6 we have shown 
the line, and we know that the line crosses the x and Y axes at cia and clb 
respectively. Let d denote the distance from the origin to the line measured 
along the segment perpendicular to the line. Observe that L,OAB is similar 
to L,DO B, and hence the sides of the two triangles are proportional. Thus 
we have 

which requires 

d 

clb 

DO OA 
BO AB 

cia cia 
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\; Y 

~,o)' x 

Figure B.6 

or 

d = c . 
Ja2 + b2 

(B.2.5) 

Now the distance from the line ax + by = aX I + bYI to the origin is then 

dl = aXI + bYI 

Ja2 + b2 

since the constant term in this case is not c but is (axI + bYI). The distance 
from (Xl' YI) to the line, then, is the distance d l - d or 

The form 

aXI + bYI - c 

Ja2 + b2 

ax + by - c = 0 

Ja 2 + b2 

(B.2.6) 

is called the polar form of the straight line. It is frequently used to obtain the 
distance from a point to a line. 

EXAMPLE 2.1. Sketch the line having the equation 5x - 12y = 26. Also find 
the distance between this line and the origin and the distance between this 
line and the point (3, 2). 

Solution. In order to sketch this line we can first solve for y. Thus we 
obtain Y = (5/12)x - (26/12). From this we see that the line has a y-intercept 
of (- 26/12) and a slope of (5/12). We first indicate the y-intercept in Figure 
B.7 as the point where the line intersects the y-axis. We next obtain the line 
with the correct slope by going one unit to the right and then permitting y 
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to change by the amount of the slope, that is 5/12. This is also shown in 
Figure B.7. 

We can find the distance from the origin through the use of (B.2.5). In 
this case we have d = 26/J52 + 122 = 26/13 = 2 units. This distance is 
also indicated in the figure. Now to find the distance from the point (3, 2), 
we can use (B.2.6) and we will have the distance 

(5)(3) - (12)(2) - 26 - 35 
13 ~. 

Therefore there is a distance of 2 units from the origin and a distance of 
(35/13) units from the point (3, 2) to the line. If one wishes to make the sign 
of the radical in the denominator the same as the sign of the constant term, a 
positive sign would indicate that the point in question and the origin are on the 
same side of the line with which we are concerned. A negative sign in this 
instance would indicate that the point and the origin are on opposite sides 
of the line. If we wished to obtain this additional information in this case, 
we would have had to make the denominator negative since the constant 
term appeared in the numerator with a negative sign. In this case our distance 
would have been positive, indicating that (3,2) and the origin are on the 
same side of the line, as indicated in Figure B.7. 

EXERCISES 

1. Find the equation of each of the lines determined by the given point and the given 
slope. Sketch each of the lines. 

(a) (2, 3) and slope - 2 
(b) ( - 1, 2) and slope 2/3 
(c) (1, -1) and slope 0 
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(d) (3,2) and non-existent slope 
(e) (-2, -3) and slope 3 
(f) (0, 2) and slope - 2/3 
(g) (3, 0) and slope - 7/3 
(h) (0, 0) and slope - 2 
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2. Find the equation of the lines determined by each pair of points. Sketch the lines. 

(a) (2,3) and (1, -1) 
(b) (-2,3) and (3, -2) 
(c) (2, - 1) and ( - 2, - 1 ) 
(d) (-2, -1)and(-2,1) 
(e) (2,0) and (0, 3) 
(f) (4, 0) and (0, - 5) 
(g) (a, 0) and (0, b) 
(h) (0,0) and (2, -2) 

3. Graph each of the following lines: 

(a) 2x - 3y = 6 
(b) 3x + y = -7 
(c) 2x + 5y + 10 = 0 
(d) llx - 5y - 13 = 0 
(e)4x=17 
(f) 2y + 5 = 0 
(g)x=y 
(h) x + y = 0 

4. (a) Find the slope of 3x - 4y = 7 and sketch the line. 
(b) Find the slope of 2x + y = 5 and sketch the line. 
(c) Find the point of intersection of the lines of parts (a) and (b). 
(d) Find the angle formed by going counterclockwise from the line of part (a) to 

the line of part (b). 
(e) Find a point other than the point of part (c) which is the same distance from 

the line of part (a) as from the line of part (b). 
(f) Find the equation of the line joining the point of part (c) to the point of part (e). 
(g) Show that the line of part (f) bisects one of the two angles formed by the lines 

of parts (a) and (b). 
(h) Find the equation of the line through the point of intersection of part (c) which 

is perpendicular to the line of part (f). 
(i) Show that the line of part (h) bisects the other one of the two angles formed by 

the lines of parts (a) and (b). 

5. (a) Find the distance from (1, - 2) to the line 2x - 3y = 13. 
(b) Find the equation of the line through (1, - 2) perpendicular to the line 

2x - 3y = 13. 
(c) Find the point of intersection of the line of part (b) and the line 2x - 3 y = 13. 
(d) Find the distance between (1, - 2) and the point of part (c). 
(e) Compare the result of part (d) with that of part (a) and explain their equality or 

lack of equality. 
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6. Find the equation of the perpendicular bisector of the segments joining each of the 
following pairs of points and sketch the graph of the segment and the perpendicular 
bisector. 

(a) (2,3) and (5, -1) 
(b) (-2, -4) and (6,0) 
(c) (-2,3) and (3, -1) 
(d) (0,0) and (2, -4) 
(e) (2,2) and (6, 2) 
(f) (-1, -5)and(-1, -9) 
(g) (1.1)and(-1, -1) 
(h) (-2, -3) and (-4, -6) 

B.3 Circles 

The circle is defined as the path of all points located at a given distance from 
a fixed point called the center of the circle. The given distance is called the 
radius. Thus, if we have the point (Xl' YI) and the distance r, we would have 
all points on the circle (x, y) described by the relation 

(x - XI)2 + (y - YI)2 = r2, (B.3.1) 

where we have squared both sides of the distance formula in order to avoid 
square roots. If the center were located at the origin, this would reduce to 

(B.3.2) 

Note that in (B.3.1) we had essentially moved the circle from the position 
with center at the origin, as given in (B.3.2) to the position in which the center is 
at (Xl' YI) by replacing x by (x - Xl) or in other words starting all x-measure­
ments from the value Xl' and similarly replacing Y by (y - YI) or starting 
all y-measurements from YI' When we have moved the curve in question 
either horizontally or vertically, (or some of each) but without any rotation 
or distortion, we say that we have translated the curve. This is equivalent 
to considering the curve relative to a new origin, which is generally not 
drawn in. It is possible to consider all circles as though they were of the form 
X2 + y2 = r2, with the provision that there may be a translation. 

If we are given the equation of a circle, we can locate it on the graph 
by reversing our procedures. Thus, if we are given the equation 

X2 + y2 + 4x - 6y = 12, 

we can write 

(X2 + 4x + 4) + (y2 - 6y + 9) = 12 + 4 + 9 

or 

(X + 2)2 + (y - 3)2 = 25. 
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x 

Figure B.8 

This is apparently a circle, and the radius is 5. Since the expression (y - 3) 
is zero when y = 3, the y-coordinate of the center must be 3, a fact which 
could easily be deduced by comparing with (B.3.1). When (x + 2) is zero, 
we have x = - 2, and we note that in fact (x + 2) = (x - ( - 2», whence 
the x-coordinate of the center is - 2. Therefore, the center is located at 
( - 2, 3) and we can easily draw the circle as shown in Figure B.8. Since 
(B.3.l) represents the most general case of the circle, we see that the most 
general equation of the circle in expanded form will contain both x2 and 
y2, and they must appear with equal coefficients. It is not possible to have a 
term here containing the product (xy). Therefore, if we have a circle we will 
always have the type of equation given above in which we can complete 
the square and the above procedure can be followed. 

EXERCISES 

1. Find the equation of the circles having the center and the radius as indicated: 

(a) (- 2, 3) with radius 4 
(b) (5,2) with radius 5 
(c) (0,4) with radius 4 
(d) (-2, -4) with radius 3 
(e) (1, -1) with radius 5 
(f) (3, 3) with radius 3 
(g) (- 5, 0) with radius 5 
(h) (- 3, - 4) with radius 5 

2. Graph each of the following circles. 

(a) x2 + i - 9 = 0 
(b) x2 + i - 4x + 12y + 4 = 0 
(c) x2 + i-lOx + 26y = 0 
(d) x2 + y2 - 4x + 6y - 13 = 0 
(e) x2 + i + 5x - 7y = 25 
(f) 2x2 + 2y2 - 5x + 6y - 50 = 0 
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3. (a) Find the points of intersection of the circles x 2 + y2 - 2x - 4 = 0 and 
x2 + l - 6x - 7 = O. 

(b) Find the equation of the line through the two points found in part (a). This line 
is called the radical axis of the two circles. 

(c) Subtract the second equation of part (a) from the first in order to obtain a first 
degree equation. 

(d) Compare your result in part (b) with your result in part (c). 
(e) Explain the similarity or lack of similarity of the two results compared in 

part (d). 

4. Find the radical axis for each of the following pairs of circles. Sketch the circles and 
the radical axis in each case. 

(a) x 2 + y2 = 25 and x2 + y2 - 6x - 4y - 12 = 0 
(b) x2 + l- 4x = 0 and x 2 + y2 - 4y = 0 
(c) x2 + l - 2x + 2y - 14 = 0 and 4x2 + 4y2 - 4x - 4y - 14 = 0 

5. (a) Find the two points of intersection of x 2 + y2 - 4x - 6y = 24 and x 2 + y2 -
8y = O. 

(b) Find the perpendicular bisector of the segment joining the two points of part (a). 
(c) Find the equation of the line through the centers of the two circles of part (a). 
(d) Compare the results in parts (b) and (c). 

6. An equation such as x 2 + y2 + 16 = 0 is the equation of what is sometimes called 
an imaginary circle. Explain what is meant by this term. Also indicate how you can 
be sure that there are no pairs of coordinates that satisfy this equation. 

7. Any line with equation y = mx + 2 passes through the point (0, 2). 
(a) Find m such that the line through (0, 2) intersects the circle x 2 + y2 + 4x + 6y -

12 = 0 in just one point. 
(b) Show that the two values of m you obtain in part a give two lines, each of which 

is tangent to the circle. 
(c) Sketch the graph of the circle and the two lines of part (b) to show that these 

lines are tangent to the circle. 

B.4 The Conic Sections 

We will now turn our attention to a family of curves which have one property 
in common. In each case there is a fixed point called the focus and a fixed 
line which does not pass through the focus. We call the line the directrix. 
The curves which we will discuss have the property that for each point on 
the curve the ratio of the distance from the focus to the distance from the 
directrix will be constant. The constant will vary from curve to curve, but it 
will be a constant for any given curve. This constant is called the eccentricity. 
Since we can always translate a curve we will derive the equations of these 
curves only for the locations which are most convenient from the standpoint 
of algebra. In the first case we will start with an eccentricity of one. The 
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Figure 8.9 

directrix will have the equation x + a = 0 and the focus will be located at 
coordinates (a, 0). This is shown in Figure B.9. The directrix is vertical, and 
the focus is on the x-axis. Since the eccentricity is one, we desire the equation 
which will describe all points whose location is such that the points are 
equally far from the directrix and from the focus. If (x, y) is such a point, 
the distance from the directrix, since this is measured horizontally, is 
(x - (-a)) = (x + a). (Note the advantage we gain by picking the directrix 
as a vertical line.) The distance from the focus is [(x - a)2 + y2]l/2, using 
the distance formula from Section B.l. Since the requirement for acceptable 
points is that these two distances be equal, we have 

[(x - a)2 + y2]l/2 = (x + a). 

Squaring both sides gives 

x2 - 2ax + a2 + y2 = x2 + 2ax + a2. 

Now the merits of our selection of directrix and focus appear, for upon 
simplifying, we have 

y2 = 4ax. (BA.l) 

We note at once that if a> 0, we cannot have any negative values of x, for 
this would require that y2 < O. This is not possible for real values of y. 
Furthermore, we note that for any acceptable value of x we have two values 
of y, one positive and one negative, except for the case x = 0 in which we 
have y = +0 and y = -0, and hence a single point. This curve is called 
the parabola. In this case we were given the fact that 

focal distance . . 1 ------.--.- = eccentncIty = . 
distance from dIrectnx 

(BA.2) 
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The point on the parabola nearest the directrix, namely (0, 0), is called the 
vertex. If the vertex is moved by translation to (Xl, Yl) we have 

(B.4.3) 

It is possible to have the parabola open along the y-axis instead of along the 
x-axis. In this case the role of the two variables is reversed, giving us 

(x - Xl)2 = 4a(y - Yl). 

After multiplication we find that we have a term involving x 2 or y2 but not 
both. All other terms are of first degree. This is a clue for recognizing a 
parabola, and it is also a clue for determining which parabola we have. 
Suppose we are given the equation 

x2 + 4x + 8y = O. 

Upon completing the square in a manner similar to that used for the circle, 
we have 

(x + 2)2 = -8y + 4 = -8(y - (1/2». 

Thus we know that the vertex is at the point ( - 2, 1/2), and the value of a 
is - 2. Furthermore, the axis of the parabola is vertical, and since a is neg­
ative, the focus must be below the vertex. This parabola is drawn in Figure 
B.IO. We have also shown the focus and directrix. 

It might be interesting to note that the headlights on a car have a reflector 
in the form of a paraboloid of revolution with the filament located at the 
focus. This causes, except for stray reflections, all light rays to reflect parallel 
to the axis of the parabola, and hence to remain concentrated as they shine 
down the highway. There are many other uses of the parabola. Consequently, 
this is a curve one sees often in applications. 

We now proceed to the case in which the eccentricity is a positive number 
other than one. Again we select a convenient location on the axes for the 

y 

Di. 5 rectlX Y ="2 

Vertex (-2,~) 

x 

Focuse( -2'-~) 

Figure B.10 
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purpose of simplifying the derivation since translation will permit us to use 
other locations as we see fit. This time we select as focus the point (c, 0) and 
as directrix the line x = a2 I c. This is shown in Figure B.l1. We will let our 
eccentricity be cia. Now if (x, y) is a general point, we have the distance from 
the directrix given by «a2/c) - x) and the focal distance is [(x - C)2 + y2r/2. 

Thus, we have 

Upon simplification, we obtain 

c 

a 

a[(x - cf + y2r/2 = (a 2 - cx). 

Squaring both sides, we have 

a2x 2 - 2a2xc + a2c2 + a2 y2 = a4 - 2a2xc + C2X 2 • 

This reduces to 

(a 2 - C2 )X2 + a2y2 = a2(a 2 - c2 ). (BAA) 

Note, incidentally, that whether we used «a2/c) - x) or (x - (a 2c)) made no 
difference, for we squared this term in our derivation, and both expressions 
have the same value for their square. 

We now come to a moment of decision. We have drawn Figure B.ll as 
though c < a, but we have said nothing that would fail if c > a. We observe 
that if c > a, the focus would be further from the origin than the directrix. 
The point (x, y) would be changed, too, of course, to correspond to the 
change in relative position of the focus and directrix. Note that if the eccen­
tricity were one, that is c = a, then the equation would reduce to a2y2 = 0, 
or equivalently we would have only the x-axis. In this case, however, using 
the assumptions for Figure B.ll, the focus would be a point on the directrix, 
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and this would be the only set of points obeying the conditions of our prob­
lem. (This would be a degenerate parabola.) We will, then, ignore the case 
where c = a, and take in turn the other two cases. If c < a, then (a2 - c2) > 0, 
and we can replace this cumbersome expression by b2 , knowing that b is a real 
number. Hence, we have 

x2 y2 
a2 + b2 = 1. (B.4.S) 

This is the standard form for the ellipse. The focus is located at (c,O), but 
since a2 = b2 + c2, this can be written (J a2 - b2,0). In view of the sym­
metry of this curve with respect to both the x-axis and the y-axis as evidenced 
by the fact that if (x, y) is a point on the curve, so are (x, - y), (-x, y) and 
(-x, - y), we see that there should be another focus and another directrix 
located symmetrically with respect to the y-axis. The ellipse has the in­
teresting property that the sum of the distance from any point on the ellipse 
to one focus plus the distance from the point to the other focus is a constant, 
and is equal to 2a. The distance a is called the semi-major axis and the distance 
b is called the semi-minor axis. The ends of the major axes are called the 
vertices. 

As indicated before, we can obtain any ellipse with horizontal and vertical 
axes from (B.4.S) by translation, with the understanding (not difficult to see) 
that if the denominator of y2 in standard form is larger, the ellipse looks 
like an egg standing on end. Consider the equation 

4x2 + 9y2 - 16x + 18y - 11 = 0. 

We can complete the square and obtain 

4(x2 - 4x + 4) + 9(y2 + 2y + 1) = 11 + 4(4) + 9(1) = 36, 

whence we have 

(x - 2)2 (y + 1)2 = 1 
9 + 4 . 

This is an ellipse with center not at the origin, but at the point (2, -1), and 
having a semi-major axis of 3 and a semi-minor axis of 2. The distance from 
the center to the focus is J9--=--4 = y's. The graph is shown in Figure B.12. 
Note that if you start at the center, draw in the axes of the ellipse and find 
the ends of the major and minor axes, it is rather easy to draw this figure. 
Note the location of the foci (plural of focus) and the right triangle that can 
be used to establish the location of a focus. A similar construction would 
hold for an ellipse with a vertical major axis. We obtain the ellipse provided 
we have both x2 and y2, and they have coefficients of the same sign. The 
circle can be considered a special case of the ellipse in which the two foci 
have come together and coincided. Here, since c = 0, we would have an 
eccentricity of zero. 
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We now take up the case in which c > a. Here we have c2 - a2 > 0, and 
we could replace c2 - a2 by b2 to obtain, upon simplification, 

x2 y2 
a2 - b2 = 1. (B.4.6) 

In this case we note that c2 = a2 + b2 , and our eccentricity is greater than 
one. This yields an hyperbola having a semi-transverse axis of a and a semi­
conjugate axis of b. The semi-transverse axis is determined here not by size, 
but by the fact that it is the square root of the denominator of the positive 
term when the equation is in the standard form indicated by (B.4.6). The 
ends of the transverse axis are called the vertices. We will now consider the 
equation 

4x2 - 9y2 - 16x - 18y - 29 = 0. 

If we complete the squares, as before, we obtain 

or 

4(x2 - 4x + 4) - 9(y2 + 2y + 1) = 29 + 4(4) - 9(1) = 36 

(x - 2)2 _ (y + 1 )2 = 1 
94' 

As shown in Figure B.13, this gives us an hyperbola with center at (2, -1) 
and with a horizontal axis. The semi-transverse axis is 3 and the semi­
conjugate axis is 2. Since we obtain c2 by c2 = 32 + 22 , we would con­
struct the right triangle somewhat differently from the method used in 
the case of the ellipse. Here we have made a rectangle using the points at 
the ends of the semi-axes, and have drawn the diagonals of the rectangle. 
These are the asymptotes of the hyperbola. The hyperbola approaches them 
as it gets further from its center. Note the placement of the foci, as indicated 
by the arc of the circle. As for the asymptotes, we might observe that if we 
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were to divide both sides by x2 (and this is all right, since we will be con­
sidering what happens as x increases in size), we will obtain 

1 y2 1 
a 2 - b2x 2 x 2 ' 

As x increases the right hand side assumes insignificant proportions. Hence, 
we would have essentially the equation 

1 y2 
a2 - b2x 2 = O. 

Upon factoring and clearing fractions, we have (bx - ay)(bx + ay) = O. 
Each of these factors gives a line through the center, and these are the two 
asymptotes. We have used the standard form here, but the translation re­
quired for our examples would easily yield the two equations 

2(x - 2) - 3(y + 1) = 0 

and 
2(x - 2) + 3(y + 1) = 0 

as the equations of the asymptotes. Since for all values the product 

(bx - ay)(bx + ay) 

would have to be positive, this would tell us that although the curve gets 
closer to these lines, the points on the curve must always be such that this 
product is positive, and hence in the region shown in Figure B.13. 

The three curves, the parabola, the ellipse with its special case of the 
circle, and the hyperbola were known to the Greeks to be related to the cone. 
This can be shown by taking a right circular cone with its two parts (or 
nappes), and cutting the cone with a plane as in Figure B.14. If the plane 
cuts the cone perpendicular to the axis we have the circle. If the plane is 
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circle 

Figure B.14 

such that it cuts completely across one of the nappes, but is not perpendicular 
to the axis, we would have an ellipse which is not a circle. If the plane is 
parallel to the edge of the cone (technically an element of the cone) then 
we see that the plane would never go completely through one nappe, nor 
would it ever cut the other nappe. This would give a parabola. If the plane 
were to cut both nappes, then we would have the hyperbola. If you are very 
energetic, you might take some paper and make a cone, being sure to make 
both nappes, and then draw the curve of intersection which a plane would 
make with the cone to illustrate these curves, called the conic sections. 

Note from the standpoint of the equations that if we have either x2 or y2 
but not both, the equation can be reduced to a parabola. If we have both 
x2 and y2 and if their coefficients have the same sign, we have an ellipse. 
If the coefficients are equal we have a circle. If we have opposite signs for 
the coefficients, we have the hyperbola. This is all based on the absence of a 
term involving the product (xy). If such a product term is present, then these 
rules are no longer valid, and we will see how to handle this in the last 
section of this appendix. 

EXERCISES 

1. Find the equation of the parabolas having the indicated properties. 
(a) Focus (2,0) and directrix x + 2 = 0 
(b) Focus (2, 3) and directrix y = 5 
(c) Focus (-2,1) and directrix x + 8 = 0 
(d) Focus (3, 3) and vertex (3, 2) 
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(e) Focus (0, 2) and directrix y - 4 = ° 
(f) Vertex (2, 3) and directrix x + 1 = ° 
(g) Focus (1, -1) and vertex (-1, -1) 

2. Sketch the graph of each of the following: 
(a) x 2 = Sy 
(b) y2 = 6x 
(c) x 2 - 6x - 2y + 1 = ° 
(d) 4y2 + 4x - 20y + 25 = ° 
(e) 2x2 + 4x - 5y + 7 = ° 
(f) x2 + 2x - 6y - 17 = ° 

Appendix B. Analytic Geometry 

3. (a) Find the points at which the line x = a intersects the parabola y2 = 4ax. 
(b) Find the distance between the two points found in part (a). The segment between 

these points is called the latus rectum of the parabola. 
(c) Find the distance of each of the points of part (a)from the focus and also find the 

distance from the directrix. 
(d) Show that the points at the end of the latus rectum satisfy the definition of the 

parabola. 

4. Find the equation of the ellipses having the indicated properties: 
(a) Center at (0,0), focus at (0, 3) and semi-major axis of length 5. 
(b) Focus at (3,1), center at (3, -1) and semi-major axis 4. 
(c) Foci at (3, 1) and (3, 5) with semi-minor axis 4. 
(d) Vertices (0, 4) and (0, - 2) with focus at (0, 3). 

5. Sketch the graph of each of the following: 
(a) x 2 + 4y2 = 16 
(b) 9x2 + y2 = 9 
(c) 4x2 + 5y2 - SOy + 300 = ° 
(d) 2x2 + 3y2 - 4x - 12y + 14 = ° 
(e) 9x2 + 4y2 - 36x + Sy + 4 = ° 
(f) 25x2 + 16y2 + 150x - 96y = 31 

6. Find the equation of the curve and sketch the curve such that the distance from 
(0, 3) to a point (x, y) on the curve plus the distance from (x, y) to (S, 3) is always 
equal to 10. 

7. Find the equation of the hyperbolas having the indicated properties. 
(a) The foci are (5, 0) and (- 5,0) and a vertex at (3, 0) 
(b) A focus at (0, 10) and vertices at (0, 6) and (0, - 6) 
(c) Foci at (2,1) and (-2,1) with semi-transverse axis of 1 
(d) Focus at (4,4) with asymptotes y = x + 4 and y = -x + 4. 

S. Sketch the graph of each of the following: 
(a) x 2 - 4y2 - 4 = ° 
(b) x2 - 4y2 + 4 = ° 
(c) x2 - 2y2 - 6x - 4y + 7 = 0 
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(d) 4x2 - 9y2 - 8x - 36y = 68 
(e) x2 - 4y2 - 2x - 12y + 8 = 0 
(f) 4x2 - 9y2 - 16x - 54y - 101 = 0 

9. Sketch each of the following curves: 
(a) 4x2 + 4y - 4x - 3 = 0 
(b) 4x2 + 4y2 - 4x + 4y - 7 = 0 
(c) 4x2 + y2 - 4x + 4y - 11 = 0 
(d) 4x2 - l - 4x + 4y - 19 = 0 
(e) 4x2 - y2 - 4x + 4y + 13 = 0 

B.5 More Complicated Curves 
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We have discussed the problem of drawing the graphs of curves determined 
by equations of first and second degree (provided there is no xy term in the 
second degree equations) for the case involving rectangular coordinates. 
We will now take a rather brief look at curves having somewhat more com­
plicated equations. (We will reserve the case of the second degree curves 
with the xy term for the last section of this appendix.) We will not attempt 
a detailed analysis as we did in our treatment of the conic sections, but we 
will look for certain helpful hints that can be determined from the equation. 
Then with a bit of sleuthing we will attempt to see where the curve would 
have to go. Of course, it is always possible to plot a large number of points 
and then draw the curve, but this is tedious, and it is usually sufficient to have 
a rather decent idea of the general shape of the curve. We will proceed via 
the method of looking at examples. 

EXAMPLE 5.1. Sketch the graph of y = x/(x2 + 1). 

Solution. First we will find where this curve crosses the axes. We note 
that if x = 0, then y = 0, and similarly if y = 0, then x = 0. Consequently 
the only point at which the graph crosses either axis is the origin. Secondly, 
we will note that if the point (x, y) is a point on the graph (that is if we sub­
stitute coordinates (x, y) in the given equation, the equality holds), then 
(-x, - y) is also a point on the graph by direct substitution. Thus, if we 
can draw half of the curve, the other half can be obtained by drawing line 
segments from any point on the curve to the origin, extending them an equal 
length on the other side of the origin, and thus obtaining another point on 
the curve. We also note that if x> 0, then y > 0, and if x < 0, then y < 0. 
This latter information can be deduced by merely noting that if x > 0, 
then y > 0, for the symmetry with respect to the origin would then yield 
the information concerning negative values. We also note that as x gets 
larger, either in the positive or negative direction-hence, if x gets larger in 
absolute value-then y gets closer to zero, for the denominator will be larger 
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than the numerator in absolute value. Thus, the curve approaches the x­
axis both on the right and on the left as I x I increases, and the x-axis is an 
asymptote. Finally, we observe that since 

x 2y - x + y = 0, 

we have 

1 ± Jl - 4y2 
x = --"-:------'--

2y 

indicating that we should not have 1 - 4y2 < 0, since we must take the 
square root of this quantity. Hence I y I ::; 1/2. When I y I = 1/2, we have 
I x I = 1. Hence we have the points (1, 1/2) and (-1, -1/2) as the highest 
and lowest points on the graph, respectively. With all of this information, 
we have sketched the curve in Figure B.15. Note that no points are used in 
the second and fourth quadrants, for we found that x and y must have the 
same sign. We also found that the only time that the curve intersected an 
axis was at the origin, and that the x-axis is an asymptote. Thus, with a 
minimum of point plotting, we have drawn the curve, known in mathematical 
literature as the serpentine curve. 

EXAMPLE 5.2. Sketch the graph of y = X4 - x 2 • 

Solution. Here we note that if y = 0, we have X 2(X 2 - 1) = ° and x = 0, 
x = 1, or x = -1. Thus, the curve crosses the x-axis at three points, namely 
(0, 0), (1, 0), and ( -1,0). If x = 0, then y = ° and we have not added any 
new intercepts to the list. If (x, y) is a point on the curve, then (-x, y) is 
also a point on the curve, and hence we have symmetry with respect to the 
y-axis. (That is to say, if we drew the right hand half of the curve and put a 
mirror on the y-axis, the reflection of the right hand half in the mirror would 
give us an exact picture of the left hand half.) This means that we only need 
to draw one half of the curve, and we can then use reflection. We have in­
dicated this in Figure B.16 by drawing the left hand side in with dashes 
rather than as a solid curve. In this case we have no asymptotes, but we 
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Figure B.16 

note that since y = x2(x + l)(x - 1), y > ° provided x > 1 or x < -1, 
for then either four factors are positive, or exactly two are positive and the 
remainder negative. On the other hand, in the interval ( -1, 1) on the x­
axis, we see that we have (x + 1) > 0, but (x - 1) < 0, and so y < ° in 
this interval. Hence, we have the graph sketched in Figure B.16. Note again 
that we have been looking for pertinent information, and then combining 
the facts we have found to draw a sketch of the curve in question. 

In the case of curves defined by equations of an algebraic nature, we will, 
if possible, find the intercepts, whether there is any symmetry (and there 
frequently is none), whether there are any areas that we can easily rule out 
as not containing the graph (such as we have done by indicating when y > ° 
and when y < 0), and by determining any asymptotes that we can find easily. 
If there are values of x for which y is not defined, one should be alert for the 
possible existence of an asymptote. All in all, there are no direct rules that 
can be applied in all cases, but there are certain things we can look for. 
These are frequently helpful, perhaps in combination with some plotted 
points, in sketching the graph. 

We now turn our attention to a non-algebraic case, just to illustrate that 
the same type of reasoning will be of assistance in this case also. 

EXAMPLE 5.3. Sketch the graph of y = tan x. 

Solution. We note that y fails to exist if x is an odd integer multiplied by 
n12. Since y fails to exist at these points due to the fact that as x approaches 
one of these values from either side the tangent of x increases in absolute 
value without limit we find that we have an asymptote at each such point. 
We also observe that if x = nn, when n is an integer, then y = 0, whence we 
have an infinite number of intercepts, each separated from its nearest neigh­
bor by n units. It is also true, since tan( - x) = - tan x, that this curve is 
symmetric with respect to the origin, as was the curve in Example 5.1. 
Finally, we note that if x is in the interval (0, n12) (n, 3nI2), (2n, 5nI2), 
( -n, nI2), etc., then y > ° and for the intervening intervals y < 0. In other 
words, y > ° for any interval corresponding to angles in the first and third 
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Figure B.17 

quadrants, and y < 0 for angles found in the second and fourth quadrants. 
The periodic nature of y = tan x would also indicate that we should expect 
repetition every 2n units along the x-axis. The sketch is shown in Figure 
B.l7. Again we have taken advantage of the information we could glean 
concerning intercepts, symmetry, areas in which the curve could not exist, 
and asymptotes. These are always good things to check, and with the in­
formation thus obtained, it is usually much easier to sketch the curves. 

EXERCISES 

1. Sketch the curve x 2y - 2x2 - 16y = 0 

2. Sketch the curve y + x2 Y = 1 

3. Sketch the curve y = X 2/3 

4. Sketch the cUrve y = cosh x. [cosh x = (eX + e- X)/2.] 

5. Sketch the curve x3 - x 2y + y = 0 

6. Sketch the curve y = x(x - l)(x - 2) 

7. Sketch the curve y2 = x(x - l)(x - 2) 

8. Sketch the curve y = 2x + (l/x) 

9. Sketch the curve y = x3 - 4x2 + 4x 

10. Sketch the curve y = (x2 - l)/x 

11. Sketch the curve y = (x2 - 1)/(x2 - 4) 

12. Sketch the curve y = X 3/2 

13. Sketch the curve y = X4 - 2 

14. Sketch the curve y2 = X4 - 16 
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15. Sketch the curve y = x2/(x - 1)2 

16. Sketch the curve y = x 3/(x + 1)2 

17. Sketch the curve y2 = X4 

18. Sketch the curve x3 + y3 = 6xy 

19. Sketch the curve x2y + 4y - 16x = 0 

20. Sketch the curve y = x(x - 1)2(x - 2)3(X - 3)4 

21. Sketch the curve y = x(x - 1)(x - 2)(x - 3) 

22. Sketch the curve y2 = x(x - l)(x - 2)(x - 3) 

23. Sketch the curve y = x2 + (l/x2) 

24. Sketch the curve l = x2 + (l/x2) 

25. Sketch the curve y = sin x + cos x 

26. Sketch the curve y = x + sin 2x 

27. Sketch the curve y = tan x - sec x 

28. Sketch the curve y = e- x cos x 

29. Sketch the curve y = In x 

30. Sketch the curve y = x + In x 

B.6 Polar Coordinates 

There are many instances in which information is better expressed in terms 
of a coordinate system other than the rectangular coordinate system. In 
particular the polar coordinate system is often used. In polar coordinates we 
replace the origin with a pole, and from this pole we draw a ray, usually 
toward the right. This ray represents the positive portion of the polar axis. 
The length of the radius vector, denoted by r, is measured along this ray 
with positive distances to the right and negative distances to the left. The 
point thus plotted is thep moved as though the entire plane were rotated 
through a central angle, 0, about the pole. We denote the polar coordinates 
of the point by the ordered pair (r, 0). For problems relating to the calculus 
o is usually measured in radians, but the angle is a geometric entity and can 
be measured in such units as seem appropriate to the occasion. The plotting 
of points is illustrated in Figure B.18, where we have indicated points with 
positive angles, negative angles, and negative measurements for the radius 
vector. In polar coordinates it is possible to describe a single point with 
more than one pair of coordinates. For instance, the point (2, -(n/4)) in 
Figure B.18 could equally well be described by (-2, (3n/4)) or (2, (7n/4)). 
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Figure B.18 

The coordinates might be important in the functions which determine such 
points, but geometrically these all give the same point. This is confusing 
at times, but convenient at other times. By contrast, you remember we had 
a one-to-one correspondence between points and coordinates in the case 
of the rectangular coordinate system. 

It is frequently convenient to establish a relationship between the two 
coordinate systems we are using in this Appendix. In order to do this, we 
will place the pole over the origin and place the polar axis along the positive 
x-axis. We note in Figure B.19 that for any point, P(x, y) = per, fJ), we have 
a triangle for which the x distance is the horizontal side, the y distance is the 
vertical side, the r distance is the hypotenuse, and fJ is the angle with vertex 
at the pole. Since this is a right triangle, we have the relations 

x = r cos fJ 

y = r sin fJ 
(B.6.1) 

and 

(B.6.2) 
fJ = arc taney/x). 

y 

P(x, y) 

x 

A 

Figure B.19 
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Figure B.20 

These relations enable us to obtain the polar coordinates of a point for which 
rectangular coordinates are given and vice versa. It is necessary, of course, 
to be aware of the coordinate system in which one is working. If it is not 
clear whether polar or rectangular coordinates are being used, a specific 
statement should be made to remove any doubt. As a rule if the coordinates 
are given in the polar system, we will express our angles in fractions of n, 
and this will serve as a tip-off. In this section we will be using polar coordinates 
unless we specifically state otherwise. 

We now tum to the equation of a line. We start with the line x = a, or in 
polar coordinates r cos fJ = a. We could have obtained the same equation 
by noting that if we are given the vertical line, crossing the polar axis at a 
distance a from the pole, then an arbitrary point on the line would have 
coordinates determined by r = a sec fJ. But this is equivalent to r cos fJ = a. 
If we note the construction in Figure B.20, and then note the dashed line 
obtained by rotating the figure through the angle IX, we see that we are now 
measuring the acute angle of the triangle by the difference (fJ 1 - IX), where 
subscripts are used to distinguish the points P and Pl' This gives the equation 
rl cos(fJ1 - IX) = a. The subtraction of a constant angle from fJ is much 
like translation in rectangular coordinates, for it changes the effective direc­
tion from which the angle is measured. This last equation can be expanded, 
and we will have 

rl cos fJ 1 cos IX + r1 sin fJ 1 sin IX = a, 

or in rectangular coordinates x cos IX + Y sin IX = a. Since the sum of the 
squares of the coefficients of x and of y is one, this is much like the polar 
form we had for rectangular coordinates, and we note that a is the distance 
from the pole (or origin). In case the line passes through the pole, we need 
only specify the angle fJ and we have the equation fJ = c where c is a constant. 

Later we will have more to say about replacing r by (r - b), but in general 
this is a much more difficult situation to handle than translation in rec­
tangular coordinates. The problem results from the fact that the measure­
ment would be diminished (or increased) in different directions dependent 
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upon the value of () used for the point in question. The rotation of graphs is 
very straighforward in polar coordinates, however, and we will use this 
again later on. 

EXERCISES 

1. Plot each of the following points: 

(a) (2,10/4) 
(b) (0,10) 
(c) (-1,10/4) 
(d) (3, 1110/6) 
(e) (- 3, 1310/6) 
(f) (2, - 510) 
(g) (- 3, 910/2) 
(h) (2, - 310/4) 

2. (a) Find the rectangular coordinates corresponding to (2, 10/3) in polar coordinates. 
(b) Find the polar coordinates corresponding to ( - 3, 3)3) in rectangular coordinates. 
(c) Find the rectangular coordinates corresponding to ( - 3, n/2) in polar coordinates. 
(d) Find the polar coordinates corresponding to (0,0) in rectangular coordinates. 

3. Sketch the lines 

(a) r cos e = 3 
(b)rcose= -2 
(c) r = 4 sec e 
(d) r = - 2 sec e 
(e) r sin e = 2 
(f) r sin e = -1 
(g) r = - csc e 
(h) r = 2 csc e 

4. Sketch the lines 

(a) r cos (e - (10/3» = 2 
(b) r cos (e + (n/6» = -1 
(c) r cos(e - (510/6» = 2 
(d) r cos(e - (1510/4» = -4 

5. Sketch each of the following lines 

(a) e = 0 
(b) e = 10 
(c) e = 7n/6 
(d) e = -1710/6 

6. Find the equations for the lines described in each of the following situations: 

(a) The line parallel to the polar axis and 4 units below it. 
(b) The line through the point (2, 10/3) which makes an angle of 510/6 with the polar 

axis, and which proceeds from upper left toward lower right on your graph. 
(c) The line perpendicular to the polar axis 3 units to the left of the pole. 
(d) The line which passes through the points (2, 0) and (4, n/2). 



B.7 Some Common Curves in Polar Coordinates 

7. (a) Convert r cos 0 = 4 to rectangular coordinates 
(b) Convert r cos(O - (nJ4» = .j2 to rectangular coordinates 

(c) Convert x + J3y = 5 to polar coordinates. 
(d) Convert 0 = nJ6 to rectangular coordinates. 
(e) Convert 2x - 3y = 0 to polar coordinates. 

B.7 Some Common Curves in Polar Coordinates 
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After the line, the circle is probably the simplest curve, and we will start 
our discussion of polar graphs with the circle. While it is possible to consider 
a circle placed in any position on the polar coordinate system, there is a 
distinct simplification if we restrict our attention to those circles for which 
the pole is either a point on the circle or else the pole is the center of the 
circle. In our brief description we will so restrict our discussion. 

If the center is at the pole, it is only necessary to specify the radius, and 
we have the equation r = c where c is a constant. This is shown in Figure 
B.2l. Let us now consider the equation of the circle which has its diameter 
along the polar axis, which passes through the pole, and which has diameter 
of length a. This is also shown in Figure B.2l. If we select a point P with 
coordinates (r, e) on the circle we can join P to the two ends of the diameter 
and have a right angle with vertex at P since this angle is inscribed in a semi­
circle. Therefore, we have a right triangle with an acute angle e, with the 
adjacent side of length r and the hypotenuse of length a. Hence, using the 
definition of the cosine, we have r = a cos e. If we were to rotate this circle 
through an angle a about the pole, we would have the equation r = 

a cos(e - a), and if the angle a = n12, this would become 

r = a cos(e - (nI2)) = a cos«nI2) - e) = a sin e, 
since the cosine is an even function. This gives the equation of the circle of 
diameter a which is tangent to the polar axis at the pole, and which is above 
the polar axis. You should take the time to consider what happens to the 
radius vector, r, as e makes a complete revolution. In the equation r = 
a cos e you will note that as e goes from - nl2 to nl2 we obtain a complete 
circle. As e goes from nl2 to 3nl2 we will repeat the same circle, for all values 

(a, 0) A 

Figure B.21 
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(a, 0) 

A 

of r will be negative in this latter half revolution. Therefore, each point is 
plotted twice if f} makes a complete revolution. We have a half revolution 
for which r ~ 0 and a half revolution for which r :;; O. 

We now consider the case of the equation r = a cos nf}. Here we see that 
when f} is {l/n)-th as big as it was formerly, we obtain the same value of r we 
obtained earlier. Thus, we have squeezed our circle of diameter a by pressing 
in from both sides in such a way that the squeezed curve occupies a sector 
with angular width n/n instead of the former width n. We have done nothing 
to reduce the maximum length of the radius vector, and consequently we 
have a curve that looks much like the petal of a flower. This is shown in 
Figure B.22. This is fine as far as it goes, but we must ask the question con­
cerning what happens as f} makes a complete revolution. You will remember 
that in the case of the circle we had a petal in the form of a circle that occupied 
a sector of angular width n. In the next sector of angular width n we had the 
same circle, but with negative values for the radius vector, and for this reason, 
the second circle was plotted on top of the first. In our squeezed situation, 
we can then expect that we will have 2n sectors (if n is an integer), each of 
width n/n, and in the sector which straddles the polar axis, that is the one 
including the value f} = 0, we will have positive values for the radius vector. 
The values of r will alternate from positive to negative and back to positive 
as we progress from sector to sector. If n is an even integer, we will find that 
we then fill in each sector, for the sectors in which r < 0 neatly fit in between 
the sectors in which r > O. On the other hand, if n is an odd integer, we find 
that the sectors in which r < 0 are so placed that the petals retrace those 
formed when r > O. Hence, in case n is an odd integer, we have 2n petals, 
but these appear as n petals, each of which is traced twice. 

This is what happened in the case n = 1, or in the case of the circle. If n 
is not an integer, then we have overlapping petals, but a finite number of 
them if n is rational, whereas we will find that we never come back to retrace 
a petal already drawn if n is irrational. For purposes of illustration we have 
indicated the order in which the petals appear in the graph of r = a cos 2f} 

in Figure B.22. Observe that the effect of multiplying a variable by a constant 
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Figure B.23 

in an equation is one of squeezing the space that is occupied as a result of 
the movement of that variable. If you would re-examine the equation of the 
ellipse in rectangular coordinates, you would find that this could have been 
obtained from the circle by the same type of squeezing effect where we 
squeeze by different ratios along the two axes. 

We now come to the case in which we replacer by(r - a). As we mentioned 
before, this produces weird results since the movement is in the direction in 
which r happens to be measured at the moment. Let us consider the equation 
r - a = a cos e,or r = a + a cos e. This can also bewrittenr = a(l + cos e). 
We observe that the coefficient of a can no longer be negative in this case, and 
hence we have lost the re-tracing ofthe curve that we had in the circle equation. 
In the right half plane we find that the length of the radius vector is more than 
a (and is 2a on the polar axis). However, in the left half plane we find that 
r < a, and r = 0 when e = n. The resulting curve is drawn in Figure B.23. 
This curve is called the cardioid, and from the heart shape it is rather easy to 
see why. If we attempted to investigate r = b + a cos e, obtained by re­
placing r by (r - b) in the circle equation, we would have had two cases 
depending on the relative values of a and b. If 1 b 1 > 1 ai, we see that r is always 
of one sign and we have a figure approaching the heart shaped figure of the 
cardioid, although it will not reach the pole at any point. This gives us the 
limacon without loop. On the other hand, if 1 b 1 < 1 ai, we have a sector in which 
r is negative, giving us a petal with an extreme radius vector of 1 a 1 - 1 b 1 in 
absolute value. The larger part of the curve would have a petal of maximum 
length 1 b 1 + 1 a I. This curve is called the limacon with loop. These two curves 
are shown in Figures B.24a and B.24b respectively. Note the effect of replacing 
r by what would constitute a translation modification in rectangular co­
ordinates, or would constitute an angular translation (or rotation) if applied 

(b - a,1I:) 
(a + b,O) 

A 

(a + b,O) 

A 

Figure B.24 
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rcosO=-p (,,0)..--

. A 
P \ 

\. 
"-

"- '- -
Figure B.25 

to e, is dependent upon the direction of the radius vector and therefore each 
point translates in a different direction. It follows, of course, that we can 
obtain the rotated rose curve, cardioids, and limacons by replacing e by 
(e - oc), as before. 

We now take a look at the conic sections, but only for the case in which a 
focus is at the pole. We will consider that the directrix is the line r cos e = 
- p where p is positive in Figure B.25. This is a vertical line p units to the 
left of the pole. Let us further assume that we have an eccentricity, e, and that 
e # O. Now the distance from the focus to the point on the conic is merely 
r, for the focus is at the pole. On the other hand, the distance from the point 
to the directrix is the distance p from the directrix to the pole plus the distance 
r cos e by which the point is further right than is the pole, or focus. Thus 
the distance from the point to the directrix is given by (p + r cos e). Using 
the relation (B.4.2) we have 

r 
----=e. 
p + r cos e 

2 

2 

Figure B.26 

2 

A 
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A 

Figure B.27 

With some algebraic manipulations this becomes 

ep 
r= . 

1 - e cos e (B.7.1) 

Note that if e < 1 the denominator cannot fail to be positive and hence 
there is no angle for which a value of r fails to exist, as shown in Figure 
B.26. This, you will remember, is the case of the ellipse. If e = 1, there is but 
one value where no finite length exists for the radius vector. This is the case 
of the parabola, Figure B.27. The direction for which r fails to exist will be 
the direction of the open end of the parabola or the axis of the parabola. 
If e > 1, we have two values of e in each revolution for which r fails to exist, 
as shown in Figure B.28. These two values divide the revolution into two 
intervals. In one of these intervals r > 0 and in the other r < O. This gives 
two distinct portions of the curve, both appearing on the same side of the 
pole (or focus). This gives the hyperbola. We repeat that p is the distance 
from the focus to the directrix. Rotation is again possible using an angular 
translation, as before. 

Figure B.28 
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A 

Figure B.29 

We now come to a type of curve which we did not attempt to describe 
in rectangular coordinates. This curve is the spiral. We are usually interested 
in one of two spirals. In the spiral, of course, one would expect to see the 
radius vector increasing in magnitude as the angle increases, and on each 
revolution the radius vector would be larger than on the preceding revolu­
tion. Hence, it should not be surprising to note that the equation r = ae 
would produce such a figure. This is called the spiral of Archimedes, and is 
shown in Figure B.29. In this spiral we see that if we start with e = 0, and 
let e increase, r increases by an amount 2an with each revolution. This is 
shown by the solid line. On the other hand if we start with e = 0 and let e 
decrease, then r will be negative. The absolute value of r will increase but 
r will remain negative. This half of the spiral is shown by the dashed curve. 
Note the points of intersection of the two spirals. These are points at which 
they coincide geometrically, but at which they do not have the same co­
ordinates, for on one curve both rand e are positive while on the other curve 
they are both negative. 

The final curve we will consider in this section is the logarithmic spiral. 
This curve has the equation 

Note here that r is always positive, but if e > 0 we have r > 1 whereas if 
e < 0 we have r < 1. Drawing a radius vector here does not produce equal 
segments between successive intersections with the spiral as in the case of 
the spiral of Archimedes, but rather as we recede from the pole the intervals 
between intersections are greater. This is shown in Figure B.30. Rather 
interestingly this spiral is the one favored by the lowly snail, for the simple 

A 

Figure B.30 
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reason that it is possible to have more snail with less shell using this spira1. 
If you find a snail shell with a significant variation from this pattern, it will 
indicate a significant perturbation in the growth cycle of the snail, and not 
a voluntary act on the snai1's part. 

EXERCISES 

1. Sketch each of the following curves: 

(a) r = 3 cos 8 
(b) r = 2 sin 8 
(c) r = - 3 sin 8 
(d) r = - cos 8 
(e) r = 3 cos 8 + 4 sin 8 
(f) r = 4 sin(8 - (11./6» 
(g) r = sin 28 
(h) r = cos 38 

2. Sketch each of the following curves: 

(a) r = -2 sin 58 
(b) r = - 3 cos 48 
(c) r = 2 cos(48/3) 
(d) r = 3 sin(38/2) 
(e) r = 2 cos 4(8 - (11./6» 
(f) r = 3 sin(48 - (11./6» 

3. Sketch each of the following curves: 

(a) r = 2 - 2 cos 8 
(b) r = 1 + sin 8 
(c) r = 2 cos 8 - 2 
(d) r = 3 + sin 8 
(e) r = 2 + 2 sin 8 
(f) r = 2 - sin 8 

4. Sketch each of the following: 

(a) r = 2 + 3 sin 8 
(b) r = 2 - 3 sin 8 
(c) r = 1 - 4 cos 8 
(d) r = 3 + 2 sin 8 
(e) r = 3 - 2 sin 8 
(f) r = 2 - 5 sin 8 

5. Sketch each of the following: 

(a) r = 2/(1 + cos 8) 
(b) r = 3/(1 - 2 cos 8) 
(c) r = 5/(1 - 0.4 sin 8) 
(d) r = 3f(2 - sin 8) 
(e) r = 14/(3 + 3 sin 8) 
(f) r = 5/(2 + 3 sin 8) 



690 

6. Sketch each of the following: 

(a) r = 0.58 
(b) r = 28 
(c) r = -8 
(d) r = eO.58 
(e) r = 2eO.28 

(f) r = 3e- 8 

Appendix B. Analytic Geometry 

7. (a) Find the polar equation of the parabola having its focus at the pole and having 
a directrix parallel to the polar axis and 2 units above the polar axis. Sketch 
the curve. 

(b) Find the polar equation of the ellipse for which one focus is at the pole and the 
corresponding directrix is parallel to the polar axis and 3 units below if the 
eccentricity is 0.5. Sketch the curve. 

(c) Find the polar equation of the conic section for which the eccentricity is 2 if one 
focus is at the pole and the corresponding directrix is perpendicular to the polar 
axis and three units to the left of the pole. Sketch the curve. 

8. (a) Convert the polar equation r = 3 cos 8 to rectangular coordinates. 
(b) Convert the polar equation r(1 + 2 cos 8) = 3 to rectangular coordinates. 
(c) Convert the rectangular equation 0.5In(x2 + i) = arc tan(y/x) to polar co­

ordinates and sketch the curve. 
9. (a) Sketch the spiral r = 38. 

(b) Find all of the points at which the portion of this curve for which r is positive 
intersect the branch for which r is negative. 

(c) Show the relation of the coordinates of the points of intersection of part (b). 

B.8 Rotation of Axes 

Throughout the discussion of polar coordinates you were reminded that it 
is possible to rotate the curve by the mere device of replacing e by (0 - oc), 
where oc is the angle of rotation. We should point out here that if oc > 0, 
this is tantamount to rotating the point for which 0 would have been zero 
in a positive direction to the point where e = oc. We would have obtained the 
same effect by keeping the curve in the same position but rotating the polar 
axis in the clockwise (or negative) direction, provided we returned later to 
straighten up the picture by again making the polar axis horizontal. There­
fore, to rotate the curve in the positive direction, we effectively rotated the 
axis in the negative direction. Conversely, if we would desire to rotate the 
axis in the positive direction, we should then replace 0 by (0 + oc). It is not 
our sole purpose here to discuss directions of rotation, but it is suggested 
that you draw sketches and satisfy yourself that what has been said is correct. 
Our concern here will be to see the effect of rotation on the rectangular 
coordinates of a point. In other words, if we were to start with the rectangular 
axes, x and y, indicated in Figure B.31, and were to consider axes designated 
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(x, y) 
(x', y') 

Figure B.31 
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x 

by x' and y' which have effectively been rotated through the angle ()(, we would 
like to know the relation between the coordinates (x, y) on the given system 
and the coordinates (x', y') on the system that has been rotated. If we think 
of replacing those pairs of coordinates which represent the same point by 
their polar equivalents (r, (}) and (r', (}I), we can then find the result very 
easily, for we see that 

Therefore 

and 

(}' = (} - ()(, or (} = (}' + ()(, and r' = r. 

x' = r' cos (}' = r cos«(} - ()() 
= r cos (} cos ()( + r sin (} sin ()( 
= x cos ()( + Y sin ()(, 

y' = r' sin (}' = r sin«(} - ()() 
= r sin (} cos ()( - r cos (} sin ()( 
= y cos ()( - x sin ()(. 

(B.8.1) 

These relations permit us to replace (x', y') with expressions involving x and 
y namely (x cos ()( + Y sin ()(, -x sin ()( + y cos ()(). In similar fashion, we can 
show that (x, y) would be replaced by 

(x' cos ()( - y' sin ()(, x' sin ()( + y' cos ()(). 

Thus we have the relations between the rectangular coordinates in the two 
axis systems. The two systems share the same origin, but one is rotated with 
respect to the other. 

We will close this appendix with an illustration which makes use of the 
result we have just derived. Consider the problem of drawing the graph of 
the curve determined by the equation 

36x2 - 24xy + 29y2 - 120x - lOy - 55 = O. 

This curve has some of the attributes of the conic sections in rectangular 
coordinates, but we have not yet handled a case in which we have an xy term 
present. Let us replace x and y by (x' cos ()( - y' sin ()() and (x' sin ()( + y' cos ()(), 
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respectively, as indicated by our development of the rotation relations. We 
will then see whether we can choose a value of IX such that we might make the 
xy term-or rather its new counterpart of x'y' -disappear. The algebra looks 
formidable, but not quite impossible. Hence, we obtain 

36(x' cos IX - y' sin 1X)2 - 24(x' cos IX - y' sin IX)(X' sin IX + y' cos IX) 

+ 29(x' sin IX + y' cos 1X)2 - 120(x' cos IX - y' sin IX) 

- lO(x' sin IX + y' cos IX) - 55 = O. 

Since we are interested in seeing whether we can eliminate the (x'y') term, 
we need only look at the portion of this expanded result which would com­
prise the coefficient of (x' y'). Thus, we would look at the middle term that 
results from the first term of the original expression, the middle term re­
sulting from the third term of the original expression, and the two terms that 
would involve (x'y') resulting from the multiplication of the second term. 
This coefficient of (x'y') will be 

- 72 sin IX cos IX - 24 cos2 IX + 24 sin2 IX + 58 sin IX cos IX. 

If we now attempt to find the value of IX which will make this zero, we might 
find it more convenient to divide the two sides of the equation in which we 
are interested by cos2 IX for this will reduce the complications to just the 
tangent function, and it is probably easier to cope with only one function 
at a time. We know that we are not dividing by zero, for if cos IX = 0, then 
we have IX = n/2, and the result would only be to rotate through a right 
angle, hardly something that would cause a major alteration in the equation 
of a conic section that has not already been considered in Section 4. Upon 
dividing by two this gives us the equation 12 tan2 IX - 7 tan IX - 12 = O. 
This can be factored and we obtain (4 tan IX + 3)(3 tan IX - 4) = 0, whence 
we have tan IX equal - 3/4 or 4/3. Note that these are negative reciprocals, 
and therefore the two choices for IX differ by exactly a right angle. This choice 
only affects which axis will be the x' -axis and which the y' -axis. We will 
arbitrarily select the angle having the positive tangent, and we can then 
find the required sine and cosine by drawing the triangle shown in Figure 
B.32. From this triangle we see that sin IX = 4/5 and cos IX = 3/5. We can 

5 4 

\CX 3 

Figure B.32 
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either go back to our very long equation and try to insure that we make 
no wrong substitutions, or we can start all over again, but this time with 
numbers. Most people seem to consider it easier to use numbers than the 
expressions for the trigonometric functions. We will do the re-substitution, 
for this also permits us to check our work from the beginning and insure 
that we have really found the angle IY. which will produce a zero coefficient 
for the (x' y') term. 

We now return to the original equation and use the substitutions 

Upon substituting we have 

3x' - 4y' 
x = -----'-

5 

4x' + 3y' 
y= 

5 

36Cx' ~ 4Y'Y _ 24Cx' ~ 4Y') (4X' ; 3Y') + 29 ex' ; 3Y'Y 
_ l2OCx' ~ 4Y') _ 1O(4X' ; 3Y') _ 55 = O. 

After multiplying and collecting terms this reduces to 

20(x'? + 45(y')2 - 80(x') + 90(y') - 55 = O. 

Before dividing all terms by 5, let's pause long enough to note that 20 + 
45 = 36 + 29, or in other words that the sum of the coefficients of x2 and 
y2 is equal to the sum of the coefficients of (X')2 and (y')2. If you are very 
daring you might show that this will always work. If we now divide this last 
result by 5, we obtain 4(X')2 + 9(y')2 - 16x' + 18y' - 11 = O. This is pre­
cisely the same equation we considered in Section 4 but for the fact that the 
curve is relative to the x' and y' axes instead of the x and y axes. Thus, we 
would obtain the sketch shown in Figure B.33. Note that we have indicated 

y' 

y 

/ 
/ 

x' 

x 

Figure B.33 
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the angle IX here. Since we know the size of angle IX geometrically in view of 
the work shown in Figure B.32, we should have no problem in making a 
careful drawing. 

In general if we have any second degree equation in rectangular co­
ordinates, we will obtain a conic section (or in certain cases degenerate conic 
sections such as circles with imaginary radii). If there is an xy term present, 
we would have to rotate axes to recognize the form of the conic section, 
but this can always be done in the manner illustrated here. 

EXERCISES 

1. Rotate axes to remove the xy term and sketch each of the following. Show both 
the original and the rotated set of axes. 

(a) x2 - xy = 1 
(b) 2xy + y2 = 4 
(c) x2 + 3xy - y2 = 1 
(d) x 2 + xy + y2 = 4 

2. Rotate axes to remove the xy term and sketch each of the following. Show both the 
original and the rotated set of axes. 

(a) 9x2 + 24xy + 16y2 + 80x - 60y = 0 
(b) 9x2 + 4xy + 6y2 + 12x + 36y + 44 = 0 
(c) x2 - lOxy + y2 + X + y + 1 = 0 
(d) 73x2 - 72xy + 52y2 + 30x + 40y - 75 = 0 
(e) 16x2 - 24xy + 9y2 - 5x - 90y + 25 = 0 

(f) lOx2 - 12xy + lOy2 - 16J2x + 16J2y = 16 

3. (a) Rotate the axes to remove the xy term in the equation xy = 2, and sketch the 
curve. 

(b) Show that no rotation of axes will alter the equation x2 + y2 = 25. Sketch the 
curve and explain why rotation leaves this equation unchanged. 

(c) Rotate the axes through an angle of n/4 for the equation x2 + y2 + 4x - 4 y = 4. 
Sketch the curve and explain the changes that the rotation makes in the equation 
by the actual geometry of the graph. 

4. (a) If we start with the equation AX2 + Bxy + Cy2 + Dx + Ey + F = 0, show 
that it is always possible to find an angle through which you can rotate the axes 
and remove the xy term. 

(b) Show that any rotation of axes will leave unchanged the value of A + C, the 
sum of the coefficients of the squared terms. 

(c) Show that any rotation of axes will leave unchanged the value of B2 - 4AC, the 
discriminant of the equation giving the conic section. 

(d) Show that the conic section is an ellipse, a parabola, or a hyperbola (or a degen­
erate case of one of these) if the discriminant is negative, zero or positive respec­
tively. [Hint: Use the standard form for each of the conics combined with the 
result of part (c).] 

(e) Show that any rotation of axes will leave unchanged the value of D2 + E2. 
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Table la Trigonometric Functions (Radian measure) 

(radians) Sin x Cos x Tan x Cot x Sec x Csc x 

0.00000 0.00000 1.00000 0.00000 ******* 1.00000 ******* 
0.05000 0.04998 0.99875 0.05004 19.98333 1.00125 20.00834 
0.10000 0.09983 0.99500 0.10033 9.96664 1.00502 10.0 16(i9 
0.15000 0.14944 0.98877 0.15114 6.61659 1.01136 6.69173 
0.20000 0.19867 0.98007 0.20271 4.93315 1.02034 5.03349 
0.25000 0.24740 0.96891 0.25534 3.91632 1.03209 4.04197 
0.30000 0.29552 0.95534 0.30934 3.23273 1.04675 3.38386 
0.35000 0.34290 0.93937 0.36503 2.73951 1.06454 2.91632 
0.40000 0.38942 0.92106 0.42279 2.36522 1.08570 2.56793 
0.45000 0.43497 0.90045 0.48306 2.07016 1.11056 2.29903 
0.50000 0.47943 0.87758 0.54630 1.83049 1.13949 2.08583 
0.55000 0.52269 0.85252 0.61311 1.63104 1.17299 1.91319 
0.60000 0.56464 0.82534 0.68414 1.46170 1.21163 1.77103 
0.65000 0.60519 0.79608 0.76020 1.31544 1.25615 1.65238 
0.70000 0.64422 0.76484 0.84229 1.18724 1.30746 1.55227 
0.75000 0.68164 0.73169 0.93160 1.07343 1.36670 1.46705 
0.80000 0.71736 0.69671 1.02964 0.97121 1.43532 1.39401 
0.85000 0.75128 0.65998 1.13833 0.87848 1.51519 1.33106 
0.90000 0.78333 0.62161 1.26016 0.79335 1.60873 1.27661 
0.95000 0.81342 0.58168 1.39838 0.71511 1.71915 1.22938 
1.00000 0.84147 0.54030 1.55741 0.64209 1.85082 1.18840 
1.05000 0.86742 0.49757 1.74332 0.57362 2.00976 1.15284 
1.10000 0.89121 0.45360 1.96476 0.50897 2.20460 1.12207 
1.15000 0.91276 0.40849 2.23450 0.44753 2.44806 1.09557 
1.20000 0.93204 0.36236 2.57215 0.38878 2.75970 1.07292 
1.25000 0.94898 0.31532 3.00957 0.33227 3.17136 1.05376 
1.30000 0.96356 0.26750 3.60210 0.27762 3.73833 1.03782 
1.35000 0.97572 0.21901 4.45522 0.22446 4.56607 1.02488 
1.40000 0.98545 0.16997 5.79788 0.17248 5.88349 1.01477 
1.45000 0.99271 0.12050 8.23809 0.12139 8.29856 1.00734 
1.50000 0.99749 0.07074 14.10142 0.07091 14.13683 1.00251 
1.55000 0.99978 0.02079 48.07848 0.02080 48.08888 1.00022 
1.60000 0.99957 -0.02919 -34.23252 -0.02920 -34.24713 1.00043 
1.65000 0.99687 -0.07911 -12.59925 -0.07936 -12.63888 1.00314 
1.70000 0.99166 -0.12883 -7.69659 -0.12992 -7.76128 1.00841 
1.75000 0.98399 -0.17824 -5.52037 -0.18114 - 5.61021 1.01627 
1.80000 0.97385 -0.22719 -4.28625 -0.23329 -4.40136 1.02685 
1.85000 0.96128 -0.27558 -3.48805 -0.28668 -3.62857 1.04028 
1.90000 0.94630 -0.32328 -2.92709 -0.34163 -3.09319 1.05675 
1.95000 0.92896 -0.37017 -2.50947 -0.39848 -2.70137 1.07647 
2.00000 0.90930 -0.41614 -2.18503 -0.45765 -2.40299 1.09975 
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Table Ib Trigonometric Functions (Degrees) 

Degrees Sin Cos Tan Cot Sec Csc 

0 0.00000 1.00000 0.00000 ******* 1.00000 ******* 
1 0.01745 0.99985 0.Q1746 57.28994 1.00015 57.29867 
2 0.03490 0.99939 0.03492 28.63624 1.00061 28.65370 
3 0.05234 0.99863 0.05241 19.08113 1.00137 19.10732 
4 0.06976 0.99756 0.06993 14.30066 1.00244 14.33558 
5 0.08716 0.99619 0.08749 11.43005 1.00382 11.47371 
6 0.10453 0.99452 0.10510 9.51436 1.00551 9.56677 
7 0.12187 0.99255 0.12278 8.14434 1.00751 8.20551 
8 0.13917 0.99027 0.14054 7.11537 1.00983 7.18529 
9 0.15643 0.98769 0.15838 6.31375 1.01247 6.39245 

10 0.17365 0.98481 0.17633 5.67128 1.01543 5.75877 
11 0.19081 0.98163 0.19438 5.14455 1.01872 5.24084 
12 0.20791 0.97815 0.21256 4.70463 1.02234 4.80973 
13 0.22495 0.97437 0.23087 4.33147 1.02630 4.44541 
14 0.24192 0.97030 0.24933 4.01078 1.03061 4.13356 
15 0.25882 0.96593 0.26795 3.73205 1.03528 3.86370 
16 0.27564 0.96126 0.28675 3.48741 1.04030 3.62795 
17 0.29237 0.95630 0.30573 3.27085 1.04569 3.42030 
18 0.30902 0.95106 0.32492 3.07768 1.05146 3.23607 
19 0.32557 0.94552 0.34433 2.90421 1.05762 3.07155 
20 0.34202 0.93969 0.36397 2.74748 1.06418 2.92380 
21 0.35837 0.93358 0.38386 2.60509 1.07115 2.79043 
22 0.37461 0.92718 0.40403 2.47509 1.07853 2.66947 
23 0.39073 0.92050 0.42447 2.35585 1.08636 2.55930 
24 0.40674 0.91355 0.44523 2.24604 1.09464 2.45859 
25 0.42262 0.90631 0.46631 2.14451 1.10338 2.36620 
26 0.43837 0.89879 0.48773 2.05030 1.11260 2.28117 
27 0.45399 0.89101 0.50953 1.96261 1.12233 2.20269 
28 0.46947 0.88295 0.53171 1.88073 1.13257 2.13005 
29 0.48481 0.87462 0.55431 1.80405 1.14335 2.06266 
30 0.50000 0.86603 0.57735 1.73205 1.15470 2.00000 
31 9.51504 0.85717 0.60086 1.66428 1.16663 1.94160 
32 0.52992 0.84805 0.62487 1.60033 1.17918 1.88708 
33 0.54464 0.83867 0.64941 1.53986 1.19236 1.83608 
34 0.55919 0.82904 0.67451 1.48256 1.20622 1.78829 
35 0.57358 0.81915 0.70021 1.42815 1.22077 1.74345 
36 0.58779 0.80902 0.72654 1.37638 1.23607 1.70130 
37 0.60182 0.79864 0.75355 1.32704 1.25214 1.66164 
38 0.61566 0.78801 0.78129 1.27994 1.26902 1.62427 
39 0.62932 0.77715 0.80978 1.23490 1.28676 1.58902 
40 0.64279 0.76604 0.83910 1.19175 1.30541 1.55572 
41 0.65606 0.75471 0.86929 1.15037 1.32501 1.52425 
42 0.66913 0.74314 0.90040 1.11061 1.34563 1.49448 
43 0.68200 0.73135 0.93252 1.07237 1.36733 1.46628 
44 0.69466 0.71934 0.96569 1.03553 1.39016 1.43956 
45 0.70711 0.70711 1.00000 1.00000 1.41421 1.41421 
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Table 2 Exponentials and Logarithms 

x eX e- x Lux 

0.0 1.00000 1.00000 ******* 
0.1 1.10517 0.90484 -2.30258 
0.2 1.22140 0.81873 -1.60943 
0.3 1.34986 0.74082 -1.20396 
0.4 1.49182 0.67032 -0.91628 
0.5 1.64872 0.60653 -0.69314 
0.6 1.82212 0.54881 -0.51082 
0.7 2.01375 0.49659 -0.35666 
0.8 2.22554 0.44933 -0.22313 
0.9 2.45960 0.40657 -0.10535 
1.0 2.71828 0.36788 0.00000 
1.1 3.00417 0.33287 0.09531 
1.2 3.32012 0.30119 0.18232 
1.3 3.66930 0.27253 0.26236 
1.4 4.05520 0.24660 0.33647 
1.5 4.48169 0.22313 0.40547 
1.6 4.95303 0.20190 0.47000 
1.7 5.47395 0.18268 0.53063 
1.8 6.04956 0.16530 0.58779 
1.9 6.68589 0.14957 0.64185 
2.0 7.38906 0.13534 0.69315 
2.1 8.16617 0.12246 0.74194 
2.2 9.02501 0.11080 0.78846 
2.3 9.97418 0.10026 0.83291 
2.4 11.02318 0.09072 0.87547 
2.5 12.18249 0.08208 0.91629 
2.6 13.46374 0.07427 0.95551 
2.7 14.87973 0.06721 0.99325 
2.8 16.44465 0.06081 1.02962 
2.9 18.17415 0.05502 1.06471 
3.0 20.08554 0.04979 1.09861 
3.2 24.53253 0.04076 1.16315 
3.4 29.96410 0.03337 1.22378 
3.6 36.59823 0.02732 1.28093 
3.8 44.70118 0.02237 1.33500 
4.0 54.59815 0.01832 1.38629 
4.2 66.68633 0.01500 1.43508 
4.4 81.45087 0.01228 1.48160 
4.6 99.48432 0.01005 1.52606 
4.8 121.51042 0.00823 1.56862 
5.0 148.41316 0.00674 1.60944 
5.5 244.69193 0.00409 1.70475 

6.0 403.42879 0.00248 1.79176 
6.5 665.14163 0.00150 1.87180 
7.0 1096.63316 0.00091 1.94591 
7.5 1808.Q4242 0.00055 2.01490 
8.0 2980.95801 0.00034 2.07944 
8.5 4914.76885 0.00020 2.14007 
9.0 8103.08396 0.00012 2.19722 
9.5 13359.72680 0.00007 2.25129 

10.0 22026.46582 0.00005 2.30259 
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Table 3 Gamma Functions 

X GAMMA(X) X GAMMA(X) 

1.00 1.0000 1.52 0.8870 
1.04 0.9784 1.56 0.8896 
1.08 0.9597 1.60 0.8935 
1.12 0.9436 1.64 0.8986 
1.16 0.9298 1.68 0.9050 
1.20 0.9182 1.72 0.9126 
1.24 0.9085 1.76 0.9214 
1.28 0.9007 1.80 0.9314 
1.32 0.8946 1.84 0.9426 
1.36 0.8902 1.88 0.9551 
1.40 0.8873 1.92 0.9688 
1.44 0.8858 1.96 0.9837 
1.48 0.8857 2.00 1.0000 
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D.l Introduction 

The FORTRAN language is one of many used today in communicating with 
computers. It is one ofthe more frequently used languages, and consequently 
the great majority of computers have compilers which permit the use of 
FORTRAN. We will discuss here a sufficient number of items concerning 
FORTRAN to permit );OU to write computer programs in this language 
for any problem which should arise in a calculus course. It should be empha­
sized, however, that there are additional features of FORTRAN which we 
will not attempt to discuss in this brief account. The FORTRAN language is 
a specific language with its own syntax in which we can write instructions 
which we wish the computer to follow. Any problem for which we desire a 
computer solution can be written in this language. The instructions are then 
entered into the computer together with a translator or compiler which will 
translate the FORTRAN instructions into the language of ones and zeros 
built into the machine. The entry of this program is most frequently performed 
by first punching the instructions into 80 column cards, sometimes known as 
IBM cards, one instruction per card, and then causing these cards to be read 
by the card reader ofthe computer. Instructions concerning procedures to be 
used should be obtained from your computing center, both as to the manner 
in which the program should be presented to the center, and concerning the 
use of any equipment you are required to use in preparing the program for 
the computer. One other item of information which you will need to obtain 
from your computing center will concern the device codes to be used with the 
input and output devices. While the manner of writing instructions is standard­
ized, the device codes and procedures for submitting programs depend upon 
the computer and the computing center. It is for this reason that we must ask 
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you to obtain certain information locally. We will include enough infor­
mation here, however, to enable you to write a source program, or set of 
instructions to perform the calculations in which you are interested. 

FORTRAN distinguishes between integers and real numbers. The com­
puter will fail to handle correctly integers larger in absolute value than some 
fixed number which is dependent upon the computer involved. Furthermore, 
if all ofthe operands in any computation are integers, then the result will be an 
integer. This gives rise to such peculiar arithmetic as 9/10 = 0, since the 
largest integer in the quotient obtained when dividing 9 by 10 is O. Integer 
constants are distinguished by the fact that they are numbers, written in the 
decimal system, which do not contain a decimal point. By contrast the real 
numbers are written with a decimal point. Thus 9 is an integer, but 9.0 is a real 
number insofar as FORTRAN is concerned. The majority of programming is 
done by writing statements involving variables. A variable consists of a name 
of not more than six characters (five for some computers), the first of which 
must be a letter of the alphabet and the remaining characters must be either 
letters or digits. If the initial letter of the symbol is I, J, K, L, M, or N, the 
variable is considered to be an integer. Otherwise the variable is considered 
to be a real number. Thus we can write both constants and variables, and we 
can also write integers and real numbers. Note that 175 and ITEM would 
represent integers while 47.3 and DATA would represent real numbers. 

EXERCISES 

1. Identify each of the following as an integer or a real number when interpreted by 
FORTRAN: 

(a) -45 
(b) 0 
(c) 3.1415962 
(d) 4978 
(e) -39876 
(f) 34 
(g) 28 
(h) 57.25 
(i) -5.678 
(j) 42.00 

2. Identify each of the following variables as being integers or real numbers when 
interpreted by FORTRAN: 

(a) NUMBER 
(b) KOUNT 
(c) SUM 
(d) JJJJJJ 
(e) KZZZZ 
(f) COUNT 
(g) TOTAL 
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(h) ITEM 
(i) ABCDEF 
(j) LITTLE 

3. Which of the following are not legitimate FORTRAN variable names, and why? 

(a) ABCDEFG 
(b) 2ABKL 
(c) A23B4 
(d) R2D2 
(e) 2453 
(f) ABC,DE 
(g) ABKL2 
(h) NO-GO 
(i) SUM. 
(j) FREE 
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4. Give the result of each of the following integer computations as done by FORTRAN: 

(a) 23/4 
(b) 15/3 
(c) 99/100 
(d) -13/4 
(e) 19/3 
(f) 14/8 

D.2 Arithmetic Statements 

Our next concern is to be able to do some arithmetic. We use the arithmetic 
operations +, -, *, /, and ** to represent addition, subtraction, multiplication, 
division, and raising to a power respectively. We cannot represent multipli­
cation by simply placing two symbols next to each other. We must always 
insert * between the two symbols if the computer is expected to multiply 
them. We are free to use parentheses as often as we wish, but we must remem­
ber to provide a closing parenthesis to match each opening parenthesis. Each 
arithmetic FORTRAN statement consists of a single variable followed by an 
equal sign and the expression indicating the arithmetic to be performed. 
Such a statement instructs the computer to do the arithmetic indicated on 
the right side of" = ", and then to assign this resulting value to the symbol on 
the left side. Thus, in the statement 

X=(-B + SQRT(B**2 - 4*A*C)J(2*A) (0.2.1) 

the computer expects to take the values previously given it for A, B, and C, 
to compute B2 - 4AC, take the square root of this quantity, add the result 
to (- B), and then divide the value thus obtained by the product of two 
and A. The final result is then to be assigned to X so that X will have the 
value thus obtained by the time this statement has been executed. The values 



702 

Table 0.1 

ABS(E) 
ALOG(E) 
ATAN(E) 
COS(E) 
EXP(E) 
INT(E) 

SGN(E) 

SIN(E) 
SQRT(E) 

Appendix D. FORTRAN Language 

The absolute value of E. 
The natural logarithm of E (that is to the base e). 
The arc tangent of E. The result will be in radians. 
The cosine of E. The angle will be considered to be in radians. 
The exponential function of E. This is eE• 

The result of ignoring any decimal fractional part of E. This is the greatest 
integer function if E is positive. 
The signum function. It has a value of + 1 if E > 0, 0 if E = 0, and -1 
if E < O. 
The sine of E. The angle will be considered to be in radians. 
The square root of E. 

of A, B, and C have not been altered, but any previous value which X might 
have had has now been lost. Note that this procedure performed the instruc­
tions in the order indicated by the parentheses. Note also that the sequence 
followed is the one we would desire, namely the completion of the multi­
plication prior to addition or subtraction. 

In (0.2.1) we saw a FORTRAN statement which required a square root. We 
saw that this could be done with the function notation SQRT(E) where E 
is an expression. There are several commonly used functions available to us 
in FORTRAN. Different compilers (or versions) of FORTRAN may have 
different sets offunctions, but one is almost certain to find those of Table 0.1. 
In the functions listed in Table 0.1 it is usually necessary that E be a real 
number, a real variable, or an arithmetic expression which will give a result 
which is a real number as opposed to an integer. 

These functions can be used as required in any assignment statement. An 
assignment statement is one involving an "= " sign. They cannot appear on 
the left side. With these functions and the arithmetic operations we can 
construct statements that will instruct the computer to perform any com­
putation that we may need to have performed. While these statements are not 
sufficient to give complete instructions to a computer, they will go far in 
meeting our needs. We will consider another very important set of instructions 
in the next section. 

Before leaving the matter of assignment statements, we should consider 
the manner in which such statements can be used. Consider the following set 
of statements as following one another in a program designed to inform the 
computer of our desires. 

X = 10 
Y = 15 
X = 3*X + Y**2 
A = SQRT(X - 155) + (X - Y)/X 
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Here we have a succession of statements. The first one assigns the value 10 to 
the variable X and the second one assigns the value 15 to the variable Y. In 
the third statement we take the current values of X and Y, that is 10 and 15, 
and we calculate the value 3(10) + (15)2 = 255. Having determined that the 
expression to the right of" = " has the value 255, the third statement goes on 
to assign this value to X. Consequently the variable X now has the value 
255 and there is no further record of the earlier use of 10 as a value since we 
did not arrange to save this value by the use of some other variable. The 
fourth statement uses the now current values of the variables X and Y, 
namely 255 and 15, the latter not having been changed to this point. The 
computation of the right side of the fourth statement is now carried out, and 
since (255 - 155) = 100, the square root will be 10. Also in the second term 
of this expression we will have (255 - 15)/255 = 0.941176. Consequently 
we now have 10.941176 as the value of the expression on the right, and this will 
be assigned as the new value for the variable A. This process would continue 
throughout the program with the purpose of assigning values to variables in 
such a way that ultimately some assignment will result in obtaining the 
answer to what might be a very large problem. 

It is the task of the programmer to determine the computations that will 
be required, to make the necessary assignments throughout the program, and 
finally to arrange to have the results made available through some form of 
communication between the machine and the outside world. It is essential 
to remember that each variable can have only a single value at anyone time. 
Any record of prior values held by the variable will be lost. Therefore, if the 
preservation of some value is needed, that value must be stored in some other 
variable prior to the changing of the variable originally having the value in 
question. 

EXERCISES 

1. What is the value assigned in each of the following statements, and to which variable 
is the value assigned? 

(a) X = 5*7 - 4/2 
(b) I = 45/7 - 2 
(c) SUM = 2.3 - 4.65 + 3*5.2 
(d) ANSWER = 3**2 - (9 + 4/2)*2 
(e) QUEST = (3*3 + 4*4)**0.5 

2. Give the value of each variable involved in the following set of statements at the 
termination of the computation indicated. 

A = 12/5 
B = 2*3 
K = SQRT(34.) 
K = K + INT(A + B) 
A=K-B 
B = A**2 
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3. Give the value of the variable ANSWER in each of the following cases. 

(a) ANSWER = ABS(E) if E = -42.3 
(b) ANSWER = ALOG(4. -2. + .718281828) 
(c) ANSWER = ATAN(ANSWER/ANSWER) where it is known that 

ANSWER =1= 0 
(d) ANSWER = COS(O.O) + SIN(O.O) 
(e) ANSWER = (1.0) + INT(2.3) - SGN( - 23.9) 
(f) ANSWER = SQRT(14 - 5) 

4. In each of the following determine whether it is an acceptable FORTRAN name or 
indicate why it is not. 

(a) MATH 
(b) WHICH 
(c) CALCULUS 
(d) COMPo 
(e) ZZZZ 
(f) ENGLISH 
(g) B2345 
(h) 3Z425 
(i) NEW$ 
(j) A*B 

5. In each of the following statements determine whether there is an error, and if there 
is, indicate a method for correcting the error, if possible. 

(a) X + Y = Z 
(b) ANS = (A + B)(C - D) 
(c) XK = SIN «A*B) 
(d) RESULT = FIRST*SECOND - THIRD/FOURTH**FIFTH 
(e) KKK = NEW + -OLD 
(f) COUNT = SIN(K) 
(g) ANSWER = SIN(ALOG(B) 

D.3 Control Statements 

The computer will execute the successive statements in a program in the 
order in which they are written unless instructed to do otherwise. Therefore, in 
writing a program you will need to be certain to put the statements in an 
order which is logically correct for the satisfactory completion of your prob­
lem. There are times, however, when one wishes to return to an earlier part of 
the program and use a statement a second time or perhaps to jump over some 
statements and return to them later. This can be done in two ways. The first 
method for doing this is simply to tell the computer to proceed to a specific 
statement regardless of the status of the computation. This can be done by 
the simple statement GO TO. However, it is apparent that this statement by 
itself is not adequate, for there would have to be some method for determining 
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the statement to which the computer should next address its attention. This 
is accomplished by giving numbers to those statements to which we need to 
make reference. The statement numbers must be integers, and cannot be 
greater than five digit numbers. Thus, the smallest possible statement number 
is 1 and the largest possible statement number is 99999. There should be no 
commas or spaces in such numbers. Now it is possible to write the statement 

GO TO 245 

and the computer would proceed to the statement numbered 245 at such time 
as it came upon the statement just given. This makes it possible to write a 
program involving many computations but having only a small number of 
statements. The statements can be used many times by transferring control 
back to earlier statements in the program. 

The GO TO statement has a major shortcoming if this is the only method 
for transferring control. It demands that the control be transferred every time 
we come to the statement, and this would probably have us in an infinite loop, 
that is one from which we could never exit. For this reason we would like to 
have some means for transferring control from one statement to another 
only if certain conditions were fulfilled. This can be done through the use of 
an IF statement. There are two constructions for the IF statement. The first 
one is of the form 

IF (E) mI , m2, m3 

where E is an expression that when evaluated will be positive, negative, or 
zero. If E is positive the statement instructs the computer to proceed to the 
statement with the number indicated by m3. If the expression is negative 
the computer is to go to the statement with the number mI. If E is zero the 
computer is to go to the statement numbered m2. If you think of the number 
line and the fact that in the customary diagram of the number line the negative 
numbers are on the left, zero is in the middle, and the positive numbers are 
on the right, you will find this helpful, for in this case the computer goes to 
the left number, mI' if E is negative, to the middle one, m2, if E is zero, and 
to the right number, m3, if E is positive. Thus, the statement 

IF (A*B + SQRT(A + B)) 230, 253, 125 

would cause the computer to go to the statement with number 230 for the 
next assignment if the expression (A*B + SQRT(A + B)) is negative, to 
the statement numbered 253 if this expression is zero, and to the statement 
numbered 125 if the expression is positive. This requires that one be able to 
formulate the condition that will cause the decision in such form that it will 
cause the expression to become negative, zero, or positive at the correct 
times to insure the correct performance of the program. If one wishes only 
two choices, there is no reason why two of the three statement numbers can­
not be the same number. However, they must be written with the three 
numbers separated by commas as we have indicated in the sample statements. 
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Table D.2 

Relation 

.EQ. 

.GE. 

.LE. 

.NE. 
.GT. 
. LT. 

Meaning 

Is equal to 

Appendix D. FORTRAN Language 

Is greater than or equal to 
Is less than or equal to 
Is not equal to 
Is greater than 
Is less than 

There is a second form of the IF statement, called the logical IF statement. 
This form of the IF statement is not included in all FORTRAN compilers and 
you should check to make certain that it is available to you before using it. 
In this form of the statement there are two possibilities, for a condition is 
either true or false. We might write 

IF (SUM.GE.OLD.OR.NEW.EQ.NEXT) A = B 

In this case we are instructing the computer that if SUM is greater than or 
equal to OLD or if NEW is equal to NEXT, then replace the former value 
of A with the value currently held by B. Otherwise the "A = B" should be 
ignored and the program continues to the next statement. The relations 
that are available to use are given in Table D.2. These relations can be 
combined through the use of the logical connectives given in Table D.3. 
The general form of the logical IF consists of IF followed by a relation or a set 
of relations connected with appropriate connectives enclosed in parentheses 
and followed by a statement that is to be performed ifthe logical expression is 
true. In every case the next statement is performed unless the relation is 
true and the statement involved is a GO TO. 

We can use the information we have gained so far to write a short program 
that will add up the first 500 integers. The program might be written 

Table D.3 

Connective 

.OR. 

.AND. 

.NOT. 

.XOR. 

.EQV. 

SUM = 0 
NUMBER = 0 

100 NUMBER = NUMBER + 1 
SUM = SUM + NUMBER 
IF (NUMBER.LT.SOO) GO TO 100 

Meaning 

True if either relation is true or if both are true 
True only if both relations are true 
Negates the truth or falsity of the relation 
True only if one relation is true and the other one is false 
True only if both relations are true or if both relations are false 
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In this case we initially start both SUM and NUMBER with the value zero. We 
then increase NUMBER by one and add number to SUM. If NUMBER has 
reached 500 we go to the next set of statements. Otherwise we increment 
NUMBERagain and add the new value of NUMBER to SUM. It would have 
been possible to replace the IF statement by the statement 

IF (NUMBER - 500) 100, 200, 200 

provided the next statement is numbered 200. In this instance 

NUMBER - 500 

will be negative if NUMBER is less than 500. Only in this case do we wish to 
transfer control back to statement 100. 

EXERCISES 

1. Does every statement have to have a statement number? If not, which statements 
must have statement numbers? 

2. What are the limitations on numbers that can be used as statement numbers? 

3. In the quadratic equation A*X**2 + B*X + C = 0, the roots are real and distinct 
if the discriminant (B*B - 4*A*C) is positive, the roots are real and equal if the 
discriminant is zero, and the roots are complex if the discriminant is negative. The 
case of real, distinct roots is handled in statement number 100, the case of equal 
roots in statement number 200, and the case of complex roots in statement 300. 
Write a single statement that will cause the program to go to the appropriate state­
ment for the case at hand. 

4. (a) The majority of FORTRAN compilers require that a statement following a 
GO TO statement or an arithmetic IF statement have a statement number. Why 
is this necessary? 

(b) Why is it not necessary that the statement following a logical IF statement 
have a statement number? 

5. (a) Make a table that has in the first two columns the four possible cases involving 
the logical expressions A and B, such as both true or both false. 

(b) Append to this table the state resulting from AOR.B for each of the four cases. 
(c) Append the state resulting from A.AND.B in a manner similar to that of part (b). 
(d) Append the states for the other connectives listed in Table DJ in a manner 

similar to that of parts (b) and (c). 

6. (a) Where will command be transferred as a result of the statement 

IF (SQRT(N*N) - N)20,30,40 

(b) Where will command be transferred as a result of the statement 

IF (SQRT(A*A) - A)20,30,40 

(c) Since the computer treats the number A as a binary number with a finite number 
of binary places together with the binary equivalent of the decimal point, and 
since the computer only retains a finite number of places, it is possible that 
SQRT(A*A) will not be exactly A. How might this affect your answer in part (b)? 
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(d) If you know that the discrepancy mentioned in part (c) is not more than one 
millionth, how might you modify the statement of part (b) to achieve the result 
that you think you should have? 

7. (a) What simple logical expression is equivalent to .NOT.(A.OR.B)? 
(b) What simple logical expression is equivalent to .NOT.(A.EQ.B)? 
(c) What simple logical expression is equivalent to .NOT.(A.GT.B)? 
(d) What simple logical expression is equivalent to .NOT.(A.XOR.B)? 

8. The program is able to make decisions through the use of the I F statement. State all 
of the options available to you for expressing the conditions on which a decision is to 
be made. 

9. What will be the value of X at the conclusion of the following sequence of instructions ? 

A = 3.5 
B=4 
C=6 
K = 2.3 

5 IF(A*B - 10)12.13.14 
14 B = B-1 

GO TO 5 
13 X = 57 

GO TO 24 
12 X = K*CfB 
24 X = X - 2 

D.4 Input/Output Statements 

We have now learned how to write arithmetic statements and how to 
control the order in which statements are executed. Before we put all of 
these things together in an illustrative program, we should pause to indicate 
a means whereby we can enter information into the computer and by which 
we can obtain information from the computer. In general we will enter 
information with a READ statement. The READ statement will appear as 

READ(INPUT. 78)ITEM1, ITEM2, DATA1, DATA2, DATA3 (D.4.1) 

with as many symbols as necessary following the right parenthesis. The 
word "READ" is self-explanatory. However, the majority of computers 
have several devices from which they can receive information, and some 
instruction must be given concerning the device from which information is 
to appear. This information will be given in the form of a positive integer 
which we have here labeled INPUT. For instance, if the device code for the 
card reader were" 2 ", we might have the sequence of instructions 

INPUT = 2 
READ(INPUT, 78)ITEM1, ITEM2, DATA1, DATA2, DATA3 
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and this would be equivalent to the single statement 

READ(2,78) ITEM1, ITEM2, DATA1, DATA2, DATA3 

You will need to obtain through a representative of your computing center 
the particular device code that you should use to indicate the input device 
that you will be using. This number depends in general upon the particular 
computer system being used, and may also b~ influenced by local practice. 
This number is known as the input device code. 

The number 78 in (D.4.1) must match the statement number of a 
FORMAT statement. This requires that there be a statement numbered 78 
in your program, and this statement must start with the word FORMAT. 
The statement of (D.4.1) is instructed to read five items, the first two of 
which are integers and the last three are real numbers. In fact the statement 
will probably read a long string of digits with the possibility of decimal 
points appearing in the real numbers. The program must then have instruc­
tions concerning how many of those digits are to be considered as the digits 
of ITEM1, and which digits are to be so considered. Similarly it is necessary 
to know which digits are to constitute ITEM2. Additional information must 
be supplied to locate the numbers DATA1, DATA2, and DATA3. The 
only thing that is certain is that the five numbers referred to in (D.4.1) must 
appear in the order in which they are given. It is the purpose of the FORMAT 
statement to indicate where this data is to be found. If we find in the program 
the statement 

78 FORMAT( 15, 4X, 18, 2F1004, F12.8) (D.4.2) 

we know that this is the particular FORMAT statement that corresponds to 
the READ statement (D.4.l). This informs us that the first integer to be 
found, namely ITEM I, is to occupy the first five places in the string of charac­
ters that are read by the READ statement. This is indicated by 15, with the 
I standing for integer and the 5 indicating that five spaces are to be used. 
The next four spaces are to be ignored, as indicated by 4X. The X indicates 
that the space is to be considered as though it were blank. The next number, in 
this case ITEM2, is to be an eight digit integer as indicated by 18. The descrip­
tion F1004 indicates that we have a real number which occupies ten spaces, 
the last four of which will be considered as decimal places unless a decimal 
point actually appears in the string of characters within these ten spaces. In 
the latter case the number would be read as it appeared, namely using the 
decimal point that actually appeared in the string of characters. The 2 in 
front of F1 004 indicates that there are to be two numbers with this description. 
These numbers, of course, would be DATA 1 and DAT A2 from left to right. 
Finally DAT A3 would be described by F12.8. This indicates that twelve 
spaces are to be used, and in case a decimal point fails to appear in this set of 
twelve characters the last eight digits are to be considered as following the 
decimal point. Incidentally, the F remains from an earlier designation of 
floating point numbers in lieu of real numbers. 
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1 2 3 4 5 6 7 8 
1234567890123456789012345678 90123456789012 34567890123456789012345678901234567890 
ITEM1 ITEM2- - -DATA1 - - - - -DATA2- - - - -DATA3- - - - - --

Figure D.l 

We can summarize the last paragraph in case we ha:ve statement (DA.2) 
in the program by pointing out that the numbers would appear on the card 
as indicated in Figure D.l. The "-" indicates additional spaces associated 
with the preceding entry, and the blanks indicate spaces that will not be 
read by the statements of (DA.I) and (DA.2). It should be relatively easy to 
produce READ statements and FORMAT statements for other arrangements 
of data. It is often helpful to prepare a layout as shown in Figure D.I, for then 
one can count the number of places required for each entry in the FORMAT 
statement, and can insure that these entries match the corresponding entries in 
the READ statement. The one thing you must remember is that all spaces 
beginning with the first must be accounted for with the exception that it is not 
necessary to include spaces at the right hand end ofthe line ifthey are not to be 
involved in placing additional data. 

Instructions for writing numbers follow a pattern similar to the one for 
reading numbers. The statement used might be 

WRITE (lOUT, 95) NUMBER, ANS1, ANS2, ANS3 (DA.3) 

where lOUT refers to an output device code. The output device code is very 
similar to the input device code discussed earlier. As indicated above, you 
can obtain the list of the available output devices and their corresponding 
output device codes from your local computer center. The number 95 is a 
statement number referring to a FORMAT statement just as in the case of the 
input statements. The symbols NUMBER, ANS1, ANS2 and ANS3 denote 
the quantities to be written. The FORMAT statement serves a purpose here 
similar to that in the READ statement. It will indicate how we want the 
information delivered to us. Note that we must provide for an integer and 
three real numbers in that order. However, we have the privilege of spacing 
the numbers so they can be more easily read, inserting labels as we may 
wish, and a choice of forms in which the real numbers can be written. A 
sample FORMAT statement might be 

95 FORMAT(1X, 'THERE ARE', 15,' ITEMS WITH RESULTS', 
2F12.5, E18.6) (DAA) 

or 

95 FORMAT(1X, 9HTHERE ARE, 15, 19H ITEMS WITH RESULTS, 
2F12.5, E18.6) (DA.5) 

If this is to be printed on a printer, it is probable that some means will be used 
to control the number of lines by which the paper moves up between suc­
cessive lines of print. The insertion of the 1 X in this case is to cover a wide 
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variety of situations. If the printer requires such information, this will 
provide it in the form of an instruction to print on the next line. If your output 
device does not require such information, this merely means that all of your 
subsequent output via the FORMAT statement will start in the second 
available space, counting from the left. The characters contained between the 
apostrophes in (D.4.4.) will be printed (or punched) just as they are. Thus, the 
first available space will have a T in it, the second one an H, etc., and the 
ninth place will have the E of ARE. Some computers do not permit the use 
of the apostrophe in the manner of (D.4.4). In such a case one omits the 
apostrophes and precedes the phrase "THERE ARE" with 9H where the 9 
indicates the number of characters, including the space, that are to be printed 
or punched. The H is the initial letter of Hollerith, the name of the man who 
initiated some of the current processes for use of such cards. This is shown in 
(D.4.5). One of these two methods will provide you with the capability for 
printing the words which will make the results much easier to interpret. The 
particular method used will have to be ascertained by checking with your 
computing center, for it will depend on the compiler available to you. After 
the expression THERE ARE the value of N U M B E R will be placed. The value 
that will be printed is the value which the variable NUMBER represents at 
the time that the WRITE statement is executed. Remember that NUMBER 
may have many different values during the execution of the program, and 
only the last one will be available. This value is to occupy the five spaces in 
positions 10-14. As before, the 15 is a specification indicating that an integer 
is to be placed in this space and that it is to occupy five spaces. Following this 
number, and beginning in space 15, we will find ITEMS WITH RESULTS. 
Note that we left a space in front of ITEMS, for had we not done so the 
I of ITEMS would have followed the number preceding it without a space. 
The underlining here is inserted merely to indicate the positions that will 
be printed with this specification. Note that the spaces are included, and 
are counted in D.4.5). The first two answers would then be printed, using 12 
spaces each. The last five of the spaces would follow the decimal point, and 
the decimal point would be inserted in the seventh of the 12 spaces. This 
leaves 6 spaces for the sign and the integral part of the number combined. 
Finally, the third real number would be printed out in a form indicating a 
number between zero and one and giving a power often by which this number 
is to be multiplied. We would find Avogadro's number printed out in this 
specification as 0.606000E 24, indicating that we have 0.606 multiplied by 
1024• The space between the E and the 24 is reserved for a negative sign in 
case the exponent is negative. You will find that this exponential form, 
designated by the E, is very handy for very large and very small numbers. 

We will now put some of these concepts together in an example to illus­
trate the information that we have given to this point. 

EXAMPLE 4.1. Write a FORTRAN program which will cause the computer to 
read a set of data cards, each card having one real number punched into the 
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first ten columns of the card (the decimal point is included as part of the 
number), which will then obtain the average of the data and will also obtain 
the square root of the average of the squares of the data items. The number 
of cards present is not known, but it is known that no card has a number 
larger than 90000. 

Solution. Our job is to write a program that will add up the various 
numbers, keep track of the number of data items, and also add up the squares 
of these numbers. After the last card has been read, it will then be possible 
to divide the sum of the numbers and the sum of the squares by the number 
of cards and then to take the square root of the average of the squares. We 
must then write the results, for they will do us no good if they remain in the 
computer. A description of the various steps involved is given in Figure 0.2. 
To the right of the description is a flowchart indicating the logic of the pro b­
lem in a pictorial manner and to the right of the flowchart we find the 
FORTRAN program. A flowchart is very important. It is difficult to keep 
the logic straight for a program of any size. The flowchart gives a pictorial 
representation of this logic. (See the discussion of flowcharts in Section 1.9.) 
A good flowchart will be of inestimable assistance in tracking down errors 
in logic if the program fails to perform as desired. You should never try to 
write a program without first drawing a flowchart as indicated in Figure 0.2. 
Note that the program is written using only capital letters. The keypunch 
for punching the computer cards or the typewriter terminal for entering a 
program will ordinarily be restricted to capital letters, and you might as well 
get used to this. 

After indicating START in the flowchart, we have step (a) in which we 
place zeros in the variables we are going to use to insure that our results 
reflect only our data and do not include someone else's leftovers. As indicated, 
we will need three registers, and we have chosen to call these SUM, SUMSQ, 
and KOUNT. The use of SUM should be apparent, as is the use of SUMSQ 
to indicate the sum of the squares. The word KOUNT is spelled with the 
initial letter K to insure that FORTRAN will treat it as an integer. The SUM 
and SUMSQ are to be treated as real numbers. 

In step (b) we read a card. We have chosen to call the number on this card 
DATA. This number will change many times during the execution of the 
program, for it will always represent a single number, namely the last one 
read in. Therefore we must be certain that we do everything we need to with 
one value of DAT A before we read an0ther card and replace the former value. 
It could well happen, however, that we would not wish to use the information 
read, for we might have finished reading all of the cards given us. If someone 
else has entered computer cards after ours, the machine would have no way of 
knowing that we were through. For this reason we will use an artificial 
device for informing the machine that it has completed our particular 
problem. We will simply insert a final card with the number 99999.9 punched 
in it. By the information given us we know that this could not be a legitimate 
data card, and therefore this should be a signal to the computer that no more 
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information should be accumulated. With this in mind, we have inserted an 
IF statement to permit us to answer the question of part (c) of the problem. 
This particular statement will take the last number read from a card and 
subtract 95000. The number 95000 is written with a decimal point, for some 
computers will not handle integers this large, but they will handle this as a 
real number. If this last number, which was read, and which is the current 
number to be named DATA, was one of the numbers from the data cards, 
the expression in the IF statement would be negative, for none of the num­
bers in the given data exceeded 90000. In this case we would wish to go ahead 
with our computation and then read another card. However, when our 
fictitious card is read, the result will be 99999.9 - 95000 = 4999.9 and will 
be positive, indicating that we should not use this information, but should 
complete the required calculations. Thus, if the result is negative we have 
informed the computer that it should proceed to statement 20, and process 
this data in accordance with our instructions. If the difference is positive, the 
execution is to proceed immediately with statement 30 which will finish the 
computation and print out the results. It is necessary to include a statement 
number to be used if the difference is zero, even though we know it cannot be 
zero. Since the zero case cannot arise, it makes little difference whether we 
indicate that it should go to statement 20 or to statement 30, but we must 
indicate some existing statement to which it could go. In the case of statement 
20, the program instructs the computer to add one to the number already in 
KOUNT, to add the number read from the card to the number already in 
SUM and to add the square of the number DATA to the number already 
accumulated in SUMSQ. After doing this, we indicate, just as the flowchart 
directs, that the program should go to statement 5 which is the one that 
requires the reading of another card. 

If the program is directed to statement 30, as will be the case when the 
card containing 99999.9 is read, the average is calculated and given the 
name AVE. In one step we will divide the sum of the squares of the number 
by the number of such numbers and then take the square root of the quotient, 
denoting this result by A VSQ. The next statement directs the computer to 
write out the results, and finally the last statement indicates that we have 
come to the end of the program by so stating with the FORTRAN statement 
END. It may be necessary to place a statement which reads CALL EXIT 
before the EN D statement, but this again should be in the set of instructions 
you receive from your computing center. 

Notice that we have used ICARD and lOUT as device codes for the READ 
and WRITE statements respectively. In this program we have given ICARD 
the value 2 and lOUT the value 5. You would need to replace these with the 
correct device codes for the equipment you are using. Statements 10 and 40 
are the FORMAT statements for READ and WRITE respectively. While it is 
not necessary to assign the device code and put the FORMAT statement 
near the corresponding READ and WRITE statements, it is sometimes 
convenient to do so. 
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This program is now ready to be punched into cards and read into the 
computer. FORTRAN statements are punched starting with the 7th column 
of the card. The statement number, if there is one, must appear somewhere in 
the first five columns of the card. If you wish to aid the understanding of the 
program by inserting comments for your edification with the assurance that 
the computer will ignore them, you need only place a C in the first column of 
a card you wish the computer to ignore. Finally, the computer will ignore the 
last eight columns (73-80 of an 80 column card) in reading a FORTRAN 
program. Therefore do not extend your statements beyond column number 
72. If you need to continue any statements, this can be done by continuing in 
column 7 of the next card while placing a "1" in column 6 and insuring that 
the continuation card does not have a statement number. Note that our 
discussion of the location of statements applies only to the source program 
you have written, such as the one in Figure D.2. As for data, you can place 
that in any location that you may wish in a card provided you give an 
appropriate description in the FORMAT statement. This permits you to use 
all 80 columns for data if you so desire. 

With the information given you have enough information to write a 
program to perform any calculation. The appropriate use of the IF statement 
will permit you to implement any decisions that have to be made en route to 
the result. If you find the FORMAT statements confusing, you only need 
realize that you can read all numbers in as real numbers, inserting a decimal 
point in each number. You can also print all numbers out as real numbers (if 
you use only symbols that represent real numbers), and furthermore, you 
can adopt some standard FORMAT such as F15.7 which would allow you 
to use numbers with as many as six integer digits and seven decimal digits 
regardless of the sign of the number. That should certainly be sufficient for 
the vast majority of your problems. If that is not enough use E 16.6 since 
the exponential notation removes all restrictions except those imposed by 
the computer itself. 

EXERCISES 

1. (a) What is the purpose of a device code? 
(b) What is the purpose of the FORMAT statement? 
(c) What is the purpose of the 1 X at the beginning of the expression following the 

word FORMAT in the FORMAT statement? 

2. Which of the following are legitimate expressions for use in a FORMAT statement and 
what do they indicate? 

(a) F12.3 
(b) 18 
(c) 19.4 
(d) E18.8 
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(e) F14 
(f) F10.12 
(g) 7X 
(h)X5.2 

Appendix D. FORTRAN Language 

3. If K = -423 and X = 234.718 and if lOUT is the device code for a line printer, 
state precisely what the output would look like for each of the following parts. [Be 
sure to include spacing.] 

(a) WRITE (lOUT, 47) K, X, X 

(b) 
47 FORMAT(1X, 'K HAS THE VALUE', 16, F8.2, E16.4) 

WRITE (lOUT, 5) X, K 

(c) 
5 FORMAT (1X, F5.0, 7HFOR THE, 14, 9H-TH VALUE) 

WRITE (lOUT, 234) X, K, X 
234 FORMAT ('THE VALUE OF', F12.6, 'IS THE', 16, '-TH VALUE OF', 

F6.1 ) 

4. The first ten columns of a card have the ten digits 0002349876. What value or values 
would the variables have after the READ statement in each of the following cases? 

(a) 
14 

(b) 
23 

(c) 
37 

(d) 
49 

READ(ICARD, 14) X 
FORMAT(F9.3) 
READ(ICARD, 23) X, K 
FORMAT (F7.2, 13) 
READ (ICARD, 37)A 
FORMAT (2X, F6.4) 
READ (ICARD, 49) K, L 
FORMAT(14, 3X, 13) 

5. (a) How do you indicate that you are inserting a comment in a FORTRAN program? 
(b) Why would you wish to use a comment in a program? 
(c) How many comments should you use in a program? 

6. You wish to write a program which would instruct the computer to take the average 
of the square roots of the first thousand positive integers. 

(a) Draw a flowchart for this program. 
(b) Write a program that will carry out this computation. 
(c) Run your program, doing any debugging that may be necessary. 

7. You are to write a program that will read a card having four numbers, the first 
two of which are in columns 1-8 and 9-16 and the second pair being in columns 
31-40 and 41-50. Each of the numbers is to have two decimal places. The first pair 
on each card is to be considered as the coordinates of a point, and the second pair 
the coordinates of a second point. Your program is to read a card, compute the 
length of the segment joining the two points and the slope of the segment joining 
the two points, and then print out the coordinates of the two points and the length 
and slope you have calculated. Draw a flowchart and write and run the program. 
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D.S Subscripts 

You have been exposed to sufficient information thus far to permit handling 
any situation that may arise as far as programming is concerned. However, 
there are additional features of FORTRAN which make the task of program­
ming certain problems much easier. We will cover just a few of these features, 
the ones that are most commonly used in beginning programming, in the 
next few pages. 

As you have often noted in mathematics, it is convenient to use subscripts 
rather than try to give each variable a distinct name. This is particularly 
true when we wish to go through a rather long list of items. In view of the 
fact that the computer is not able to half-space the printer as a rule, it follows 
that we must use some modification of the method of writing small numbers 
on a line slightly below the character itself for denoting subscripts. The 
method used is that of writing the subscript immediately following the 
variable name, but enclosing the subscript in parentheses. Thus, we would 
write X(1), X(2), X(3), ... , X(SO) if we wished to indicate a single array having 
fifty subscripted variables. It is clear that the subscript must be an integer, and 
consequently we would use an integer variable in indicating a variable 
subscript. Thus, we would write X(ISUB) where ISUB is the subscript and 
the I, as before, indicates that we have an integer. All of this is very nice, 
but we must not forget that the computer is not able to look ahead and see 
the range of values we intended to use for subscripts. Therefore, we must 
precede the first use of a subscripted variable with information indicating 
the maximum value the subscript is to be permitted to have for each variable. 
This is done with a DIM ENSION statement. If we were to use three sub­
scripted variables, X, DATA, and NUMBER in a given program, and if the 
maximum subscript we would use for X is fifty, the maximum subscript for 
DATA is one hundred, and the maximum subscript for NUMBER is twenty, 
then we would use a statement such as 

DIMENSION X(SO), DATA(100), NUMBER(20) (D.SJ) 

This statement must come at the very beginning of your program in order 
that the compiler may know how many values it must arrange for. Observe 
that we can give the dimension of several dimensioned arrays in a single 
statement. Also observe that we separate the various dimensioned variables 
by commas, but we do not put any punctuation at the end of the statement. 

It is possible to use more than a single subscript in FOR T~AN. The 
number of subscripts you may use will depend upon your compiler, and this 
number is additional information you may want to get from your computing 
center. If you wish to use more than a single subscript, you must again 
indicate this in the DIMENSION statement. Thus, we could use DIMENSION 
Y(2S, 30) if we wished to use the doubly subscripted variable Y with the 
first subscript never being larger than 25 and the second never larger than 30. 
If we were to use this array, we could later refer to Y(K, L)where K and L 
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are integers and K should have a positive value no larger than 25 and L 
should have a positive value no larger than 30. 

The use of subscripts permits the use of a large number of variables 
without having to devise distinct names for each variable. It also permits 
relatively easy storage of a relatively large number of values for so much of 
the time the program is running as one may require. The use of subscripts in 
a program is eased by the fact that we can use such expressions as X{I), 
X(I + 4), and X(2*L - 5). In each case the subscript, when evaluated, must 
be in the interval indicated in the corresponding DIMENSION statement. 
If arithmetic is to be performed in the subscript, it is mandatory that the 
variable term be the first term, and that it be modified only by multiplying 
by a constant and adding or subtracting a constant. If there is multiplication, 
the constant must precede the variable. 

EXERCISES 

1. Which of the following are valid expressions in FORTRAN? 

(a) A(X) 
(b) DATA(KSUB + 4) 
(c) XYZ(KSUB*4) 
(d) ALGEBRA(K) 
(e) MATH(4*M - 34) 
(f) TERM(34) 
(g) NUMBER(4 + I) 
(h) TOTAL(3*J) 
(i) SUM(I/J) 
(j) NEXT(IS - 3) 

2. Which of the following are valid in FORTRAN? 

(a) NUMBER(2*X, 3*Y) 
(b) X(345, 432) 
(c) Y(2*K - 1, L + 1) 
(d) DATA(2*K, 3*1 + 2, 4*M) 
(e) ITEM(K + 1, L - 2, M - 3) 
(f) Z(I, I, I) 

3. What information is conveyed by each of the following statements? 

(a) DIMENSION X(23, 35), Y(15) 
(b) DIMENSION ITEM(100), JOB(25, 40) 
(c) DIMENSION DATA(10, 20, 20) 

4. (a) Why is the DIMENSION statement necessary if you are going to use subscripted 
variables? 

(b) Where does the DIMENSION statement come in the program? Do you have 
any choice in where you put this statement? 
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5. List all of the possible types of subscripts if you denote constants by CI and C2 and 
denote variables by VI and V2, using as many constants and variables as may be 
permitted. [Hint: VI + CI is a valid form for a subscript.] 

6. Write a program that will use an array with 100 variables and which will assign the 
number I to the I -th variable. Have the computer print the numbers on ten lines, with 
each line having ten equally spaced numbers. 

D.6 Do Loops 

As you observed in the program of Section D.4, we had a loop in the flow­
chart and a consequent loop in the program. We implemented this by 
sending the execution back to statement 5 at regular intervals. We are often 
in the position of wanting to execute a loop a given number of times. While 
this can be done by using some symbol, such as KOUNT, in conjunction 
with an IF statement to keep track of the number of times we have gone 
around the loop, a somewhat more direct method has been made available 
in the FORTRAN language. This involves the use of the DO statement. The 
DO statement itself is the first statement of the loop. The last statement of 
the loop must be given a statement number. The statement number given the 
last statement of the loop must follow the word DO in the DO statement. 
If we were to write 

DO 67 INDEX = IBEG, lEND (D.6.l) 

we would indicate that the statement (D.6.l) is the first statement of the loop 
and statement 67 is the last statement of the loop. We further indicate that 
we are using the integer variable INDEX to keep track of the number of 
times we have gone around the loop, that IN DEX is to start with the value 
given by IBEG, which can be either an integer variable or a positive integer, 
and that we will go around the loop for the last time when any further 
incrementing of INDEX would give us a value larger than lEND. Nor­
mally we do not place a comma after the location indicated by lEND in 
(D.6.1), nor do we place anything else after lEND, particularly if we wish 
to let IN DEX take on the successive integer values, IBEG, IBEG + 1,IBEG + 2, 
etc. We would stop with lEND in our statement. However if we wished to 
increment INDEX by something other than one, we would include the 
desired increment as additional information. Thus 

DO 67 INDEX = 13,26,2 

would cause the program to go through the loop first with IN DEX = 13, 
and upon completing the execution of statement 67 we would proceed with 
IN DEX = 13 + 2 = 15, going again through statement 67, and succes­
sively using the values 17, 19,21,23, and 25. Since 27 would be larger than 
26, the loop would not be executed with INDEX = 27. If the value of INDEX 
is equal to the terminating value, the execution will take place. 
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EXAMPLE 6.1. Write a program that will find the sum of the first 100 integers 
and will also find the sum of the squares of the first 100 integers. 

Solution. In this case we will give a program first which would accomplish 
the required computation, and then we will explain it. You should realize 
that in general you will need to draw the flowchart and go through the 
procedures we used in Section DA. 

SUM = 0 
SUMSQ = 0 
DO 50 K = 1, 100 
SUM = SUM + K 

50 SUMSQ = SUMSQ + K*K 
WRITE (lOUT, 60) SUM, SUMSQ 

60 FORMAT (1X, 'THE SUM IS', F10.0, 10X, 'THE SUM OF THE 
SQUARES IS', F25.0) 

END 

In this case we have made certain that both SUM and SUMSQ start with the 
value zero. We then have the DO loop in which K starts with one and con­
tinues with increments of one to one hundred. For each value of K we have 
added that value to SUM and have added the square of that value to SUMSQ, 
since both are completed by the time we have finished executing statement 
number 50. We have assumed that the computer being used will permit 
adding an integer to a real number. As soon as the loop has been performed 
100 times and K has been incremented to 101, a number larger than the 
largest value for which we will carry out the loop, the program proceeds to 
the first statement following the loop, that is the statement involving WRITE. 
The use of the WRITE statement follows our instructions concerning 
input/output statements, and should be easily followed. Finally we conclude 
with an END statement. 

It should be clear that the DO loop can be a very convenient programming 
device in that it eases the task of programming loops. However, there is one 
pitfall we must avoid. The performance of the DO loop is jeopardized if the 
final statement of the loop, the numbered statement referred to in the DO 
statement itself, causes the program to branch somewhere else. Thus, this 
final statement cannot be a GO TO or an I F statement. If it appears that this 
is necessary and there is no convenient method for avoiding this impasse, we 
can simply add one more statement to the loop and place the relevant state­
ment number on this additional statement. This is obviously permissible if 
this additional statement is there but does nothing. Such a statement con­
sists of the single word CONTINUE. In other words, the final statement of 
the DO loop starting with DO 57 I = 1, 10 might well be 

57 CONTINUE 
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It should be realized that CONTINUE is more than six letters in length, but 
this is a special case and the computer will accept this word. 

EXERCISE 

1. You find the statement DO 234 KEY = INIT, LAST, JIG 

(a) What is the purpose of234? 
(b) What is the role of KEY? 
(c) What is the role of IN IT? 
(d) What is the role of LAST? 
(e) What is the role of JIG? 
([) What parts of this statement (if any) could be omitted and still have a valid 

statement? 

2. Is it possible to use other programming and accomplish the same thing without 
using a DO loop? If so, how would you do it? 

3. (a) What is the purpose of the word CONTINUE in a FORTRAN program? 
(b) Is the word CONTINUE invalid because it has more than six letters? Explain 

your answer. 
(c) What statements are not permitted at the end of a DO loop? 

4. Write a DO loop for the purpose of computing N! for a given value of N. 

5. Write a program using a DO loop that would assign to X(I) the value 1*1 for each 
number in an array of 50 numbers. 

D.7 Function Statements 

One other bit of FORTRAN that may be helpful in the calculus involves the 
FUNCTION statement. If we write at the beginning of the program a 
function statement, (in case there is a DIMENSION statement we would 
place the function statement immediately after the DIMENSION statement) 
we have the luxury of letting the computer calculate function values with a 
minimum of effort on our part. For instance, we might write 

F(X) = 1j(SIN(X) + COS(X)) (0.7.1) 

and later write F(A). The program will supply the value of 1/(sin .4 + cos .4). 
We can include as many function statements as we may wish, but each 
must have its own function name, and they must all come at the beginning 
ofthe program, subject only to the fact that they must follow any DIM ENS ION 
statements. If we wish to use a function of more than one variable, we would 
do this by using a notation such as F(X, Y). We will use these concepts in 
the following example. 
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EXAMPLE 7.1. We are given two numbers, a = .4 and b = 1.8, and we are to 
divide the interval from a to b inclusive into 100 equal subintervals. If we 
denote the 101 points by Xk where k has values 1,2,3, ... , 101 we will have 
Xl = a and Xl0l = b. We also wish to consider 100 values tk where tk is the 
midpoint of the interval from Xk-l to X k . This means we will have values tk for 
k = 2,3,4, ... , 101. Next we wish to obtain the sum of 100 terms, each of the 
form sin tk[X~ - X~-l]. Write a FORTRAN program that will perform this 
computation. 

Solution. We need 101 values of a variable we will designate hy X and we 
need 100 values of a variable called T. However, if we follow the terminology 
given us, the largest subscript for T will be 101, and therefore we must make 
provision for this subscript in our DIMENSION statement. We also see that 
we will have to evaluate both sin X and X3 for values of tk and Xk respectively 
on 100 occasions. It would be convenient to simplify the reference to th.ese 
functions through the use of function statements. With these thoughts for 
easing the programming involved, let us write the description, the flowchart, 
and thence the program as we did before. You will find this in Figure D.3. 
Note that we started with the DIMENSION statement, as we are required to 
do. We next inserted the function statements, for these must come next. The 
next thing that must be done is the determination of the values of the Xk 

and t k • The determination must be in that order since we need the end 
points of the interval to determine the midpoint. There are, of course, 
alternatives because of the very regular arrangements of the x's in this case, 
but we have chosen the obvious method. After we have the points determined, 
we are now in a position to compute the value of the 100 summands, and to 
add them as we go along. This is done in the DO loop which terminates with 
statement 20. Finally we have given instructions for writing out the results. 

We have used two DO loops. It is important to observe that the first one 
must either terminate before the second one begins, as it does in this case, or 
else the second one must be completely included in the first one. Thus if the 
statement number 10 referred to as the end of the loop in the first of the two 
loops had not come before the statement that begins DO 20, then statement 
10 must not appear before statement 20. Observe the use of comments to 
assist in understanding the program. 

EXAMPLE 7.2. Read a number N which represents the number of data items 
we are to process and then read in this many data items. Sort the numbers to 
put them in an ascending order such that each number in the sequence is at 
least as large as those preceding it. Write the resulting sequence. 

Solution. We have written out a description and drawn a flowchart to 
indicate the logic involved in Figure D.4. In this case we read the number N 
first, as directed. Note in the program that we have used a DIMENSION 
statement that allocates 1000 locations for data entries. This does not mean 
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a. Read number of cards and 
data. 

b. Compare the first number 
with all following numbers to 
insure that the first number is 
at least as small as those that 
follow. 

c. If necessary interchange 
numbers. 

d. Omitting the first number, 
consider the set of numbers 
to be one smaller and repeat 
(b) if resulting set has more 
than one number. 

e. Write out the results. 

NO 

YES 

DATA (I) 
>DATA(J) 

J> N? 

1< N? 

NO 

Figure DA 

Appendix D. FORTRAN Language 

DIMENSION DATA(1000) 
READ(ICARD, 10) N 

10 FORMAT(14) 
READ(ICARD, 20)(DATA (I), I = 1, N) 

20 FORMAT(1X,8F9.3) 

NM1 = N - 1 
D040I=1,NM1 
IP1 = I + 1 
D040J = IP1, N 
IF(DATA(I) - DATA(J)) 40, 40,30 

C INTERCHANGE NUMBERS 
30 TEMP = DATA(I) 

DATA(I) = DATA(J) 
DATA(J) = TEMP 

40 CONTINUE 

WRITE (lOUT, 20)(DATA(I), I = 1, N) 

END 

that we must use 1000 entries, but rather that we are permitting ourselves 
that many. After reading in N with the appropriate FORMAT statement for 
reading an integer, we proceed to read the data. In this case it is assumed we 
are ignoring the first column of the card and then putting 8 numbers to a 
card, allocating 9 columns for each number. In the READ statement we have 
indicated we wish to read DATA(1), and then follow it with DATA(2), 
proceeding until we have read DAT A(N). Note that the notation used is 
very similar to that in the DO statement. This is often called an implied DO 
loop. If there are more than 8 numbers, the program will cause the reader 
to read successive cards, each having the same FORMAT, until the total 
number of data items requested have been read. The questions raised by the 
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diamonds in the flowchart are answered in this case by means of two DO loops. 
Note that one is inside the other and that both end with statement 40. 
In the first instance we wish to take our earlier entry for comparison, and 
since this could not be the N -th number we must end the DO loop with 
the entry N - 1. Since we are not permitted to put such an expression in as a 
limit for a DO loop, we have written NM1 (standing for N minus 1) = N - 1 
in order to have a single variable that can serve as the limit for the DO loop. 
We wish to compare this with a second number that will come some time 
after the first in sequence, and hence we start the inner DO loop at IP1 
(I plus 1). We then make the comparison in the IF statement. IfDATA(I) 
is larger than OAT A(J), we will go to statement 30 and in this case we will 
interchange the numbers. Note that we must temporarily save the value 
of DATA(I) before we replace DATA(I) with DATA(J) or we would lose 
DATA( I). If on the other hand the numbers are already in order, we merely 
want to go to the next comparison. We do this by sending the program to 
statement 40, a CONTINUE statement, which causes no computing to 
occur, but does give us the end of the DO loops. Note that we can end two 
DO loops with the same statement. The operation here will have a value of 
I determined by the outer DO loop (the first DO statement we come to) and 
then for each value of I we will run through an entire list of values for J 
starting with the value (I + 1) and going to the value N. Mter we have 
completed the outer DO loop, which means that we have run the entire 
range of the inner DO loop (N - 1) times, we will proceed to the WRITE 
statement. You will note that in this case we used the same FORMAT we 
had used for the second READ statement. The presence of the 1 X in the 
FORMAT statement makes this suitable for a printer, in case that is what 
we are using, and there is no reason why many input and output statements 
cannot refer to the same FORMAT statement. The implied DO loop for the 
WRITE statement is similar to that for the READ statement. 

The use of the DO loops in this example makes it slightly more difficult 
to relate the description, the flowchart, and the program, for we do many 
things at once with a DO loop which would require separate description in 
the flowchart. The logic is the same, however. 

EXERCISES 

1. (a) What are the advantages of using a FUNCTION statement? 
(b) Where should a FUNCTION statement appear if there is no DIMENSION 

statement in the program? 
(c) Where should a FUNCTION statement appear if there is a DIMENSION state­

ment in the program? 
(d) How many FUNCTION statements can there be in a single program? 

2. Explain in detail all of the computation that takes place as a result of the single 
statement labeled 20 in Example 7.2. 
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3. Why is it necessary to introduce the variable TEMP in Example 7.2? 

4. Write a function statement that would use the function J(x) = x3 + 2x2 + 3x + 4. 

5. Write a program that will use a function statement corresponding to the function 
J(x) = x3 + 3x2 - 4x + 2 and will then, using a DO loop, print out a table giving 
the values of x from - 2 to + 4 at intervals of 0.5 and for each value giving the value 
ofJ(x). 

6. Write a program similar to Example 7.2 that will sort numbers in such a way that 
the largest number is first and successive numbers are smaller. 

7. Write a program that will make a list of factorials for all non-negative integers which 
are not greater than 20. 

D.8 Summary 

In this brief account we have given a sufficient amount of information to 
permit you to write programs to do any computation that may be required 
in the calculus. If you wish to write more complicated programs, you should 
consult the technical manuals on FORTRAN supplied by the manufacturer 
of the computer you are using, or consulting one of many books available 
on the FORTRAN language. 

After the program has been written, you will try to run it. You may find 
that you have one or more errors (or bugs) in your program due to errors in 
typing, incorrect punctuation or spelling, or due to a misunderstanding of 
some feature of the FORTRAN language. Such errors, often called syntax 
errors, are usually accompanied by diagnostic messages from the computer 
which will assist you in locating the errors. Do not be dismayed by such errors, 
for every programmer has bugs in programs at frequent intervals. Correct the 
errors and try again. Eventually you will have a program that will "run". Do 
not relax at this point. for you should check the results to make certain that 
the program has done what you wished it to do. The fact that a program 
runs merely means that the computer is able to make an interpretation of 
each of your statements, and consequently it is able to do something. It is 
your task to make certain that that something is what you wanted done. Do 
this by using somewhat simple data initially. If it works for simple data, it is 
probable that it will work equally well for the more cumbersome numbers 
you really wanted to use in the first place. Here the problem is likely to be in 
the logic. If you have followed the examples which contained a verbal 
description of the problem, then a flowchart, and finally the coding, you can 
use this to check the logic. It is advised that you use this method or one very 
much like it. If you have tried all of the things you can think of, ask someone 
for assistance. However, be certain that you understand why your program 
did not work properly and why the suggestions do work (if they do). Also 
check carefully to be certain that the program is the way you wrote it. It 
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is very easy to get cards out of order, and this can cause statements to be 
performed in the wrong order. 

Finally, the only way to learn to program is to write programs. While 
this may seem trite, it is very true. You will not hurt the computer, so do not 
worry on that score. Therefore, go ahead. Be sure you understand the prob­
lem, that you have a method which will lead to a solution, and then accept 
the challenge of instructing the computer concerning the steps to be taken 
to realize the solution. Do not give up when you have a bug, but persist, and 
you will ultimately have a successful program. 



Appendix E. BASIC Language 

E.l Introduction 

The BASIC language is one of many computer languages in common use. 
It is frequently available in educational institutions and was designed to be 
particularly easy to use. This language is generally used on a computer 
equipped with terminals, and you will need to find out from your comput­
ing center the procedures necessary to sign on the terminals. Once you 
have signed on you will type your instructions to the computer in the 
BASIC language, and you will find that the computer almost seems to talk 
to you in response to your typing. There are some systems on which this is 
not true, but if you are working on an interactive system, you will find this 
statement to be true. 

It is not our purpose here to give all of the details of the BASIC language. 
Rather we will concentrate on giving sufficient information that you will be 
able to write any program likely to be assigned in the course of your study 
of the calculus. At some later time you may wish to explore additional 
features of the language, and this can be done through using anyone of a 
number of books currently on the market. Since there are many versions 
(or dialects) of BASIC, be certain to get a book that is recommended by 
personnel in your computing center. The information given here is valid 
for the great majority of versions of the BASIC language, and this is another 
reason for restricting ourselves to those portions of the language which are 
most used. 

One of the first things that we need to know in using any computer 
language is the method whereby we enter numbers or variables. In BASIC 
we can refer to a number just as we would ordinarily write it. Thus 23.4 is 
entered as 23.4. If we wish to use a variable, we can do this by using a designa-

72R 
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tion consisting of a single letter of the alphabet or a designation consisting 
of a letter followed by a single digit. If the variable is denoted by two characters, 
the first one must be a letter of the alphabet and the second one must be a 
numeric digit. No variable can be designated by more than two characters. 
If we wish to enter more than one number on a line, we can do this by in­
serting commas between the numbers. All of this information indicates that 
the process of writing mathematical statements in BASIC should not be 
considered as being much more than writing statements in algebra. 

EXERCISES 

1. Which of the following are valid designations for variables in BASIC? 

(a) A 
(b) D2 
(c) 23 
(d) Y9 
(e) NO 
(f) 3A 
(g) KK 
(h) X 
(i) DATA 
(j) 2A 

2. Through what device are programs ordinarily entered into the computer when 
using the BASIC language? 

E.2 Arithmetic Statements 

Our next concern is to be able to do arithmetic. We use the arithmetic 
operations +, -, *, /, and i to represent addition, subtraction, multiplica­
tion, division, and raising to a power respectively. (For some computers ** is 
used in lieu of j.) We cannot represent multiplication by simply placing two 
symbols next to each other, but must always insert * between the two symbols 
if the computer is expected to multiply them. We are free to use parentheses 
as often as we wish, but we must remember to provide a closing parenthesis 
to match each opening parenthesis. Each arithmetic BASIC statement con­
sists of the work LET followed by a single variable, an equal sign, and then 
the expression containing the arithmetic to be performed. Such a statement 
instructs the computer to do the arithmetic indicated on the right side of 
" =", and to assign this resulting value to the symbol on the left side. Thus, 
since this statement assigns a new value to the variable on the left side of 
the" = " sign, it is often called an assignment statement. The word LET is 
optional in some systems, but is mandatory on others. In the statement 

LET X = (- B + SQR(Bt 2 - 4*A*C»/{2*A) (E.2.1) 
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Table E.1 

ABS(E) 
ATN(E) 
COS(E) 
EXP(E) 
INT(E) 
LOG(E) 
LOGIO(E) 
SGN(E) 

SIN(E) 
SQR(E) 
TAN(E) 

The absolute value of the expression E. 
The arc tangent of E measured in radians. 

Appendix E. BASIC Language 

The cosine of E where E is measured in radians. 
The exponential function of E. [That is eE.J 
The greatest integer in E. 
The natural logarithm of E. 
The common logarithm of E. 
The signum f~nction of E. This is + 1 if E is positive, 0 if E is zero, and 
- 1 if E is negative. 

The sine of E where E is measured in radians. 
The square root of E. 
The tangent of E where E is measured in radians. 

the computer expects to take the values previously given it for A, B, and C, 
to compute B2 - 4AC, then take the square root of this quantity, add the 
result to ( - B), and finally divide the value thus obtained by the product 
of 2 and A. The final result is then to be assigned to X so that X will have 
the value thus obtained after this statement has been excecuted. The values 
of A, B, and C have not been altered, but any previous value which X might 
have had has now been lost. Note that this procedure follows the instruc­
tions given via the grouping indicated by parentheses. Note also that the 
sequence followed is the one we would desire, namely the completion of 
the multiplication prior to addition or subtraction. 

We noted the fact that we were to take the square root in (E.2.1) through 
the use of SQR(E) where E was an expression that would yield a number 
at the time we executed the statement in question. Needless to say, it is very 
convenient to be able to take a square root so easily. There are several other 
functions that are available to us in BASIC. Those which are likely to be 
most useful to you are listed in Table E.1. 

Through the use of the arithmetic operations and with the aid of the 
functions of Table E.I, we can write assignment statements that will cause 
the computer to calculate just about anything we may require. A program 
usually consists of a succession of such statements, many of them using 
results found in preceding statements. We need a few more bits of information 
before we are ready to write complete programs, but the type of statement 
that will be of assistance should already be apparent. 

EXERCISES 

1. What is the value of X in each of the following situations? 

(a) LET X = 5*7 - 4/2 
(b) LET X = 45/7 + 2.3 
(c) LET X = 3t3 - 410.5 
(d) LET X = A2 - A*2 if A = 4 and A2 = 7. 
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2. What is the value of K in each of the following? 

(a) LET K = SIN(3.141S9j6) 
(b) LET K = SQR(2S) - 3.2 
(c) LET K = K + 1 if K = 4 to begin with. 
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3. Each of the following statements has at least one error. Find all of the errors, and 
indicate a correct statement that would do what you think was intended (if possible). 

(a) LET X + Y = 3 
(b) LET D = (A - B)(2 + A) 
(c) LET X = SIN(X» 
(d) LET A = B + - C 
(e) LET X = SIN(LOG(B) 

E.3 Control Statements 

Ordinarily we write a sequence of BASIC statements and expect the com­
puter to execute the first one, then the second statement, etc. There are 
occasions, however, when we would like to reuse some statement or we would 
like to jump ahead depending on whether a given result is larger or smaller 
than some given number. In order to instruct the computer to do this, we 
must have some way of indicating that we wish to change the sequential 
nature of program execution. To facilitate reference to any statement, every 
statement in BASIC must be numbered, and the numbers must appear in 
ascending order. All statement numbers must be positive numbers with 
larger numbers denoting statements that appear later in the program. The 
numbers are placed to the left of the statement and on the same line as the 
statement. We can use a statement GO TO 40 to instruct the computer to 
leave the normal sequence and execute statement number 40 next. Since all 
statements are numbered, all you need to do is to refer to the appropriate 
number in order to refer to the given statement. The GO TO statement 
does not give the computer permission to do anything but go to statement 
40. On the other hand, if we write IF (A*B) > = C, THEN GO TO 40, we 
are telling the computer to compare the present value of A*B with the value 
of C and if the former is either greater than or equal to the value of the 
latter, the next statement executed would be statement 40. There are six 
relations that can be used in the IF statement. There are =, <, >, < =; 
> =, < >, and they are used respectively to make the transfer if the ex­
pressions are equal, if the first is smaller than the second, if the first is larger 
than the second, if the first is not larger than the second, if the first is not 
smaller than the second, and when the first is not equal to the second. In case 
the relation following the word IF is not true the program will proceed 
automatically to the next statement. 
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It is also possible to follow the word THEN in the IF statement with any 
other BASIC statement. For instance we might have 

100 IF A > = B THEN LET A = 5 
or perhaps 

100 IF A > = B THEN IF B < C THEN B = SQR(A*C). 

In each of these cases the statement following THEN will be executed only 
if the relation following the IF is a true relation. In both instances control 
will then pass to the next statement. However, in the first case the program 
would replace the value of A with 5 if and only if A > B or A = B. In the 
second case B would be replaced by the square root of A times C if and only 
if A > B or A = B and in either case it is also true that B is less than C. 

EXERCISES 

1. What will be the value of X at the conclusion of the following sequence of instructions? 

10 LET A = 3.5 
20 LET B = 4 
30 LET C = 6 
40 LET K = 2.3 
50 IF A*B < = 10 THEN GO TO 80 
60 LET B = B -1 
70 GO TO 50 
80 LET X = K*CJB 
90 LET X = X - 2 

2. Does every statement have to have a statement number? If not, which statements 
do not have to have such a number? 

3. If A = 3 and B = 4, describe the result of each of the following statements. 

(a) IF 2*A > B THEN TO TO 30 
(b) IF A < > B THEN A = 5 
(c) IF SQR(A*B) < A THEN GO TO 450 
(d) IF B**3 > = 20 THEN GO TO 200 

4. Why do you think an IF statement is referred to as a conditional transfer statement 
whereas a GO TO statement is referred to as an unconditional transfer statement? 

5. Would it be possible for a BASIC program to have line number (or statement number) 
30 before line number 20? Explain. 

E.4 Input/Output Statements 

We have now learned how to write assignment statements and how to 
control the order in which the statements are executed. Before we put all 
these things together in an illustrative program, we pause to indicate a 
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means whereby we can enter information into the computer and can obtain 
information from the computer. In BASIC we have two ways of assigning 
values to variables other than by using the LET statement. We can use the 
command READ followed by a list of variables, each variable separated 
from its predecessor by a comma. In this case we must also use a DATA 
statement. The DATA statement (or statements) can be as numerous as we 
care to make them and can occur any place in the program. The DATA 
statement is followed by one or more numbers, with the numbers separated 
by commas. There should not be a comma after the last number in the 
DAT A statement. The instruction READ will cause the BASIC program to 
seek out the DATA statements in the order in which they occur and to assign 
to each variable in turn a number from a DATA statement starting with 
the first DATA number in the program. Using this method, one inserts the 
data to be used as part of the program at the time it is written. In case there 
are more variables to be read by a READ statement than there are numbers 
in the DATA statement, an ERROR message will be printed out. It is the 
responsibility of the programmer to see to it that there is sufficient data for 
the number of variables which are to be read. There is one way out of this 
dilemma. If you wish to use some data more than once, you can insert the 
command consisting of the single word RESTORE. This will cause the first 
READ statement following RESTORE to go back to the first item of data 
given in a DATA statement in the program just as though no READ state­
ment had preceded the RESTORE command. 

One frequently wants to insert information after the execution of the 
program has been initiated. In this case we would use the command INPUT 
followed by a list of variables we wish to enter at the time the program is run. 
The INPUT statement is put at the appropriate place in the program, and 
upon execution oLthe program the typewriter will type a question mark 
indicating it is expecting you to put in data at that time. Data is entered in 
a BASIC program by typing in as many numbers as one requires on a single 
line with the numbers separated by commas. We illustrate these input 
commands by the following examples: 

INPUT A, B, C4 (E.4.1) 

whereupon during execution the program will type 

and we will respond with three numbers such as 

25.5, 37, - .004 

with the numbers separated by commas. If we type in fewer than three num­
bers the program will respond with another question mark and will await the 
next number until it has the three numbers it requires. If we had used the 
command READ, we would have had to include a DATA statement. Thus 
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we would have 
READ A, B, C4 
DATA 24.5,37, -.004,598 

and in this case, if this is the first occurrence of a READ and D AT A statement 
in the program we would assign 24.5 to A, 37 to B, and - .004 to C4. Since 
the DATA statement included a fourth number and this was not used by 
the READ statement, the number 598 would be the first one read by the 
next READ statement. If the next READ statement is preceded by a RESTORE 
command, the first item read by the next READ statement would be 24.5. 
This again presumes that this is the first DATA statement in the program, 
for the first READ will start with the first item in the first DATA statement. 

In order to write results we use the command PRINT. This instruction is 
to be followed by the list of variables to be printed. If the variables are 
separated by commas the information will be printed in five columns of 14 
spaces each. If the items are separated by semicolons, the program will 
cause the data to be separated by single spaces in most versions of BASIC. 
In the PRINT command, it is also possible to insert expressions we wish 
printed. Thus, if we had the command 

PRINT A,24 + 5, "THE VALUE OF X IS", X (E.4.3) 

we would have printed in the first column the value of A, in the second column 
the number 29, then the words THE VALUE OF X IS and finally the value 
of X. Since the literal expression will occupy more than one column of 
fourteen spaces in this case, the value of X will be located in what would 
ordinarily be the fifth column across the page (that is starting in the 57th 
space). Note that we can insert labels by the simple device of including the 
material we wish printed between quotation marks. 

We will now put some of these concepts together in an example to il­
lustrate the information we have given to this point. 

EXAMPLE 4.1. Write a BASIC program which will cause the computer to 
ask for numbers to be typed in, which will then obtain the average of the 
data and will also obtain the square root of the average of the squares of 
the data items. The number of items we will wish to process is not known 
at the time we write the program, but it is known that no number is larger 
than 90000. 

Solution. Our job is to write a program that will add up the various 
numbers, keep track of the number of data items, and also add up the 
squares of these numbers. After the last item has been given to the computer, 
it will then be possible to divide the sum of the numbers and the sum of the 
squares by the number of items used and then to take the square root of 
the average of the squares. We must then write out the results, for they will 
do us no good if they remain in the computer. A description of the various 
steps involved is given in Figure E.1. To the right of the description is a 
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flowchart indicating the logic of the problem in a pictorial manner, and to 
the right of the flowchart we find the BASIC program. Note that the program 
is written using only capital letters. The typewriter terminal for entering the 
program will often be restricted to capital letters and you might as well get 
used to this fact. 

After indicating START in the flowchart, we have step (a) in which we 
set the variables we are going to use to a zero value to insure that our results 
reflect only our data and do not include someone else's leftovers. As in­
dicated above, we will need three registers, and we have chosen to call these 
S, S2, and C. The symbol S stands for sum, S2 for sum of 2nd powers and C 
for count. It is frequently helpful to use initial letters to aid in remembering 
what the variable is to represent. You must remember, however, that you 
are limited to a single letter or a letter followed by a digit. 

In step (b) we read an input item from the terminal. We have given this 
value the label X. This variable will assume many values during the execu­
tion of the program, for it will always represent a single number, namely 
the last one entered. Therefore, we must be certain that we do everything 
we need to with one value of X before we read another number and replace 
the former value. We must have some method for letting the program know 
when we are through supplying information. We can make use of the in­
formation given, and enter the number 99999 after the last item we wish to 
use. We do not wish to use 99999 as a regular entry, however, and for this 
reason we have included the IF statement. If the number just introduced is 
not smaller than 95000, the program is directed to statement 100 for its 
next instruction. Otherwise it will continue with the next instruction, in 
this case number 60. This permits us to answer the question of part (c) of 
the problem. Thus, if we have one of the numbers we wish to process, the 
program will proceed to statement 60 and increment C, add X to Sand 
add X t2 to S2 whereupon it will return to statement 40 to obtain another 
item. Note the way in which we have instructed the computer to use the 
old value of S and then add X to it after which we assign this new value to S. 

If the program is directed to statement 100, as will be the case when we 
type in 99999, the average is calculated and given the name A. In one step 
we will divide the sum of the squares of the numbers by the number of such 
numbers and then take the square root of the quotient, denoting this result 
by A2. The next statement directs the computer to write out the results, and 
finally the last statement indicates that we have come to the end of the 
program by so stating with the BASIC statement EN D. After the program 
has been entered, you can instruct the computer to execute the statement 
by typing in the word RUN. When all of the information has been entered, 
and you have finally indicated the end of the data by typing in 99999, the 
terminal will then type out the number of numbers, C, the word NUMBERS 
preceded by one space since we have inserted a semicolon here and a space 
between the apostrophe and the N, the value of the average A and the square 
root ofthe average ofthe squares A2. To put this program in the computer you 
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will need to obtain the attention ofthe computer at the terminal you are using. 
You will need instructions from your computing center for this task. You will 
then use the procedures given you to indicate that you have a program written 
in BASIC. Either you must type out a number for each line or else the computer 
will type out the line number and wait for you to complete the line, depending 
upon the system being used. If you make a mistake in typing, retype the 
number of the incorrect line, and then retype the line correctly. Upon typing 
the word EN D you indicate to the computer that you are at the end of your 
program. The word RUN will cause the program to be executed. If you wish 
to insert remarks for your own information which the BASIC program 
should ignore, you can do this by preceding such remarks with the three 
letters REM. Anything following REM and on the same line will be ignored, 
but this will be typed out in any listing of your program to remind you of 
that which you intended to do at that point. 

EXERCISES 

1. What is the difference between using a comma and using a semicolon to separate 
items following the command PRINT? 

2. How does the program indicate that it has come to an INPUT statement and it is 
waiting for you to type in data? 

3. What statement must occur in the program if you use a READ statement? 

4. If you wish to use data in a set of DATA statements twice, how can you accomplish 
this? 

5. If you wish to use the second item of data in a DATA statement twice, but did not 
wish to repeat the first number, how might you accomplish this? 

6. (a) How would you enter a remark into a program? 
(b) For what purpose would you want a remark? 
(c) How often should remarks be used in a program? 

7. You are asked to find the average of the square roots of the first thousand positive 
integers. 

(a) Draw a flow chart. 
(b) Write and run the program. 

8. You have a list of coordinates of points (each involving a pair of numbers). Write a 
program which will find the distance between successive points and will also find 
for each set of four consecutive points the angle formed by the line through the first 
pair of points and the line through the second pair of points. [Hint: Be sure to draw 
a flow chart. Consider the case in which one of the lines might be vertical.] 
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E.5 Subscripts 

With the material presented to this point you have enough information to 
write a program to take care of the majority of problems likely to appear 
in the calculus. The IF statement will permit you to implement any decisions 
that have to be made enroute to the result. If you decide you would like 
to read on, however, there are additional items in the BASIC language that 
will simplify some of your programming problems. The first of these has 
to do with the BASIC equivalent of mathematical subscripts. It is frequently 
convenient to use subscripts to distinguish variables such as Xo, Xl"'" xso' 
Since the majority of computers do not have the capability of writing small 
numbers below the normal line of print, this particular notation is not 
available to us here. We can, however, use the same idea and enclose these 
numbers in parentheses following the symbol. Thus we would have 
X(O), X(1), X(2), ... , X(50). The subscript can be a number or an expres­
sion. If the subscript is not an integer, the program will use the largest 
integer which does not exceed the value of the subscript at the time of execu­
tion. Ordinarily we would have little reason to use other than integers for 
the subscripts, but X(4.73) would be treated as X(4) in the BASIC language. 
If we indicate that we are using subscripts by the simple device of just writing 
them in the program, the BASIC compiler will set aside ten spaces for items 
with subscripts up to ten, and we can use subscripts up to a maximum of 
ten without difficulty. If we try to go above this number we will receive an 
ERROR message when we try to run the program. If we wish to have sub­
scripts larger than ten, we must so inform the program by a statement such 
as DI M X(50). In order to indicate that we wish to use subscripts larger 
than ten with several variables we can use several DIM statements or we can 
use a single DIM statement separating the items to be dimensioned by 
commas. Thus we could write 

DIM X(50), D(40), Y(5, 8) (E.5.1) 

where we observe that no punctuation follows the last entry in the line. 
Notice also that we can use two subscripts if we like. If we do not use the 
DIM statement, the. two subscripted variables would have maximum sub­
scripts of Y(10, 10). By inserting the statement DIM Y(5, 8) we have in­
dicated we will not need so much space and the space will be saved for other 
purposes. The DIM statement, if used, must precede the first reference to 
any variable which appears in the statement, and for this reason it is custo­
mary to place it at the beginning of the program. 

EXERCISES 

1. When is a DIM statement necessary in a BASIC program? 

2. What information is imparted to the computer by the statement 

100 DI M X(300), A2(15,20), B3(7) 



E.6 For-Next Loops 

3. A segment of a BASIC program includes the following sequence of statements: 

100 I = 1 
110 X(I) = 2*1 
120 IF I < 10 THEN I = I + 1 
130 IF I < = 10 THEN GO TO 110 

(a) What is the value of X(3) at the conclusion of this sequence? 
(b) What is the value of X(5.S) at the end of this sequence? 

739 

(c) Is a DIM statement necessary for the array X insofar as it is used in this sequence? 
Why? 

4. A segment of a BASIC program includes the following sequence of statements 

50 I = 1 
60 J = 1 
70 A(I, J) = 2*1 + J 
SOI=I+1 
90 IF I < 20 TH EN GO TO 70 

(a) If this sequence is not to produce an error, would a statement be necessary? 
If so, how much do you know about the requirements for the DIM .statement for 
this program? 

(b) What elements of the array A would have values assigned as a result of this 
sequence? 

(c) What would be the value of A(13, 1)? 

5. In each of the following statements indicate whether it is a valid statement and if it 
is not indicate any necessary corrections. 

(a) 120 DIM A(25), A(24, 12) 
(b) 130 DIM B(5), C(2, 200) 
(c) 130 LET A(I) = A(I, J) + 4 
(d) 140 LET A(I) = A + 43.25 

E.6 For-Next Loops 

The program of Section 4 had a loop in the flowchart with a consequent 
loop in the program. This was implemented by sending the control of the 
program back to line 40 through the use of a GO TO statement at line 90. 
We also used a counter, C, and an IF statement to count the number of 
times we went through the loop and to provide a means for getting out of 
the loop. Any loop can be executed in a manner somewhat similar to this. 
However, the use of loops in programs is so frequent that we have a some­
what more direct method for controlling a loop. This is done through the 
use of two statements, the first of which starts with FOR and the second one 
starts with N EXT. If we wish to add the first hundred numbers, add their 
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squares, and add their cubes, we could do so with a segment of program as 
follows: 

100 FOR K = 1 TO 100 
110 S = S + K 
120 S2 = S2 + K*K 
130 S3 = S3 + KtJ 
140 NEXT K 

In this segment we start with a statement which tells the computer that K 
is to be used as an index for the "FOR-NEXT" loop. The loop is to be started 
using the value K = 1. The computer is to complete all steps following 
this "FOR" statement down to the "NEXT" statement. When the program 
comes to the statement NEXT K, it proceeds, as instructed, to the next 
value of K, namely 2. The program then proceeds again through statements 
on lines 110, 120, and 130 using K = 2 and then increments K to the value 
3. This continues until we have completed this set of three statements for 
the value K = 100. At this point the program continues with the statement 
that would follow NEXT K. This provides us with an easy method for 
setting up the necessary procedures to go through a loop 100 times. 

In the preceding paragraph we indicated a program segment that would 
let K start with the value 1 and which would increase K by 1 after each 
completion of the loop. There are times when we might wish to use some 
other increment. This can be done by replacing line 100 of our previous 
segment by 

100 FOR K = 1 TO 100 STEP 0.5 

In this case the action would be similar, but K would take on the successive 
values 1, 1.5,2.0, 2.5, 3.0, ... , 99.5, 100. It is also possible to start the loop 
index at a value which has to be computed, to terminate the loop with a 
computed value, and to use a STEP which is a computed value. For instance, 
a statement such as 

100 FOR K = SQR(X) TO X*Y STEP Z 

would be permissible if X, Y, and Z had been assigned values before coming 
to line 100. This gives a great deal of flexibility in handling loops. 

It is possible to have one loop contained within a second loop. The one 
requirement is that any FOR-N EXT loop which starts after the FOR of 
another loop must end before the N EXT of the other loop. In other words, 
such loops can be nested, but the one that starts later in the program cannot 
include within it the N EXT statement of one that had started earlier. There 
is no limit to the number of lines which can appear between the FOR and 
the N EXT other than the limit which the computer places on the maximum 
size of your program. The use of this loop should depend only upon the logic 
of the program, for it is the purpose of the FOR-N EXT loop, as it is of the 
other features of BASIC programming that the program provides the means 
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for carrying out the computation required to successfully solve the problem 
at hand. 

EXERCISES 

1. Assuming that there is a line NEXT K appropriately placed, what does each of the 
following instruct the computer to do? 

(a) 50 FOR K = 7 TO 23 
(b) 55 FOR K = SQR(9) TP 41 STEP 5 
(c) 60 FOR K = 100 TO 0 STEP - 1 
(d) 70 FOR K = 100 TO 0 STEP -3 

2. If you have statements which start FOR I, FOR J, and FOR K in that order, in what 
order would you place the NEXT I, NEXT J, and NEXTK statements? 

3. You find the statement FOR I = J TO K STEP L in a BASIC program. 

(a) What is the role that I plays in this loop? 
(b) What is the role that J plays in this loop? 
(c) What is the role that K plays in this loop? 
(d) What is the role that L plays in this loop? 
(e) If L is positive would you expect K to be larger than J or smaller than J? 

4. Write a FOR-N EXT loop that would perform the computation for each of the fol­
lowing problems. 

(a) Add all of the even numbers starting with 6 and ending with 100. 
(b) Add all of the multiples of 5 starting with 100 and ending with 1000. 
(c) Multiply all of the positive integers which are not larger than 14. 
(d) Add the square roots of the integers from 2 to 18. 

5. Is there any program which you can write using a FOR-N EXT loop which you could 
not write if you did not use FO Rand N EXT? Explain your answer by indicating a loop 
that you could not handle without FOR and N EXT or by indicating how you could 
handle all such loops. 

E.7 Function Statements 

One other bit of BASIC that may be helpful for programming problems in 
the calculus involves use of function statements. If we insert the statement 

DEF FNF (X) = 1j(SIN(X) + COS(X» 

and later write FNF(O.4) the program will supply the value of 

1/(sin 0.4 + cos 0.4). 

(E.7.1) 

We can supply several function statements by simply using DEF FN*( ) 
where the asterisk is to be replaced by the letter that will designate the 
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particular function, and each function must use a different letter. We place 
within the parentheses the argument (or arguments) of the function. If we 
use more than one argument, we separate the arguments by commas. We 
will use these concepts in the following Example: 

EXAMPLE 7.1. We are given two numbers, a = 0.4 and b = 1.8, and we are to 
divide the interval from a to b inclusive into 100 equal subintervals. If we de­
note the 101 points by X k where k has values 1, 2, 3, ... , 101 we will have 
Xl = a and X10l = b. We also wish to consider 100 values tb where tk is the 
midpoint of the interval from Xk - l to Xk • This means we will have values tk 

for k = 2,3,4, ... ,101. Next we wish to obtain the sum of 100 terms, each 
of the form sin tk[xi - Xi-l]. Write a BASIC program that will perform 
this computation. 

Solution. We need 101 values of a variable we will call X and we need 
100 values of a variable called T. However, if we follow the terminology 
given us, the largest subscript for T will be 101, and therefore we must make 
provisions for this subscript in our DIM statement. We also see that we will 
have to evaluate both sin X and X3 for values of tk and Xk respectively on 
100 occasions. It would be convenient to simplify the reference to these 
functions through the use of function statements. With these thoughts for 
easing the programming involved, let us write out the description, the flow­
chart and thence the program as we did before. You will find this in Figure 
E.2. Note that we started with the DIM statement to insure that we did not 
use any subscripted variables before we had made adequate provisions for 
them. The DIM statement is necessary since we will use subscripts larger 
than ten. We next inserted the function definitions to be certain we did not 
overlook them. The next thing to be done is the determination of the values 
of Xk and tk . The determination must be in that order since we need the end 
points of the interval to determine the midpoint. There are, of course, al­
ternatives due to the regular arrangements of the x's in this case, but we 
have chosen the obvious method. After we have the points determined, we 
are now in a position to compute the value of the 100 summands, and to 
add them as we go along. This is done in the loop involving statements 
130,140, and 150. Finally we have given instructions to write out the results. 

Note that we have used two FOR-N EXT loops. As we stated before, the 
first one must either terminate before the second one begins, as it does in 
this case, or else the second one must be completely included in the first 
one. Thus, the N EXT statement from the first loop must either come before 
the FOR statement for the second loop, or it must come after the NEXT 
statement for the second loop. Also note that we used the READ statement. 
The values of A and B will be the two items in the DATA statement in the 
order in which they appear. We assign the value 0.4 to A and the value 
1.8 to B. Observe the use of remarks to assist in understanding the program. 
We will further illustrate these concepts in Example 7.2. 
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EXAMPLE 7.2. Type in a number N which represents the number of data 
items we wish to process and then type in N data items. Sort the numbers 
to put them in ascending order such that each number in the sequence is as 
least as large as those preceding it. Write the resulting sequence. 

Solution. In Figure E.3, we have written out a description and drawn a 
flowchart to indicate the logic involved. In this case we type in N first, as 
directed. Note in the program we have used a DIM statement that allocates 
200 locations for data entries. This does not mean that we must use 200 
entries, but rather than we are permitting ourselves that many. After ob­
taining N from the terminal, we proceed to obtain the data. The question 
raised by the diamonds in the flowchart is answered in this case by means 

a. Read number of entries and 
then read data. 

h. Compare the first number 
with all following numbers to 
insure that the first number is 
at least as small as those that 
follow. 

c. If necessary interchange 
numbers. 

d. Omitting the first number, 
consider the set of numbers 
to be one smaller and repeat 
(b) if the resulting set has 
more than one number. 

e. Write out the results. 

NO 

YES 

DATA (I) NO 
> DATA(J)? 

J> N? 

1< N? 

Figure E.3 

10 DIM X(200) 
20 INPUT N 
30 FOR I = 1 TO N 
40 INPUT X(I) 
50 NEXT I 
60 FOR I = 1 TO N - 1 
70 FOR J = I + 1 TO N 

80 IF X(I) < = X(J) THEN 130 

90 REM INTERCHANGE NUMBERS 
100 LETT = X(I) 
110 LET X(I) = X(J) 
120 LET X(J) = T 

130 NEXTJ 

140 NEXT I 

1 SO FOR I = 1 TO N 
160 PRINT X(I) 
170 NEXT I 

180 END 



E.7 Function Statements 745 

of two FOR-NEXT loops. Note that one is inside the other. In the first 
instance we wish to take our earlier entry for comparison, and since this 
could not be the N-th number we must end the loop with the subscript 
(N - 1). We wish to compare this with a second number that will come some 
time after the first one in the sequence, and hence we start the inner loop 
with (I + 1 ). We make the comparison in the 1 F statement. If X(I) is larger 
than X(J), we will go to statement 100 and interchange the numbers. Note 
that we must temporarily save the value of X(I) before we replace X(I) with 
X(J) or we would lose X(I). If the numbers are already in order, we merely 
want to go to the next comparison. We do this by sending the program to 
statement 130 which causes the value of J to be incremented, unless it is 
already N in which case we increment 1 and then start the loop with J all 
over again. After we have completed the outer loop, which means we have 
run through the entire range of the inner loop N - 1 times, we proceed to 
the loop at statement 150. This loop consisting of three statements will 
cause the resulting list to be typed. 

The use of the FOR-NEXT loop in this Example makes it slightly more 
difficult to relate the description, the flowchart, and the program, for we 
do many things at once. The logic is the same, however, and you should 
check this out. 

EXERCISES 

1. What is the purpose of a function statement? 

2. Where does a function statement appear in the program ifthere is no DIM statement? 
Where does it appear if there is a DIM statement? 

3. Explain in words the various actions that are to take place as a result of statement 
140 of Example 7.1. 

4. (a) If you wanted to repeat Example 7.1 with f(x) = tan x and g(x) = eX, what 
changes would be necessary in the program given in Figure E.2? 

(b) What changes would be required if we wished to use 200 intervals instead of 100 
intervals? 

5. Why is it necessary to introduce the variable T in Figure E.3? 

6. Draw a flowchart and write a program that will give a table of factorials for all 
positive integers less than 26. 

7. Draw a flowchart and write a program that will make a table of values of the function 
f(x) = x3 + 2x2 - 4x - 3 for all integer values of x from x = -5 to x = 7. You 
might see how few statements you need for this program. 

8. Draw a flowchart and write a program that will make a table of values for sin x, 
cos x, and tan x for 0°, 1 0, 2°, ... , 90°. Remember to convert degrees to radians if 
you use the functions provided by the BASIC language. 
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E.8 Summary 

As we stated in the beginning of this Appendix, there was no intent to give 
a complete description of the BASIC language. However, we have included 
the information necessary to write a program for any problem which you 
are likely to face in this course. It is far better to start with this small amount 
of information and write programs that will do the job than to find yourself 
with much more information concerning the language, but in a quandary 
over which procedure to use. The only way to learn to write programs is to 
write them. If you have errors (or bugs) in your program due to an incorrect 
use of BASIC, there will be diagnostic messages on the terminal and you can 
use these to help locate the errors. Once the program runs, you should check 
carefully to determine that it is doing what you wished it to do. If it does not, 
one of the best things you can do is check the logic with the aid of your 
flowchart to make certain that your instructions were logically correct. It 
is also helpful to insert additional PRINT statements to determine the value 
of various variables at different points in the program. If you use simple 
numbers for test data, you can check to see whether you and the computer 
agree. This will frequently be very helpful. In extreme cases, ask someone 
for aid. You won't be the first one to use a computer who has had to. ask 
for help. Remember that there are very few programs that are written that 
do not have errors the first time through. Keep at it. 

In writing a program it is strongly suggested that you follow the procedure 
given in the Examples of this Appendix. Write out the logical flow of the 
problem and draw a flowchart. It then becomes relatively easy to write the 
instructions in the BASIC language. It is not necessary to be fancy in the 
way you do things. There are several distinct programs which will give a 
correct result for any simple problem. 

It may also help if you keep listings of your programs. In Example 7.1, 
we would only have had to change the instructions defining FNF(X) and 
FNG(X), and change the DATA for A, and B to handle a large variety of 
problems. It might even be worthwhile to replace the number 100 by N 
throughout the program so that a value of N could be inserted when the 
program is run to provide greater flexibility. If you intend to use a value 
N larger than 101, you will have to increase the dimension allocated for X 
and T through a modification of the DIM statement. You will find many 
programs that can be used more than once provided you build in the flexi­
bility in the manner suggested here. 



Answers to Selected Exercises 

Chapter I 

Section 1.2 

1. Integer: 2,0, - 5: Rational: all but 1t and )3: Real: all of the numbers. 

5. Let x be the multiplicative inverse of 0 and show that this leads to a contradiction. 

7. 1,2,3. 

M 17. All properties are satisfied. & is zero and + is one. 

M19. No. $ has no additive inverse. 

Section 1.3 

2. 2.S,3, -9/20,22/7,22/7, -3/4, -JiO, 0.001, j3. 
4. (a) {-2, -fi/2, 0, )3, 2.S, 1t, 22/7}. 

6. No. 

10. No, if b ~ 0 and d ~ O. 

12. (a) Yes: (b) no. 

MIS. No. 

Section 1.4 

1. (a) 1+ 5i: (b) -3 - 5i: (c) 2 - Si: (d) 6 - Si. 

3. (a) (-46 + 90/169: (b) (I + ISi)/5; (c) I + 1.5i: (d) 9.6 + 9.2i; 

(e) \! 3/2 - i/2. 

5. (a) -2: (b) 2 + i: (c) (7 + i)/1O. 

7. (a) 5(cos 0 + i sin 0) where tan 0 = 4/3, 1st quadrant; (d) 4(cos 1t/2 + i sin 1t/2). 

9. (b) 4(cos 1t/3 + i sin 1t/3); (d) 13(cos 0 + i sin 0) where tan 0 = - 5/12, 2nd 
quadrant. 
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15. -G - hi. 

17. 2. 

21. x = rcos fl, y = r sin fl;r = Jx2 + y2, fl = arc tan y/x = angle whose tangent 
has the value (y/x). 

M25. No. 

Section 1.5 

2. ~,jiO, ji3, ,fl, ,fl, 13, 17,5, fi4. 
5. (a) If z is real, then 1· < z < 5. If z is complex, z is within the circle of radius 2 

with center at z = 3. 
(c) If z is real either z :::; - 5 or else z :2 -1. If z is complex, z is outside of the circle 

of radius 2 with center at z = - 3. 
7. (a) x>2ux< -8; (e) all values of x; (h) (-2:::;x<0)u(-5<x:::; -3). 

8. (a) Ix - 21 < 4; (i) not possible; (j) Ix - 21> O. 

9. (b) 4(cos 5n/3 + i sin 5n/3); (e) j3i3(cos 42°43' + i sin 42°43') 

10. (b) J3 + i; (d) -1.665 + 3.637i; (g) 3.920 - 0.795i. 

12. (c) - 1 < x < 3; (e) x> lor x < -4; (g) 3. 

15. (b) i: (d) -32 - 32i. 

17. (b) x =0. 

21. All points more than 2 units from the origin. 

23. 8 - J59 :::; t :::; 8 + J59. 
Section 1.6 

1. (a) and (c). 

3. x = 2; x > 2 and x < 0; 0; -1/2; 1/(1 - ,fl); (y + 2)/y. 

5. x :2 0; 14; 78; 169 - ji3; no; no; 0; 0; no. 

7. 2; 2; 2. 

9. 10; 17;x2 + x - 2. 

12. Yes; domain x :2 2, range x :2 0; yes; f-I(X) = x2 + 2 with the domain restricted 
to non-negative real numbers. 

14. No; no. 

16. Yes; yes. 

18. 2; yes; (2x + 1)/(x - 1). 

21. (7x + 5)/(4x - 3). 

23. Increasing if x > 0 and decreasing if x < O. 

25. Yes; both. 
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Section 1.7 

1. 0.3846. 

3. The result should be in the interval (2.615, 2.814). 

5. The result should be in the interval (1.16, 1.199). 

7. No; 0; 5. 

C14. 3.535534. 

Section 1.8 

I. y 

( _ 3, 0) (0, 2) 

(-1, -3). 

3. (a) y (c) y 

m=2 
b=~ 

(e) Y 

m=O 
b=O 

x 

5. (b) y (d) y 

x 

([) 
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7. (a) 2x - y = 1; (c) 2x + 3y = 6; (e) 7x + 3y = O. 

9. (a) y 

--~--------~~----~r---~X 

(d) 

-----'<---'f----+--____ Y 

12. _(2, ~) 
(I, n) 

- 0 
~ 

/ A 
/ 

~/(-3,~) 

14. (a) (c) 

A 

17. r = 2 cos li. 

19. y = mx + 3; m = 1,5; 1 < m < 5. 

Section 1.10 

1. (a) 12; (b) 135; (d) 91; (g) 620; (i) 15.16 

2. (c) Lf~l (-l)k+lk; (f) L~=o(-2t. 

9. (a) 35; (c) 479,001,600. 

Section 1.11 

16. cos 3li = eos3 li - 3 cos li sin2 li, sin 3li = 3 eos2 li sin li - sin3 li. 

22. 64x 6 - 576x5 + 2160x4 - 4320x3 + 4860X2 - 2916x + 729. 

A 
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Chapter II 

Section lI.t 
1. $2123.22. 

3. D~~ p(k) [n(k) - n(k - 1)J. 

6. 55n. 

Section 1I.2 

2. {-I, -1/2,0, 1/2, 1,3/2,2,5/2, 3}, 1/2, 17. 

4. P = {-4, -11/3, -10/3, -3, -8/3, -7/3, -2}, 
T= {-23/6, -7/2, -19/6, -17/6, -5/2, -13/6} 

15. 2.642. 

16. {0.4, 1, 1.2, 1.5, 2}, {O, 0.4,1,1.2, 1.5}, 3.627,1.853, yes. 

18. 7.391. 19. 0.786. 22. 0.6. 

Section 11.3 
1. (a) 1814.5; (c) 2234.89; (e) 1443.88. 

4. 40.625 

6. (a) - 2.25 ; (b) - 0.625. 

10. (a) {-3, -1.5, 1.5,4}; (b) 0.2155, -0.4941. 
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C17. 25 intervals 283.74 & 251.59; 50 intervals 276.02 & 259.93; 75 intervals 273.40 
& 262.68; 100 intervals 272.08 & 264.03; 1000 intervals 268.48 & 267.68. 

C19. Both upper and lower sums = 4.18879 correct to five decimal places. 

Section 11.4 

1. 204.375, 76.219. 

3. 32,4. 

6. (b) -5.6; (c) -4.8; (d) -4.4, -4.2; (e) -4.1, -4.05. 

C12. n L 
10 2.74352 
20 2.98204 
30 3.06980 
40 3.11527 
50 3.14307 
60 3.16181 
70 3.17531 
80 3.18548 
90 3.19343 

100 3.19981 

M 
3.28076 
3.26355 
3.26050 
3.25945 
3.25896 
3.25870 
3.25854 
3.25843 
3.25836 
3.25831 

R 
3.92432 
3.57255 
3.46349 
3.41054 
3.37928 
3.35866 
3.34403 
3.32466 
3.32466 
3.31792 
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S14. (e) $20,077.50, $19.977.50; (d) $100.13. 

P17. 28.27 lbs. 

P19. (d) 2,964,000 lbs, 2,184,000 lbs. 

822. 25.4, 12.7. 

Section 11.5 

1. (a) 8; (e) does not exist; 1. 

3. a3/3. 

5. 3. 

7. g(b) - g(a). 

9. (a) 14/3,0; (b) does not exist. 

12. (b) D=I t.nXk - Xk-I]; (e) Jg X2 dx; (d) 9. 

Answers to Selected Exercises 

C14. 25 intervals 6.89368, 6.19334; 50 intervals 6.71438, 6.36424; 75 intervals 6.65524, 
6.42182; 100 intervals 6.62579, 6.45073. 

P16. (e) tWO.2Xk + 0.004xf) - (0.2Xk_1 + O.OO4xi_I)]; 
(e) W X2 d(O.2x + 0.OO4x2). 

821. 5nc(10- 5) em3/see. 

S24. (a) (3 + 0.1t)(18000 + 360t + 4t2 ); 

(e) J&o (3 + 0.1t)(18000 + 360t + 4t2 )d(365t). 

Section 11.6 

1. 1; 8; 27; 64. 

3. 0.693. 

4. (b) {O, 0.079, 0.112, 0.137, ... } 

6. (a) 1.875,0.9375; (b) 30,15. 

C14. 25 intervals 3.2122, 3.0522, 3.1443; 100 interval 3.1604, 3.1204, 3.1419; 500 intervals 
3.1455,3.1375,3.1416. 

Chapter III 

Section 111.1 

1. (a) 15; (e) 3.5(j2 - 1); (e) 0; (g) 1/15. 

3. (b) j2. 
6. (a) 64/5; (e) 5/9; (e) 27)3/5. 

8. (b) 2a3/3; (d) O. 
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Section III.2 

1. (a) 15; (c) 1016/7; (e) -2; (g) 384/7. 

3. (a) -2432/3; (c) (6a 6 - 7a4 - 6a 2)/4; (e) -286/3. 

5. 1421.5. 

7. (a) 16/3; (d) 16/3,32/3. 

9. (b) D=ln(3tk/W[Xk - Xk-I]; (c) (9n/25) S6 X2 dx; (d) 15n. 

12. (a) 3/8 & 3; (c) n/3 & 2n/3; (e) 3 & 4. 

14. (c) 20. 

16. 625n/4. 

S19. $415,797.67. 

Section 111.3 

1. (a) 3; (c) 1 + 2/}3; (e) no value; (g) any value of c. 

3. (a) 99/160; (c) 4/7; (e) (128 - y0./16)/7; (g) 243(212 - 1)/4. 

5. (a) 96/5; (c) 3(2- 7/ 6 - 1)/7; (e) 0; (g) 78. 

7. (a) 14/3; (b) 14/9. 

8. (a) n/3 & n/6; (c) n/2 & 0; (e) n2/16 & 0; (g) n2/9 & n2/72. 

II. 625n. 

P13. (a) Density = 16.5 - 2.5x/1400; (b) 1.68(1023) kg. 

P14. 8.67(10 22 ) kg. 

BSI6. 101.27. 

P18. (a) 4; (b) 3/4; (c) 64/15. 

Section 111.4 

1. (a) e - I/e; (c) 0.3181; (e) 8.091; (g) 36.859. 

3. (a) 7.0212; (c) -1.8436; (e) 52.102. 

5. (a) cosh x; (b) sinh x; (e) 6.5771. 

7. 1.1149. 

BPI2. (a) -0.08664; (c) 0.01953 milliroentgens. 

BP13. (a) 18.358 gms; (e) 11.98 minutes. 

S15. $780,037, $761,483, $762,022, $764,436, $767,162. 
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Section 111.5 

1. (a) 1; (d) 0.1172; (e) 1/4; (g) 3}3/4. 

3. (a) -19/8; (c) )3/2 + 4n/3; (e) (cos 2 - cos 2e)/2; (g) 3/n. 

5. (a) (e 2 - e- 2 )/2 + 3)3/n; (c) -1; (e) cos 1 - cos 4. 

7. (a) 1; (b) 1. 

9. 2/n. 

Section 111.6 

1. (a) 20; (c) 24768/7; (e) 2(e3/ 2 - e1/ 2): (g) 1 - e- 3• 

3. (a) 0; (c) (cosh 4 - cosh 2)/4; (e) 2(e2 - e- 6 ). 

5. (b) 4 sinh 3; (c) 2n(6 + sinh 6); (d) (2 sinh 3)/3. 

7. (1 - e- 6 )/2. 

9. (b) 96/5,64/5; (d) 512n/7,384n/7; (f) 576n/5,704n/5. 

11. n/8. 

13. (a) 81/4; (b) 9/4; (c) 243/10; (d) 27/10. 

P15. (a) 729/7; (b) 81/7; (c) 9j7/7. 

P17. 3/40 kilowatts. 

B19. (a) (In 2)/r; (c) 0.12/(1 - e- O•3 ). 

S.21 221199 tons. 

S23. $300, $900. 

S25. $183.43, $2498.57, $1578.32. 

Chapter IV 

Section IV.l 

1. (a) 9; (c) 7; (e) 6.01; (g) 6.0001; (i) 4; (k) 5.9; (m) 5.999. 

2. (a) -1/[x(x + ~x)]; (c) -1 + 2x + ~x; (e) 3x2 + 3x~x + (~X)2 ; 
(g) 0; (i) 8x + 4~x - 12. 

B13. 22025,294.83,31.95, 17.18,12.97,11.66, 11.07, 10.52. 

Section IV.2 

1. (a) 11; (c) 11/4; (e) 46; (g) 8. 

3. (a) 3x 2 - 6x - 9 ; (b) - I, 3. 
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5. (a) y = (-a/b)x + (-c/a), (b) -a/b. 

7. (b) -1/x2 • 

9. (b) 3; (e) 1/3. 

11. (a) 3x2/2 + 2x - 10; (b) 3x + 2. 

13. (b) y = x/6 + 3/2; (e) (10,19/6). 

15. (a) x6/3 + 3x5l2 + xo; (b) X6 + 3xo + 1. 

SB18. (a) p'(t) = kp(t) [1 - pet)]. 

S20. 38, 42, 34 + 0.0411 0 , 

P22. (a) 8.88 ft/see2 ; (b) t < 17.32 sees, t > 17.32 sees. 

P24. (a) 96 - 32t ft/see; (h) 3 sees; (e) 656 ft; (d) 204.9 ft/see. 

Section IV.3 

1. (a) 6x - 5; (e) 8x - 12; (e) x/2 - 1/3; (g) 3x2 - 6x + 7 + 4/x2. 

3. (b) 2a; (e) -1/2a. 

5. (e) -1, 1. 

7. (a) (1, -2), (-1,2); (e) (0,0). 

PIO. (a) gt ft/see; (b) 9 ft/see 2 ; (d) no. 

Section IV.4 

1. (a) 8x - 7 + 3/2Jx; (e) 3x2; (e) 28x - 84; (g) -3X~4; (j) 9x2 . 

3. (a) -1 < x < 0, x > 1; (e) -1,0, 1. 

5. (a) 2xox - y = x6.· 

7. (a) y = 300x - 2000; (b) 940; (e) 941.192. 

9. (a) 2nr units2/unit. 

P12. (a) -2GMm/r3• 

S14. 3p2/(lOOOO - 1.5p2). 

Section IV.5 

1. (a) 28x6 - 15x4 - SO/XII; (e) 3Jx/2)5 - 7/2Fx - 15/2x7/2; 
(e) D~o k2Xk~1; (g) 4nx2; (i) (2x - 3)(32x2 - 24x + 12). 
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2. (b) 2x + 3X~2 - 12x~5 + 7X~8; (d) x 2(3 + 7X4); (h) (3x 2 - x 6)/(l + X4)2. 

9. -1,0,1. 

10. (a) - I/(x + 1)2. 

PIS. (a) 160 ft/see; (e) 0 ft/see 3 ; (e) 16.307 sees: (g) [0, 16.307). 
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P17. Decreasing 3/4 lbs/inl/sec. 

S20. (a) 1.2 - 2n + O.3nl; (c) when n < 10. 

B21. (b) -474.34; (d) -0.265. 

Chapter V 

Section V.I 

Answers to Selected Exercises 

1. (a) 4e- 3Xx- 3/7/7; (c) 2x(sec2x - CSC2X)l; (e) 2xsin4x; 
(g) 2x(3 sin 2x - 2)3. 

2. (b) (tanx)/2x I/2 ; (d) 7; (f) x- 4 ; (h) 0; (j) 2x- l/l . 

4. (a) 8X17/1l/17 + C; (c) -cos Xl + C; (e) -2cos(x/2) + C; 
(g) sin x 3 + c. 

5. (a) (e9 - e)/2; (c) (I - e- 1l )/6. 

7. f(x) = OAX S/2 - cos X - x 3/3 + 13 + cos 3 - 18}3/5. 

9. (a) Increasing -2 < x < 0, x> 2, decreasing x < -2,0 < x < 2; 
(c) increasing x > O. 

11. J~ tan t dt\ the interval (a, x) must not include an odd multiple of (n/2). 

14. (a) 0.4(x l . S - 1). 

P17. s = 256 + 8t - 16t2 • 

S19. $14,442.27. 

B21. 59673. 

Section V.2 

2. (a) 3e3x-4cos4x+ 12.5x l 1.S; (c) -6(r2X)(ln3)(cos3x)-3(r2X)(sin3x); 

(e) e2X(2x- 3 - 3x- 4 ); (g) Jx[cos(x/2) + sin(x/2)/x]/2; 
(i) sec2 x - 2 sec 2x tan 2x; (k) -e- 2x(2 cos x + sin x). 

4. (a) -(1/3) cos 3x + C; (c) (tan 5x)/5 + C; (e) (sec x)/2 + C; 
(g) elx/2. 

6. (b) (tan 3x)/3 + (cot 4x)/4 + C; (d) (sec 3x)/3 + C. 

7. (a) 1/2; (c) 2}3/2n - 1/6; (e) 11421/40. 

9. (a) x + 2y = n/6 + J3; (b) y = 1. 

12. (a) e-x(l - x); (f) 1 - lle- 1o. 

14. (a) 0; (b) 0; (c) O. 
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15. n. 

SBI7. (a) 0.025P(0)exp(0.025t); (c) 2.5 %. 

SPI9. (R/ln t)(1 - t- X ). 

Section V.3 

1. (a) 3.5; (c) 3; (e) 4. 

2. (a) (3e3x - 2 sin 2x)dx; (c) 0.5 exp( -x/2)(3 sin 2x + 5 cos 2x)dx; 
(e) (3Jx/2 - cosx)dx; (g) (4 sec4x tan 4x + 2csc2xcot2x)dx. 

3. (b) 1.02; (d) 0.85; (0 3.977; (h) 1 + 2n/90. 

4. (a) Yes; (c) no. 

5. (a) 2x dx. 

7. (a) 4nr2 dr. 

10. 2(37jfi - IOjiO)/27. 

12. sinh 3. 

14. n(577j5TJ - 1)/54. 

17. 2n. 

19. 1. 

P22. 25.6n, no. 

Section V.4 

1. (a) (1/2, -1/4)min; (c) (-1, -1)min, (0, O)max, (1, -1)min; 
(e) (-1, 4)max, (1, -4)min; (g) none. 
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3. (a) min at (- 2, -60), (2.577, -0.385), max at (1.423, 0.385), (4,6), infl at (2,0); 
(c) min at (0,0), (3, 0.448), max at (-3, 180.77), (2, 4/e), infl at (0.586, 0.1910), 

(3.414, 0.3835); 
(e) max at (~3, 17.086), (3.3.050), min at (0, 1); 
(g) min at (0,0), max at (7, )7). 

5. (a) 2sec2 xtanx; (c) n(n - l)xn - 2 ; (e) 2/x3 ; (g) csc3 X + csc X cot2 x. 

7. (a) 2,0; (c) 24,0. 

9. min at (0, 0). 

P12. At t = 3n/2 location = -10, velocity = 0, acceleration = 10. 

P14. 5. 

B15. (c) 2ro/3. 

S17. (a) 1000 + 8.95N; (c) 50,000,OOO/N + 447,500 + 0.375N. 
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Section V.5 

1. (a) -1.4656; (c) -3.1038; (e) -0.5671. 

'3. (a) 2.37144; (c) 0.2581. 

5. (0.6662,0.7862). 

7. 1.8955. 

9. 4.4934,7.7253,10.9041. 

11. $149.12. 

Section V.6 

Answers to Selected Exercises 

1. (a) esinx cos x; (c) 3(x2 - 4X)2(2x - 4); (d) 3 tan 2 x sec2 x; 
(g) 3 sin2 [exp(x2)Jcos[exp(x2)]2x(exp x 2 ). 

3. (a) (12 + 48x2 + 16x4)exp(x2); (c) -6(x3 - X- 3)-3(X2 + x- 4 )dx; 
(e) 24(1 + lOx2 + 5x4 )/(1 - X 2)5. 

5. (a) 0.94e = 2.555; (c) 1.05; (d) 1. 

6. (a) y = I; (c) 2nx + 3y = 313; (e) ex - y = cosh 1. 

7. (a) -(1/3)COS(X3) + C; (c) -exp( -x2)/2 + c. 

8. (a) (sin3 x)/3 + C; (c) exp(sin x) + C; (e) (x2 - 4)3/2/3 + C; 
(g) -cos(eX ) + c. 

9. (a) 2'(1 + tIn 2); (c) slope = (2to - 1)/[2'°(1 + to In 2)]. 

11. (b) 12: 21.6 P.M. 

13. (a) -5/72n in/min; (c) increasing. 

15. (a) (15t - 15 sin t, 15 - 15 cos t); (c) t is an odd multiple of n. 

P17. (a) -9/100n ft/min. 

S19. $409.60, $170.67. 

Section V.7 

1. (a) (3x2y + 3)/(2y + 12y2 - x3); (c) -(3x2 + 2xy)/(x2 + 3y2); 
(e) [3x2 - 2xy sec2(x2y)J/[x2 sec2(x2y) - 3y2J. 

2. (b) 2x/(1 + X4); (d) 1/(17 - 8x + X2); 
(f) 2x/[(x2 + 3)(x4 + 6x2 + 8)1/2J; (h) 3(arcsecx)2/[x(x2 _ 1)1/2]. 

3. (a) n/4; (c) arc sec(x + 3) + C; (e) arc sin eX + c. 
5. x + 2y = 1. 

7. K = 12/145ji45, R = 145ji45/12. 

9. -48j(5y2 + 16)3/2 

11. (a) 2x8j(X6 + 1)3/2; (b) (1,1) and (-1, -1). 

S13. (a) P(DnQ) + Q(DnP). 
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Section V.8 

1. (a) cot x; (c) (3x 2 - 4)/(x 3 - 4x + 2); (e) tan x; (g) 4/(x + 5). 

3. (a) 2 + In 81; (d) 219/8 + 271n 2; (f) In sin x + C; 
(h) -In(cos 3x - 4)/3 + C. 

4. (a) -24(1 - X)-5; (c) 1/2; (e) -2.6058(1 - X)-4; (g) In(17/2). 

5. (a) -0.05; (c) 0; (e) -In 2 - nfi/60. 

6. (b) 0.653. 

7. 1.317. 

9. In(lO!); (c) In(30!j329). 

SBl1. (b) 31436 years. 

SBI2. 101 years. 

B14. (c) 35.00 years. 

Chapter VI 

Section VI.I 

1. (a) 2x In 3x + 2 - x exp( -x2/2); I(C) 4X In 4; 
(e) 3x 2 arc sec(x2 - 3x) + (2x 3 - 3x 2 )/[x - 3)(x4 - 6x 3 - 9x2 - 1 )1/2 J; 
(g) - 4 cot 4x. 

3. (a) 0.25In(4/3); (c) 0.2595; (e) 1 - cos 1; (g) 2. 

5. (a) 40.212; (c) 49.763; (3) 16n. 

7. 1.317. 

9. 0.866. 

12. 2.5 radians/hr. 

13. 7.746 ft. 

Section VI.2 

1. (b) e3x sin 4x(3 + 4 cos 4x); (d) xsin2 \2 sin x cos x In x + sin 2 x/x); 
(f) - 3/(x - V; (h) 4sinx cos x In 4 + nxn - 1. 

3. (a) 1/(xlnxlnlnx); (c) 1/(xlnxlnlnxlnlnlnx). 

5. (b) 1.763. 

7. (2.128, 1.898). 
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9. [(cos t)""SI- 13J [t 3 tan t - sin t - (sin t + 3t2)ln cos tJ/[(sin t)tanlJ [1 + sec2 t In sin tJ. 
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Section VI.3 

1. (a) (-2/3)cos3 x + C; (c) (tan5 2x)/10 - (tan3 2x)/6 + (tan 2x)/2 - x + C; 
(e) (1/6)cos3 x 2 - (1/2)cos x 2 + C; (g) 5n/32. 

2. (a) In(secx + tan x) - sin x + C; (c) (1/2)tan2x + (l/6)tan3 2x + C; 
(e) (1/3)sin 3 x + C; (g) 1/6. 

3. (a) -(cos 7x)/14 - (cos 3x)/6 + C; (c) tan 2x/2 - x + C; 
(e) (sin 11x)/22 + (sin 3x)/6 + C; (g) (cos 7 4x)/28 - (cos5 4x)/20 + C. 

5. 1/2. 

7. 16n - 24}3. 

9. n/2. 

11. lOn. 

13. (a) 0; (d) O. 

Section VI.4 

1. (a) - 3.720; (c) -3(1 - X)2/3(5x2 + 6x + 9)/40 + C; 
(e) -(2x - W' 2(54x2 + 408x + 544)/405 + C; (g) (1 + X2)1/2 + c. 

2. (a) (1 + x 2 )3i2j3 + C; (c) x 3 /3 - (i/3)ln(x3 + I) + C; 

(e) x + I + 8(x + 1)1/2 + 16In(Fx+!" - 2) + C; 
(g) 2(21x + 106)(3x - 5)1/2/27 + C. 

3. (a) -(1 - X 2 )1/2 + arc sin x + C; 
(c) 2X4 - 8x3/3 - 2x2 + X - 21n(2x - I) + C; 
(e) - x 2/2 - 41n(3 - x) + C; (g) e2x/2 - 2ex - 3 In(eX + 2) + c. 

5. (a) 52/3; (c) 38/3 - 141n 3; (e) 1311/28. 

6.2- 2arcsec.J10 + 2arcsec}5 = 1.7162. 

9. (a) -In(e- X + 1); (b) n/12. 

SIO. $64. 

Section VI.S 

1. (a) In(x + F+9) + C; (c) (l/6)lnr(3 + x)/3 - x)] + C; 

(e) F+9 + C; 

(g) (3645/16)arc sin(x/3) + ~(2187x - 180x3 + 8x5 )/16 + C. 

2. (a) 18.017; (c) 1.988; (e) 4n; (g) 1.080 

3. (a) 0.2125; (c) 0.2079; (e) 0.309; (g) 1.218. 

4. (a) 0.2838; (c) 0.6423; 
(e) (-6/5)ln[(10 - x)/(lOx - X 2 )1/2] - (1/2)ln(lOx - x 2 ) + c. 

5. (b) arc tan x + c. 
6. (b) 25n/3}3 - (63/2). 

x - a 3x - 2 
7. (a) arc tan eX + C; (c) (1/2a) In -- + C; (e) (l/3)arc sin -2- + c. 

x+a 
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9. (a) 25n/3 + 25fi/2. 

11. (a) 15/2 - 41n4. 

13. 4a/3n. 

15. (a) 0.2986; (c) (4.0792,0.0774). 

Section VI.6 

1. (a) (-0.25) [esc 2x cot 2x - In(csc 2x - cot 2x)J + C; 
(c) _e- X(x 3 + 3x2 + 6x + 6) + C; (e) (xll/ll)lnx - xll/121 + C; 

(g) fi/2 - n/6. 

2. (b) - x 2 cos X + 2x sin x + 2 cos x + C; 

(d) (x2/2)arc esc x + (l/2)~ + C. 

3. (b) (x101/10l)(ln x - 1/101) + C; (d) x arc cos x - (\ - X 2)1/2 + C; 
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(f) x arc cot x + (1/2)ln(x2 + 1) + C; (g) x arc esc x + In(x + ~) + C. 

4. (b) (-1/33)(4 sin 4x sin 7x + 7 cos 4x cos 7x) + c. 
5. (a) 0.2173; (c) 0.1090; (e) 0.2804 

6. (b) 0.1535; (d) 2n/3 - fi/2. 

8. (a) If n = 3, the result is e\x3 - 3x2 + 6x - 6). 

eax 

9. (a) -2--2 (a cos bx + b sin bx) + c. 
a + b 

12. (a) 12.1718. 

13. (a) 0.1278; (c) 0.7774; (e) 0.6504. 

Section VI.7 

1. (b) x 4 /4 + x 3/3 + 7x 2/2 + 13x + (243/5)ln(x - 3) + (32/5)ln(x + 2) + C; 
(d) {l/2a)ln[(x - a)/(x + a)J + C; 
(f) {l/4)ln[(x - 1)/(x + I)J - (l/2)arc tan x + c. 

2. (a) 31n[x/(x + I)J + 3/x - 3/2x2 + 2/3x3 + C; 

(c) (l/fi) [arc tan(2x - l)/fi + arc tan(2x + l)/fiJ + C; 
(e) (\/27)[ -3/2(x + 1)2 - 2/(x + I) - I/(x - 2) + In(x + l)(x - 2)] + c. 

3. (b) (1/2)[arctan(x - 1)/2 - arctan(x + 1)/2J + C; 
(d) 1/(x + 1) + In(x - 2) + C; (f) In[(x2 - 1)/xJ + c. 

4. (a) (1/4)ln[(2x + W/(4x 2 + 4x + 17)J -(\/8)arc tan[(2x + 1)/4J + C; 
(c) (1/4)ln[(x - 4)/xJ + (x + 2)/x2 + C; (e) In[(x3 - 1)/(x 3 + 1)] + c. 

5. (b) 30lnx - 241n(x - 1) - 161n(x + 1) + 131n(x - 2) - 3ln(x + 2) + C; 
(d) 0.4089; (0 0.05699. 

7. 0.4463. 

8. 0.4604. 
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10. (l/4)sec3 x tan x + (3/8)sec x tan x + (3/8)ln(sec x + tan x) + C; 

BPl1. x = -(kl/2p) + [K(l + Cexp(-Kt»/(1 - Cexp(-K/t» 
where K = (4kl + k212)1/2 and C is the constant of integration. 

S12. (a) 4,622,000,000 people. 

Section VI.8 

1. (a) (-I/11)sin4 xcos7 x - (4/99)sin2 xcos7 x - (8/693)cos7 X + C; 
(c) (1/9)sin9 x - (2/7)sin7 x + (l/5)sin5 x + C; (e) 16/1155; (g) 16/35. 

2. (b) n/16; (d) 2/35; (f) e2X(2sin3x - 3 cos 3x)/13 + C; 

(h) eX2(x4 - x 2 + 2)/2 + C. 

3. (c) - 2/3. 

4. 21 n/64 - 2/3. 

6. (a) 54332/315; (c) 1.3224; (d) 1323n/1024; (0 2. 

7. (a) 1280n; (c) 28n; (e) 0; (g) 39n/16. 

10. (b) n2/2. 

Section VI.9 

1. (a) (I - cos x)/sin x + In(l + cos x) + C; (c) 2 sec x - 2 tan x + 2x + C. 

2. (b) 8x(arc sec X)Xl/3[4/3x + 1/(x arc sec x(x 2 - 1)112)] + 2x + c. 
3. (a) (tan 2 2x)j4 + C; 

(c) (560x - 256 sin 4x + 128 sin 3 4x/3 + 56 sin 8x + sin 16x)/219 + C. 

4. (b) 0.06451; (d) 0.00286. 

5. (a) e3X(11 sin 5x - 7 cos 5x)/34 + C; 
(d) eX/2(2In x - 4/x - 8/x2 - 32/x3) - 96 S ex/2x- 4 dx. 

6. (b) 0; (d) 128/1300075. 

7. (a) (tan4 x)/4 + (tan3 x)/3 + In sec x + x + C; 
(c) x + (5/8)ln(sec x + tan x) + (7/8)sec x tan x + 2 tan x + (l/3)tan3 x 

+ (l/4)sec3 x tan x + c. 
8. (b) (l/14)cos7 2x - (l/1O)cos5 2x + C; (d) (1/4)tan4 x + C; 

(f) (l/lO)cos 5x + (l/26)cos 13x + c. 
9. (a) x 2/2 + In([(x2 - 1)/x] + C; 

(c) x 5/5 - x 3 j3 + X + In[x2/(x 2 + 1)] - arctan x + c. 
11. 8. 

12. 640n. 

S15. $105.00. 

816. pet) = (I + b)P(O)/[1 + bexp(-kt)] 
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Chapter VII 

Section VII.1 

1. (c) (0, 1]. 

2. (b) 0.35. 

Section VII.2 

1. (a) 1; (c) 2. 

2. (b) -5; (d) O. 

5. (a) Yes, O. 

6. 2x - 1 - 1/x2 • 

9. (a) No. 

11. (a) O. 

B12. (c) T = 300, N = 200. 

Section VII.3 

1. (a) 4; (c) -1; (e) 2/27. 

2. (b) 0; (d) 0; (0 00. 

5. (b) 00; (d) 3/2; (0 O. 

Section VII.4 

8. (c) No. 

BlO. (a) Yes. 

Section VII.S 

1. (a) Jx. 
2. (a) [ - n/2, n/2]. 

5. (c) Yes, if x is the number of radians. 

6. (b) None; (d) nn/2 for any integern; (0 x::;; -2; (h) ±1, ±2. 

7. (a) No; (d) yes. 

8. (b) Each interval that does not include x = O. 

9. (e) 15; (0 35. 

10. (b) Yes; (e) no. 

SBI2. (a) Yes; (c) no. 
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Section VII.6 

1. (a) 1; (c) 1/6; (e) 2; (g) O. 

3. (a) Does not exist; (c) 192; (f) 0; (h) 1/2. 

4. (b) Does not exist; (d) does not exist; (f) O. 

5. (a) n/2; (c) n/2; (f) <Xl; (h) 1; (j) O. 

6. (a) No. 

7. (a) 2.25; (c) 2.48832. 

S1O. (b) P. 

Section VII.7 

1. (a) n/2; (c) n/6 - (1/3)arc sin(5/3); (e) n/6; (g) 1. 

2. (b) Does not exist; (d) does not exist; (f) 1. 

3. (b) 6.7798; (d) does not exist; (f) 0; (h) 2. 

4. (b) Does not exist; (d) 1; (g) does not exist. 

5. (b) -1 < n < 0; (d)-I. 

6. (b) n < -1. 

8. (c) -0.9453087204. 

10. (b) Does not exist; (c) n. 

11. (c) n2/2. 

12. (c) n2/2. 

P14. (a) 0.693k; (c) does not exist. 

SB15. (a) 32.69 years; (c) 24.9 years vs. 9.6 years. 

P16. (a) 58.78 watt-seconds. 

Chapter VIII 

Section VIII.1 

1. x2 + 7x - 3. 

3. x3 - 3x + 2. 

5. x4/30 + x 2/6 - 1/5. 

7. (b) a = 7.1009, b = -0.5068. 

9. 19.4912(2-'/2 ) - 4.4735(r') + 2.9823(2- 3'/ 2 ). 
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Section VIII.2 

1. (a) (-13x 3 - 144x2 + 433x + 3924)/840; (c) -1.25Piv(C). 

2. (a) x 3 + 12. 

4. (a) 1 - 9x2/2n2; (c) -0.07177j"'(c). 

5. (a) (-13x 3 + 27x2 + 154x + 906)/6 if 1940 is equivalent to -1. 

6. (c) 2,784,000,000 megawatts. 

7. (a) 0.7600; (e) 0.0006 actual error vs. 0.0009 as an upper bound for error. 

9. (b) (h/3)(Yl + 4yz + Y3); (d) (2h 2 - 24)/3. 

11. (a) 2x,2y; (c) 3x2 - 6xy + 3yZ,3x2 + 1 + 6xy - 3yZ; 

Section VIII.3 

2. (a) -O.4x + 0.6; (c) 1.2. 

4. (a) -x + 7.5; (e) O. 

5. (a) 0.7392x2 - 2.4973x + 3.0161; (b) 0.0001. 

7. (a) -0.25482x2 + 1.09589x - 0.00063. 

8. (c) 0.94869 exp(1.l0259x). 

9. (c) 19.79312 exp( -0.98255x). 

11. (a) 2x,2y; (c) 3x2 - 6xy + 3yZ, 3xz + 1 + 6xy - 3yZ; 
(e) ycos(xy), x cos(xy); (g) cos(x + y), cos(x + y). 

13. (a) y + z,x + z,x + y; (c) yzcos(xyz) + eYlnz,xzcos(xyz) + xeYlnz, 
xy cos(xyz) + (x/z)eY• 

Section VIII.4 

I. (a) 3.1435x + 0.04166. 

3. (b) 1.941Ox2 + 3.5506x - 0.3353. 

5. (a) -6x - 5. 
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SB7. (a) 199.436x + 17935.988 using 1965 as a base year and giving units in 
thousands; (c) 17908 exp(0.01l08t). 

BC9. (a) 19.914 exp(0.25635t); 3563 - 6745593 exp( -0.41874t) if c = 3563. 

Cll. (a) 0.399801x2 + 4.20855x + 1.96811. 

Section VIII.5 

1. (a) 2xsiny + y2 sinx,x2 cosy - 2y cos x; (c) 67/3,75/4; 
(e) 2r sin 28, 2rz cos 28. 

3. (b) 3x - 4y + 6z - 41 = 0; (d) x + 4y - 2z = 3 - n/2. 
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4. (a) (3 dx + 6 dy)/(x + 2y); (c) (2x + 3y)dx + (3x - 6y2)dy; 
(e) cos 20 dr - 2r sin 20 dO. 

5. (a) 3.86; (c) - 54.51; (e) 0.48956. 

8. (a) (2xy + y2 - yexY)(2t - 2) + (x2 + 2xy - xeXY) ( -3); 
(c) 2(et + 1)/(3y - 2) + (6x + 9)(e- t + 1)/(3y - 2)2. 

10. (c) 3n; (d) 8. 

SIl. (d) If L/e < 3. 

S12. (c) Y = (l + G + a - bc)j(1 - b + bd). 

BP13. (a) 28985.7 calories; (c) 21l.45 calories. 

Section VIII.6 

2. (a) 3x2 cos 0 _3y2 sin 0, arc tan( -9/4); 
(c) (2y cos 0 - 2x sin O)/(x + y?, arc tan( -2/3). 

4. (a) Min at (1,1), Max at (-1, -1); (c) Min at (1,1), (1, -1), (-1,1), and 
(-1,-1). 

P6. (a) Decrease 5 %. 

S7. (a) w = $1,661,800, p = $1,285,500 produces a minimum. 

S8. (c) c = 109.75, W = 101.56. 

S9. (e) 1/2, Maximum. 

SIO. (b) 500 + 30x; (d) 1044 units; (f) x = 0, t = 31. 

Chapter IX 

Section IX.1 

l. (a) 0; (c) 0; (e) 00. 

2. (b) n/2; (f) O. 

4. (a) 1/2,3/4, 7/8, 15/16, 31/32; (d) no. 

5. (c) 1,2/3; (e) no. 

6. (d) ft. 
SBIO. (a) The first two terms are 8 and 0.63212A + 0.367888, for k = 1. 

P12. (b) No; (c) yes. 

Section IX.2 

1. (a) Converges, 3/2; (d) diverges. 

2. (a) Converges, 2; (c) diverges. 
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3. (a) Yes; (c) no; (e) yes. 

4. (a) 1 + 2 + 2 + 4/3 + 2/3 + 4/15 + .... 

5. (b) 26149/9900. 

6. (c) ek/(l - ek). 

7. 56 feet. 

C15. (a) 5.18738; (d) no. 

C16. (a) 4,11,31,83, etc.; (c) e. 

Section IX.3 

1. (a) Convergent; (d) divergent; (g) divergent. 

3. (a) All values; (c) x = 1; e) Ixl < 1. 

4. (a) All values; (c) Ixl:s; 1; (e) 1 < x < 2; (g) 1 < x:S; 3. 

5. (b) 1 + 2x + 2X2 + 4x3/3 + 2x4 /3; 
(e) 1 - x 2/2 + x4 /24 - x 6/720 + x 8/40320; (g) 1. 

B7. (a) coLJ=o e- Tj. 

B8. (b) 0.2117 units. 

Section IX.4 

1. (a) x - x 3/6 + x 5/120 - x 7 /5040 + x 9/362880 + ... , converges for all x; 
(e) x + x 3/3 + 2x 5/15 + 17x7/315 + 1097x9/45360 + ... ; 
(h) 1 + x 2 + x4/2 + x6/6 + x 8/24 + x l O/120 + ... , converges for all x. 

3. (a) x - x2/2 + x 3/3 - x4 /4 + x 5/5 - ... , converges for -1 < x:s; 1; 

00 2X2k-1 
(c) L --, converges for Ixl < 1; (e) 1.6904. 

k=l 2k - 1 
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5. (a) an + nan-1bx + n(11 - l)an- 2b2x 2/2 + l1(n - 1)(n - 2)an- 3b3x 3/6 + ... ; 
(d) 5. 

6. (a) x + x 3/6 + x 5/120 + x 7 /5040 + x 9/362880 + .... 

9. (a) 1 - x 3/3 + x 5/5 - x7/7 + x 9/9 - .... 

ClO. (b) 10. 

M12. (b) -e:s;x<e. 

Section IX.S 

1. (a) 500,000; (c) 0.321751. 

3. (d) 1.0986123. 

4. (e) 0.523599. 



768 

5. (c) 0.461281. 

7. (b) 0.22413. 

8. (b) 3.104379 

12. (a) In J2 + ni/4; (c) In 2 + 5ni/3, In 2 + 3ni/2. 

13. (a) 2J2 exp( -ni/4). 

P14. Converges for all values of x. 

Section IX.6 

1. (a) 26.55; (c) 2016; (e) (n + 1)/8. 

2. 4n/9. 

4. (c) 32n/3. 

5. (a) 32n. 

7. (a) 4nabe/3; (d) abe/8n. 

9. (a) 30.78Ibs. 

SIO. 2500. 

BPI2. 0.02016. 

Section IX.7 

1. (a) l/r; (c) 8; (e) S6 Sri- Y dx dy, 

3. 300n grams. 

5. (b) r = 4 cos e, 4n. 

7. (a) 27; (b) -2. 

9. (b) r2 sin cp; (d) 500n/3; (f) 1875n. 

Section IX.S 
co 2 

1. n - I - sin nx 
n~ 1 n 

co 

3. 2/n - (2/n) I (cos nx)/(4n2 - 1). 
n=l 

5. 1/2 - (4/n) I [(sin(4k - 2)]/(4k - 2). 

co cos(2k - I)x 
8. (b) n/2 - (4/n)k~1 (2k _ 1)2 

10. (a) (3/4)cos x + (1/4)cos 3x. 
00 

Answers to Selected Exercises 

11. (a) (en - 1 )/2n + (l/n) I (en cos nj - l)(cos jx - j sinjx)/(/ + 1). 
j~ 1 



Answers to Selected Exercises 

Section IX.9 

1. (a) (x + 2)5 - 17(x + 2)4 + 96(x + 2)3 - 246(x + 2)2 + 293(x + 2) - 113. 

2. (b) 0 < x :$; 20. 

3. (b) 0.8461. 

4. (b) 1 - X 2/3j2 + X 4/3j24 - x 3j720 + X 8 /3 j40320 - .... 

5. (c) 0.37894. 

6. (c) n2• 

7. (a) 1 + x + x 2 j2 - x4j8 - x 5 j15 - x 6 j240 + x7j90 + .... 
9. (a) Ij4- (3jn)cos x + (ljn)cos 3x - (3nj5)cos 5x + ... 

- (3jn)sin x + (ljn)sin 2x - {ljn)sin 3x - (3j5n)sin 5x + .... 

Chapter X 
Section X.I 

3. (a) 1000,000; (c) 0.05. 

Section X.2 

1. (a) 6.1, 6. 

3. (a) 10.24 ± 1.32,9.04 ± 0.04; (c) 7.5769 ± 0.1942,7.3921 ± 0.00324; 
(e) 37.128 ± 5.808,32.32 ± 0.352. 

5. (a) 0.0002,0.02449; (c) 0.00733,0.0469. 

7. (c) 0.69338,0.6931475. 

P12. (b) 1.995; (d) 2.00075. 

Section X.3 

1. (a) 0.75; (d) 0.69702; (g) 0.78279. 

2. (b) 0.06; (d) 0.054; (f) 0.088. 

3. (b) 6.4804 (c) 0.0059 

f2n 

4. (a) 0 J25 sin2 t + 9 cos2 t dt. 

5. (a) 1.6858. 

6. (a) 21.0085. 

Section X.4 

1. (a) 0.69444; (c) 0.69325; (e) 0.0165. 

3. (a) 0.157: (c) 8.5567 

4. (b) 0.3706. 

769 
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6. (a) 1.6836. 

7. (c) 0.69375; (e) 0.78462. 

8. (b) 0.OOOOI7lV(c). 

9. (a) A = B = (b - a)/2. 

Cll. 0.0974. 

Section X.5 

1. (a) 1.00101; (d) 1.00057; (f) 1.00007. 

2. (c) 0.785395. 

3. (c) 0.78542375. 

4. (b) 0.697024; (f) 0.6931545. 

Section X.6 

1. 2.8. 

3. (a) 5. 

4. (a) I + Xl. 

5. 1.73354 for h = 0.25. 

C7. -0.39354. 

S9. $937.22. 

BIO. 0.215. 

Section X.7 

3. h < 0.089. 

5. 0.78373. 

P7. 449 inch-Ibs. 

Chapter XI 

Section XI.1 

1. (a) 2 exp[(xl - 1)/2]; (c) 1/[1 - C exp(xl/2)]. 

3. (a) Y = 3x; (c) i = Xl + 16. 

4. (b) arcsin2y = 2lnlcscx - cotxl + c. 
6. (a) y=cjsinkx+clcOskx; (c) y=CjX+Cl' 

Answers to Selected Exercises 
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SB8. (a) l/[C exp( -kt) + 2]. 

SBlO. (b) t = C + [I/(a - b)k]ln[(a - x)/(b - x)] if a oF b, t = C - I/k(a - x) if 
a = b. 

PBl1. (b) S - 1/(kVt + C); (d) 29.1 grams. 

S12. (b) Y = Cl exp(ffmt) + Cz exp( -ffmt). 

Section XI.2 

1. (a) x3/4 + C/x; (c) (x + c)exp(-xZ). 

2. (b) y-Z = x + 0.5 + cezx ; (d) y = 2x/(xZ + c). 

3. (a) XZ - 2 + 3exp(-xz/2); (c) y-Z = sin x + Ccosx. 

4. (b) x/[c - 2(ln x)Z]; (d) 4y4 = 1 + c exp(2xZ). 

5. (a) y = e-ZX(x + Cl)' 

6. (b) u = -x/3 - 1/9 + Cle3X. 

SB7. (b) 300,870,572. 

B8. (b) 1892. 

P9. (b) 2 minutes. 

PBlO. (a) 500 exp( - t/250). 

Sl1. (b) Ifa=candb=d. 

Section XI.3 

1. (a) Cl + cze- zx ; (c) c1ezx + cze- zx. 

3. (a) Cl sin 2x + Cz cos 2x; (c) e3x(cl cos 2x + Cz sin 2x). 

5. (a) eZX(cl + czx); (c) eX (cl + CzX + C3XZ): 
(e) eZX(cl + c2 x) + e- 2x(c3 + C4X). 

7. (a) e-Z\cos x - 2 sin x); (e) eX (x 3 + 12x2 + 36x + 24). 

P9. (b) D;q + 120D,q + 104q = 0; (e) 3.79 amps. 

SlO. (e) D" - kD' = 0; Y = Ckek'. 

BPI2. (b) 24.72 seconds. 

Section XI.4 

1. (a) 3 + c1e- x + cze- zx ; (e) (3 sin x + cos x)/l0 + c1e- x + cze- zx. 

3. (a) eX /2 + C1 + Cz sin x + C3 cos x; (e) -(x sin x)/2 + C1 + ("Z sin x + C3 cos X. 

4. (a) -xex - 2e- x + c1e4X + cze- zx. 
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7. (a) (3 sin x - cos x)/1O + ce- 3\ (c) - e- 3x(COS X + c). 

P8. (c) 0.0168 amps. 

S9. (a) Y' - kY= C; (d) Y= jk(clet../fi - C2e-tvk). 

B1O. (d) 2.36(cle- O.2,'7t - C2e-O.2,'7,). 

Section XI.5 

1. (a) 3 + c1e- x + C2e-2x; (c) eX/6 + c1e- x + C2e-2X. 

3. (a) (sin 3x - 3 cos 3x)j40 + e- 2x(cl cos 3x + C2 sin 3x); 
(c) (-xe- 2x/6)cos 3x + e- 2X(c 1 cos 3x + Cz sin 3x). 

5. (a) -ezx/12 + 34e- x/21 + 13e6 ·'/28; (c) sinx - (sin4x)/4. 

Appendix A 

1. (a) cos B = j7/4, tan B = 3/j7; (d) sin B = 15/17, tan B = 15/8; 
(g) cos B = 0.8, tan B = -0.75. 

3. (a) 3 sin B cos2 B - sin3 B; (d) 4 sin B cos3 B - 4 sin3 B cos B; (g) 2 sin ex sin fl. 

4. (b) 2 +)3; (d) -)2 - .)2/2; (g) -(1 + )2). 

5. (b) -2 -)3; (d) -)3/2; (f) fi/4 + )2/4. 

7. (a) (sin 7x - sin 5x)/2. 

9. (b) 56/65,16/65,33/65,63/65,56/33,16/33. 

Appendix B 

Section B.t 

1. (b) 0,6/5,3/2,3, -3,1; (d) None; (f) 3, )61, j13, 2jiO, )10, 3)2. 

3. (a) -7/4; (c) )65; (e) ji3O. 

Section B.2 

1. (a) 2x+y=7; (c) Y= -1; (e) 3x-y+3=0; (h) 2x+y=0. 

3. (a) t (c) (f) 
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5. (a) 5Ji3; (c) (29/13, -37/13). 

6. (a) 6x - Sy = 13; (d) 2x - y = 4; (g) x = y. 

Section B.3 

1. (a) x2 + y2 + 4x - 6y - 3 = 0; (c) x 2 + l - Sy = 0; 
(f) x2 + y2 - 6x - 6y + 9 = O. 

3. (b) 4x + 3 = O. 

5. (a) (-4,4), (-2.4,7.2); (c) x + 2y = S. 

7. (a) 0 or -20/21. 

Section B.4 

1. (a) y2 = Sx; (c) l - 12x - 2y = 59; (f) l - 6x - 6y + 12 = O. 

3. (a) (a, 2a), (a, - 2a); (c) 2a. 

4. (a) 25x2 + 16y2 = 400; (c) 5(x - 3)2 + 4(y - 3)2 = SO. 

6. 9(x - 4)2 + 25(y - W = 225. 

7. (a) x 2/9 - y2/16 = 1; (d) x 2 - (y - 4)2 = S. 

Section B.5 

'J ~ 
6. 

12. 20. 

Section B.6 

2. (a) (1, }3\ (c) (0, - 3). 

6. (a) rsine = -4; (c) rcos(e - n/3) = 2. 

7. (a) x = 4; (c) r cos(e - n/3) = 5/2; (e) e = arc tan(2/3). 

773 
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Section B.7 

1. (a) 

(h)~ 

3. (b) ([) 

5. (c) 

7. (a) r = 2/(1 + sin 8); (c) r = 6/(1 - 2 cos 8). 

8. (b) 3x2 - y2 - 12x + 9 = O. 

9. (b) 8 = (n + 0.5)n for any integer n. 

Section B.8 

1. (b) (1 + j5)2X2 - 4y2 = 8(1 + j5); (c) y2 - x 2 = 6j13/13. 

3. (a) x2 - y2 = 4; (c) x2 + (y - 2.)2)2 = 12. 

Appendix D 

Section D.1 

1. (a) Integer; (d) integer; (h) real; (j) real. 

2. (b) Integer; (g) real; (j) integer. 

3. (a) Not legitimate; (d) legitimate; (h) not legitimate. 

4. (a) 5; (c) 0; (f) 1. 

.. 
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Section D.2 

1. (a) 33; (d)-13. 

3. (a) 42.3; (d) 1. 

4. (b) Acceptable; (d) contains period; (h) starts with a digit. 

5. (a) Arithmetic operation left of" ="; (g) parentheses do not match. 

Section D.3 

1. No. 

3. IF (B*B - 4*A*C) 300,200,100 

5. (a) A 

T 
T 
F 
F 

B 

T 
F 
T 
F 

A .AND. B 

T 
F 
F 
F 

6. (a) 30 if N is a square. 

7. (b) A .NE. B; (c) A .LE. B. 

9. 4.9. 

Section D.4 

775 

2. (a) Legitimate, a real number occupying 12 spaces with 3 following the decimal 
point; (f) illegal, more decimal places than total spaces for the number. 

4. (a) 234.987; (d) K = 2, L = 876. 

5. (a) Use" C" in the first column. 

Section D.5 

1. (a) Not valid; (e) valid; (g) not valid. 

2. (c) Valid; (e) valid. 

3. (a) X will be an array having a range of 1 to 23 for the first subscript and 1 to 35 for 
the second subscript. Y will be an array having a single subscript with a range of 
1 to 15. 

Section D.6 

2. Yes. 

3. (b) No. 

Section D.7 

4. F(X) = «X + 2) * X + 3) * X + 4. 
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Appendix E 

Section E.1 

1. (a) Valid; (e) not valid; (i) not valid. 

Section E.2 

1. (a) 33; (c) 7. 

2. (b) 1.8. 

3. (b) LET D = (A - B) * (2 + A); (e) LET X = SIN(LOG(B». 

Section E.3 

1. 4.9. 

2. Yes. 

3. (b) A = 5, B = 4; (d) control is transferred to line 200. 

5. No. 

Section E.4 

2. By printing a question mark. 

4. Use the command RESTORE and then READ from the beginning to the desired 
data item. 

6. (a) Start the line with the command REM. 

Section E.S 

3. (a) 6; (c) No. 

5. (a) Not valid; (d) valid, although it may not do what you expect. 

Section E.6 

1. (b) Perform all statements in the loop down to NEXT K for the values K = 3,8, 13, 
18,23, 28, 33, and 38. 

4. (a) 100 LET S = 0 

5. No. 

110 FOR J = 6 TO 100 STEP 2 
120 LET S = S + J 
130 NEXT J 

Section E.7 

4. (a) Replace lines 20 and 30 with DEF FNF(X) = T AN(X) and FNG(X) = EXP(X) 
respectively. 
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Page numbers in italics refer to Figures. 

A 

ABS 702,730 
Abscissa 654 
Absolute 

convergence 505 
maximum 280-286 
minimum 280-286 
value 24-26,57 

Acceleration 216 
Addition 4, 701, 729 

of complex numbers 17 
ALOG 702 
Alternating series 503-504 
Anaesthetic 385 
AND 706 
Angle between two lines 657-658 
Angular measure 188 
Anti-derivative 251-252 
Anti-differential 601 
Approximation 268-271,477-478 
Arc 

cosecant 317 
cosine 317 
cotangent 317 
length 272-277 
secant 317 

sine 315-316 
tangent 317 

Archimedes 144 
spiral of 688 

Area 
in polar coclrdinates 95 
in rectangular coordinates 93 
of a surface 274-275 

Argand, Jean Robert 18 
diagram 18, 25 

Arithmetic expression 702 
Arnold, C. Y. 203 
Array 717,729-730 
Assignment statement 702, 729 
Associative property 4 
Asymptote 60,671,677 
ATAN 702 
ATN 730 
Atomic weight 571 
Auto-catalytic reaction 291 
Auxiliaryequation 617-618,635 

complex roots 618-619 
multiple roots 621-623 

Average 
rate of change 206-207 
speed 205-206 
value 98-99 
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Axis 

B 

of imaginaries 18 
polar 63, 679 
radical 666 
of reals 18 
rotation of 690-694 
semi-conjugate 671 
semi-major 670 
semi-minor 670 
semi-transverse 671 

Bacteria 615 
BASIC 728-746 
Bell curve 142 
Bernoulli, James 611 

equation 611-612 
Bernoulli, Jean 424 
Bessel function of first kind 534 
Binary operation 4 
Binomial theorem 83 
Bisector 

angle 663 
perpendicular 664 

Bit (of information) 265 
Blood flow 121, 135 
Boole, George 641 
Bound 81, 100 

error 583, 594 
greatest lower 122 
least upper 122 

Boyle's law 243 
Bracket function 52-53 
Butfon, Comte de la 198 

needle problem 198 
Bug 726,746 
Bureau of Labor Statistics 470 

c 
Calculus, fundamental theorem of 

246-248,250-251 
CALL EXIT 714 
Carbon, half-life 328 
Cardiac output 543 
Cardioid 99, 546, 685-686 

Index 

Cartesian coordinate system 62, 64, 654 
Catenary 278 
Cauchy, Augustin-Louis 499, 545 

condition 499, 503 
product of series 506-508 

Center 664 
of curvature 320 
of gravity 171, 202 

Centroid 171 
Chain rule 301-303 
Circle 58-59,664 

imaginary 666 
osculating 319-320 
polar 683-684 

Circuit, electric 543, 624, 630 
Closed 

interval 29 
set 29 

Closure 10 
of ordered sets 10 
property of numbers 4 

Cobb-Douglas production function 
482,492,542 

Coefficient 
lagrangian polynomial 450 
undetermined 450, 631-636 

Comma 733-734 
Comment 715, 737 
Common logarithm 324-325 
Commutative property 4 
Comparison test 504-505 
Compiler 699 
Complementary 

angle 644 
solution 627-628 

Complex 
conjugate 17 
number 16-21 

field 17 
logarithm of 532-533 
polar form 18-19 
rectangular form 21 
roots of auxiliary equation 618-619 

Composite function 41, 163tf, 301tf, 410 
Concave 

downward 287-288 
upward 287-288 

Concentration of solute 135 
Condition, initial 623 



Index 

Conditional convergence 505 
Cone 672-673 

elliptic 542 
right circular 672 

Conflict, see Miller's theory of conflict 
Conic sections 666-673, 686-689 
Conjugate, complex 17 
Connector (flowchart) 69 
Constant 

function 39, 56, 222-223, 240 
of integration 250, 252, 602 

Consumer's surplus 203-204 
Continuous function 49-53, 245-246, 

413-419 
CONTINUE 720-721 
Control statements 704-707,731 
Convergence 497 

absolute 505 
conditional 505 
interval of 518 
sequence 497-499 
series 495,502-510 

Coordinates 
cartesian 62, 64, 654 
cylindrical 550 
polar 62-64,654,679-689 
rectangular 62, 64, 654, 680 
spherical 550 

Corrector 594-595 
Correspondence 35-36 

one-to-one 680 
COS 702,730 
Cosecant 261-262,643 
Cosine 259-260,643 

hyperbolic 184 
Cost 

function 244 
marginal 116, 206 
of production 88, 258 

Cotangent 261,643 
Cotes, Roger 18 
Crime rate 492 
Critical point 282, 483 
Culture of bacteria 615 
Cumulative error 597 
Cupula 625 
Curvature 318-321 

center of 320 
radius of 319-320 

Curve of regression 468 
Cylindrical coordinates 550 
Cylindrical shells, method of 174 

D 

DA T A 733-734 
Decay, rate of 328 
Decision (flowchart) 69 
Decreasing 46 

monotonic 46 
strictly 46 

DE F FN* 741 
Definite integral 255 
Degree 189-191, 194,645 
Degree day 203 
Deleted neighborhood 212 
Delta (<5) 400 
Demand 

curve 203-204 
elasticity of 226 

DeMoivre, Abraham 18 
theorem 83, 192, 532 

Density 539 
Derivative 206, 213, 565-569 

of difference 233 
directional 486 
left-hand 218 
nth 286-287 
one-sided 218 
operator 619 

779 

partial 458-459, 472-480, 483-490 
of product 228-230 
of quotient 230-232 
right-hand 218 
second 286 
of sum 227-228 
table of 330-331 
total 479 
zero value 240-241 

DesCartes, Rene 62 
Device code 699-700, 709-710 
Diagnostic message 746 
Diameter (of partition) 91 
Diamond (flowchart) 69 
Difference function 41 



780 

Differential 269-271 
equation 592, 601ff 

Bernoulli 611 
first-order 601-605,607-614 
general solution 612 
homogeneous 616-623 
linear 607-610, 616ff, 626-629 
non-homogeneous 626-629 
numerical techniques 592-597 
particular solution 612 

quotient 207, 266-267 
total 477 

Differentiation 213,215 
explicit 314 
implicit 313-314 
of an inverse function 314-317 
logarithmic 336-337 
of parametric equations 306-309 
numerical 565-569 

DIM 738 
DIMENSION 717-718,722 
Directrix 666,669,686 
Discontinuous function 50 
Disk 29 
Distance 

from a point to a line 660-661 
from a point to a point 27, 655-657 
focal 669 

Distributive property 5 
Divergence 

sequence 497 
series 502 

Division 8,701,729 
DO 719-721,722,724 
Domain 35-36ff 
Domar's growth model 607 
Dosage 202,519-520 
Drosophila 471 
Drug reaction 236 

E 

e 181,523-525 
Earth 175 
Eccentricity 666, 668-669, 686 
Economy, model of 482 
Elasticity of demand 226 

Electric circuit 543, 624, 630 
Elementary function 326, 439 
Ellipse 669-670, 687 
Ellipsoid 542 
Elliptic cone 542 

integral 579 
Emission rate 185-186 
END 714,736-737 
End (flowchart) 69 
Endolymph 625 
Epidemic 221, 598, 606 
Epsilon (e) 400 
EQ 706 
Equal, complex numbers 16 
Equation 

auxiliary 617-618 
differential 592,601ff 
homogeneous 609-610 
parametric 306, 478 

EQV 706 
Error 726,746 

bound 451-453,583,594 
cumulative 597 
message 733, 738 
round-off 524-526,564,578 
term 568, 575-577, 582-584 
truncation 564 

Ether 385 
Euclid 375 

algorithm 375 
Euler, Leonhard 19,439,531,593 

relation 532 
Evaluation set 92 
Even function 391-392 
Evolute 320-321 
EXP 702,730 
Exp 183 

Index 

Explicit differentiation 314 
Exponential function(s) 176-183,259, 

322-326 
of growth 328-329 
of growth to a constant value 

328-329 
table of 697 

Expression 
arithmetic 702 
literal 734 

Extended mean value theorem 271-272 
Extinction time 625-626 



Index 

Extrapolation, Richardson 586-590 
Extreme value 279-286,487-489 
Eye, retina of 121,227,279 

F 

Factorial 75 
Factors, relatively prime 376 
Federal Power Commission 455 
Field 

complex 17 
gravitational 257 
number 4 
ordered 10 
rational 5 
real 5 

First-order differential equations 
601-605, 607-614 

Fit, least squares 460 
Floating point 709 
Flowchart 68-72, 712, 734-736 
FN* 741 
Focal distance 669 
Focus 666,670,671,686 
FOR 739-740 
FOR-NEXT 739-740 
Force 120 
Form, indeterminate 428-429 
FORMAT 709-711 
FORTRAN 699-727 
Fourier, Joseph 555 

expansion 556 
series 555 

Fractions, partial 375 
Function(s) 35-47, 49-53 

absolute value 57 
Bessel 534 
bracket 52-53 
composite 41 
constant 39,56,222-223,240 
continuous 49-53,245-246,413-419 
difference 41 
discontinuous 50 
elementary 326, 439 
even 391-392 
exponential 176-183,259,322-326 
gamma 75,437-439 

table of 698 

General linear 58 
Greatest integer 52-53 

homogeneous 482 
hyperbolic 184 
identity 39, 56, 223 
inverse 43,314-317,420-422 
limit of 212,399-401 
logarithmic 323-326 
odd 391-392 
orthogonal 557,559 
power 148-149,169-170,237, 

249-250,325 
product 41 
quotient 41 
regression 456-460, 463-469 
statement 721,741-742 
step 49-50 
sum 41 
trigonometric 187-196,259-262, 

314-317,339,348,643-651 
Fundamental theorem of the calculus 

246-248,250-251 

G 

Galois, E. 293 
Gamma function(s) 75,437-439 

Table of 698 
GE 706 
General linear function 58 
General solution of a differential 

equation 612, 628 
Geometric series 509-510 
glb 122 
GO TO 704-705,720,731,739 
Gompertz growth law 328-329 
Gravitational field 257 
Gravity, center of 171, 202 
Greater than 10 
Greatest integer function 52-53, 218 
Greatest lower bound 122 
Gregory, James 523 
Gross national product (GNP) 54 
Growth 

Domar's model of 607 
exponential 328-329 

to constant value 328-329 

781 
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Growth (continued) 
Gompertz 328-329 
logistic 328-329 

GT 706 
Gyration, radius of 202 

H 

Half-angle 650 
Half-life 185-186,328 
Harmonic motion 501 

series 503 
Hecht, S. 384 
Hoff, Van't 606 
Hollerith 711 
Homogeneous equation 609-610,616 

function of a 482 
Host-parasite 630 
Hyperbola 671-672, 687 
Hyperbolic function 184 

I 

cosine 184 
paraboloid 542 
sine 184 

i 15 
Identity 4, 17 

function 39,56,223 
IF 705-707,720,731-732,739 

logical 706 
-THEN 731-732 

Imaginary 
axis of 18 
circle 666 
number, pure 16 
unit 15 

Implicit differentiation 313-314 
Implied DO loop 724 
Improper integral 434-439 
Increasing 46 

monotonic 46 
strictly 46 

Indefinite integral 255 
Indeterminate form 428-429 
Index 

of loop 719, 740 
of summation 73 

Indirect proof 6 

Induction, mathematical 77-83 
Inductive set 79 
Inequality 10-11 

solution of 28-31 
triangle 27 

Inertia, moment of 134 
Infinite 

Index 

sequence (see also Sequence) 495-499 
series (see also Series) 495,501-510 

product of 506-508 
sum of 506-507 

Inflection, point of 287-288 
Initial condition 595, 623 
INPUT 733-734 
Input device code 699-700, 709 
Input (flowchart) 69 
Input/output 708-710, 732-734 
Instantaneous rate 305 
INT 702,730 
Integer 700,709-710 

constant 700 
variable 700 

Integral 
definite 255 
elliptic 579 
improper 434-439 
indefinite 255 
iterated 521ff, 535-541, 543-549 
lower 123 
multiple 521,535 
particular 628 
Riemann 132, 254 
Riemann-Stieltjes 124, 254 
sum 153-156 
table of 330-331 
test (series) 512-515 
theorem of the mean 161-162 

Integrating factor 342 
Integration 123 

constant of 250, 252, 602 
numerical 572-578,580-584 
partial fractions 375-383 
by parts 368-372 
substitution 163-167,350-355, 

357-366 
trigonometric 339-348 
variable of 246 

Intercepts 676-678 
Interior point 29 



Index 

Intermediate value property 51,416 
Interpolation 

Lagrangian 448-453,572,580 
linear 453 
quadratic 453 

Interval 29 
closed 29 
of convergence 518 
open 29 
semi-open 29 

Inverse 5 
function 43,314-317,420-422 
operation 245 

Iterated integral 521ff, 535-541, 
543-549 

J 

Jacobi, Carl Gustav Jacob 545 
Jacobian 545,549 

K 

kth moment 134 
Kassler, Michael 49 

L 

Lagrange, 1. L. 448, 555 
coefficient polynomial 450 
interpolation 450, 572, 580 
method of 448-453 

Latus rectum 674 
Law of reaction 606 
LE 706 
Least squares fit 460 
Least upper bound 122 
Left-hand derivative 218 
Leibniz, Gottfried Wilhelm 123,213, 

217-218,424,523,563 
Lemniscate 349 
Length, arc 272-277 

segment 655-656 
Less than 10 
LET 729-730 
L'Hopital, Guilame Francois de 424 

rule 424-428 

Lim 212-213 
Limacon 685-686 

with loop 685-686 
without loop 685-686 

Limit 212-213,399-400,401-405, 
407-412,495,497 

sequence 497 
series 495, 502 

Line 659,681-682 
ofregression 467-468 
number 12, 54 
polar coordinates 681 

Linear 660 
combination 464 
differential equation 607-610, 

616-623,626-629 
function 58 
interpolation 453 

Lipschitz condition 107 
Literal expression 734 
Ln 182,325 
Log 325 
LOG 730 
LOG10 730 
Logarithm(s) 323-326 

common 324-325 
of complex numbers 532-533 
laws of 323-324 
natural 182,324-325 
table of 697 

Logarithmic differentiation 336-337 
spiral 185, 688 

Logical IF 706 
connectives 706 

Logistic growth 328-329 
Loop 705,719-721,739-740 
Lower bound 122 

integral 123 
sum 102 

LT 706 
lub 122 

M 

Maclaurin, Colin 523 
expansion 523, 575, 581 
series 523 

Mantle of the earth 175 

783 
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Mapping 36 
Marginal 116,216,279 

cost 116,206,216 
revenue 116 
utility 236 

Mass 113, 539 
kth moment of 134 

Mathematical induction 77-83 
Maximum value 280-286,487-489 

absolute 280-286 
relative 280-286 

Mean value 171, 539 
theorem 266-269 

extended 271-272 
for integrals 161-162,256 

Medicine, dosage of 202,519-520 
Midpoint rule 129,141 
Miller's theory of conflict 616 
Minimum value 280-286,487-489 

absolute 280-286 
relative 280-286 

Moment 
kth 134 
of inertia 134 

Monotonic 46 
decreasing 46 
increasing 46 
sequence 498 

Multiple integral 521, 535 
Multiplication 4, 701, 729 

complex numbers 17 
series 506-508 

N 

nth derivative 286-287 
Nappe 672-673 
Naturallogarithm 182,324-325 
NE 706 
Negative 5 

number 10 
Neighborhood, deleted 212 
Newton, Sir Isaac 213,218,294,424, 

523, 563 
method 293-299,500 

Newton-Cotes formulas 572,580-584, 
586 

NEXT 739-740 

NOT 706 
Number 

complex 16-21 
field 4 
imaginary 16 
line 12,54 
negative 10 
positive 10 
properties of 3 
rational 5 
real 5 
theory 375 

Numerical 
differentiation 565-569 
integration 572-578,580-584 
interpolation 448 
solution of differential equations 

592-597 

o 
Odd function 391-392 
One-refinement 108 
One-sided derivative 218 
Open 

interval 29 
set 29 

Operator 
binary 4 
derivative 619 
unary 5 

OR 706 
Order property 10, 11 
Ordered 

field 10 
pair 36ff 

Ordinate 654 
Origin 54 
Orthogonal functions 557,559 
Osculating circle 319-320 
Output device code 699-700,710 
Output (flowchart) 69 

p 

p-series 514-515 
Pappus, theorem of 349 

Index 



Index 

Parabola 667-668,687 
degenerate 670 
vertex 668 

Paraboloid, hyperbolic 542 
Parallel 658 
Parameter 306 

variation of 626-629, 634 
Parametric equations 306-309 
Parasite-host 630 
Parentheses 701,729 
Partial 

derivative 458-459,472-480,483-490 
fractions 375-383 
sums 502 

Particular integral 628 
solution 612 

Partition 90ff 
refinement 90 
regular 97 

Parts, integration by 368-372 
Pascal, Blaise 640 
Pearl, R. 265 
Pendulum 300 
Perpendicular 658 

bisector 664 
Perspectives of New Music 49 
7t (product) 452 
Plane, tangent 475-477 
Point 

critical 282, 483 
of inflection 287-288 
initial 595 

Point-slope form 659-660 
Polar 

axis 63,679 
coordinate system 62, 64, 654, 

679-689 
form, complex numbers 18-19 
form, line 661 

'Pole 63, 679 
Polynomial, Lagrangian coefficient 450 
Positive number 10 
Postulate 5 
Power series 520-526,528-533 
Predictor 594-595 
Predictor-corrector 595 
PRINT 734 
Prismoidal formula 581 
Processing (flowchart) 69 

Producer's surplus 203-204 
Product 452 

function 41 
derivative of 228-230 
series 506-508 

Production, cost of 88 
Program 702 
Psychological Review 616 

785 

Pure competition, price under 203-204 
Pure imaginary number 16 
Pythagorean theorem 56, 59 

Q 

Quadrant 654 
Quadratic interpolation 453 
Quadrature formula 583 
Quantum 420 
Quotient 41 

R 

derivative of 230-232 
differential 207,266-267 

Radian 19,62,189-191,194,645 
Radical axis 666 
Radioactive iodine 185-186,520 
Radius 664 

of curvature 319-320 
of gyration 202 
vector 63, 679 

Raising to a power 701, 729 
Range 35ff, 55 
Rate of change 205-208,215 

of decay 328 
of emission 185-186 
instantaneous 305 
of solution 206 

Ratio test 516-518 
Rational numbers 5 
Reaction 

auto-catalytic 291 
drug 236 
law of 606 
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RE AD 708-709, 733-734 
Real 

axis of 18 
constant 700 
number 5, 700, 709-710 
unit 15 
variable 700 

Reciprocal 5 
Rectangle (flowchart) 69 
Rectangular coordinate system 62, 64, 

654,680 
form, complex numbers 21 

Recursion relation 385-390 
Reed, L. 1. 265 
Refinement 90 
Reflection 676 
Regression 456-460, 463-469 

curve of 468 
function 460 
line of 467-468 

Regular partition 97 
Related rates 303-309 
Relation, Euler 532 

recursion 385-390 
Relative maximum 280-286 
Relative minimum 280-286 
REM 737 
Remainder term 523-524 
RESTORE 733-734 
Retina 121, 227, 279 
Revenue, marginal 116 
Revolution, solid of 174 
Richardson, L. F. 586 

extrapolation 586-590 
Riemann, G. F. B. 100-101 

integral 132, 254 
Riemann-Stieltjes integral 124, 254 

lower 123 
upper 123 

Riemann-Stieltjes sum looff 
lower 102 
upper 102 

Right circular cone 672-673 
Right-hand derivative 218 
Rise 656 
Robertson, T. B. 398 
Rolle's theorem 269,451 
Rose curve 684-686 

Index 

Rotation, polar coordinates 681-682, 
683 

Rotation of axes 690-694 
Roundoff error 564, 578 

accumulated 564 
Round (0) 458 
RS integral 124 

lower 123 
upper 123 

RS sum 100ff 
lower 102 
upper 102 

RUN 736-737 
Run 656 

s 
Sandwich theorem 409-410 
Secant 261, 643 
Second derivative 286 

partial 484-485 
test 286, 483 

Second moment 134 
Second partial derivative 484 
Semicolon 734 
Semi-conjugate axis 671 
Semi-major axis 670 
Semi-minor axis 670 
Semi-open interval 29 
Semi-transverse axis 671 
Separation of variables 601-605 
Sequence, bounded 498 

convergent 497-499 
divergent 498 
infinite 495-499 
limit of 497-499 
monotonic 498 

Series 
alternating 503-504 
asymptotic 560 
comparison test 504-505 
convergent 502-510 
divergent 502 
fourier 555 
geometric 509-510 
harmonic 503 



Index 

infinite 495,501-510. 
integral test 512-515 
maclaurin 523 
p 514-515 
power 520-526, 528-533 

ratio test 516-518 
taylor's 523 
trigonometric 550-557 

Serpentine curve 675-676 
Set, closed 29 

evaluation 92 
inductive 79 
open 29 

SGN 702,730 
Shells cylindrical 174 
Sigma (L) 73 
Simatic layer 175 
Simpson, Thomas 581 

rule 580-584,589 
error term 582-584 

SIN 702,730 
Sine 259-260,643 

hyperbolic 184 
Slope 58, 206, 656-657 

of tangent line 216 
Slope-intercept form 659-660 
Smoothing 471-472 
Solid of revolution 174 
Source program 700 
Spherical coordinates 550 
Specific weight 291 
Spiral 688 

of Archimedes 688 
logarithmic 185,688 

SQR 729,730 
SQRT 701-702 
Squeeze theorem 409-410 
Start (flowchart) 69 
Statement number 705, 715, 731 
STEP 740 
Step function 49-50 
Stieltjes, T. J. 101 
Stirling, James 523 
Strictly decreasing 46 

increasing 46 
monotonic 46 

Subscript 717-718, 738 
Subscripted variable 717, 738 

Substitution (integrals) 163-167 
algebraic 350-355 
trigonometric 357-366 

Subtraction 701, 729 
Sum 4,73 

complex numbers 17 
of derivatives 227-228 
function 41 
of integrals 153-156 
lower RS 102 
partial 502 
Riemann-Stieltjes 100 
RS 100 
of series 502,506-507 
upper RS 102 

Summation 73 
index of 73 

Supply curve 203-204 
Surface of revolution 274-275 
Symmetry 670, 676-678 

T 

Table of 
derivatives 330-331 
exponential functions 697 
gamma functions 698 
integrals 330-331 
logarithms 697 
trigonometric functions 695-696 

TAN 730 
Tangent 260, 643 

of angle between lines 657-658 
hyperbolic 300 
line 216 
plane 475-477 

Taylor, Brook 523 
expansion 523,556,566-568 
series 523-524 
theorem 523-524 

THEN 731-732 
Three-eighths rule 585 
TO 740 
To (flowchart) 69 
Total derivative 479 
Total differential 477 
Translation 664 

787 
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Trapezoidal method 141 
rule 572-578, 586 

error term 575-577 
Triangle inequality 27 
Trichotomy 10 
Trigonometric functions 187-196, 

259-262,643 
integration 339-348 
ratio 643 
series 550-557· 
substitution 357-366 
tables of 695, 696 

Trigonometry 643-651 
Truncation 564 
Two-point form 660 

u 
Unary operator 5 

Vertex 
ellipse 670 
hyperbola 671 
parabola 668 

Volume, iterated integrals 535 
of revolution 107, 118, 174,201 

w 
Wallis, John 388 

formula 388, 547 
Weierstrass, K. W. T. 417 
Weight, atomic 371 

specific 291 
Wessel 18 
Work 120,328 
WRITE 710-711 

Undetermined coefficients 450, 631-636 X 
of polynomials 448-450 

Upper bound 122 XOR 706 
integral 123 
sum 102 

v 
Van't Hoff law of reaction 606 
Variable of integration 246 
Variation of parameters 626-629, 634 
Vector 18,640 

radius 63, 679 
Velocity 206-207 

y 

y-intercept 58, 659 

z 
Zero 4,10 

of a function 293 

Index 
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