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Introduction 

The main object of this book is to reorient and revitalize classical geometry 
in a way that will bring it closer to the mainstream of contemporary 
mathematics. The postulational basis of the subject will be radically 
revised in order to construct a broad-scale and conceptually unified 
treatment. 

The familiar figures of classical geometry-points, segments, lines, 
planes, triangles, circles, and so on-stem from problems in the physical 
world and seem to be conceptually unrelated. However, a natural setting 
for their study is provided by the concept of convex set, which is compara­
tively new in the history of geometrical ideas. The familiarfigures can then 
appear as convex sets, boundaries of convex sets, or finite unions of 
convex sets. Moreover, two basic types of figure in linear geometry are 
special cases of convex set: linear space (point, line, and plane) and 
halfspace (ray, halfplane, and halfspace). Therefore we choose convex set 
to be the central type of figure in our treatment of geometry. How can the 
wealth of geometric knowledge be organized around this idea? By defini­
tion, a set is convex if it contains the segment joining each pair of its 
points; that is, if it is closed under the operation of joining two points to 
form a segment. But this is precisely the basic operation in Euclid. Our 
point of departure is to take the operation of joining two points to form a 
segment as fundamental, and to throw the burden of unifying the material 
on the consistent and relentless exploitation of this operation. 

The postulates then will not involve complex ideas or complicated 
figures, but will state elementary properties of the join operation that can 
be grasped intuitively and verified concretely in planar diagrams. 

The postulates are formulated as universal properties of points. Thus, 
there are no exceptional or degenerate cases to be excluded. This is in 

xv 
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striking contrast with classical Euclidean postulates, such as: two distinct 
points determine a line; three noncollinear points determine a plane. As a 
result, proofs usually involve the application of the postulates as general 
principles and there is little or no need to consider the special or degener­
ate cases that arise so often in conventional treatments of Euclidean 
geometry. 

A salient feature of the treatment is its freedom from the classical 
restriction to the study of geometries that are, at most, three-dimensional. 
Indeed, our postulates are dimension free-they involve no dimensionality 
assumption, explicit or implicit. 

Consequently a major portion of the development is dimension free and 
is applicable to spaces of arbitrary dimension, finite or infinite. (This belies 
a widespread belief that the only effective way to study higher dimensional 
geometry is by the intervention of linear algebra.) 

How does the theory compare with Euclidean geometry? The postulates 
are abstracted from Euclidean propositions, and the theory may be consid­
ered a generalization of Euclidean geometry. It is, however, much broader 
-the theory has been freed from constraints that arose naturally in the 
historical evolution of Euclidean geometry but now impede its develop­
ment. Many familiar Euclidean propositions-in addition to the dimen­
sional restriction mentioned above-are omitted from the postulate set. 
These include: (i) the Euclidean parallel postulate; (ii) the proposition that 
of three distinct collinear points, one is between the other two; and (iii) 
two distinct points determine a line. Moreover, the treatment is nonmetri­
cal-no postulates for congruence have been assumed. 

Can this brave new geometrical world be achieved merely by referring 
to a segment as the join of two points? Of course not. A reanalysis and 
reconstruction of classical geometry in terms of the join operation is 
required. First of all the join operation is not to be restricted artificially, it 
must apply equally well to all pairs of points, distinct or coincident. Even 
more important, the operation must be generalized to apply to all pairs of 
geometric figures. 

In a Euclidean geometry, we define the join of points a, b, denoted by 
a' b or ab, to be the open segment with endpoints a and b if a =F band 
define the join of a point a and itself to consist of a. The operation join is 
extended to apply to any two figures A and B in a natural way: The join 
A . B or AB, of A and B, is the union of all joins ab where point a ranges 
over A and point b over B. 

There is, in Euclidean geometry, a second important operation-that of 
extending a segment indefinitely to form a ray. This can be treated as a 
sort of inverse operation to join and suggests the following 

Definition. Let a and b be any points. Then a / b, the extension of a from b, 
is the set of points x which satisfy the condition that bx contain point a. 



Introduction xvii 

alb .................. • x a b 

This operation is extended in the same way as join to define A / B, the 
extension of A from B, for any two figures A and B. 

Chapter I provides an introduction to the abstract theory by studying 
the join and extension operations in Euclidean geometry in a concrete, 
intuitive, exploratory manner. 

The formal development of the theory begins in Chapter 2, and is based 
on the idea of join operation. Let J be a set of elements (points) and . an 
operation which assigns to each ordered pair (a, b) of elements of J a 
uniquely determined subset of J, denoted by a· b or abo Then the operation 
. is a join operation (in set J) and a· b is the join of a and b. We assume 
that the set J and the join operation . satisfy four postulates suggested by 
elementary properties of the Euclidean join operation. Convex sets are 
defined as closed under join, and their elementary properties deduced. The 
concepts of geometrical or intrinsic interior and closure of a convex set are 
defined. These ideas pervade the theory. 

The convex hull of an arbitrary set is introduced in Chapter 3. Join 
theoretic formulas for convex hulls are derived. Polytopes are treated as 
convex hulls of finite sets. 

In Chapter 4, the extension a / b of two elements a, b of J is defined, in 
the same way as Euclidean extension, in terms of join. Three new pos­
tulates involving extension are introduced to complete the basic postulate 
set for the theory. Speaking geometrically, the concept of ray (or halfline) is 
now available in the abstract theory. In formal terms, we have at our 
command an algebra, of strong deductive power, involving two «inverse" 
operations join . and extension/. 

Chapter 5 introduces the idea of join geometry, out basic object of 
study. A join geometry is a model of the theory~it is a pair (J, .) 
composed of a set J and a join operation . in J, which satisfy the basic set 
of postulates. The notion of isomorphism of join geometries is studied. A 
collection of join geometries that are used as illustrative examples and 
counterexamples is presented. Real n-space Rn is converted into a join 
geometry by defining join in the natural manner. An infinite dimensional 
analogue of Rn is shown to contain a pathological convex set-a nonempty 
convex set whose interior is empty. 

Chapter 6 studies linear sets (or linear spaces) defined as closed under 
join and extension. Among the topics considered are generation of linear 
sets, linear independence, and how line should be defined. It is interesting 
that linear sets of a join geometry bear analogies to subgroups of an 
abelian group. 

Chapter 7 studies the idea of extreme set of a convex set. An extreme set 
of a convex set A is loosely a convex subset of A which is «peripheral" to 
A. The idea is suggested by, and is a generalization of, the classical notion 
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of vertices, edges, and faces of a polyhedron. Two types of extreme sets, 
called components and faces, play important roles in the study of the 
structure of a convex set and are singled out for special study. 

Chapter 8 deals with rays and halfspaces. A ray or haljline is defined as 
a set p / a, where p and a are points; p is its endpoint. Similarly, let L be a 
nonempty linear set, and a a point. Then L / a is a haljspace of L, or simply 
a haljspace; L is its edge. A study of rays is given, concentrating on rays 
with a common endpoint. This is generalized to an analogous treatment for 
halfspaces with a common edge. A halfspace of a linear set in a join 
geometry is analogous to a coset of a subgroup in an abelian group. 

Chapter 9 presents a treatment of cones and hypercones based on the 
material of Chapter 8. A cone is the union of a family of rays that have a 
common endpoint. A hypercone is the union of a family of halfspaces that 
have a common edge. 

In Chapter 10, the family of halfspaces of a linear space is converted 
into a geometrical system-called a factor geometry-by defining a join 
operation in it in a natural way. Factor geometries and join geometries 
share many common properties but differ markedly as algebraic systems, 
since a factor geometry has an identity element and its elements have 
inverses. The development has strong-though unforced-analogies with 
algebraic theories of congruence relations and factor or quotient systems. 

Chapter 11 is devoted to the theory of exchange geometries, which are 
join geometries that satisfy a postulate equivalent to "two points determine 
a line." A theory of dimension is developed in an exchange geometry and 
the familiar incidence and intersection properties of lines and planes in 
Euclidean 3-space is generalized to finite-dimensional linear spaces. 

Chapter 12 studies ordered geometries, which are join geometries that 
satisfy the Euclidean proposition: Of three distinct collinear points, one is 
between the other two. Among the results derived are basic geometric 
properties of polytopes; conditions for the separation of linear spaces by 
linear subspaces; the theorems of Radon, Helly, and Caratheodory on 
convex sets; and a striking formula for the linear space generated by a 
finite set of points. 

In Chapter 13 various properties of polytopes in Rn are extended to 
ordered geometries. In particular, polytopes are related to intersections of 
halfspaces. 

Since our approach is so different from the usual one, we felt compelled 
to develop the material slowly and deliberately with much concrete geo­
metric motivation. This was done because of the unfamiliarity, not the 
inherent difficulty, of the treatment. The book assumes little formal 
knowledge of geometry and indeed little beyond high school algebra and 
some familiarity with intuitive set theory. 

The book can be studied rather flexibly. Chapter 1 helps to provide a 
transition from intuitive informal geometry to an axiomatic formal devel­
opment and can be read by able high school upperclassmen. The reader 
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who has some degree of mathematical maturity need not begin with 
Chapter 1 but can use it as a source of supplementary material for the first 
few chapters. Chapters 2-6 form a basic course sequence in the abstract 
theory. (Some sections may be omitted in a first reading, for example: 2.20, 
2.25,2.26,3.12-3.15, 4.20, 4.21, 4.23-4.26, and 6.20-6.24.) Except for the 
definition of join geometry, Chapter 5 can be skirted. But the reader is 
advised to make some contact with the models presented, since they shed 
so much light on the theory. 

Here are some longer sequences with different emphases: Chapters 2-7; 
2-6,8; 2-6, 11; 2-6, 8, 9; 2-6, 8-10; 2-6, 8, 12; 2-8, 12, 13. A structure 
chart which indicates the interrelations of the chapters appears below. 
Footnotes to the titles of Chapters 7, 8, 10, and 12 provide more detail on 
the interrelations of the chapters. 

The text is accompanied by a large and varied collection of exercises. 
They include simple exploratory exercises, verifying or testing a conjecture 
in a model, proofs that require only a few steps, difficult problems (the 
most difficult are indicated by an asterisk), and problems that involve 
extending the theory, labelled Projects. 

Although the book was written as an undergraduate text, graduate 
students and mathematicians may find it of interest. There may be curios­
ity about a contemporary approach to the classical geometry which is our 
heritage from the Greeks. Those for whom geometry has little intuitive 
appeal may be attracted by the striking and unexpected analogies that 
appear between join geometries and algebraic structures, especially abelian 
groups. Specialists in the theory of convex sets may be interested both 
because of the broad vistas that seem to be opened up by the join theoretic 
axiomatization of the subject and the questions that arise on the extent to 
which the familiar theory of convexity in IRn can be extended to a join 
geometry, or to special types of join geometries. 
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The Join and Extension Operations 1 
in Euclidean Geometryl 

This chapter is intended to prepare the reader for the formal development 
of the theory of join operations which will begin in Chapter 2. It is devoted 
to the study, in concrete terms, of geometric operations which are sug­
gested by two familiar ideas in Euclidean geometry: 

(1) Joining two points to form a segment (Figure 1.1). 

a b 

Figure 1.1 

(2) Extending or prolonging a segment endlessly beyond one of its end­
points (Figure 1.2). 

..... . . ... . . . 
a b 

Figure 1.2 

The operations are made precise; they are generalized to be applicable 
to any two geometric figures; their elementary properties are studied. 
Diagrams and examples are used to discover and to verify basic properties 
of the operations. The treatment is concrete, intuitive, exploratory-it may 
be described, a bit loosely, as the intuitive geometry of the operations join 
and extension. 

1 Although Chapter 1 is not a prerequisite for the formal theory which begins in Chapter 2, 
some familiarity with it may help to prepare the reader for Chapter 2. 
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1.1 The Notion of Segment: Closed and Open 

In order to define the join of two points it is necessary to clarify the notion 
of segment. In high school geometry the term segment or line segment 
stands for the portion of a (straight) line L which is bounded by two points 

• L 
a b 

Figure 1.3 

of L, called the endpoints of the segment (Figure 1.3). What about the 
endpoints: Are they to be included in the segment? Once this question is 
posed it becomes evident that there are two notions of segment: closed 
segment and open segment. A closed segment contains its endpoints-an 
open segment excludes its endpoints. The two notions can be characterized 
in terms of the idea of betweenness. Let a and b be distinct points. Then 
the closed segment ab is the figure consisting of a, b and all points between 
a and b. The open segment ab consists simply of all points between a and 
b. 

). 0( 
a b a b 

Figure 1.4 

You may have encountered a similar distinction on the number line in 
the use of the terms closed interval and open interval. For example, the 
closed interval [0, 1] consists of 0, 1 and all real numbers that are 
numerically between 0 and 1, that is, all real numbers x which are greater 
than ° and less than 1. The open interval (0, 1) contains just the real 
numbers that are numerically between 0 and I-it has no least or greatest 
number. 

o 

Figure 1.5 

In the study of joining operations we find it preferable to join points by 
open rather than closed segments? So for the sake of convenience we shall 
use the term segment without qualification to refer to open segment. 

Finally let us mention that a segment will be conceived as composed of 
points, that is, a segment is a class or set of points. Geometric figures in 
general will be conceived as sets of points. 

2 The basis for the preference will be indicated in the last section of the chapter. 
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1.2 The Join of Two Distinct Points 

To begin we define the idea of the join of two distinct points. 

Definition. Let a and b be distinct points. Then the join of point a and point 
b stands for the segment ab and is denoted operationally by a· b or simply 
ab (Figure 1.6). 

ab 

a b 

Figure 1.6 

1.3 Two Basic Properties of the Join Operation 

What can be said about this operation of joining two points? It has the 
following simple but very basic properties: 

(1) The join ab of any two distinct points a and b is a definite nonempty 
set of points. 

(2) Commutative law: ab = ba for any two distinct points a and b. 

Can additional properties be found? Yes. Consider, for example, the 
principle that the segment joining two points of a given segment S is 
contained in S (Figure 1.7). This can be restated in join terminology as 
follows: If p and q are distinct points of the join ab, then their join pq is 
contained in abo 

s 
a p q b 

Figure 1.7 

It is not hard to see that any geometric principle which is expressible in 
terms of the notion of segment or in terms of the notion of betweenness 
can be restated as a property of the join of pairs of points. 

EXERCISES 

1. Restate in join terminology: If p is between a and b, and q is between a and p, 
then q is between a and b. 

a q p b 

Figure 1.8 
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2. Restate injoin terminology: Ifp is a point of segment S, then the segments that 
join p to the endpoints of S have no common point. 

s 
p 

Figure 1.9 

3. Restate in join terminology: If x is between a and a point p of segment be, then 
x is between e and a point q of segment abo 

a 

b~--------~------~~c 
p 

Figure 1.10 

4. Find some other properties of segments and betweenness of points and state 
them in join terminology. 

1.4 A Crucial Question 

What has been achieved? A start has been made in the operation-centered 
treatment of elementary geometry: (1) the join operation has been defined 
for pairs of distinct points; and (2) two basic properties of the join 
operation have been formulated. You may feel that we have not achieved 
very much, that we are merely restating old ideas in a new vocabulary: 
Where Euclid says segment we say join of two points. 

But our object is quite different. It is to change ideas rather than 
terminology. Our primary purpose is to develop a treatment of geometry in 
which the join operation plays a central role. It is hard to see how this can 
be done if we just stick to joins of two points. We should be able to 
construct more complicated figures than segments. To do this we should be 
able to join more complicated objects than points. Why shouldn't we be 
able to consider the join of a point and a segment or a point and a 
circle-or the join of any two figures for that matter? 

Our approach to geometry cannot hope to be effective unless the scope 
of the join operation is significantly enlarged. 
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1.5 The Join of Two Geometric Figures 

Now we show how the join operation can be extended to apply to two 
geometric figures, conceived as sets of points. Three examples are given 
before the formal definition is presented. 

EXAMPLE I (The join of a point and a segment). Suppose points a, band e 
are noncollinear (Figure 1.11). To get the join of point a and segment be 
[denoted by a(be)], join a to each point of be and unite all the joins 
formed. The figure obtained is the interior of triangle abe. Thus the join of 
a and be is the interior of triangle abe. 

a 

b'--'---..L---I..---I..-~_~e 

be 

Figure 1.11 a(be) = Interior (triangle abe). 

EXAMPLE II (The join of a point and a circle). Suppose point p is not in the 
plane of circle C (Figure 1.12). To get the join of point p and circle C 
(denoted by pC), join p to each point of C and unite all the joins formed. 
We obtain a circular cone (conical surface) with apex p and base C 
excludingp and all points of C. 

p 

c 

Figure 1.12 pC = circular cone. 
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EXAMPLE III (The join of two segments). Let ab and cd be two segments in 
a plane such that a, b, c and d are the vertices of a convex (nonreentrant) 
quadrilateral as indicated in Figure 1.13. The join of ab and cd, denoted by 
(ab)( cd), is obtained by joining each point of ab to each point of cd and 
uniting all the joins formed. The join of ab and cd is the interior of 
quadrilateral abcd. 

Figure 1.13 (ab)(ed) = Interior (quadrilateral abed). 

@~() 
B 

A 

Figure 1.14 

These examples suggest the following definition (see Figure 1.14). 

Definition. Let A and B be two geometric figures, which we conceive as 
sets of points. The join of set A and set B is the set of points obtained by 
joining each point a of A to each point b of B and uniting all joins ab 
formed in this way. The join of A and B is denoted by A . B or simply AB. 
If A consists of a single point a, we call the join of A and B simply the join 
of a and B and denote it by aB (Figure 1.15). Similarly, if B reduces to a 
single point b, we refer to the join of A and b and denote it by Ab. 

A 
B 

"~ 
Figure 1.15 

In simple terms the definition says: x is a point of the join AB of sets A 
and B if and only if there exists a point a of set A and a point b of set B 
such that x is a point of ab (Figure 1.16). 



Figure 1.16 

section and the next one the consideration of joins of two 
figures is limited to the case where the figures do not intersect. 

on Notation. Systematically in our study of geometry, lower case 
, c, ... will be used to denote points and capitals A, B, C, ... 
~eometric figures or sets of points. 

tion began with the presentation of several examples of joins of 
figures. The examples indicated that the join of two geometric 
ld be a new and more complex figure. An important property of 
,eration-which will be seen to pervade the theory-is that it 
)rocedure for the construction of complex figures from simple 
property of join as a "figure generator" appears in the following 
;ises, some of which you may find surprising and stimulating­
lope, challenging. 

(JOINS OF Two FIGURES) 

exercises only joins of nonintersecting figures are considered. 
;ises 1-17, identify and describe the indicated joins. You may 
ns or models. No proof is required. 

n of point p and /, the interior of circle C, if p is not in the plane of C. 
are Example II in the text above.) 

n of point p and /, the interior of triangle abc, if p is not in the plane of 
: abc. 

n of point p and line L, if p is not on L. 

n of two parallel lines. 

n of two skew lines, that is, two lines in space which do not lie in the 
lane. 

ion of Ray or Halfline. Suppose a and b are two distinct points. 
~ 

"ay or halfline ab, denoted by the symbol ab, consists of all 
ine ab that lie on the same side of point a as b (Figure 1.17). 

a b 

Figure 1.17 
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~ ~ 

Point a is called the endpoint of ab. Note that ab does not contain its 
endpoint a. 

~ 

6. The join of point p and ray ab if p is not on line abo (Compare Exercise 3 
above.) 

~ 

7. The join of ray ab and line L if a is on L and b is not on L. (Compare 
Exercise 3 above.) 

8. The join of the distinct rays ;;b and C:. Try not to miss any cases. 

9. The join of segments ab and ac, if ab and ae do not intersect. Try not to miss 
any cases. 

10. The join of segments ab and cd, if ab and cd are coplanar and do not 
intersect. Try not to miss any cases. (Compare Example III in the text above.) 

*11. The join of two noncoplanar segments ab and cd. 

12. The join of segment ab and circle C, if ab is perpendicular to the plane of C 
and a is the center of C. 

~ ~ 

13. The join of ray ab and circle C, if ab is perpendicular to the plane of C and 
a is the center of C. 

14. The join of line L and circle C, if L is perpendicular to the plane of C at the 
center of C. 

15. In Exercise 12, the join of ab and I, the interior of C. 
~ 

16. In Exercise 13, the join of ab and I, the interior of C. 

17. The join of line L and I, the interior of circle C, if L is perpendicular to the 
plane of C at a point of C. 

18. Suppose a is not a point of segment be. Will their join a(bc) always be the 
interior of a triangle as in Example I in the text above? If not, what can it be? 
Try not to miss any cases. 

19. Suppose pointp is not a point of circle C. Will their joinpC always be conical 
as in Example II in the text above? If not, what can it be? Have you 
considered all cases? 

In Exercises 20 through 25 suppose that a Euclidean plane has been 
assigned a Cartesian coordinate system. Let p be the point (0, 0) and C the 
graph of the given equation. Sketch the join pC and describe it as 
accurately as you can. 

20. Y =x2 + 1. 

23.y=ex • 

21. y = x 3 + 1. 

24. y=1nx. 

22. y = l/x. 

25. y = cos x, 0 .;;; x .;;; 2'1T. 

26. Make up and solve some of your own problems on the join of two noninter­
secting figures. 
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1.6 Joins of Several Points: Does the Associative 
Law Hold? 

9 

The join operation, which had been defined for pairs of points (Section 
1.2), was extended in the last section to pairs of sets of points. This 
extension of the scope of the operation has two important consequences. 
First, as appeared in the last section (particularly in the exercises), it makes 
possible the construction of a wide variety of geometric figures starting 
with simple ones. Second, it enables us to define joins of three or more 
points and raises a host of questions about the figures formed by joining 
three or more points. 

a a a • 

/ • • • b c b c b (ab)e c 

Figure 1.18 

Our point of departure is quite simple. Suppose, for example, three 
noncollinear points a, band e are given (Figure 1.18). Certainlyab and e 
are definite geometric figures. Then their join (ab)e is a definite geometric 
figure (definition of join of two geometric figures, Section 1.5). Similarly 
a(be), b(ae), (ab)(ae), and so on, are definite geometric figures. It makes 
sense then to ask if these geometric figures are related. In particular, does 
the associative law 

(ab)e = a(be) (1) 

hold? 
To answer the question recall that a(be) is the interior of triangle abc 

(Section 1.5, Example I). Consider (ab)c (Figure 1.19). By definition (ab)c 
is gotten by joining each point of ab to c and uniting all the joins formed. 
The result also is the interior of triangle abc, so that (1) holds. 

a a 

b~----====~~~e 
be 

Figure 1.19 
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Summary. The associative law, (ab)c = a(bc), is valid for any three 
noncollinear points a, band c. 

The result suggests the following definition. 

Definition. If a, band care noncollinear points, each of the equal sets 
(ab)c, a(bc) is denoted by abc, which is called the join of the points a, b 
and c. 

A good sample of formal properties of join which supplement the 
commutative law (Section 1.3) and the associative law is presented in 
concrete form in the next exercise set. Some of the exercises involve 
triangles, and you may want to glance at the formal definition of the idea. 
You are not obliged to use it in solving a problem: you may find your 
intuitive notion of triangle sufficient. Here it is, expressed in join notation. 
(See Figure 1.20.) 

a 

b~------------------4C 

Figure 1.20 

Definition. Let a, band c be noncollinear points. Then the set consisting of 
a, b, c and all points of ab, ac and bc is called triangle abc (in symbols 
t::,.abc) or simply a triangle. 

The definition of a tetrahedron (or triangular pyramid), which may be 
considered the analogue in 3-space of a triangle, appears below, following 
Exercise 1. 

EXERCISES (PROPERTIES OF THE JOIN OPERATIONi 

The following exercises involve the verification or the discovery of 
formal properties of join and are to be done with the aid of diagrams or 
models. Although proofs are not called for, try to clarify the intuitive 
geometric basis for your conclusion. In all cases only joins of nonintersect­
ing figures are considered. 

3 The reader is advised to examine Exercises 1 and 2. 



1.6 Joins of Several Points: Does the Associative Law Hold? 

1. (a) If a, b and e are noncollinear points, verify that 

abc = bae = Interior(~abe). 
(b) How many similar equalities can you find for abc? 

11 

Definition. Let a, b, e and d be noncoplanar points. Then the set consisting 
of a, b, e, d and all points of ab, ae, ad, be, bd, cd, abc, abd, aed, bed is 
called tetrahedron abed or simply a tetrahedron (Figure 1.21). 

a 

b~---4---~ d 

c 

Figure 1.21 

2. If a, b, e and d are noncoplanar points verify that 

a(bed) = (abe)d = Interior(tetrahedron abed). 

3. If a, b, e and dare noncoplanar points verify that 

(ab)(ed) = Interior(tetrahedron abed). 

(Compare Exercise 11 at the end of Section 1.5.) 

4. (a) If a, b, e and d are noncoplanar points, verify that 

a(bed) = e(dab) = Interior(tetrahedron abed). 

(b) How many similar equalities can you find for a(bed)? 

5. Let a and b be two distinct points. 
(a) Verify that a(ab) = abo 
(b) Can you find a point x distinct from a which is not in ab and satisfies 

x(ab) = ab? 
(c) How many such points x are there? 

6. Let a, band e be noncollinear points. 
(a) Verify that a(abe) = abc. 
(b) Can you find a point x distinct from a which is not in abc and satisfies 

x(abe) = abc? (I) 

(c) Can you find all points x which are not in abe and satisfy (I)? Can you 
describe the figure they form? 

7. Try to make up and solve a problem similar to Exercises 5 and 6 for four 
noncoplanar points a, b, e, d. 
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8. (a) Identify the join (t::,.abc)(abe). 
(b) Compare your result in (a) with that in Exercise 6(c). 
(c) Does the result in (a) extend to tetrahedrons? 

9. Let I be the interior of a circle. Are there any points x that are not in I and 
satisfy xl = I? 

10. (a) Let 8 be a closed segment. Are there any points x that are not in 8 and 
satisfy x8 = 8? Explain your answer. 

(b) The same as (a) if 8 is a closed circular region, that is, 8 is the set of all 
points on or interior to a circle. 

11. (a) Identify pC if C is a circle and p is a point of its interior. The same if p is a 
point of the exterior of C. Compare your results. 

(b) Identify p(t::,.abc) if p is a point of the interior of t::,.abc. The same if p is a 
point of the exterior of t::,.abc. Try not to miss any cases. Compare your 
results. 

12. Suppose B is any figure (set of points) and point a is not in B. 
(a) Show that a cannot be a point of the join aBo Does this principle square 

with your answers to Exercise 11? 
(b) When will a(aB) = aB hold? 

13. If a, b and c are noncollinear points, verify that 

(ab)(ac) = (ba)(bc) = (ca)(cb). 

14. Let a, b, c and d be the vertices of a convex quadrilateral, as indicated in 
FigUre 1.22. Verify that 

(ab )( cd) = (ad)( be) = Interior( quadrilateral abed). 

(Compare Section 1.5, Example III.) 

Figure 1.22 

15. Does the conclusion in Exercise 14 hold if a, b, c and d are the vertices of a 
nonconvex (or reentrant) quadrilateral, as indicated in Figure 1.23? If not, can 
part of the conclusion be saved? 

a 

d b 

Figure 1.23 

16. Let a, b, c and d be noncoplanar points. Verify that 

«ab)(ac»(ad) = (ab)«ac)(ad». 
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1.7 The Join of Two Intersecting Geometric Figures 

You may recall that a limitation was imposed in Section 1.5 (second 
paragraph following Definition) to consider only joins of nonintersecting 
figures, that is, figures that have no common point. Why was this done? To 
answer the question suppose two figures A and B do have a common 
point, say c (Figure 1.24). Then the definition of the join AB (Section 1.5) 
requires us to find the join cc. But no meaning has been assigned to the 
symbol cc: the join ab has been defined (Section 1.2) only if a and bare 
distinct points. 

A B 

Figure 1.24 

Thus consideration of the join of two intersecting figures was avoided 
specifically to postpone the problem of dealing with the special case of the 
join of a point and itself. We did this to focus attention on the general case 
of the join of two distinct points-to exhibit its essential role in construct­
ing the join of two figures. (See Section 1.5, Examples I, II, III and 
Exercises. ) 

However, many nontrivial cases of the join AB arise where the figures A 
and B do intersect, for example (see Figure 1.25): the join of a segment 
and one of its points; the join of two intersecting segments, of two 

• x x p 

Figure 1.25 
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intersecting lines, or of two intersecting planes; the join of a line and a 
plane which intersect; and even the join of a line and itself or a plane and 
itself. Each of these calls for the join of a point and itself. 

1.8 A Decision Must Be Made 

We are confronted by a question which no longer can be put off: Should 
the join of a point and itself be assigned meaning? Should it be formally 
defined? If it is not to be defined, a question still remains: How shall the 
definition of the join AB of two figures A and B be interpreted if they 
intersect? The problem has not been manufactured artificially. It is not 
comparable, for example, to the question in arithmetic of defining the sum 
of an integer and itself. There, a' uniform procedure exists for adding 
integers a and b independently of whether a and b are distinct or the same. 

In an intuitive geometric sense the question before us is this: Does there 
exist a useful and reasonable special or degenerate form of the idea of 
segment? 

1.9 The Join of a Point and Itself 

We believe strongly that there does exist a suitable definition of the join of 
a point and itself, and present it with no more ado. 

Definition. Let a be any point. We define the join of a and a, denoted by 
aa, to consist of point a, and write aa = a. 

The definition of aa is simple-it is also, we feel, quite natural. In 
support of this consider the series of joins of points indicated in Figure 
1.26. The first, (abc )d, is the interior of a tetrahedron (Exercise 2 at end of 
Section 1.6). Thus (abc)d is a solid figure and is 3-dimensional or has 
dimension number 3. The second, abc, is a triangle interior and so is 
2-dimensional or has dimension number 2. The third, ab, is a segment and 

d 

abc 
a ",,","-+--.._b a"'7b 

c c 

Figure 1.26 

ab 
• 
a • 

b 

aa 
• 
a 



1.9 The Join of a Point and Itself 15 

has dimension number 1. It seems reasonable to expect that aa, the final 
term in the series, should have dimension number O-and it does, since aa 
is a, a point. 

The definition of aa has a few simple but nontrivial consequences. First, 
the two basic properties of the join operation (Section 1.3) hold without 
restriction: 

(1) The join ab of any two points a and b is a definite nonempty set of 
points. 

(2) Commuta(jve law: ab = ba for any two points a and b. 

Second, the definition of the join AB (Section 1.5) is now perfectly 
precise. It applies uniformly whether the figures A and B intersect or do 
not intersect. For the join ab of point a of A and point b of B is now 
precisely defined for the case a = b as well as for the case a =l=b. In simple 
terms the definition of AB says: x is a point of the join AB of the figures A 
and B if and only if (1) x is between some point of A and some point of B, 
or (2) x is a point common to A and B (see Figure 1.27). 

A 

Figure 1.27 

Summary Principle. The join AB of any two geometric figures A and B 
is a definite geometric figure. 

EXERCISES (JOINS OF Two INTERSECTING FIGURES) 

In Exercises 1 through 12 identify and describe the indicated joins. You 
may use diagrams or models. No proof is required. 

1. The join of point p and circle C if p is a point of C. 

2. The join of point p and triangle T if p is a point of T and not a vertex; if p is a 
vertex. 

3. The join of point p and line L if p lies on L. 

4. The join of two distinct intersecting lines. 

5. The join of two intersecting segments not necessarily distinct. Try not to miss 
any cases. 

6. The join of a line with itseH; a plane with itseH. 

7. The join of a circle with itseH. 
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8. The join of circle C and line L if L lies in the plane of C and passes through its 
center. 

9. The join of line L and I, the interior of circle C, if L is perpendicular to the 
plane of C at the center of C. 

10. The join of two circles each of which passes through the center of the other. 

11. The join of a line and a plane which intersect. Try not to miss any cases. 

12. The join of two distinct intersecting planes. 

In Exercises 13 through 17 suppose that a Euclidean plane has been 
assigned a Cartesian coordinate system. Let p be the point (0, 0) and C the 
graph of the given equation. Sketch the join pC and describe it as 
accurately as you can. 

13. y = x2• 

14. y = x3• 

15. y = sin x, 0 .;;; x .;;; 2'11. 

16. y = tan x, - 'TT /2 < x < 'TT /2. 

17. y = xe x • 

18. Make up and solve some of your own problems on the join of two intersecting 
figures. 

1.10 The Unrestricted Applicability of the Join 
Operation 

In ordinary numerical algebra exceptional cases sometimes arise in which 
an operation can't be performed. A familiar example is the application of 
the division operation to the numbers 1 and o. Now that aa has been 
defined, this cannot happen for the join operation. There are no excep­
tional cases: the operation join is applicable without restriction to any 
finite number of points. As an illustrative example take the case of three 
points. Let a, band e be any points, and consider a(be). The expression 
a(be) stands for the join of two geometric figures, namely, a and be. By the 
Summary Principle (Section 1.9, last'paragraph), a(be) is a definite geomet­
ric figure. Similar considerations apply to (ab)e, (ab)(ae) and so on. 

Suppose you want to see concretely what the figure a(be) is-or better, 
what it can be. Choose positions for the points a, b and e, find be, and 
apply the definition of the join of two figures (Section 1.5) to a and be. An 
example of this has already appeared: if a, b and e are noncollinear, we 
have seen (Section 1.5, Example I) that a(be) is a triangle interior (Figure 
1.28). 

What happens if a, b and e are collinear? First suppose they are distinct. 
If a is in be (Figure 1.29), then a( be) involves the join aa and turns out to 
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b 

• 
b 

a 

be 

Figure 1.28 
• 
a 

Figure 1.29 

17 

e 

• 
c 

be the segment be. If a is not in be (Figure 1.30), the join a(be) is still a 
segment, either ae or abo If a, band e are not distinct (Figure 1.31), you 
will find, by examining the cases, that a(be) will always be a segment or a 
point. 

• 
a b c 

• 
a=b 

b 

Figure 1.30 

c 

Figure 1.31 

• 
a=b=c 

• 
c 

• 
a 

Summary. The join a(be) is a definite geometric figure for any three 
points a, band e-regardless of their relative positions and regardless of 
whether or not they are distinct. . 

The same conclusion holds of course for (ab)e. 

EXERCISES 

1. Suppose the points a, b and c are collinear. List the possible relations of a, band 
c, including coincidences, and identify (ab)c in each case. 

2. Suppose the points a, b, c and d are distinct and coplanar, and no three of them 
are collinear. List the possible relations of a, b, c and d, and identify (ab)(cd) in 
each case. 

3. The same as Exercise 2 for «ab)c)d. 

1.11 The Unrestricted Validity of the Associative 
Law for Join 

Recall (Section 1.6) that the associative law for join 

(ab)e = a(be) (1) 

holds with the restriction that a, band e be noncollinear. In the last section 
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we saw that the expressions (ab)e and a(be) in (1) represent definite 
geometric figures for all choices of points a, b and e. We can hardly 
disregard the question: Can the restrictions be removed-does (1) hold for 
all choices of a, b and e1 

Yes, it does. To justify the answer we argue by cases-of which there 
are many. 

First suppose a, b and e are collinear and distinct. Then, by a basic 
principle of geometry, one of the three points must be between the other 
two. Consider first the case where b is between a and e (Figure 1.32). Then 
(ab)e is simply the segment ac. Similarly a(be) = ae, so that (1) holds. So 
far it has not been necessary to employ the definition of the join of a point 
and itself. 

• • 
a b c 

Figure 1.32 

• • 
b a c 

Figure 1.33 

Next consider the case where a is between b and e. First note that 
(ab)e = be. Then to get a(be) we must join a to each point of be. Observe 
that be falls into three parts: The points between b and a, the points 
between e and a, and a itself. So we can find a(be) by joining a to each of 
these parts. The results are, in order: the points between b and a, the 
points between e and a, and (by definition of aa) the point a itself. Uniting 
the three results, we get be. Thus a(be) = be, so that (ab)e = a(be) and (1) 
holds in this case also. 

• • 
a c b 

Figure 1.34 

The case where e is between a and b (Figure 1.34) can be treated 
essentially in the same way as the preceding case. 

Finally there remain the cases in which a, b and e are not distinct. 
Suppose just two of a, b and e are identical. First consider the case a = b 
(Figure 1.35). Then 

(ab)e = (aa)e = ae 

and 

a(be) = a(ae) = ae, 

so that (I) holds. 

• 
a=b c 

Figure 1.35 
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Similar methods apply to the cases b = c and a = c (Figure 1.36) . 

• • • 
a b = c a=c b 

• 
a=b= c 

Figure 1.36 

At long last we have the final case a = b = c. Now (I) reduces to a = a, 
and our proof is finished. 

Summary. The associative law (ab)c = a(bc) is valid for all points a, b 
and c. 

As in Section 1.6, the associative law suggests a definition. 

Definition. If a, band c are any points, each of the equal sets (ab)c, a(bc) 
is denoted by abc, which is called thejoin of the points a, b and c. 

Remark 1. You recall the notion of an identity in classical algebra: an 
equation involving one or more variables which holds for all values of the 
variables. An example is the equation (a + b)2 = a2 + 2ab + b2, which 
holds for all numbers a and b. The associative law (ab)c = a(bc) is a 
geometrical identity which holds for all points a, band c. 

Remark 2. If you examine the proof of the associative law, you will find 
that it depends on the definition aa = a. Thus the associative law, which 
will playa key role in our theory, is a consequence of this definition. 

EXERCISES 

1. Verify by means of diagrams that a(bed) = (abe)d, where a, b, e and d are any 
four distinct coplanar points, no three of which are collinear. Try not to miss 
any cases. (Compare Exercise 2 at the end of Section 1.6.) 

2. Let a, b, e and d be the vertices of a convex quadrilateral as indicated in Figure 
1.37. Verify that 

(ae)( bd) = Interior( quadrilateral abed). 

d! 
Figure 1.37 
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Did you apply the definition of join for a point and itself? Explain. (Compare 
Section l.5, Example III.) 

3. Letp be a point of segment abo Verify thatp(ab) = abo 

4. Let p be a point of triangle interior abc. Verify that p( abc) = abc. 

1.12 The Universality of the Associative Law 

The fact that the associative law holds universally for three points-not 
merely for three points in general position-is of great importance for the 
development of our theory. It indicates the possibility of constructing a 
theory of geometry in which the basic principles hold uniformly: they state 
universal properties of points that admit no exception. In algebra the 
desirability of this is taken for granted almost without discussion. The 
situation is quite different in geometry. 

In the standard treatment of geometry the basic principles usually are 
not universal properties but hold for points in general position; for 
example: two distinct points determine a line, or three noncollinear points 
determine a plane. As a result the proofs of theorems sometimes require 
lengthy and involved discussion of special or degenerate cases. 

c 
c 

• • .Db a b 
a b 

d 

Figure 1.38 

Moreover the standard treatment is figure-oriented in a rather rigid 
way. Consider the basic linear, planar and spatial figures: segment, trian­
gle, tetrahedron (Figure 1.38). If you wish to refer to a segment, you must 
assign two distinct points; to a triangle, three noncollinear points; to a 
tetrahedron, four non coplanar points. Why should we not be able to study 
a degenerate or squashed form of a triangle which would be determined by 
three collinear points, or a degenerate form of a tetrahedron determined by 
four coplanar points, as in Figure 1.39? We should be able to study four 
points assigned at random, without knowing whether they are in space, in 
a plane, in a line, or even coincident (Figure 1.40). 

Our object in writing this book is to construct an operation-centered 
treatment of geometry of a special type: one in which the basic laws are 
universal properties of points. The associative law is our first nontrivial 
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a 

b~---+--~d 

• • 
a c c 

Figure 1.39 

_a 

Q _d 
b _ 

c C3 Q 0 -d 
-b ·c b ~ d c-

• • • • • 
a b c d a=b c=d a=b=c=d 

Figure 1.40 

example of such a basic law. The validity of the associative law gives 
strong impetus to the search for other universal laws and foreshadows in a 
way the ultimate success of the project. 

1.13 Alternatives to the Definition aa = a 

Note to the Reader. This' section may be omitted without loss of 
continuity. It is not a logical prerequisite to the remainder of the chapter 
but is designed to shed light on our choice of definition for aa. It indicates 
that the definition is the only one which is satisfactory for our purposes. If 
the definition did not seem quite right or you are curious about the issue, 
you might read the section. 

The importance of the definition aa = a, a!ld the ultimate reason for its 
adoption, lie in its utility-its effectiveness in organizing the geometric 
material we are studying. It has many nontrivial consequences, the most 
important of which is the unrestricted validity of the associative law for 
join. 

Nevertheless you may feel that the definition is not quite right, and you 
may object: How do we know that an alternative definition won't work 
just as well? 

Consider the following alternative. 
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Definition. For each point a, let aa = 0, the empty set. 

To define aa in this way may not seem unnatural. You may feel that the 
appropriate choice for a special or degenerate case of a closed segment 
should be a figure F consisting of a single point a. Then you may agree 
that the natural choice for a special or degenerate case of an open segment 
should be F with a deleted, that is, the empty set. 

Whether the argument seems reasonable or not, the definition merits 
consideration as an alternative to aa = a. 

Let us begin by asking a question: What effect does the definition have 
on the meaning of the join AB of two figures A and B? Suppose A and B 
do not intersect and so have no common point (Figure 1.41). Then the 
definition is not employed in forming the join AB and so has no effect on 
its meaning. Thus AB is obtained as usual, by uniting all the segments 
which join a point of A to a point of B. 

Figure 1.41 

Now suppose A and B do have a common point, say c (Figure 1.42). 
Then cc = 0, the empty set. Thus the join cc will contribute no point in 
forming the join AB. In other words, if c is common to A and B, the join 
cc can be disregarded in forming AB. Consequently the definition of AB is 
now equivalent to the following statement: 

A B 

Figure 1.42 

A point x is in AB if and only if x is in a segment which joins a point of 
A to a (distinct) point of B (Figure 1.43). 

A 

Figure 1.43 
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What consequences does the alternative definition have? In particular 
will the associative law 

(ab)e = a(be) (1) 

hold? Certainly (1) holds for the case where a, b and e are three noncollin­
ear points-this was settled (Section 1.6) before the definition aa = a was 
introduced (Section 1.9). But definitely (1) fails for the case where a is in be 
(Figure 1.44). 

b a c 

Figure 1.44 

To justify this, suppose a is in be. Then we show that a is in (ab)e but a 
is not in a(be). Since e is not in ab, the join of ab to e does not involve the 
join of a point to itself. Hence (ab)e = be. But a is in be. Thus a is in (ab)e. 

Is a a point of a(be)? If this is so, then, by the principle above, a must 
be in a segment which joins a to a (distinct) point, say p, of be (Figure 
1.45). That is, a must be in the (open) segment ap. This is absurd. 
Consequently a is not in a( be), and the sets (ab)e and a( be) cannot be the 
same. Thus (1) fails if a is in be. 

p? 
• 

b a 

Figure 1.45 

p? 
• 

c 

Summary. If we adopt the alternative definition aa = 0, then the 
associative law fails-that is, it is not universally valid. 

Will you conclude that it is illogical, or mathematically unsound, to 
adopt the alternative definition? It seems to us inconvenient rather than 
illogical. If the definition is adopted, a sound mathematical theory will 
result which is somewhat similar to our theory but has the disadvantage 
that the associative law will not hold for all triples of points. 

EXERCISES (ALTERNATIVES TO THE DEFINITION aa = a) 

In Exercises 1, 2, 3 assume the definition aa = 0. 

1. Letp be a point of segment abo Identify p(ab) and compare it with abo Are they 
the same? Are they different? (Compare Exercise 3 at the end of Section l.Il.) 

2. Letp be a point of triangle interior abc. Identify p(abc) and compare it with abc. 
Are they the same? Are they different? (Compare Exercise 4 at the end of 
Section l.Il.) 
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3. Let a, b, e and d be the vertices of a convex quadrilateral as indicated in Figure 
1.46. Identify (ae)(bd) and compare it with the interior of quadrilateral abed. 
(Compare Exercise 2 at the end Section 1.Il.) 

d~--------------~c 

Figure 1.46 

4. Let a be a particular point. Suppose that aa has been defined to be a definite set 
of points which does not contain a, for example, a circle of radius 1 centered at 
a. Choose band e so that a is a point of segment be (Figure 1.47). Show that 

(ab)e of:- a(be), 

so that the associative law for join fails . 

• 
b a 

Figure 1.47 

• 
c 

Remark 1. Suppose you want the associative law for join to hold. 
Exercise 4 shows that if you define aa for a point a, then aa must contain 
a. 

5. Let a be a particular point. Suppose that aa has been defined to be a definite set 
of points, but that aa contains a point p which is distinct from a. Choose b and e 
so that a is a point of segment be butp is not (Figure 1.48). Show that 

(ab)e of:- a( be), 

so that the associative law for join fails . 

• p 

• 
b a c 

Figure 1.48 

Remark 2. Suppose you want the associative law for join to hold. 
Exercise 5 shows that if you define aa for a point a, then aa cannot contain 
any point other than a. 

Combining Remarks 1 and 2, we have: If the associative law for join is 
to hold and aa is to be defined for a given point a, then aa must inexorably 
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be defined to consist of a. Moreover there is no loophole. You can't save 
the associative law by refusing to define aa. Suppose aa is not defined. Let 
b be a point distinct from a (Figure 1.49). Then the special case of the 
associative law 

(aa)b = a(ab) 

fails, since the left member is meaningless and the right member is abo 

a b 

Figure l.49 

1.14 Convex Sets 

One of the most basic and important ideas in geometry is that of convex 
set. All of the familiar figures in high school geometry are either (1) convex 
sets: ... 
or (2) figures formed by uniting convex sets: 

or (3) boundaries of figures of types (1) and (2): 

60A 
Intuitively, a convex set is a figure with no gaps 

no holes 

no indentations 

The precise definition is even easier to state. 

Definition. A set of points is convex if it contains the join of each pair 
(distinct or not) of its points. 

Observe that a set consisting of a single point is convex. 

Figure 1.50 



26 1 The Join and Extension Operations in Euclidean Geometry 

EXERCISES (ExPLORATORY) 

I. If A and B are convex sets, must their union be convex? Can their union be 
convex? Justify your answer. 

2. Let A and B be convex sets that have a common point. Must the intersection of 
A and B (that is, the set of all points which are common to A and B) be 
convex? Can their intersection be convex? Justify your answer. 

3. (a) Is the join of two points convex? 
(b) The same for a point and a segment. 
(c) The same for two segments. 
(d) The same for two convex setS. 

4. Suppose A is convex and p is a point not in A. Must the union of A and p be 
convex? Can it be convex? Explain. 

5. Suppose A is convex andp is a point of A. Let set B be formed by deletingp 
from A. Must B be convex? Can B be convex? Explain. 

6. (a) Suppose point p is not in convex set A but p is in qA for some point q. Can 
q be inpA? 

(b) Try to prove that your answer is correct. 

7. (a) If p is a point of convex set A, mustpA be contained in A? MustpA = A? 
Justify your answers. 

(b) If A is convex must AA be contained in A? Must AA = A? Justify your 
answers. 

8. (a) Find a convex set A such thatpA = A for each pointp in A. 
(b) Try to find several such sets A not all of the same type. Do you observe 

any common property? 
(c) Take your convex set A in (a) and try to find a pointp not in A such that 

pA = A. Can you describe the figure formed by all such points? 
(d) The same as (c) for each of the sets in (b). -

9. Can you find a con~ex set A such that pA = A for each point p in A but 
pA =FA for each point p not in A? Try to find several. Can you find a common 
property? 

Definition. Let A be a convex set and p a point. Suppose there is a join ab 
which contains p such that every point of pa is in A but no point of pb is in 
A (Figure 1.51). Then we call p a boundary point of convex set A. The set 
of all boundary points of A is called its boundary. Any point of A which is 

Figure 1.51 
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not a boundary point of A is called an interior point of convex set A. The 
set of all interior points of A is called its interior. 

10. (a) If p is a boundary point of convex set A, mustp be in A? Canp be in A? 
Explain. 

(b) If p is a point of convex set A, must p be a boundary point of A? Can p be 
a boundary point of A? Explain. 

II. Suppose p is a boundary point of convex set A. 
(a) Can pA be contained in A? Must pA be contained in A? Explain. 
(b) CanpA =A? MustpA =A? Explain. [Compare Exercise 7(a).] 

12. (a) <;an you find a convex set whose boundary consists of a single point; two 
points; three points; four points? 

(b) Can you find a convex set whose boundary is a line; a plane; a segment? 

13. (a) Try to find a convex set which contains none of its boundary points. Try to 
find several such convex sets of different types. Do you observe anything of 
interest? 

(b) The same as (a) for a convex set that contains all of its boundary points. 

14. Try to find a convex set which has no boundary points. Try to find several of 
different types. Do you observe anything of interest? 

15. (a) Suppose A is a convex set andp is a boundary point of A. If you adjoinp 
to A, can the resulting set be convex? Must the resulting set be convex? 
Explain. 

(b) If you adjoin to a convex set A all of its boundary points, can the resulting 
set be convex? Must it be convex? Explain. 

16. (a) Suppose A is a convex set and p is a point of A which is one of its 
boundary points. If you delete p from A, can the resulting set be convex? 
Must the resulting set be convex? Explain. 

(b) If you delete from a convex set A all of its points which are boundary 
points, can the resulting set be convex~ Must it be convex? Explain. 

17. Can the boundary of a convex set be convex? Must it be convex? Explain. 

18. Study l-dimensional convex sets, that is, those that are not single points but are 
contained in a line. Try to classify them in terms of: (I) the nature of their 
boundary sets; (2) whether they extend endlessly or not; (3) whether they 
contain all, some, or none of their boundary points. Compare your results. 

19. Mark two points a and b on a sheet of paper. 
(a) Sketch a convex set A that contains a and b. 
(b) Can you find a convex set containing a and b which is "greater than" A, 

that is, one which contains A? 
(c) Can you find a convex set containing a and b which is "less than" A, that 

is, one which is contained in A? 
(d) Can you find a convex set containing a and b which is neither "greater 

than" nor "less than" A? 
(e) Can you find a "greatest" convex set that contains a and b, that is, one 

which contains every convex set that contains a and b? 
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(f) Can you find a "least" convex set that contains a and b, that is, one which 
is contained in every convex set that contains a and b? 

20. (a) Find a least convex set that contains (I) three noncollinear points a, b and 
c; (2) four noncoplanar points a, b, c and d; (3) three distinct collinear 
points a, b and c; (4) four coplanar points a, b, c and d, no three of which 
are collinear. 

(b) Is there a greatest convex set in each case? Is the concept interesting? 

1.15 A Geometric Proof in Join Terminology 

Note to the Reader. The present section is optional and may be omitted 
without loss of continuity. It shows how the join operation can be used in 
proving geometric theorems and discusses the nature of proofs in geome­
try. Study it if you wish for your own satisfaction. 

The join operation is used not merely in systematically constructing and 
describing figures, but also in constructing geometric proofs. The type of 
reasoning is not difficult or complex, but it has a quite different aspect 
from conventional geometrical reasoning-so we discuss an example in 
great detail. 

Problem. Prove 

(ab)( ed) = a( bed), (1) 

using the associative law for join (Section 1.11) and the definitions of the 
join of two points and the join of two sets of points. 

To prove (1) we must show that each point in the set (ab)(ed) is in the 
set a(bed), and conversely that each point in a(bed) is in (ab)(ed). So we 
suppose 

x is in (ab)(ed) (Figure 1.52), (2) 

a 

Figure 1.52 

and we derive 

x is in a( bed) (Figure 1.53). (3) 
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a 

Figure 1.53 

In order to get from (2) to (3) we must somehow break up the pair ab in 
(2) and associate b with cd as in (3). This "reassociation" will be justified 
by the associative law. To apply the associative law, we convert (2) to a 
form which asserts that x is in a join of three points. This takes two steps. 
Applying the definition of the join of the sets ab and cd to (2), we see that 
x must be in the join of a point in ab and a point in cd. Thus (2) implies 

x is in pq, where p is in ab and q is in cd (Figure 1.54). (4) 

a 

Figure 1.54 

Comparing (4), which we have, and (3), which we want to get, we see that 
x must be related directly to a. Observe by (4) that x is in the join of a 
pointp in ab and point q. Thus 

x is in (ab)q (Figure 1.55) (5) 

a 

Figure 1.55 
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by definition of the join of set ab and point q. In effect we have eliminated 
p in the relations "x is in pq", "p is in ab", of (4) and have related x 
directly to abo Thus (2) has been replaced by (5) which brings us closer to 
(3). Now the associative law is pleading to be applied in (5) and yields 

x is in a(bq} (Figure 1.56). (6) 

a 

Figure 1.56 

The relation (6) implies 

x is in ar, where r is in bq. (7) 

Comparing (7), which we have, and (3), which we want, we conjecture r is 
in bed. By (7) and (4), r is in bq, and q is in ed. These imply 

r is in b( ed} = bed (Figure 1.57). (8) 

Figure 1.57 

Finally by (7) and (8), x is in ar, and r is in bed, which imply 

x is in a( bed} (Figure 1.58). 

Figure 1.58 

Thus we have shown that (2) implies (3). 
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To complete the proof, the converse, that (3) implies (2), must be shown. 
This can be proved essentially by reversing steps and is left as an exercise 
for the reader. (See Exercise 1 below.) 

Query. Examine the proof. Can you verify each statement in the 
associated diagram? Are the diagrams helpful in constructing the proof? 
Are they necessary in testing the correctness of the proof? Is the formal 
proof valid if a, b, c and d are not in general position: for example, if they 
are coplanar and not the vertices of a tetrahedron as pictured? 

Response. The proof as it stands is a formal logical argument which­
though illustrated by diagrams-is independent of them. To verify this you 
can check the successive steps in the proof while keeping the diagrams 
covered. The fact that the proof is independent of the diagram is quite 
striking. It foreshadows a development of geometry based on formal 
properties of the join operation which, though possessed of a rich intuitive 
geometric content, will permit the construction of proofs that are verifiable 
without reference to that content. Often, of course, theorems will be 
conjectured and proofs discovered by employing diagrams. But the proofs 
themselves-to be considered valid-should not depend on diagrams. In 
high school geometry as usually developed, and in Euclid, steps sometimes 
appear in a proof which are justified only by appeal to a diagram.4 

Observe, finally, that the relation (ab)(cd) = a(bcd), though expressed in 
a cool algebraic formalism, carries several apparently unrelated items of 
concrete geometric information. This is illustrated in Figure 1.59. 

EXERCISES (PROOFS IN JOIN TERMINOLOGY) 

I. Complete the proof of equation (1) above by showing that (3) implies (2). Make 
diagrams to illustrate the steps. 

In the following exercises prove the principle stated using the associative 
and commutative laws for join and the definitions of join of two points 
and join of two sets of points. In one or two exercises illustrate the steps in 
your proof by diagrams. Try to state the principles for the general or 
nondegenerate case, as properties of triangles or segments. 

2. (ab)(ac) = abc. 

3. (ab)(ab) = abo 

4. a(abc) = abc. 

5. (ab)(abc) = abc. 

6. (abc)(abc) = abc. 

4 See Prenowitz and Jordan [1], Chapter 1. 



32 1 The Join and Extension Operations in Euclidean Geometry 

a 

• 
a 

ea 

Before joining 

ea 

c=d 
e 

b .. e-----... c = d 

• • 
b c d 

• • 
b c d 

After joining 

a 

b'---I--~d 

c 

----------... 
• • • • ------ a b c d 

Figure 1.59 
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1.16 A New Operation: The Idea of Extension 

Although the join operation is the most important operation in elementary 
geometry, it is not the only important one. For we often encounter the 
notion of extending or prolonging a segment, as indicated by the phrase: 
Extend segment ab beyond its endpoint a to a point p (Figure 1.60). 

~----------.. ----------~. 
p a b 

Figure 1.60 

Suppose ab is extended endlessly beyond point a. Then the new points 
obtained, namely, the points that are situated beyond a from b (Figure 
1.61), form a new type of linear figure-one which is not a segment and 
not a line. Observe that the figure is determined if we know the location of 
points a and b. Consequently there is no need to refer to segment ab in 
describing the figure-and it may be called simply the extension of a from 
b. This new idea is easily characterized in terms of the notion of between­
ness. 

I( • • • • • • • • • 
a b 

Figure 1.61 

If a and b are two distinct points the extension of a from b consists of 
all points x such that a is between x and b (Figure 1.62) . 

• • x a b 

Figure 1.62 

1.17 The Notion of Halfline or Ray 

• • 
a b 

Figure 1.63 

The extension of a from b is a portion of line ab which is bounded by 
point a and extends endlessly away from point b. Such figures occur in 
high school geometry and are called rays or halflines. A side of an angle 
(Figure 1.64) is a familiar example. 

The notion of ray or halfline can be described informally as follows. Let 
a and b (Figure 1.65) be two distinct points. The ray or halfline ab, denoted 

~ 

by the symbol ab, consists of all points of line ab that lie on the same side 
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Figure 1.64 

-> 
ab ... • • -a b 

Figure 1.65 
~ 

of point a as b. Point a is called the endpoint of ab. Observe that a ray 
does not contain its endpoint and is, in a sense, an "open" figure like a 
segment. Sometimes it is necessary to study the figure consisting of a ray 
and its endpoint (Figure 1.66): this is called a closed ray. In contrast, a ray 
is sometimes referred to as an open ray . 

• 
Figure 1.66 

1.18 Formal Definition of the Extension Operation 

In the last two sections we have been discussing somewhat informally the 
operation of extension and the related notion of ray. Now we proceed to 
give a formal definition of the operation of extension-and we frame it in 
terms of the join concept. The definition-in contrast with the informal 
treatment of the extension of a from b in Section 1.16-applies to any two 
points, distinct or coincident; it does not require th~ restriction a =F b. 

Definition. Let a and b be arbitrary points, not necessarily distinct. Then 
(Figure 1.67) the set of all points x such that bx contains a is called the 
extension of a from b or simply the extension of a and b, and is denoted by 
a I b (read "a over b" or "a stroke b"). 

alb 
• 
x 

• • 
a b 

Figure 1.67 

a/a? 
• 
a 

1.19 Identification of Extension as a Geometrical 
Figure 

First we show that the extension of two distinct points is a ray. Consider 
a I b, where a =F b (Figure 1.68). Choose a point c such that a is" between b 
and c. Then a I b can be identified as the ray at: , that is, 

~ 
alb = ac. 
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• • 
b a 

c 

alb 

Figure 1.68 

35 

--;. 
To justify this observe that each point of al b is in ac, and reversely, each 
point of at: is in a I b. Thus a Ibis a ray. 

Remark. In order to link the new concept of extension with a familiar 
notion in high school geometry, we have identified the extension a I b 
(a =1= b) with the idea of ray or halfline. However, a prior knowledge of the 
ray concept is not needed to grasp the idea of extension. Just the reverse! 
Once extension has been formally introduced (Section 1.18), it is perfectly 
feasible to define a ray as an extension al b, where a and b are distinct 
points.5 

Consider now the extension of a point and itself. The definition of al b 
does not impose the condition a =1= b and so assigns to a I a a definite 
meaning. al a is simply the set of points x that satisfy the condition 

ax contains a (Figure 1.69). (1) 

• 
x a/a 

• 
a 

Figure 1.69 

Certainly x = a satisfies (l), since aa = a. Does any point other th;m a 
satisfy (l)? The answer is no-since if x =1= a, then ax is a segment and 
cannot contain the endpoint a. Thus a I a consists of point a, and we write 
al a = a. We may think of ala as a "degenerate" ray (or halfline) which 
consists of a single point and has no associated direction in space. 

Summary. a I b is either a ray or a single point. 

1.20 Properties of the Extension Operation 

First we show, by reasoning directly from the definition of extension, that 

(1) a/ b does not contain a or b, provided a =l=b. 

We are given a=l=b. Suppose alb contains a. Then by definition of alb 
(Section 1.18) the join ba must contain a. But this is impossible, since the 
segment ba can't contain one of its endpoints. Thus al b can not contain a. 
Similarly, but more easily, we can show alb does not contain b. 

Note that extension, like join (Section 1.9) is an operation which 
associates with two points, in a given order, a definite nonempty set of 

5 See Prenowitz and Jordan [I], Chapter 10, particularly Sections 5, 8. 
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points. It differs from join, however, in not being commutative-indeed 
(Figure 1.70), 

a / b =1= b / a if a =1= b. 

alb bla 
• • 
a b 

Figure 1.70 

Next observe that the definition of a / b (Section 1.18) says simply 

(2) x is in a / b if and only if bx contains a (see Figure 1.71). 

alb 
• • x a b 

Figure 1.71 

The condition (2) for x to be a point of a / b can be reformulated in the 
language of high school geometry: 

(3) x is in a/ b if and only if (i) a is between b and x (Figure 1.71), or (ii) 
x = a = b (Figure 1.72). 

alb 

• 
x=a=b 

Figure 1.72 

To justify (3) we show first that if x is in a / b then (i) or (ii) must hold. 
Suppose x is in a/b. Then by (2), a is a point of bx. First suppose b=l=x. 
Then bx is a segment and we have (i) a is between band x. Next suppose 
b = x. We show a = b. Since b = x, the join bx equals the join bb, which 
consists of point b. But a is in bx. Hence a = b. This with x = b justifies 
(ii). Thus in any case (i) or (ii) holds. 

Conversely suppose (i) or (ii) holds. In either case a is in the join bx. 
Then by (2) above x is in a / b. Thus the justification of (3) is complete. 

Finally, an application of the extension operation gives a neat and 
symmetrical formula for the line determined by two distinct points a and 
b: 

(4) Line ab = the union of ab, alb, b/ a, a and b. 

Observe in Figure 1.73 that no two of the components of line ab in (4) 
have a common point. 

alb ab bla 
• 

a b 

Figure 1.73 
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1.21 The Extension of Two Geometric Figures 

To make further progress we generalize the operation extension from 
points to geometric figures, or sets of points, just as we did for join 
(Section 1.5). 

~: @======~~-® 
Figure 1.74 

Definition. Let A and B be two sets of points (Figure 1.74). The extension 
of set A from set B is the set of points obtained by extending each point a 
of A from each point b of B and uniting all extensions a I b formed in this 
way. The extension of A from B is denoted by AI B (read "A over B" or 
"A stroke B"). If A consists of a single point a, we write AI B as al B. 
Similarly, if B reduces to a point b, we write A I B as A lb. 

There is no difficulty with the definition of AlB if the sets A and B 
intersect, since al b has been defined for all a and b, distinct or identical. 

In simple terms the definition says: x is a point of A I B if and only if 
there exists a point a of set A and a point b of set B such that x is in a I b. 
(See Figure 1.75.) 

~. x ~------------~B 
Figure 1.75 

This can be reformulated, by applying the relation (3) of Section 1.20 
above, in the following way: 

x 

Figure 1.76 

x is a point of A I B if and only if (i) some point of A is between some 
point of B and x or (ii) x is common to A and B. 
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Illustrations of A lB. Let A be a point a, and B a circle whose plane does 
not contain a (Figure 1.77). Then AI B = al B is a conical surface with 
apex a composed of all the rays alb for all points b of B. The conical 
surface does not contain the apex a, since alb does not contain point a 
when a =1= b [Section 1.20, relation (1)]. 

A = a/I, 
/ I , 

/ I , 

c1j. 
Figure 1.77 

B=b 

i'\. /1, 
/1, 

/ I , 
/ I , 

'~---, 

Suppose similarly B is a point b and A is a circle whose plane does not 
contain b. Then A I B = A Ibis the union of all the rays a I b for all points 
a of A. Thus A I B is a portion of the conical surface which has apex b and 
contains circle A: namely, the unbounded portion of the conical surface 
which is cut from it by the plane of A. 

1.22 The Generation of Unbounded or Endless 
Figures 

If the operation Jom, is applied to two or three or more points 
aI' a2, ••• , an (Figure 1.78), the result is a "bounded" or "limited" figure F 
-one that does not extend endlessly. F will be contained, for example, in 
the interior of some circle or of some sphere. Moreover, if two figures A 
and B are bounded, their join AB will always be bounded (Figure 1.79). 

Figure 1.78 
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AD 

Figure 1.79 

The extension operation behaves in a very different way. If A and B are 
(nonempty) figures (Figure 1.80), the extension A / B will be unbounded 
with a single exception: the case where A and B are the same point. The 
operation of extension then enables us to construct new types of geometric 
figures, not attainable by the application of join to points, segments or 
other familiar bounded figures. Indeed lines, planes and even 3-dimen­
sional spaces are constructable by applying extension to very simple 
bounded figures. (See Exercise 14 below.) 

Figure 1.80 

A final observation. You will find, we think, that the extension opera­
tion plays an important role in the theory. Not merely is extension an 
essential supplement to join Q1 the construction of geometric figures, but 
the two operations are so strongly interwoven in the theory that the 
importance of each is enhanced by the other. 

EXERCISES (EXTENSIONS OF Two FIGURES) 

In Exercises 1-14 sketch diagrams for, and describe, the figures defined 
by the given expressions. Unless the contrary is indicated, assume the 
points involved are in general position: that is, given a and b, assume them 
distinct; a, b and c, assume them noncollinear;a, b, c and d, assume them 
noncoplanar. 

Notation. {a, b} denotes the set whose points are a, b; {a, b, c} the set 
whose points are a, b, c; and so on. 

1. (a) a/{b, c}; (b) {b, c}/a; (c) a/{b, c, d}; (d) {b, c, d}/a; (e) a/{a, b}; (f) 
a/{a, b, c}. 
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2. a/(bc). What happens if a, b, c are not in general position? Oassify the cases 
and state the results. 

3. (ab)/ c. 4. a/(bcd). 5. (abc)/ d. 

6. a/(ab) and (ab)/ a. 7. a(a/ b) and b(a/b). 

S. a/(a/ b) and b/(a/ b). 

9. a/(abc) and (abc)/ a. 

10. a/(a(bcd» and (a(bcd»/ a. 

11. a/(~abc) and (~abc)/ a. 

12. a/C and Cia, where a is a point of circle C. 

13. The same as Exercise 12, where a is an interior point of C; an exterior point of 
C. 

14. A/A where A is (a) {a, b}; (b) a circle; (c) a triangle; (d) a sphere; (e) a 
tetrahedron; (f) {a, b, c}; (g) a segment ab; (h) a circle interior; (i) a triangle 
interior abc; U) the interior of a sphere; (k) a tetrahedron interior a(bcd); (I) 
the union of two concentric circles; (m) the ring-shaped region between two 
concentric circles; (n) a line; (0) a plane; (P) a 3-space; (q) an open semicircle; 
(r) a closed semicircle. 

In Exercises 15-20 suppose that a Euclidean plane has been assigned a 
Cartesian coordinate system. Let p be the point (0, 0) and C the graph of 
the given equation. Sketch the extensions p / C and C / p, and describe 
them as accurately as you can. 

15. y = x2• 

IS.y=e". 

16. y = x 3• 17. y = l/x. 

19. y =In x. 

20. y = sin x, 0 <; x <; 2'1T. 

21. Make up and solve some of your own problems on the extension of two figures. 

EXERCISES (MISCELLANEOUS) 

1. (a) Prove: AA contains A for any set A, that is, each point of A is a point of 
AA. 

(b) The same for A/A. 

2. (a) Under what conditions does (ab)/ a contain point a? Can you give a 
formal proof to justify your answer? 

(b) The same for (ab)/ a and point b. 

3. (a) The same as Exercise 2 for (a/b)b. 
(b) The same for (a/b)a. 

4. (a) What is L/ a if L is a line and a is a point not in L? 
(b) In (a) suppose a is in L. 
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(c) The same as (a) and (b) for al L. 

5. In Exercise 4 replace line L by plane P. 

6. Let L and M be two lines. What is LIM if 
(a) L and M intersect in a single point; 
(b) Land M are parallel; 

*(c) Land M are skew, that is, do not lie in the same plane? 

7. In Exercise 6 compare LIM with MI L. 

8. Let P be a plane and L a line. What is PI L if 
(a) P and L intersect in a single point; 
(b) P and L are parallel? 

9. In Exercise 8 compare PI L with LI P. 
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10. Can you find examples of sets A such that A I A = A? Can you find all such 
sets A? 

II. Verify in a dia~am, assuming that a, b and care noncollinear: 
(a) a(b I c) is contained in (ab)1 e; 
(b) al(ble) is contained in (ae)lb; 
(c) (al b)1 e = al(be). 

12. Obtain a formula for plane abc in terms of a, b, e and expressions formed by 
applying the operations of join and extension to a, b and e taken 2 or 3 at a 
time. Observe as indicated in Figure 1.81 that the three lines separate the 
plane into 7 regions. (Compare the formula for line ab in the relation (4) of 
Section 1.20.) 

Figure 1.81 

*13. Generalize Exercise 12 to four noncoplanar points a, b, e, d and obtain a 
formula for a 3-space. (There are 71 terms in the formula.) 

14. Suppose no three of the points a, b, e and d are collinear. Suppose alb and 
e I d intersect. What can you say about ad and be? Can you state your result 
as a property of triangles? 
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1.23 Is There an Alternative to Join as Open 
Segment? 

In this final section we consider an alternative definition of join. 
Recall the definition of the join of two distinct points a and b as the 

(open) segment ab (Section 1.2; see Figure 1.82). You may have felt it 
would be more natural to define the join of a and b as the closed segment 
ab, consisting of a, b and all points between a and b (Section 1.1). In any 
case you may have wondered what would happen if the suggested defini­
tion were adopted. Would the theory 'be changed radically? Would the 
resulting treatment be preferable to the one presented?6 

ab . ( ) . ). .( 
a b a b 

Figure 1.82 

To begin, we formally define the new operation. 

Definition. If a and b are distinct points, the closed join of a and b is the 
closed segment abo The closed join of a and a consists of a. 

To avoid confusion the original operation will be called open join. 
The operation closed join is extended to two sets of points in the usual 

way (Section 1.5). 

Definition. Let A and B be two sets of points (Figure 1.83). The closed join 
of A and B is the set of points obtained by forming the closed join of each 
point a of A and each point b of B and uniting all such closed joins. 

Figure 1.83 

How do the two operations compare? Consider first the examples of the 
operation open join applied to: two distinct points, three noncollinear 
points, and four coplanar points that are the vertices of a convex quadri­
lateral, as shown in Figure 1.84. 

6 In high school algebra a similar question arises: Is there a satisfactory alternative to the 
definition "minus times minus is plus"? 
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a 

a(bc) 
upen trIangular 

region 

Figure 1.84 

c 
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a 

(ab) (cd) 
Open quadrangular 

region 

Observe that the result in each case is a convex set, but a convex set of 
special type: one which is open in the sense that it contains none of its 
boundary points. The examples illustrate a general principle: The open 
join of any finite set of points ai' ... , an is a convex set which is open in 
the indicated sense. 

b 

a 

a(be) 

C lased triangular 
region 

Figure 1.85 

d 
(ab)(cd) 

Closed quadrangular 
region 

c 

The closed join operation presents an interesting contrast. In Figure 
1.85 are shown the analogues, for the operation closed join, of the 
examples above. The result in each case still is a convex set-but one 
which is closed in the sense that it contains all of its ]Joundary points. 
Again a general principle holds: The closed join of any finite set of points 
all ... , an is a convex set which is closed in the indicated sense. 

If a finite set of points is given, how are the open join and closed join 
related as geometrical figures? The two figures have the same boundary 
and the same interior. The closed join is the open join united with its 
boundary (Figure 1.86). Reversely, the open join is the interior of the 
closed join and is obtained from it by deleting or subtracting its boundary. 

A logically sound theory, not unrelated to the one presented in this 
book, can be based on the closed join operation. Why then have we chosen 
open join as the basic operation? There are several reasons. 

Figure 1.86 
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First, open segments, and open convex sets in general, form a simpler 
type of geometric figure than closed convex sets. An open convex set is 
homogeneous: Each of its points is embedded within the set, is interior to 
the set. A closed convex set, in general, contains points of two types: 
interior points, but also boundary points which are not embedded within 
the set but are peripheral to it (Figure 1.87). 

Figure 1.87 

Second, it is easier to obtain a closed convex set from an open one by 
"adding" boundary points than an open convex set from a closed one by 
"subtracting" boundary points. It is easier to study unions of sets rather 
than differences. 

Our final reason involves the extension operation. In the closed join 
theory, the extension a / b will be defined naturally as the set of all points x 
such that the closed join bx contains a (Figure 1.88). The case a/a is 
crucial. By definition a/ a will be the set of all points x such that the closed 
join ax contains a. But the closed join ax always contains a (Figure 1.89) . 

• • • x a b 

Figure 1.88 

x x 
• • 

x a x • • • 
x x x • • • 

Figure 1.89 

Thus a/ a will contain all points-it will be the entire space that is studied. 
In a plane geometry a/a would be the base plane-in 3-dimensional 
geometry a/ a would be 3-space. This does not seem attractive, to say the 
least, and clinches, in our view, the case for open join. 

EXERCISES (CLOSED JOIN) 

1. Solve some of the exercises at the end of Section 1.5 for the closed join 
operation. Compare the closed joins with the corresponding open joins. 

2. The same as Exercise 1 for the exercises at the end of Section 1.9. 



1.23 Is There an Alternative to Join as Open Segment? 45 

3. Does the commutative law hold for the closed join operation? Does the 
associative law? 

4. In the closed join theory, verify that the extension a / b for a =1= b is a closed ray 
(Section 1.17). 

5. In the closed join theory, generalize the operation extension from points to sets 
in the usual manner (Section 1.21). Then solve some of the exercises on 
Extensions of Two Figures at the end of Section 1.22 in the closed join theory, 
and compare the results with the ones previously gotten. 



2 The Abstract Theory of 
Join Operations 

In this chapter we begin to develop an abstract theory of joining which is 
suggested by the operation of joining two points to form a segment in 
Euclidean geometry. The first section gives a brief treatment of the join 
operation in Euclidean geometry, defining it precisely and presenting its 
basic properties. l This "Euclidean join unit" motivates-becomes a model 
for-the abstract theory of join. The postulates for the operation join are 
given, and their elementary consequences deduced. The notion of convex 
set is then defined in terms of join and quickly takes on a central role in 
the theory. With each convex set A there are associated two important 
subsidiary sets which are themselves convex: the interior of A and the 
closure of A. These ideas receive a major share of our attention. 

2.1 The Join Operation in Euclidean Geometry 

One of our principal aims in writing this book is to try to bring classical 
geometry closer to the mainstream of contemporary mathematics. How is 
this aim to be achieved? May there not be something in the very nature of 
classical postulational geometry that precludes success in the venture? 

1 Chapter 1 contains a detailed treatment of the Euclidean join operation. 

46 
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It has become evident in the development of mathematics that a branch 
of the subject can sometimes be restructured-by a new choice of basic 
ideas and assumptions-so as to seem almost a new subject. 

How then do we intend to restructure geometry? Our point of departure 
is simply this: choose as a fundamental idea the operation of joining two 
points to form a segment, and base upon it a geometrical theory which 
centers on operations rather than figures.2 

To begin, we indicate the concrete basis for the theory in Euclidean 
geometry. First the term segment must be clarified to dispel any ambiguity 
in the notion of joining. 

Ie )1 )1 I( 
a b a b 

Figure 2.1 

Definition. In a Euclidean geometry let a and b be distinct points (Figure 
2.1). Then the set of all points between a and b is called the open segment 
ab or simply an open segment. The closed segment ab consists of a, b and all 
points between a and b. The points a and b are called endpoints of open 
segment ab and of closed segment abo The term segment by itself will refer 
to open segment. 

Then the join of two distinct points a and b is taken to be the segment 
ab (Figure 2.2). Now if the operation join is not to be artificially restricted, 
it is essential that it apply equally well to the points a and b regardless of 
whether a =fo b or a = b. Thus we must clarify the idea of the join of a and 
a, this is taken to consist of point a. 

I I 
a b 

Figure 2.2 

The discussion is restated and slightly sharpened in the definition which 
follows. 

a·b 

a 
I 

b 

Figure 2.3 

a'a 
• 
a 

Definition. Let S be the set of points of a Euclidean geometry, planar or 
spatial. In S we define an operation . as follows (Figure 2.3). If a and b, 
a =fob, are points of S, then a' b is the segment abo For any point a of S, 

2 It is interesting that the first postulate in Euclid's Elements asserts in effect that there is a 
unique segment joining any two distinct points (see Euclid [1], p. 195, Postulate 1). 
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a·a consists of a.3 The operation· is called the Euclideanjoin operation in 
S, or simply a Euclidean join operation; a· b will be called the (Euclidean) 
join of a and b for any points a, b of S. Usually a· b will be written simply 
as abo 

(The Euclidean join operation was introduced in Chapter 1, Sections 
1.2, 1.9.) 

The Euclidean Join of Two Geometric Figures 

Finally the operation join must be extended to make it applicable, not just 
to pairs of points, but to any two geometric figures conceived as sets of 
points. As segments are generated from points, so complex figures will be 
constructed from simpler ones. Three illustrative examples of the idea are 
presented-then the definition will be formulated. 

EXAMPLE I (The join of a point and a segmentl Suppose points a, band c 
are noncollinear (Figure 2.4). To get the join of point a and segment bc 
[denoted by a(bc)], join a to each point of bc and unite all the joins 
formed. The figure obtained is the interior of triangle abc. Thus the join of 
a and bc is the interior of triangle abc. 

a 

Figure 2.4 a(bc) = Interior of triangle abc 

EXAMPLE II (The join of a point and the interior of a triangle). Let p be a 
point which is not in the plane of triangle abc, and let I be the interior of 
triangle abc (Figure 2.5). To get the join of p and I (denoted by pI), join p 
to each point of I and unite the joins formed. The result is the interior of 
the pyramid whose vertices are p, a, band c. 

EXAMPLE III (The join of two intersecting segments). Let ab and cd be 
segments which intersect in a single point (Figure 2.6). Then the join of ab 
and cd, denoted by (ab)( cd), is gotten by joining each point of ab to each 
point of cd and uniting the joins formed. The join of ab and cd is the 
interior of quadrilateral acbd. 

3 A discussion of alternatives to this definition appears in Section 1.13. 

4 This is the same as Example I, Section 1.5. 
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p 

b 

Figure 2.5 pI = Interior of a pyramid 

Figure 2.6 (ab)(cd) = Interior of quadrilateral acbd 

Query. Was the definition of the join of a point and itself used in any of 
the Examples above? 

Examples I, II and III suggest the following definition. 

Definition. Let A and B be two geometric figures (Figure 2.7), which we 
conceive as sets of points. The (Euclidean) join of set A and set B is the set 
of points obtained by joining each point a of A to each point b of B and 
uniting all joins ab formed in this way. The join of A and B is denoted by 
A . B or simply AB. If A consists of a single point a, we call the join of A 
and B simply the join of a and B and denote it by aB (Figure 2.8). 

()J.--------fC) 
A B 

Figure 2.7 

--;--:=::=;;;- b 

Figure 2.8 
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Similarly, if B reduces to a single point b, we refer to the join of A and b 
and denote it by Ab. 

In simple terms the definition says: x is a point of the join AB of sets A 
and B if and only if there exist a point a of set A and a point b of set B 
such that x is a point of ab (Figure 2.9). 

Figure 2.9 

Basic Properties of the Euclidean Join Operation 

The basic properties of the join operation in Euclidean geometry are now 
stated. 

EJI (Existence Law). If a and b are any points, ab is a nonempty set of 
points. 

EJ2 (Commutative Law). If a and b are any points, ab = ba. 

EJ3 (Associative Law). If a, band c are any points, (ab)c = a(bc). 

EJ4 (Idempotent Law). If a is any point, aa consists of a. 

It is not hard to see that EJI, EJ2 and EJ4 are valid propositions of 
Euclidean geometry. In effect EJI says that any segment contains at least 
one point and EJ2 that segment ab is identical with segment ba. EJ4 is the 
content of a definition we have adopted. (EJI and EJ2 are covered by 
properties (1) and (2), Section 1.9.) 

The verification of EJ3, the Associative Law, is more complicated for 
two reasons: It involves the operation of join of sets, and it requires the 
consideration of many cases. The "general" case, in which the points a, b 
and c are not collinear, is most important and very striking (Figure 2.10). 
Consider first a(bc). By definition a(bc) is gotten by joining a to each point 
of bc and uniting all the joins formed. The result is the interior of triangle 
abc. Consider now (ab)c. By definition this is gotten by joining each point 
of ab to c and uniting all the joins formed. The result is also the interior of 
triangle abc, and the associative law holds in the present case. (This was 
discussed in Section 1.6.) 

The remaining cases of the associative law are indicated in Figure 2.11. 
Each of the seven cases must be considered to complete the verification of 
EB. (The question was treated in Section 1.11.) 
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a 

b~--~~--~--~--~e be bL======~~~e 

• • • • 
a b e a 

• • • 
a=b e a 

Figure 2.10 

• 
e 

. • 
b=e 

• 
a=b=e 

Figure 2.11 

• • • 
b b a e 

• 
a=e b 
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Remark. You may find it a burden to verify the seemingly trivial special 
cases of the associative law. But the verification yields an important 
benefit. The associative law is a nontrivial principle of Euclidean geometry 
which holds universally for the three points involved. 

2.2 Join Operations in a Set-Join Systems 

In this section we generalize the notion of Euclidean join operation 
(Section 2.1). 

You have encountered in arithmetic and algebra operations, such as 
addition and multiplication, which assign to ari ordered pair of numbers a 
uniquely determined number. We will be concerned with operations, such 
as the Euclidean join operation (Section 2.1), which assign to an ordered 
pair of elements a uniquely determined set of elements. Such an operation 
will be called ajoin operation. Here is the precise definition of the idea. 

Definition. Let S be any set, not necessarily a set of points. Let . be an 
operation which assigns to each ordered pair of elements of S a uniquely 
determined subset of S. Then the operation· will be called ajoin operation 
in set S, or simply a join operation. S will be called the domain of the 
operation " and the pair (S, .) composed of the set and the operation will 
be called ajoin system. If (a, b) is an ordered pair of elements of S, the 
subset of S assigned to (a, b) by the operation . is called the join (or 
product) of a and b, and is denoted by a' b or abo A specific operation . in 
a given context will usually be referred to as join. 
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Examples of Join Operations and Join Systems 

EXAMPLE I. The Euclidean join operation, as defined in Section 2.1, is a 
join operation in the technical sense of the definition above. To tie it down 
to a specific domain, let S be a Euclidean plane or 3-space. Then the 
Euclidean join operation ., applied to the points of S, is a join operation in 
S, and (S, .) is a join system, called not unnaturally a Euclidean join 
system. 

EXAMPLE II. Let S be a Euclidean plane or 3-space. Define the operation . 
for points of S as follows: If a =1= b, let a· b be the Euclidean line ab; let a· a 
consist of a. Then (S, .) is a join system and may be called a lineal join 
system (Figure 2.12). 

/~J 
Figure 2.12 

EXAMPLE III. Let S be the interior of a circle in a Euclidean plane P 
(Figure 2.13). Let . for points of S be the Euclidean join operation. Then 
(S, .) is a join system, which is, in a sense, a subsystem of the Euclidean 
join system (P, .). 

Figure 2.13 

EXAMPLE IV. Let S be a Euclidean circle. Define . for points of S in this 
way: If a and b are distinct and not opposite, let a· b be the open minor 
arc of S with endpoints a and b; if a and b are opposite, a· b is the set 
consisting of a and b; a·a consists of a (Figure 2.14). Then (S, .) is ajoin 
system. 
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'0 
Figure 2.14 

2.3 The Postulates for the Operation Join 

In this section the formal basis for the theory-the postulates for the 
operation join-will be introduced and discussed. 

The Genesis of the Theory 

How did the theory arise? Some abstract mathematical theories arise by 
observation of common properties of several known (concrete) mathemati­
cal systems. In modem algebra the theory of fields (or generalized number 
systems) almost certainly arose from the observation that the rational, real, 
complex (and possibly other) number systems had many common proper­
ties. A suitable subset of the common properties was selected to form the 
basic assumptions or postulates of the theory of fields. 

Sometimes an abstract theory has its genesis in one particular situation. 
The theory of join operations is a case at hand. Consider the four basic 
properties of the Euclidean join operation (Section 2.1). 

EJl. If a and bare afV' points, ab is a nonempty set of points. 

EJ2. If a and bare afV' points, ab = ba. 

EJ3. If a, b and care afV' points, (ab)c = a(bc). 

EJ4. If a is any point, aa consists of a. 

EJI-EJ4 are valid statements in Euclidean geometry that involve just 
two ideas: point and join of two points .. Euclidean geometry is teeming 
with theorems involving a variety of ideas: lines, planes, circles, con­
gruence, distance, similarity and so on. Suppose these four statements are 
singled out from Euclidean geometry. Can any significant deductions be 
made from them? The problem may be stated in this way: Suppose we try 
to build up geometry starting with the two ideas point and join-and 
suppose we assume EJ1-EJ4 as the basic properties of point and join. In 
effect, everything else in Euclidean geometry is to be washed out. How far 
can we hope to get? 
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To clarify the problem, observe that a new and autonomous theory is 
being conceived. Point now is not intended to refer to point in Euclidean 
geometry, nor join to the Euclidean join operation, defined in terms of 
Euclidean segments. Point and join are to be the basic terms in the theory 
-and they are to be characterized by four basic postulates corresponding 
to EJl-EJ4. 

Formulation of the Theory 

The theory is suggested by, and has its origin in, Euclidean geometry, but 
it stands on its own: it is self-contained and could be studied by one who 
had never heard of Euclidean geometry. 

Set Notation. To formulate the theory it is necessary to describe the set 
theoretic notation which will be employed. We will be concerned with the 
elements and subsets of a basic set J (the set of points). Elements of J will 
be denoted by a, b, c, ... , and subsets of J by A, B, C, .... The empty 
or void set is denoted by 0. The finite set whose elements are ai' ... , an is 
denoted by {ai' ... , an }-the a's here are not necessarily distinct. (For 
example {a, b, a} is significant and equals {a, b}.) As is customary, the 
symbols u, n are used to denote union and intersection of two sets, and 
U, n union and intersection of a family of sets. Set subtraction is 
indicated by a minus sign. Precisely stated: For any sets A and B, A - B is 
the set of all elements that are in A but not in B. If sets A and B have a 
common element, we say A meets or intersects B. If A and B have no 
common element, they are disjoint. 

Set containment is indicated by the familiar symbols c, :J. Thus 
A C B (or B :J A) means that set A is contained in set B or A is a subset of 
B. If A c B and A =1= B we say A is a proper subset of B or is properly 
contained in B. It is convenient to represent element containment by using 
the same symbols. Suppose A C B and A = {a}, the set whose only 
element is a. Then we have {a} C B, which is equivalent in conventional 
notation to a E B, that is, a is an element of set B. We will suppress the 
braces in the statement {a} C B and write it simply a C B. Similarly 
B :J {a} will be written B:J a. These examples lead us to adopt the 
following convention: We shall when it is convenient write {a} as a. In 
effect, we agree not to distinguish between the set {a} and the element a. 
This permits us to dispense with the E notation, and affords the advantage 
of using the same symbols for element and set containment. There is an 
associated ambiguity, since element containment is not logically the same 
concept as set containment. But the ambiguity is resolved by our use of 
small letters for elements and capitals for sets. 

Now consider an unspecified set J and an unspecified join operation . 
in J (Section 2.2). Let (a, b) be any ordered pair of elements of J. Then the 
subset of J assigned to (a, b) by the operation . is, as usual, called the join 
(or product) of a and b and is denoted by a·b or abo 
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The operation . can be extended from pairs of elements of J to pairs of 
subsets of J, just as the Euclidean join operation was extended from pairs 
of points to pairs of geometric figures (Section 2.1). 

Definition. Let A and B be any subsets of J. Then thejoin (or product) of 
set A and set B, denoted by A· B or AB, is defined by 

A·B = U (ab). 
acA,bcB 

Thus the join of sets A and B is obtained by joining each element a of A 
to each element b of B and uniting all joins ab formed in this way. The 
defin,ition says in simple terms: 

x cAB if and only if there exist elements a and b such that 

x cab, a c A and b c B. 

The diagram in Figure 2.15 illustrates the idea of the join of two sets A 
and B when . is interpreted to be the Euclidean join operation. 

If A consists of a single element a, we write AB for convenience simply 
as aB, instead of using the more exact notation {a} B. Similarly, if B 
consists of a single element b, we express AB as Ab. 

Figure 2.15 

The postulates for the theory of join can now be stated. They are exact 
counterparts of the Euclidean join properties EJI-EJ4 assumed for an 
abstract join system (J, .). The letters a, band c denote any elements of J. 

11 (Existence Law). ab =1= 0. 

12 (Commutative Law). ab = ba. 

13 (Associative Law). (ab)c = a(bc). 

J4 (Idempotent Law). aa = a. 

Discussion of the Postulates 

First consider the postulates individually. 11 asserts that the join of two 
(not necessarily distinct) elements of J is a nonempty subset of J, and so 
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always contains an element of J. J2 and J3 are similar to the familiar 
commutative and associative laws in algebra-but observe that each 
asserts an equality of two sets, not of two elements. J3, however, is a more 
complex statement than its algebraic counterpart, since it involves the 
(defined) concept of the join of two sets. As in algebra, J3 enables us to 
omit parentheses and use the symbol abc to represent either of the equal 
sets (ab)c, a(bc). 

There is a difficulty in the statement of J4, since the left member is a set 
and the right member an element. A more precise but slightly awkward 
formulation of J4 would be aa = {a}. Since we have agreed not to 
distinguish between {a} and a, it is permissible to employ the simpler form 
of J4. 

J4 is analogous to a familiar property of union and intersection in set 
theory: A U A = A and A n A = A for any set A. It plays an important 
role in our "geometric" algebra and serves in a sense to distinguish it from 
the familiar algebras which had their origin in the study of numbers. J4 is 
called the idempotent law, since it implies that all powers of an element, 
under the given operation, are the same: a2 = a3 = . . . = a. 

The postulate set Jl-J4 has a property which does not appear in the 
usual axiomatizations of geometry: Each postulate states a universal prop­
erty of points; each brooks no exception; each covers all special or 
degenerate cases. 

Finally note that JI-J4 state only the most elementary properties of the 
operation join. Meager as they may seem, they do provide enough deduc­
tive power to carry us through two chapters. In Chapter 4 additional 
postulates will be introduced to complete the basic set of assumptions for 
the theory. 

A Possible Inconsistency 

If our agreement to identify {x} with x is applied to {a}{ b}, it reduces to 
abo But {a}{ b} has a meaning of its own determined by the definition 
above of the join of two sets. Thus it is possible that the agreement may 
lead to an inconsistency. This is easily settled. For by definition a point is 
in {a} { b} if and only if it is in ab, so that {a} { b} is the same set of points 
as abo Thus {a}{ b} = ab indeed holds, and no difficulty arises. 

2.4 Application of the Theory to Euclidean 
Geometry 

Before starting to develop the abstract theory of the operation join, we 
show that it is applicable to Euclidean geometry. 

What does it mean to make an application of an abstract mathematical 
theory such as the theory of join operations? First examine the postulates 
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of the theory: 11-14. They look like statements, they sound like state­
ments, but they are not statements-not declarative sentences. For they 
involve two terms, "the set J" and "the join operation ." to which no 
meaning has been assigned. 11-14 become statements-true or false, valid 
or invalid-when suitable content is assigned to the terms J and join. To 
make an application of our theory we must assign to the basic terms J and 
join in the postulates 11-14 specific meaning which satisfies the postulates 
-which converts them into true (or valid) statements. 

There is no difficulty then in applying the theory to Euclidean geome­
try. Interpret J to be a Euclidean plane or 3-space (considered as a set of 
points) and interpret join to be the Euclidean join operation in that plane 
or 3-space (Section 2.1). Then 11-14 are converted into EJI-EJ4, which 
are valid propositions of Euclidean geometry (Section 2.1). 

Summary Statement. We have constructed specific join systems (J, .) 
each consisting of a Euclidean plane or 3-space and an associated 
Euclidean join operation (Section 2.2). Each of these join systems satisfies 
the postulates 11-14. In virtue of this they are called models (or interpreta­
tions) of the postulate set 11-14 (or of the theory 4etermined by the 
postulate set). Specifically, they will be called Euclidean models of the 
postulate set 11-14. (There exist models different from the Euclidean ones. 
See ~ections 2.21-2.24.) 

ExERCISES 

1. Let J be a Euclidean plane or 3-space. Define . for a, b in J as follows: If 
a ¥=b, let a·b be line ab; a·a = a. (Recall Example II, Section 2.2.) 
(a) Verify that (J, .) is a join system. 
(b) Does (J, .) satisfy the postulates Jl-J4? Justify your answer. 

2. The same as Exercise 1, given that J is the interior of a Euclidean circle, and . 
is the Euclidean join operation in J. (Recall Example III, Section 2.2.) 

3. The same as Exercise 1 if J is a Euclidean circle and . is defined for a, b in J 
so: (i) if a and b are distinct and not opposite, a·b is the open minor arc of J 
that has endpoints a and b; (ii) if a and b are opposite points of J, a·b = 
{a, b}; (iii) a· a = a. (Recall Example IV, Section 2.2.) 

4. The same as Exercise 1 if J is a Euclidean sphere and . is defined for a, b in J 
so: (i) if a and b are distinct and not opposite, a· b is the great circle of J that 
contains a and b; (ii) if a and b are opposite points of J, a·b = {a, b}; 
(iii) a·a = a. 

5. The same as Exercise 1 given: J is the set of real numbers and a· b = (a + b)/2 
for any real numbers a and b. 

6. In a Euclidean planar model find the join of the indicated figures: 
(a) A point and a line. (Exercises 3 at the end of Sections 1.5, 1.9.)5 

5 References in parentheses that follow an exercise refer to the appearance of the exercise or 
a related one in Chapter 1. 
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(b) Two parallel lines. (Exercise 4 at the end of Section 1.5.) 
(c) Two distinct intersecting lines. (Exercise 4 at the end of Section 1.9.) 
(d) A line and itself. (Exercise 6 at the end of Section 1.9.) 

7. In a Euclidean 3-space model find the join of the indicated figures: 
(a) A point and a plane. 

*(b) Two skew (that is, noncoplanar) lines. (Exercise 5 at the end of Section 
1.5.) 

(c) Two parallel planes. 
(d) Two distinct intersecting planes. (Exercise 12 at the end of Section 1.9.) 
(e) A plane and itself. (Exercise 6 at the end of Section 1.9.) 
(f) A line and a plane. (Exercise 11 at the end of Section 1.9.) 

8. In a Euclidean 3-space model find the join of a line L and a circle C if L is 
perpendicular to the plane of C at its center. (Exercise 14 at the end of Section 
1.5.) 

In Exercises 9-14 suppose that a Euclidean plane has been assigned a 
Cartesian coordinate system. Let p be the point (0, 0) and C the graph of 
the given equation. Sketch the join pC and describe it as accurately as you 
can. 

9. y = x 2• (Exercise 13 at the end of Section 1.9.) 

10. Y = x3• (Exercise 14 at the end of Section 1.9.) 

11. y = eX. (Exercise 23 at the end of Section 1.5.) 

12. y = In x. (Exercise 24 at the end of Section 1.5.) 

13. y = x 2 + 1. (Exercise 20 at the end of Section 1.5.) 

14. y = x3 + 1. (Exercise 21 at the end of Section 1.5.) 

2.5 Elementary Properties of Join 

The formal development of the theory begins with the deduction of several 
properties of the join operation from the postulates 11-J4. 

I t must be underscored that we are constructing an abstract theory. That 
the set J and the operation join in JI-J4 are literally undefined: No 
meaning is assigned to these terms in the formal development. They are not 
to refer to chalk dots on a blackboard-or to a process of drawing straight 
streaks to join pairs of such dots. 

Therefore, for a proof to be valid, the justification of a step must be the 
application of a postulate, or of a definition adopted in the formal 
development. But this does not mean that you must become a logic-chop­
ping machine-that when studying or trying to construct a proof you 
should not draw diagrams or make models, and should immediately try to 
suppress geometrical images or intuitive impressions that arise in your 
mind. Diagrams, models, mental images, intuitive impressions can be an 
important aid in grasping the point of a step, or suggesting what the next 
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step should be, or in trying to scan a proof as a whole. They just carry no 
weight in the logical justification of an inference. 

Recall as indicated above (Section 2.3) that elements of J will be 
denoted by a, b, c, ... and subsets of J by A, B, C, .... For the sake of 
convenience elements of J will usually be referred to as points. 

The first theorem, which may seem long overdue, is a very useful 
analogue of the monotonic law for addition in algebra: a < b implies 
a+c<b+c. 

Theorem 2.1 (Monotonic Law for Join). A c B implies AC c BC and 
CA c CB, for any set e. 
PROOF. The statement AC c BC means that each point of AC is a point of 
Be. So to prove AC c BC we suppose xC AC and deduce x c Be. By 
definition of the join of two sets (Section 2.3), x C A C implies the existence 
of a and c satisfying 

x C ac, a C A, c c e. 
The hypothesis, A C B, asserts that each point of A is a point of B. Thus 
a C A implies a C B. Now we know x C ac, a C B, c c C; that is, point x 
is contained in the join of a point of B and a point of C. Hence x C BC by 
the definition of the join of two sets. Thus we have justified AC c Be. 
Similarly we can show CA c CB. D 

Remarks on the Theorem. The monotonic law for join does not seem 
comparable to ordinary algebraic principles since they are expressed in 
equations involving numbers, while it involves containment relations of 
sets. Such containment relations A C B are very common in our work. The 
monotonic law says, in effect, that if a containment relation A c B is 
given, a valid containment relation is obtained by "multiplying" both 
terms in A c B by C. It is convenient to say that AC c BC is obtained 
from A C B by multiplying A C B by e. 

The monotonic law is often used in the case where A or C consists of a 
single point. If A = {a}, for example, the law may be stated: a C B implies 
aC C BC and Ca C CB. Similarly, if C = { c} it takes the form: A c B 
implies Ac C Bc and cA C cB. 

Theorem 2.1 easily yields a principle for multiplying (or joining) two 
containment relations term by term. 

Corollary 2.1. A' c A, B' c B imply A' B' CAB. 

PROOF. Multiplying A' c A by B' (on the right), we obtain 

A'B' cAB'. 

Similarly, multiplying B' C B by A (on the left) yields 

AB' cAB. 

The relations (1) and (2) imply the conclusion A' B' CAB. 

(1) 

(2) 

D 
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The corollary holds of course if A' and B' are one-element sets, say 
A' = {a}, B' = {b}. Thus we may write 

a c A, b c B imply ab cAB. 

This result is a direct consequence of the definition of AB. It is introduced 
here, as a special case of Corollary 2.1, merely for the sake of convenience. 

A Few Simple Proofs 

At this point we present a few illustrations of deductive proofs based on 
postulates JI-J4 and Theorem 2.1. 

Suppose 

p cab. 

Multiplying (1) by a, we have 

ap c a(ab). 

By 13 the associative law and J4 the idempotent law 

a(qb) = (aa)b = abo 

Relations (2) and (3) imply 

ap cab. 

Thus (1) implies (4) and we have proved: 

(i) Ifp cab, then ap cab. 

• 1-----.. 
a p b 

Figure 2.16 

(1) 

(2) 

(3) 

(4) 

[Figures 2.16-2.19 each illustrates the corresponding result in a 
Euclidean model (Section 2.4).] 

Similarly, using b as a multiplier in (1), we can obtain 

(ii) If pc ab, thenpb cab . 

.. -------.. , --_I 
a p b 

Figure 2.17 

(i) and (ii) imply an interesting result: 

If p c ab then ap up u pb cab. 

N ext we prove 

(iii) Ifp cab and q cab, thenpq cab. 
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.. ------... --.... ----- .. 
a 

PROOF. By hypothesis 

p q 

Figure 2.18 

q cab. 

Multiplying (5) by p, and applying J3, we have 

pq c p(ab) = (pa)b. 

Thus 

pq c (pa)b. 

b 

By J2 the commutative law, pa = ap. Then (6) yields 

pq c (ap)b. 
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(5) 

(6) 

(7) 

Now we let (7) stand and return to the other part of the hypothesis: 
pc abo This implies, by (i) above, 

ap cab. 

Multiplying (8) by b and applying J3 and J4 we get 

(ap)b c (ab)b = a(bb) = abo 

Thus 

(ap)b cab. 

The relations (7) and (9) imply pq cab, and (iii) is justified. 

Finally we prove 

(iv) If p cab, then there is a point q such that 

p c aq and q cab. 

q 
• • • • 
a p b 

Figure 2.19 

Analysis. Observe that if a point q satisfies the relation (10), then 

(8) 

(9) 

D 

(10) 

p c a(ab) (11) 
by the definition of the join of two sets (Section 2.3). Conversely, if (11) 
holds, then there is a point q that satisfies (10), again by the definition of 
the join of two sets. But (11) is easy to establish, since p c ab is given, and 
as indicated above in (3) 

a(ab) = abo 

Now it is not hard to write a proof of (iv). 

(12) 
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PROOF. By hypothesis, J4 and J3, 

p c ab = (aa)b = a(ab). 

Thus pc a(ab). Then there is a point q such that 

p c aq and q c ab 

(by the definition of the join of two sets), and the proof is finished. 0 

Remark. The idempotent law has very little scope in itself, since it refers 
only to one point. However, in conjunction with other principles, particu­
larly J3, it has strong deductive power. The relation (12) above, a(ab) = ab, 
is an illustration. Algebraically it may seem almost trivial-but it carries 
important geometric significance. In a Euclidean model it asserts that the 
join of an endpoint of a segment with the segment is precisely the segment. 
This can be used to characterize the endpoints of a segment in Euclidean 
geometry: The endpoints of a segment S are the only points x that are not 
in S and satisfy 

(See Figure 2.20.) 

xS = S. 

x 

S 

Figure 2.20 
In the following exercises you may use J1-J4, Theorem 2.1 and 

Corollary 2.1 to prove the given statements. , 

EXERCISES 

l. Prove: If p cab, then there is a point q such that 

p c aq and q c pb. 

[Hint. The conclusion is equivalent to p C a(pb).] 

2. Givenp c abc. Prove: 
(a) There is a point d such that 

p c ad and debe. 

(b) There is a point e such that 

p c ae and e c abc. 

3. (a) Prove: If p cab and q cae, then pq c abc. 
(b) Interpret the result in a planar Euclidean model. Observe that it is verified. 
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4. (a) Prove: If pC ab and q C cd, thenpq C (ab)(cd). 
(b) Interpret the result in a planar Euclidean model, if a, b, c and d are distinct 

and no three of them are collinear. Is the result verified? 
(c) Is the result verified if c = a; if d = b; if c = a and d = b? 

2.6 Generalizations of JI-J4 to Sets 

An essential theme in our treatment is the study of general geometric 
figures, that is, arbitrary sets of points. This theme has appeared in the 
formulation of the concept of join of sets and the statement of the 
Monotonic Law. We develop it further by generalizing JI, J2 and J3 (the 
existence, commutative and associative laws) from points to sets of points. 
An extension of J4 is also obtained. 

First the generalization of J1. 

Theorem 2.2 (Existence Law). Suppose A =1= 0 and B =1= 0. Then AB =1= 0. 

PROOF. Let a C A and b c B. Then ab cAB by Corollary 2.1. But ab =1= 0 
by J1. Thus AB =1= 0. 0 

(j~() 
AB 

Figure 2.21 

NOTE. Figures accompanying proofs are Euclidean interpretations 
which may help you to grasp the proofs-they are not to be considered 
parts of the proofs. Similar considerations apply whenever figures ap­
pear in formal development. 

Theorem 2.2 asserts that the join of two sets is nonempty, provided the 
two sets are not empty. One might wonder what the join would be if one of 
the sets were empty. The question is not of prime importance, but this 
possibility is permitted, since the definition of the join AB imposes no 
restriction on the sets A and B. 

Consider then A . 0. In view of the definition of join of two sets, A . 0 is 
the set of all points x that have the following property: 

(1) x C ab for some point a C A and some point b C 0. 

But b c 0 is false for every choice of b. Hence no point x has property (1), 
that is, A . 0 = 0. Similarly 0· A = 0. 

Theorem 2.3 (Commutative Law). AB = BA. 

PROOF. The set equality AB = BA asserts by definition that x cAB implies 
xC BA and conversely. This is not hard to prove. Suppose x cAB. Then 
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xc ab, where a C A, be B by definition of join of sets (Section 2.3). By 
J2, ab = ba. Hence x e ba. Thus x e BA, again by definition of the join of 
sets. The converse follows by symmetry and the proof is complete. 0 

Theorem 2.4 (Associative Law). (AB)C = A(BC). 

PROOF. We are required to show that every element of each member of the 
equality is in the other member. Suppose x C (AB)C. By definition of the 
join of sets this implies 

x eye, 

where y cAB, e C C. Similarly y cAB implies 

y C ab, 

(1) 

(2) 

where a C A, be B. By the Monotonic Law (Theorem 2.1) we may 
multiply both members in (2) bye, getting 

ye c (ab)e. (3) 
1?en (l), (3) and J3 imply 

x e (ab)e = a(be). (4) 
We have 

a C A, b e B, e C C. 
But b C Band e C C imply be C BC by Corollary 2.1. Similarly a e A and 
be C BC imply 

a(be) C A(BC). (5) 

The relations (4), (5) imply x c A(BC). 
Thus we have shown: x e (AB)C implies xc A(BC). The converse, 

x C A(BC) implies x e (AB)C, can be proved in a similar manner, and we 
conclude (AB)C = A(BC). 0 

In view of the theorem we can employ the symbol ABC, as in high 
school algebra, to stand for either member of the equality (AB)C = 
A(BC). 

The idempotent law, aa = a, does not generalize to arbitrary sets (see 
Exercise 11 below), but we can obtain a weak generalization of it. 

Theorem 2.5. AA :::) A. 

PROOF. We must show that each point of A is a point of AA. Let a cA. 
Then using J4, we have 

a=aaeAA 
and the proof is complete. o 
EXERCISES 

In proofs use any combination of the postulates and preceding theorems 
you please. 
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l. (a) Interpret (ab)(cd) in a Euclidean planar model, assuming a, b, c and d are 
distinct. Draw and briefly describe the figures you obtain. 

(b) The same as (a) for a Euclidean 3-space model, assuming a, b, c and dare 
not coplanar. 

2. (a) Prove: a(b(cd» = (ab)(cd). (This was treated in Section 1.15. It can now be 
treated in a much more powerful fashion.) 

(b) Interpret the principle in Euclidean planar and spatial models. Is the result 
true or false? 

3. Prove: a(b(cd» = «ab)c)d. 

4. Prove: a(b(cd» = (a(bc»d. 

5. Prove: (ab)(ab) = abo 

6. Prove: a(abc) = abc. 

7. Prove: (ab)(abc) = abc. 

8. Interpret Exercises 6 and 7 in a Euclidean model, taking a, b and c to be 
noncollinear. Do your results suggest a geometrical principle? 

9. Prove: x C ABC if and only if there exist a, b, c such that x c abc and a C A, 
bcB, cc C. 

10. Prove: If x CAB then x C aB for some a C A, and x cAb for some b C B. 

II. (a) Show that the analogue of J4 for sets, AA = A, is not true in a Euclidean 
model. 

(b) Could AA = A be deduced from JI-J4? Explain. 

12. (a) In a Euclidean plane choose a specific set of points A. (Represent A on a 
sheet of paper if you wish.) Interpret . to be the Euclidean join operation. 
Find A2 = A ·A, A 3 = (A 'A)A, and so on. What do you observe? Make 
another choice or two for A and repeat the process. 

(b) The same as (a) for a Euclidean 3-space. 
(c) The same as (a) for a Eu~lidean line. 
(d) Can you find a general principle that covers your results in (a), (b) and (c)? 

13. Consider the following proposition in Euclidean geometry, where a, b, c are 
vertices of a triangle: If x is between p and q, where p is between a and b and q 
is between a and c, then there is a pointy such that x is between a andy andy 
is between b and C. 

(a) Convert the proposition into a statement about points and joins of points 
in Euclidean geometry. 

(b) Justify the proposition by proving that the statement in abstract form is a 
theorem in our theory. 

(c) Does the proposition hold if a, b, c are not the vertices of a triangle? 
(d) The same as (a), (b) and (c) for the converse of the proposition. 

14. (a) Prove: AB :::> A n B. 
(b) CanAB CA n B? MustAB cA n B? Explain. 
(c) Can AB = A n B? Must AB = A n B? Explain. 

15. (a) Can AB :::> A U B? Must AB :::> A U B? Explain. 
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(b) Can AB C AU B? Must AB C AU B? Explain. 
(c) Can AB = A U B? Must AB = A U B? Explain. 
(d) Can the containment relations in (a) and (b) be proper? Explain. 

16. If AA = BB, must it follow A = B? Explain. 

2.7 Extension of the Join Operation to n Terms 

Since join has been defined for three terms and its basic associative and 
commutative properties are known, it would be natural now to move 
directly to the study of geometric figures. This will be done soon, but not 
quite yet. If we restrict our study of joins to three points, we can construct 
-at least in the Euclidean interpretation-figures which are at most 
2-dimensional. The intrinsic study of classical geometry has too long been 
shackled by restrictions to the plane and 3-space which today are quite 
anachronistic. An important step in the removal of these restrictions, in 
our treatment, is the extension of the join operation to an arbitrary number 
of terms. This will facilitate the study of higher dimensional analogues of 
familiar lower dimensional figures. 

We give an informal sketch of the development, since the formal 
treatment in algebra for an associative and commutative multiplication 
operation can be carried over without essential changes.6 As in algebra, we 
can extend the join operation to an arbitrary finite sequence of elements 
inductively. Similarly the operation can be extended to an arbitrary finite 
sequence of sets. But it turns out to be easier to deal with sets rather than 
elements. For the fundamental associative and commutative laws hold for 
sets and for elements-but the join of two sets is a set, while the join of 
two elements is in general not an element. Thus the proofs employed in 
algebra can be applied without change to obtain associative and commuta­
tive laws for the join of n sets. 

Consequently the following treatment is adopted. We associate with 
each finite sequence of sets AI' ... ,An a join or product denoted by 
A I ... An' The join is characterized by the induction or recursion relations 

AI' .. Ai = AI for i = 1, 

AI' .. Ai+ 1 = (AI' .. AJAi+ 1 for i;;' 1. 

Then associative and commutative laws for n-term joins can be proved as 
in classical algebra. Here are statements of such laws. 

The Basic Associative Law. 

AI ... An = (AI' .. AJ(Ai+ 1 ••• An) for 1 ..; i < n. 

See Chevalley [1], Jacobson [1]. 
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The Generalized Commutative Law. 

A J ••• An = Ail· .. Ai.' 

where ii' ... , in is any permutation of the integers I, ... , n. 

How are joins of elements taken care of? Quite easily. If the sets 
A I' ... ,An consist of single elements ai' ... , an' we write 

AJ ... An = al···an• 

A bit more precisely, a l ••• an is defined to be {ad ... {an}. Then 
associative and commutative laws for the join of n elements are obtained 
as special cases of the associative and commutative laws for the join of n 
sets. 

Joins of Points. Joins of finite sequences of points playa more important 
role here than products a l •.• an of numbers in algebra. For they denote 
sets of points or geometric figures and, as you will see, a rather important 
type of geometric figure. In general, the greater the number of points in the 
sequence the more complex the join will be. 

Definition. The join a l ••• ar of the finite sequence of points ai' ... , ar is 
called ajoin ofr points, an r-pointjoin, afinitejoin of points or simply ajoin 
of points. Similarly the join A I ... Ar of the finite sequence of sets 
AI' ... , Ar is called ajoin of r sets, a finite join of sets or ajoin of sets. 

Remarks on the Definition. Note that the points ai' ... , ar need not be 
distinct. Thus aaa is an example of a join of 3 points. A I-point join is 
simply a point. A 2-point join is given a special name. 

Definition. The join ab of a and b is called segment ab, or a segment, and is 
said to join a and b. The points a and b are called endpoints of abo If a =1= b 
the segment is said to be proper or nondegenerate. The segment aa = a is 
said to be degenerate or improper. 

This usage is often convenient for stating principles in English and is 
graphically suggestive. The degenerate case has been included to make 
"segment ab" correlative with ''join ab". 

We conclude the section with three theorems that extend previous 
results to n terms. 

First the extension of Theorem 2.2. 

Theorem 2.6. Suppose Ai =1= 0 for I ,,;; i ,,;; n. Then 

AI ... An =1= 0. 

PROOF. We illustrate a proof, by successive cases, for n = 4. 
By hypothesis, AI' A2, A 3, A4 are not empty. Theorem 2.2 implies AIA2 

=1= 0. Again by Theorem 2.2, AIA2A3 =1= 0. Similarly A IA2A3A4 =1= 0. D 
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A formal proof can be given, of course, by mathematical induction. 
Taking the special case where each Ai consists of a point, we have the 

following generalization of J1. 

Corollary 2.6. A'!Y join of points a1 ••• an is nonempty. 

Next, Corollary 2.1, the principle for multiplying containment relations, 
is generalized. 

Theorem 2.7. Suppose Ai C A I' ... , A~ C An. Then 

Ai· .. A~ c A I ... An. 

PROOF. Use the method of Theorem 2.6 or mathematical induction. 0 

Consider the case where Ai, ... ,A~ reduce to single elements, say 
ai' ... ,an. Then the theorem asserts: 

If al CAl' ... ' an cAn' then al ... an cAl ... An. 
Finally, the condition that a point x be in the join AB of two sets is 

extended to n sets. 

Theorem 2.S. 

x cAl ... An (I) 

if and only if there exist points ai' ... , an such that 

(2) 

PROOF. That (I) implies (2) can be shown by the method of Theorem 2.6 or 
mathematical induction. 

The converse, (2) implies (I), is an easy consequence of Theorem 2.7. 0 

2.8 Comparison with the Conventional View of 
Geometry 

The extension of join and its basic properties to n terms may not seem 
world-shaking. But consider for a moment the usual treatment of geome­
try. In classical plane and solid geometry the basic figures such as seg­
ments, triangles, tetrahedrons and so on are studied essentially on a 
visually or pictorially motivated basis. When higher dimensional geometry 
is to be treated, it is hard to see how to generalize this treatment. 

How, for example, can we hope to visualize or intuitively perceive 
points or figures in Euclidean 4-space? The conventional assumption is 
that it is not feasible to construct a theory of higher dimensional geometry 
as a natural outgrowth of two and three dimensional geometry. How then 
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is higher dimensional geometry to be developed? Historically the key was 
found in two and three dimensional coordinate geometry. It was assumed 
that whatever Euclidean 4-space might be, its points could be represented 
by quadruples of real numbers (Xl' X 2, X 3, X4). Then by analogy with 
Euclidean two and three dimensional coordinate geometry, algebraic rela­
tions were found to represent lines, segments, planes and other geometric 
figures. 

This means that Euclidean four dimensional geometry is conceived as a 
different type of subject from Euclidean two and three dimensional geome­
try. It does not proceed from basic properties of points, lines and so on, 
stated as postulates. In effect it defines a point as an algebraic entity 
(Xl' X 2, X 3, x 4) and treats four dimensional geometry as a branch of alge­
bra. What is the advantage of doing this? It is precisely that no unbridge­
able chasm separates the algebra of 2 or 3 variables from the algebra of 4 
or more variables. The algebraic methods employed in two or three 
dimensional coordinate geometry can be extended to four or to n-dimen­
sional coordinate geometry. 

In our treatment there is no chasm between lower dimensional and 
higher dimensional geometry. The trivial-seeming extendibility of the join 
operation to n terms takes care of this. It enables us to deal with the join of 
5 or 6 or more points essentially as easily as 2 or 3 or 4 points. It fosters the 
direct study of geometric material of higher dimension, while helping to 
liberate us from excessive dependence on visual intuition. To make the 
point concrete, consider Figure 2.22, which indicates the typical (or nonde­
generate) Euclidean interpretation of some joins listed. We have appended 
no diagram for the typical join of 5 elements. It is represented by the 
interior of the 4-dimensional analogue of a triangle or a tetrahedron, called 
a 4-dimensional simplex. The graphical representation in the second row 
breaks down at this stage-but the symbolic expression in the first row can 
be studied formally and abstractly, independent of the number of factors 
and so of dimension.7 

Now you may ask: Are we asserting that a 4-dimensional space exists? 
In the theory we have introduced no existence assumptions at all. We are 
not asserting that a 3-space exists, or a plane or a line or even one lonely 

• • 
a, a2 

Figure 2.22 

7 This suggests a questionable piece of humor to make a serious point: 4-dimensional space is 
only 25% harder to study than 3-dimensional space. 
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point. But the fact that we can define the join a1a2a3a4a5 of five points 
leaves open the possibility that the theory is applicable to A-dimensional 
space: that it has a 4-dimensional model. In Chapter 5 it will be indicated 
that the theory has an n-dimensional model, of Euclidean type, for each 
integer n ~ 1. 

EXERCISES 

1. Without assuming the generalized associative law for join, prove it for four sets: 

«AB)C)D = (AB)(CD) = (A(BC»D = A«BC)D) = A(B(CD». 

Infer the law for four points. (Compare Exercises 1-4 at the end of Section 2.6.) 

2. Prove: (ab)(ae) = abc. Interpret the result in a Euclidean model. 

3. The same as Exercise 2 for each of these statements: abed = (ab)(ed); abed = 
(ab)(bed); abed = ab(abed); abed = (abe)(bed); abed = (abe)(abed). 

4. Consider the following expressions which equal abede: (ab)(ede); a(bede); 
(ab)(abede); (abe)(abede). Interpret each in a Euclidean planar model and verify 
their equality. Try to do the same in a Euclidean 3-space model. 

5. Without assuming the generalized commutative law for join, prove it for three 
sets: 

ABC = ACB = BAC = BCA = CAB = CBA. 
Infer the law for three points. 

6. Prove: (ab)(ed) = (ae)(bd). Interpret the result in a Euclidean model. 

2.9 Convex Sets 

Finally we are prepared to study convex sets. It is hard to overrate the 
importance of the con,cept in classical geometry or contemporary linear 
geometry, and its importance is matched by its extreme simplicity. In 
Euclidean geometry a figure is convex if it contains the segment joining 
each pair of its points. The idea would demand attention in a join-centered 
theory of geometry even if it had not been known earlier. Some illustra­
tions of convex and nonconvex sets are shown in Figure 2.23. 

Most geometric figures encountered in mathematics and its applications 
are convex sets, boundaries of convex sets or unions of familiar convex 
sets. 

Notation. A pair of containment statements of the form A :> B, A :> Cis 
abbreviated A :> B, C. Similarly n statements 

A :> B1, ••• ,A :> Bn 

are telescoped into 
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The same convention will be employed for similar sets of statements which 
involve the symbol c. 

Convex sets Nonconvex sets 

DO 0 L n A 
4@c& K rv 00 

• 
... • • • 

Figure 2.23 

Definition. Let set A satisfy the condition 

A :> x,y implies A:> xy. 

Then we say A is convex or closed under the operation join. 

Observe that J, the basic set, is convex; and that each point a forms a 
convex set, since by J4, a = 00 :> 00. Note that 0 is convex, since the 
definition imposes no restriction on it. 

In Euclidean geometry a so-called convex polygon (P in Figure 2.24) is 
not a convex set. It is however the boundary of a convex set, namely, its 
interior I. 

o 
Figure 2.24 

A convex set A may be described in visual terms: All points of A are 
visible from any point of A. 

Conditions that a set be convex can be formulated in terms of join of 
sets. 

Theorem 2.9. Each of the following conditions is equivalent to the convexity 
of A: (a) A:> AA; (b) A = AA. 

PROOF. (a) Suppose A is convex. We show 

A :> AA. 

Let x C AA. By definition of the join of sets, 

x cpq, 

(1) 

(2) 
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where p, q cA. Thus since A is convex, pq cA. This with (2) yields x CA. 
Thus (1) is justified. 

Conversely suppose (1). We show A is convex. Let A ::J x,y. Then 

AA ::J xy (3) 

by Corollary 2.1. The relations (1) and (3) imply A ::J xy, and A is convex 
by definition. 

(b) Observe that for any set A, A ::J AA is equivalent to A = AA, since 
AA ::J A by Theorem 2.5. D 

Remark on the Theorem. Part (b) calls to mind J4, the idempotent law. 
Let us say a set S is idempotent if SS = S. Then J4 asserts that each point 
is idempotent. Part (b) of the theorem says that a set is convex if and only 
if it is idempotent. 

Using Theorem 2.9, we obtain easily the result that any join of points 
(Section 2.7) is convex. 

Theorem 2.10. Any join of points a l ... an is convex. 

PROOF. By the generalized associative and commutative laws and J4, 

(a l ... an)(a l ... an) = (alai) ... (anan) = a l ... an. 

Hence a l ••. an is convex by Theorem 2.9(b). D 

In view of the definition of segment (Section 2.7) the case n = 2 of the 
theorem may be stated: Any segment is convex. 

The theorem is quite important. It provides a simple and basic proce­
dure for constructing convex sets-we have, in effect, a machine for 
turning them out. The machine, it is true, does not produce all convex sets 
-only a certain type, namely, joins of points. But it will become apparent 
that joins of points play an important role in the construction of all convex 
sets. (See Theorem 3.7.) 

Remarks on the Proof. The proof is brief, elegant, cogent. But it gives us 
no geometrical insight into what is happening. It seems difficult if not 
impossible to illustrate the steps in the proof graphically, since they involve 
algebraic manipulations of sets. It is possible to write a proof, based on the 
definition of convexity rather than Theorem 2.9, which can be pictured 
step by step for a given value of n. Here it is for the case n = 4 (see Figure 
2.25). 

Suppose 

p, q C a la2a3a4• 

Thenp C al(a2a3a4), so that 

(1) 

(2) 
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Figure 2.25 

where 

(3) 

Similarly 

(4) 

where 

(5) 

By Corollary 2.1 we may multiply the relations (2) and (4) term by term, 
getting 

so that 

pq C alP'q'. (6) 

Writing (3) and (5) together, we have 

(7) 

Observe that (7) has the saine form as (1). So we can apply to (7) the 
argument which derived (2), (4) and (3), (5) from (1). We obtain 

(8) 

where 

(9) 
Then (8) implies 

so that 

p'q' C a2P"q". (10) 

Similarly (9) implies 

(11) 
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Now (6), (10) and (11) yield 
pq C a,a2P" q" C a,a2a3a4. 

Thus a,a2a3a4 is convex by definition. 

A convex set, by definition, is closed under join of points. This implies it 
is closed under join of sets: that is, a convex set contains the join of any 
two of its subsets. 

Theorem 2.11. Let A be convex. Then A :J X, Y implies A :J XY. 

PROOF. A :J X, A :J Y can be combined to yield AA :J XY by Corollary 
2.1. By Theorem 2.9(b), AA = A. Thus A :J XY. 0 

The result holds for n terms. 

Corollary 2.11. Let A be convex. Then A:J X" ... ,Xn implies that 
A:J X, ... Xn• 

PROOF. By successive cases (see Theorem 2.6) or by induction. 0 

Note the special case: A convex set contains the join of any n of its 
points. 

2.10 Joins, Intersections and Unions of Convex Sets 

Is the join of two convex sets convex? The union? The intersection? We 
consider these questions now. 

Theorem 2.12. If two sets are convex, so is their join. 

PROOF. Let A and B be convex. Using Theorem 2.9(b) we have 

(AB)(AB) = (AA)(BB) = AB. 

Hence AB is convex by Theorem 2.9(b). o 
Alternative Proof of the Theorem. Here is a proof of Theorem 2.12 which 

is based on the definition of convexity and can be illustrated graphically. 
Suppose p, q cAB (Figure 2.26). Then 

(1) 
where 

aI' a2 C A and b" b2 C B. 

Multiplying the relations in (1) term by term (Corollary 2.1) and applying 
the convexity of A and B, we obtain 

pq c (a,b,)(a2b2) = (a l a2)(b,b2) cAB. 

By definition AB is convex. o 
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Figure 2.26 

Observe that the germ of the proof is the relation 

(a 1b l )(a2b2) = (a 1a2)(b1b2), 

which in Euclidean geometry provides information (Figure 2.27) on the 
interior of a quadrilateral or a tetrahedron (triangular pyramid). (See 
Exercises I and 2 at the end of Section 2.6; Section 1.5, Example III; 
Exercise 3 at the end of Section 1.6.) 

a, 

Figure 2.27 

Corollary 2.12. If n sets are convex, so is their join. 

PROOF. By induction, or by the method of Theorem 2.10. 

Theorem 2.13. The intersection of two convex sets is also convex. 

D 

PROOF. Let A and B be convex. We show An B is convex. Suppose 
An B :J x,y. Then A:J x,y, so that A:J xy. Similarly B:J xy. Thus 
A n B :J xy and A n B is convex by definition. D 

A 

Figure 2.28 
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The theorem is easily extended to the case of n convex sets. The result 
holds, however, for any collection or family of convex sets, finite or 
infinite. 

Theorem 2.14. Let F be a family of convex sets. Then the intersection M of 
the sets of F is also convex. 

PROOF. Suppose x,y eM. We show xy eM. Letp c xy, and let K be any 
set of the family F. By definition M consists of all points which are in 
every set of the family F. Thus 

x,y c K. 

Since K is convex, xy C K. Thus p C K. Since K may be chosen arbitratily 
as a set of F, p must be in every set of F, and so p C M. Consequently 
xy C M, and M is convex by definition. D 

Finally a few words on the union of convex sets. The union of two 
convex sets need not be convex. In Euclidean geometry, for example, 
choose two distinct points or two parallel lines. Several exercises in the 
following set pose problems on the convexity and nonconvexity of the 
union of convex sets. 

EXERCISES (CONVEX SETS) 

1. In Euclidean geometry let A be convex and b a point not in A. 
(a) Find examples in which AU b is convex; is not convex. 
(b) Can you find a condition that will ensure AU b is not convex? Is convex? 
(c) Can you find an A such that A U b is convex (i) for no point b; (ii) for 

exactly one point b; (iii) for exactly two points b; (iv) for exactly n points 
b; (v) for infinitely many points b? What do you observe? 

2. In Euclidean geometry let A be convex and b a point in A. Do the same as 
Exercise 1 for A - b in place of A U b. 

3. Represent on a sheet of paper the sets 

a, b, e, ab, ae, be, abc 
of a Euclidean plane, taking a, b, e to be noncollinear points. 
(a) Which of the unions of these sets, taken two at a time, are convex? 
(b) The same for unions of three of the sets. 
(c) The same for unions of four or more of the sets. 

4. (a) Verify in a Euclidean model that if A contains exactly two points, A2 = AA 
is convex. 

(b) Similarly, if A contains exactly three points, A 3 = A 2. A is convex. 
(c) Try to generalize the results of (a) and (b). 

5. In Euclidean geometry suppose A and B are convex sets. Find examples in 
which A u B is convex; is not convex. Can you conjecture a condition that will 
ensure the convexity of A U B? 
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6. Prove: au (ab) is convex. [Hint. Apply the definition of convexity: Suppose 
p, q C a U (ab) and prove pq C a U (ab) by considering cases.] 

7. Prove: If A and B are convex, then A U (AB) is convex. 

8. Prove: If A and B are convex, then A U (AB) U B is convex. 

9. Prove: If A and B are convex, then Au B is convex if and only if AU B ::> 
AB. 

10. If A Up is convex, can A be convex? Must A be convex? Explain. 

11. If A - P is convex, can A be convex? Must A be convex? Explain. 

12. Can you prove Theorem 2.10 by using Corollary 2.12? Explain. 

The Notion of Halfplane in Euclidean Geometry. Let L be a line of a 
Euclidean plane P (see Figure 2.29). Then the set H of points of P that are 
on a given side of L is called an open halfplane or simply a halfplane. The 
union H U L is a closed halfplane. L is said to be the edge of H and also of 
HUL. 

H 

-L 
Figure 2.29 

13. Let S be a square in a Euclidean plane. Consider the four closed halfplanes 
containing S whose edges each contain a side of S. Consider the corresponding 
four open halfplanes also. 
(a) What is the intersection of the four closed halfplanes? Is it convex? 
(b) The same as (a) for the four open halfplanes. 

14. In a Euclidean plane let C be a circle with center p. 
(a) What is the intersection of all closed halfplanes containingp whose edges 

are tangent to C? Is it convex? 
(b) The same as (a) for open halfplanes. 

EXERCISES (STAR-SHAPED SETS) 

Figure 2.30 

Definition. Let S be a set and p a point of S. Suppose xeS implies 
px c S. Then we say S is star-shaped relative to p or star-shaped from p. 
The point p is called a focal point or focus of S. The set of all focal points of 
S is its kernel. 
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The idea is described cogently in visual terms: All points of S are visible 
fromp. 

l. Pick out focal points for each of the planar regions in Figure 2.31, and sketch or 
shade the kernel of the set. 

D 4 t:J @ 

V ~ U 
Figure 2.31 

2. Prove: The kernel of any set S is convex. 

3. Prove: If p is a focus of S and peT, then p is a focus of ST. 

4. Prove: If p is a focus of S and of T, then p is a focus of S u T and of S n T. 

5. Suppose peS. Prove: S is star-shaped relative to p if and only if S ::> pS. 

6. Let A and B be convex. 
(a) Prove: Each point of A n B is a focus of A u B. 
(b) Can you prove that A n B is the kernel of A U B? That A n B is not the 

kernel of A U B? Explain. 

2.11 Interiors and Frontiers of Convex Sets 

The notion of the inside or interior of a physical object must have had its 
origins in prehistoric times. The idea of the interior of a geometrical figure 
such as a triangle or angle appears implicitly without formal definition in 
Euclid's Elements and also in treatments of classical geometry until com­
paratively recent times. Mathematicians, using metric or topological con­
cepts, have constructed somewhat sophisticated definitions of the interior 
of an arbitrary set of points. 

For our purposes it suffices to define the concept of interior solely for 
convex sets. In this case a simple definition can be framed which corre­
sponds to familiar geometrical usage, as when we refer to an interior point 
of a triangular region or of a solid cube. 

Motiootionfor the Definition. In Euclidean geometry consider the closed 
triangular region T with vertices a, band c. It is evident from Figure 2.32 
that T is a convex set. We are interested in the "fine structure" of this 
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a 

h~' 
Figure 2.32 

convex set. T contains points such as a, or a point p of ab, which are 
"peripheral" to the set-which lie, so to speak, on its "rim". These may be 
described as frontier points of T. Then T has points like q in abc which are 
embedded "within" the set and are naturally called interior points of T. 
The convex set T falls into two parts: its interior points fill out abc, its 
frontier points form a U b U c U (ab) U (ac) U (bc). 

Our immediate object is to replace the pictorial description of interior 
point by a simple mathematical criterion. 

Consider the convex set A (Figure 2.33) in Euclidean geometry. Let a be 
an interior point of A in the intuitive-pictorial sense. Let x be any point of 
A distinct from a itself. Then there is a point y in A such that a is between 
x andy, or equivalently a is, in the segment xy. Thus a C xy, the Euclidean 
join of x and y. Finally note that if x = a, we can choose y = a, and a C xy 
in this case too. 

Figure 2.33 

Summary. In Euclidean geometry let a be an "interior" point of a 
convex set A. Then a satisfies the following condition: 

For each point x C A there exists a point yeA such that a C xy. 

In the abstract join theory we adopt the above condition as the essential 
distinguishing characteristic of an interior point of a convex set. 

Definition. Let A be a convex set. Then a point a is called a (geometrical) 
interior point of A if a C A and satisfies the following condition: 

(I) For each x C A there exists yeA such that a C xy. 

The (geometrical) interior of A, denoted by §(A), is simply the set of all 
interior points of A.s 

8 Section 2.25 contains a discussion of the metric interior of a set in Euclidean geometry and 
its relation to the geometrical interior of a convex set. 
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Observe that g(A)cA; also g(0)=0 and g(p)=p for each pointp. 
Finally it can be noted that if the convex set A =1= 0, the condition a c A 

in the definition is dispensable and a is an interior point of A merely if 
condition (I) above holds. For then there exists x C A and consequently 
yeA such that a C xy, and the convexity of A implies a cA. 

Remark on the Definition. Note that interior as defined above is quite 
different from "interior" as used in phrases such as "the interior of a 
triangle" or "the interior of a spherical surface." In the latter cases the 
interior is bounded by the given figure but is not a subset of it. 

Once interior is defined, the notion of frontier falls right into place. 

Definition. Let A be a convex set. Then a point of A which is not an 
interior point of A is called a frontier point of A. Thefrontier of A, denoted 
by !"(A), is the set of its frontier points. D 

An equivalent definition: 

!"(A) = A -g(A) for any convex setA. 

Observe that !"(A) c A; also !"(0) = 0 and !"(p) = 0 for each pointp. 

2.12 Euclidean Interiors and Frontiers 

The definitions of interior and frontier introduced in the last section are 
now applied to some simple Euclidean convex sets. The object is twofold: 
to show how the definitions are employed and to find out what the 
interiors and frontiers of a few specific convex sets actually are. 

The results will not be justified by postulational reasoning as in the 
abstract theory, but by a mixture of geometric reasoning and intuitive 
observation of diagrams of the sort we have used in treating questions in 
Euclidean geometry. 

EXAMPLE I (The closed segment ab). Let A be the closed segment ab 
(Section 2.1; see Figure 2.34). Then A = au b u (ab). The convexity of A 
can be verified by use of the diagram. We show informally that 

g(A) = abo (1) 

A 
• • a b 

Figure 2.34 

First we show that each point of ab is an interior point of A in 
accordance with the definition above (Section 2.11). Let pc abo Suppose 
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x x x 
• 
a 

Figure 2.35 

x 
• 
p 

x 
• 
b 

x C A (Figure 2.35). We must find a pointy C A such that 

p C xy. 

81 

(2) 

We argue by cases. If x = a, let y = b. Then (2) holds. Similarly if x = b, 
choose y = a. If x = p, take y = p. If xc ap (Figure 2.36), let y = b. 

• 
a 

x 
• 

p 

Figure 2.36 

y 
• 
b 

Similarly (and finally), if xC bp, lety = a. Then (2) is verified in each case, 
and we can assert that p is an interior point of A. Since p is any point of 
ab, we have shown 

ab C 1(A). 

To complete the proof we show that 

1(A) cab, 

(3) 

(4) 

that is, each interior point of A is in abo So it remains to show only that a 
and b are not interior points of A. Suppose a is an interior point of A 
(Figure 2.37). By definition, since b C A, there exists z C A such that 

a C bz. (5) 

Certainly z =l=b: for z = b implies, by (5), a = b. Then (5) implies that a is 
between band z, which is impossible, since z is a point of A. Thus a is not 
an interior point of A. Similarly b is not an interior point of A. Thus (4) 
holds, and (3) and (4) imply (1). 

A .-------- .. --------------------~. z a b 

Figure 2.37 

Note, in view of (1), that 1(A) is convex (Theorem 2.10). 
Finally observe 

'J(A) = {a, b}. (6) 

Summary. In Euclidean geometry the interior of the closed segment ab 
is the (open) segment ab, and its frontier consists of its endpoints. 

EXAMPLE II (The segment ab). Note that ab (Figure 2.38) is convex by 
Theorem 2.10. We show as in Example I that 

1(ab) = abo (7) 
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a ab 

Figure 2.38 

Letp cab. Suppose xC abo We show 

p C xy 

• 
b 

(8) 

for some point y cab. If x = p, let y = p. If x c ap (Figure 2.39), choose 
y C bp. If xC bp, choose y cap. In each case (8) is satisfied, and we 
conclude that p is an interior point of abo Thus each point of ab is an 
interior point of ab, and (7) is justified. 

• 
a 

Finally we have 

x 
• • 

p 

Figure 2.39 

~(ab) = 0. 

y 
• • 

b 

(9) 

Summary. In Euclidean geometry the interior of a segment is the 
segment itself, and its frontier is the empty set. 

Remark. Referring back to Example I above, let A be the closed 
segment abo Then by (1), 

§(A) = abo (10) 

Since §(A) is convex, we can form §(§(A». Then using (10) and (7), we 
have 

§(§(A» = §(ab) = ab = §(A). 

Thus 

§(§(A» = §(A). (11) 

EXAMPLE III (A closed triangular region). Let B be the closed triangular 
region with vertices a, b, e (Figure 2.40). Then 

B = au b U e U (ab) U (ae) U (be) U (abc). 

a 

,F-____ --"'ae 

b~--------~----------~e 
be 

Figure 2.40 
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The convexity of B can be verified by using the diagram. We assert 

§(B) = abc. (12) 

No attempt will be made to give even an informal proof of (12). Rather, 
pictorial evidence will be presented to convince you of the correctness of 
the result. 

First we indicate that each point of abc is an interior point of B in 
accordance with the definition. Let pc abc. Suppose xC B. Then we 
assert there is a point y C B such that 

p C xy. (13) 

Figure 2.41 indicates several choices for x and corresponding choices for y. 

x=a 

b~--------------~-------c y 

Figure 2.41 

This "verifies" (13) and so yields 

abc C §(B). 

Finally consider the reverse inclusion 

§(B) C abc. 

(14) 

(I5) 
This can be justified by showing that any point q of B which is not in abc 
cannot be an interior point of B. To verify the latter, consider first the case 
where q C ab (Figure 2.42). Suppose q is an interior point of B. By 
definition, since c C B, there exists z C B such that 

q C cz. (16) 
If c = z, then (16) impliees q = c, which is impossible, since a, band care 
not collinear. Thus c =l=z, and (16) implies that q is between c and z. Then 

a 

z 

b~----------------------~c 

Figure 2.42 



S4 2 The Abstract Theory of Join Operations 

z is on the opposite side of line ab from e and cannot be in set B. Hence 
our supposition is false, and q can't be an interior point of B in the given 
case. Similar arguments can be employed for the other cases where q is in 
ae or be or is a vertex of B. Thus (15) is verified and with (14) yields (12). 

Finally we have 

IJ(B) = au b u e U (ab) u (ae) U (be). (17) 

Summary. In Euclidean geometry the frontier of the closed triangular 
region with vertices a, band e is precisely triangle abe, and its interior is 
the interior of triangle abe. 

EXAMPLE IV (The triangular region abe). Let a, band e be three noncollin­
ear points (Figure 2.43). Consider their join abe, which may be called a 
triangular region or an open triangular region. 

a 

~ 
b~ __ ~x~ ______________ ~c 

Figure 2.43 

Note that abe is convex (Theorem 2.10). As in Example III, it can be 
seen that each point of abe is an interior point of abe. Thus 

g(abe) = abe. (IS) 

It follows that 

lJ(abe) = 0. (19) 

Summary. In Euclidean geometry the interior of a triangular region is 
precisely itself, and its frontier is the empty set. 

Remark. In equation (12) above we showed g(B) = abe, where B is the 
closed triangular region with vertices a, band e. This relation together with 
(IS) easily yields 

g(g(B)) = g(B). (20) 

(See the Remark at the end of Example II above.) 

EXERCISES 

1. Find the interior and the frontier in Euclidean geometry of the convex sets 
indicated in Figure 2.44. 
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a d 

b c 
Figure 2.44 

2. In Euclidean geometry suppose A is convex and a, be A. Can ab c g(A)? 
Must ab C g(A)? Explain. 

3. In Euclidean geometry can you find a convex set A such that g(A) is convex; is 
not convex? Explain. 

4. The same as Exercise 3 with g replaced by IJ. 

5. In Euclidean geometry let A and B be convex sets. 
(a) Will g(AB) = g(A) ·g(B) hold ever; always? 
(b) The same for g(A n B) = g(A) ng(B). 
(c) The same for g(A U B) = g(A) u g(B), assuming AU B is convex. 

6. The same as Exercise 5 with g replaced by IJ. 

7. In Euclidean geometry can you find a convex set A such that g(A) = A? Can 
you find several such sets? Can you describe or characterize in a simple way 
the family of all such sets? 

8. The same as Exercise 7 for the following relations: (a) g(A) *A; (b) g(A) = 0; 
(c) IJ(A) = A; (d) IJ(A)*A; (e) IJ(A) =0. 

9. In Euclidean geometry find a convex set which cannot be the interior of any 
convex set. Explain. 

10. In Euclidean geometry find a set which cannot be the frontier of any convex 
set. Explain. 

II. Let a, band c be noncollinear points in Euclidean geometry. Find all points p 
such thatp Z abc but (abc) Up is convex. Find g«abc) Up), lJ«abc) Up). 
Can you express precisely the relation of p to the set abc? 

12. In Euclidean geometry can you find a convex set A such that IJ(A) is a point; a 
line; a plane? 

13. Consider in Euclidean geometry the equation 

g(X) = g(A), (1) 

where A is a fixed convex set and X a variable one. Find A such that (1) has: 
(a) infinitely many solutions X; 
(b) more than one but only a finite number of solutions X; 
(c) exactly one solution, namely, X = A. Find several such A's. Can you 

describe or characterize all such A's? 

14. (a) Find a convex set in Euclidean geometry whose frontier is a circle; the set 
of vertices of a rectangle; the set of vertices of a cube; the surface of a 
cube. 
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(b) In each case, can you find a second convex set whose frontier is the same 
figure? 

Definition. Let A be a nonempty convex set in Euclidean geometry. Then 
A is lineal (or I-dimensional) if it is contained in a line but is not a point; A 
is planar (or 2-dimensional) if it is contained in a plane but not in a line; A 
is solid (or 3-dimensional) if it is not contained in a plane; A is O-dimen­
sional if it is a point. 

15. (a) Can you find in Euclidean geometry a lineal convex set A such that ~(A) is 
0; a point; a point pair; a point triple? Explain. 

(b) Classify the lineal convex sets in Euclidean geometry. 

16. (a) In Euclidean geometry if A is a lineal convex set, is §(A) convex? If so, 
what can you say about the dimensional class of §(A)? 

(b) The same if A is planar; is solid. 

2.13 Interiority Properties of Convex Sets 

A series of properties of the interior of a convex set are now derived. All 
are easily verified in Euclidean geometry. 

First we have: The join of an interior point of convex set K and a point 
of K is always contained in the interior of K. 

Theorem 2.15. Let K be convex. Then a c 1(K) and be K imply that 
ab c 1(K). 

PROOF. To prove the theorem we assume 

p cab 

and derive 

p c 1(K). 

K 

Figure 2.45 

(1) 

(2) 

K 

Note that p C K. To justify (2) we show that for each x c K there exists y 
such that 

p c xy and y c K. (3) 
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Suppose xC K. By definition a C §(K) implies the existence of z C K such 
that 

a C xz. (4) 

The relations (1) and (4) imply (by the definition of the join of two sets, 
Section 2.3) 

p c (xz)b = x(zb). (5) 
The relation (5) implies the existence of y such that 

p C xy, Y c zb. (6) 
But z, b c K and K is convex. Hence zb C K and (6) implies 

y C K. (7) 
The relations (6) and (7) yield (3). Then (2) holds (by definition) and the 
proof is complete. 0 

The theorem has two corollaries. The first generalizes the theorem to 
sets. 

Corollary 2.15.1. Let K be convex. Then A C §(K) and Be K imply 
AB C §(K). 

PROOF. Let p cAB. Then p cab, where a C A and b C B. By hypothesis 
a C §(K) and be K. By the theorem, pc §(K) and the corollary is 
established. 0 

The second corollary asserts the convexity of interiors. 

Corollary 2.15.2. For any convex set K, §(K) is convex. 

PROOF. Let a, b C §(K). By the theorem, ab C §(K). By definition §(K) is 
convex. 0 

The theorem can be strengthened. 

Theorem 2.16. Let K be a convex set. Then 

(i) a C §(K) implies aK = §(K); 

(ii) a C K implies a' §(K) = §(K). 

(i) 

Figure 2.46 

(ii) 
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PROOF. (i) Suppose a c 1(K). Corollary 2.15.1 implies 

aK C 1(K). (1) 

To prove the converse inclusion to (1), let xC 1(K). Certainly a C K. 
Thus by definition of interior point, 

x C ay, wherey C K. 

Hence x C aK, so that 1(K) C aK and the result holds. 
(ii) a' 1(K) C 1(K) can be shown as (1) was. For the converse let 

x C 1 (K). Then a C K implies x cay where y c K. Hence using Theorem 
2.15, the idempotent law and the monotonic law for join (Theorem 2.1), we 
have 

x = xx C xay = a(xy) C a·1(K). 

Thus 1(K) C a·1(K) and the result holds. o 
Corollary 2.16. 1(K)· K = 1 (K)for any convex set K. 

PROOF. x C 1(K)· K if and only if xC aK for some a C 1(K). Apply (i) of 
the theorem. 0 

The Interior as a Function or Operation. It is sometimes convenient to 
think of the relation between a convex set K and its interior 1(K) as a 
function or operation, naturally denoted by 1, which assigns to each convex 
set K, the set 1(K). By Corollary 2.15.2 the "functional value" 1(K) is 
always a convex set. 

The function 1 satisfies a restricted monotonic law. 

Theorem 2.17 (Monotonic Property of Interior). Let A and B be convex 
sets. Then A C B implies 1(A) C 1 (B),provided A meets 1(B). 

PROOF. By hypothesis there is a point 0 such that 0 C A, 1(B). Suppose 
pc g(A). Since 0 C A, by definition of 1(A) there is a point q C A such 
that pc oq. Note that q C B. But 0 C g(B). Hence using Theorem 2.15, 

p C oq C 1(B), 

and we conclude 1(A) C 1(B). 0 

A 

ED> B 

Figure 2.47 
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Corollary 2.17.1. If A and B are convex, then A c B implies g(A) c g(B) or 
A C qf(B). 

Corollary 2.17.2. Let A and B be convex sets and A C B. Then 

g(A) C g(B) (1) 

if and only if (a) A meets g(B) or (b) g(A) = 0. 

PROOF. If (a) or (b) holds, then (1) follows. 
Conversely, suppose (1). If g(A) ~ 0, then g(A) meets g(B) and (a) 

follows. D 

Finally we show that the composition of the interior function with itself 
yields itself. 

Theorem 2.18. g(g(K)) = g(K), for any convex set K. 

PROOF. g(K) is convex (Corollary 2.15.2) so that g(g(K)) is defined. Then 
§(§(K)) C §(K). 

Figure 2.48 

To prove the reverse inclusion 

g(K) C §(§(K)), (1) 

letp C g(K). To show pc g(g(K)) we let x C g(K) and show pc xy for 
some y C g(K). Note xc K. Then certainly pc xy' for some y' C K. Can 
we be sure y' C g(K)? The diagram suggests a negative answer. However, 
we can be sure that 

(Theorem 2.15) 

and this is a clue to the proof. Using the idempotent law, we obtain 

p C xy' = (xx)y' = x(xy'). 

(2) 

Then pc xy for some y C xy'. By (2) y c g(K), and pc §(§(K)) by 
definition. Hence (1) holds and the theorem is proved. D 

Query on the Proof. The proof was suggested by the diagram. Are you 
sure the proof is logically valid and does not depend on the diagram? 

In general a convex set is distinct from its interior, since it contains 
points which are not interior points. The theorem then places interiors of 
convex sets in a special category of convex sets-they are homogeneous, in 
a sense, since all of their points are interior points. 



90 2 The Abstract Theory of Join Operations 

EXERCISES 

I. Prove: If K is convex and a c K, then !t(K) = !teaK). 

2. Suppose K is convex. If !t(K) = !teaK), does a c K? Explain. 

3. (a) Prove: For a convex set K if a c !t(K), then a c xK for every x C K. 
(b) Is the converse valid? Justify your answer. 

4. (a) Prove: If A and B are convex, then !t(A n B) c !teA) n !t(B), provided !teA) 
meets !t(B). 

(b) Does the result hold if the proviso is dropped? Explain. 

5. Prove: If A is convex and a c !teA), then for each x c A there exists y c !teA) 
such that a c xy. (Compare the definition of interior of a convex set, Section 
2.11.) 

6. Prove: 
(a) If a U (ab) is convex, then !t(a u (ab» = !t(ab). 
(b) If a U b u (ab) is convex, then !t(a u b u (ab» = !t(ab). 
[Note. au (ab) and aU b U (ab) are convex by Exercises 6 and 8 on Convex 
Sets at the end of Section 2.10.] 

In the following exercises define the interior of the set of points S 
exactly as we have defined it for a convex set in Section 2.11. 

7. In Euclidean geometry let s= {a, b,p, q), wherep and q are distinct points of 
segment abo Find !t(S) and !t(!t(S». What do you observe? 

8. In Euclidean geometry let S = (ab) U (cd) as indicated in Figure 2.49. Find 
!t(S). Does the conclusion of Theorem 2.15 apply? 

Figure 2.49 

9. In Euclidean geometry let S = (oac) U (obd) U 0 as indicated in Figure 2.50. 
Find !t(S). Do you notice anything strange? 

axe 
o S 

d 
b 

Figure 2.50 
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2.14 Absorption by Joining 

The join of two sets of points usually has no simple relation to the 
individual sets. For example, AB may contain both A and B or neither of 
them. AB may be contained in A or B or neither. (See Exercises 14 and 15 
at the end of Section 2.6.) In the last section we have encountered results 
such as 

(Theorem 2.16) 

and 
(Corollary 2.16) 

in which the join of two terms is actually equal to one of the terms. These 
results may be described as "absorption principles", since the product of 
g(K) and a second factor lies within !J(K). A related usage occurs in the 
theory of sets, where the principle "A ::::> B implies A U B = A" is called the 
absorption law for union, and its counterpart, "A C B implies A n B = A", 
the absorption law for intersection. 

Thus we introduce the following. 

Definition. If the sets A and B satisfy AB C A, we say A absorbs B (by 
joining). Moreover, if AB = A, we say A absorbs B properly (by joining). 

Examples of Absorption Properties. A convex set absorbs each of its 
subsets. The idempotent law may be stated: Each point absorbs itself 
properly. The interior of a convex set absorbs the set properly (Corollary 
2.16). The null set absorbs every set, since 0A = 0 (see the second 
paragraph following Theorem 2.2). 

EXERCISES (ABSORPTION OF SETS) 

1. (a) Prove: If S absorbs a and b, then S absorbs {a, b}. 
(b) Prove: If S absorbs A and B, then S absorbs Au B. 

2. Prove: The set of all points absorbed by set S is convex. 

3. When can a set absorb itself? Explain. 

4. Prove: If the convex set A absorbs p, then §(A) absorbs p. 

5. Prove: If peS then S absorbs p if and only if S is star-shaped relative to p. (See 
Definition before the exercises on Star-Shaped Sets at the end of Section 2.10.) 

6. Consider the set abc. 
(a) Find some points that are absorbed by abc. 
(b) Find some sets of points that are absorbed by abc. 
(c) What is the largest set of points you can find that is absorbed by abc? 
(d) Interpret your results in Euclidean geometry. 
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7. The same as Exercise 6 for the set al ... a". 

8. (a) Prove: If A absorbs B, then AC absorbs B for any set e. 
(b) Prove: If A absorbs B and A absorbs C, then A absorbs BC. 
(c) Prove: If A absorbs Band B absorbs C, then A absorbs Be. 

9. In Euclidean geometry find examples of nonempty sets A, B and C such that A 
absorbs B and B absorbs C, but A does not absorb e. 

2.15 Closures of Euclidean Convex Sets, Intuitively 
Treated 

This section presents an introduction to a new concept: the closure of a 
convex set. The notion of closure is described intuitively and illustrated by 
applying it to the Euclidean convex sets studied in Examples I-IV of 
Section 2.12. 

The closure of a convex set A, denoted by e(A), may be described 
intuitively as the set formed by adjoining to A its "peripheral" points: the 
points that lie on its "rim". The notion is complementary to that of 
interior, and you may find it interesting and helpful to compare the present 
results with the corresponding ones on interior in Section 2.12. 

EXAMPLE I (The closed segment ab). Let A be the closed segment ab 
(Figure 2.51). Then 

A = au b U Cab). 

A 
• • 
a b 

Figure 2.51 

The peripheral points of A are a and b. Since a and b are already in A, the 
closure of A is A itself. In functional notation 

e(A) = A. (1) 

Conclusion. In Euclidean geometry the closure of a closed segment is the 
segment itself. 

• 
a ab 

Figure 2.52 

• 
b 
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EXAMPLE II (The segment ab). The peripheral points of ab are a and band 
do not belong to the set ab (Figure 2.52). Then 

e(ab) = (ab) u au b = the closed segment abo (2) 

Conclusion. In Euclidean geometry the closure of the (open) segment ab 
is the closed segment abo 

Remark. Let A be the closed segment ab as in Example I. Then the 
conclusion can be written 

e(ab) = A. (3) 

Then (3) and (l) of Example I above yield 

e(e(ab» = e(A) = A = e(ab), 

so that 

(4) 

Next we show 

g(e(ab» = abo (5) 

Recall [Section 2.12, Example I, equation (1)] 

g(A) = abo (6) 

Then (3) and (6) imply g(e(ab» = g(A) = ab, and (5) holds. 

EXAMPLE III (A closed triangular region). Let B be the closed triangular 
region with vertices a, b, e (Figure 2.53), as in Section 2.12, Example III. 

Then 

B = au b u e U (ab) u (ae) U (be) u (abc). 

The peripheral points of B form the set 

B' = au b U e U (ab) U (ae) U (be). 

Since B' c B, we have 

e(B) = B. (7) 

Conclusion. In Euclidean geometry the closure of a closed triangular 
region is the region itself. 
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EXAMPLE IV (The triangular region abe). Consider abe the (open) triangu­
lar region (Figure 2.54), as in Section 2.12, Example IV. The peripheral 
points of abe form the set 

au b u e U (ab) u (ae) U (be), 

a 

Figure 2.54 
which is triangle abe. Thus 

e(abe) = (abe) U aU b U e U (ab) U (ae) U (be). 

Conclusion. In Euclidean geometry the closure of the triangular region 
abe is the closed triangular region with vertices a, b, e. 

Remark. The following analogues of (4) and (5) in Example II above 
can be derived by the methods used there: 

e(e(abe» = e(abe), g(e(abe» = abe. 

EXERCISES 

1. Find the closure in Euclidean geometry of the convex sets that are indicated in 
Figure 2.55. 

Figure 2.55 

2. In Euclidean geometry suppose A is convex and a, b c e(A). Can ab c g(A)? 
Can ab c IJ(A)? Can ab be contained in neither? Explain. 

3. In Euclidean geometry, can you find a convex set A such that e(A) is convex; is 
not convex? Explain. 

4. In Euclidean geometry let A and B be convex sets. 
(a) Will e(AB) = e(A) . e(B) hold ever; always? 
(b) The same for e(A n B) = e(A) n e(B). 
(c) The same for e(A u B) = e(A) u e(B), assuming AU B is convex. 

5. In Euclidean geometry can you find a convex set A such that e(A) = A? Can 
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you find several such sets? Can you describe or characterize simply the family of 
all such sets? (Compare Exercise 7 at the end of Section 2.12.) 

6. The same as Exercise 5 for the relation e(A) ~A. 

7. The same as Exercise 5 for the relation e(A) = §(A) = A. 

8. In Euclidean geometry find a convex set which cannot be the closure of any 
convex set. Explain. (Compare Exercise 9 at the end of Section 2.12.) 

9. Consider in Euclidean geometry the equation 
e(X) = e(A), (1) 

where A is a fixed convex set and X a variable one. Find A such that (1) has: 
(a) infinitely many solutions X; 
(b) more than one but only a finite number of solutions X; 
(c) exactly one solution, namely, X = A. Find several such A's. Can you 
describe or characterize all such A's? 
(Compare Exercise 13 at the end of Section 2.12.) 

2.16 The Closure of a Convex Set 

The idea of closure of a convex set, which is complementary to the notion 
of interior, is now formally defined. Closure, like its counterpart interior, 
can be defined for an arbitrary set of points in terms of metric or 
topological concepts. For convex sets it can be defined in elementary 
geometrical terms. 

In the last section the closure of a convex set A was characterized 
intuitively as the set formed by adjoining to A all the points that are 
peripheral to it. This suggests that we define formally the idea of peripheral 
point of a convex set A and then define the closure of A to be the union of 
A and its set of peripheral points. Such a procedure is feasible-but it has 
the disadvantage that in dealing with closures, at least in proving basic 
theorems, we would have to consider two cases. So we prefer a different 
approach. 

A point will be in the closure of A if and only if it is in A or is 
peripheral to A. Any point with this property will be called a contact point 
of A. It is not hard to define the notion of contact point by a single 
condition rather than the disjunction of two conditions. Then closure is 
definable in terms of contact point. So we adopt the following. 

Figure 2.56 
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Definition. A point a is called a (geometrical) contact point of convex set A 
if ap C A for some point p . The set of contact points of A is called the 
(geometrical) closure or contact set of A and is denoted by e(A).9 

Observe that e(0) = 0. 
By employing the notion of segment (see the last definition in Section 

2.7) the definition of contact point can be restated in standard geometrical 
terms: 

a is a contact point of convex set A if a is an endpoint of a segment 
contained in A. 

In view of this the definition of closure can be restated so: 

The closure of convex set A is composed of the endpoints of all 
subsegments of A. 

Remark. The notion of closure does not have the high intuitive accessi­
bility of interior-it seems a bit subtle, not forced on our attention by 
everyday experience. It will become evident in the development that the 
two ideas complement each other in a rather natural way. The basis for 
this complementarity is indicated in the following intuitive characterization 
of the ideas: 

The interior (closure) of a convex set is formed by deleting (adjoining) 
the points peripheral to it (Figure 2.57). 

A §(A) 

, 

A 

Figure 2.57 

Section 2.26 contains a discussion of the metric closure of a set in Euclidean geometry and 
its relation to the geometrical closure of a convex set. 
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2.17 Closure Properties of Convex Sets 

The basic properties of the closure operation are now derived. Many of the 
results are analogous to properties of the interior operation that were 
studied in Section 2.13. 

First a property with almost trivial proof. 

Theorem 2.19. A C e(A) for a'V' convex set A. 

PROOF. If a C A, then aa c A and a c e(A) by definition. o 
Combining the theorem with g(A) C A, the analogous property of the 

interior operation, we. have 

Corollary 2.19. g(A) cAe e(A), for any convex set A. 

By the theorem, e(l) = J and e(a):J a. e(a) = a holds in Euclidean 
geometry but is not deducible from JI-J4. (See Exercise 9 below.) It will 
be proved in Chapter 4 after the postulate set has been strengthened (see 
Theorem 4.ll). 

The defining property of a contact point can be strengthened a bit. 

Theorem 2.20. Let A be a convex set. Then a is a contact point of A if and 
only if there exists a point q of A such that aq cA. 

PROOF. Suppose a is a contact point of A. By definition 

ap c A (1) 

Figure 2.58 

for some pointp. Let q cap. By the monotonic law for join (Theorem 2.l), 

aq c a(ap) = ap. (2) 

The relations (l) and (2) yield aq C A, and clearly q CA. Thus the desired 
condition holds. The converse is trivial. 0 

In contrast with the interior operation, an unrestricted monotonic law 
holds for the closure operation. 
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Theorem 2.21 (Monotonic Property of Closure). Let A and B be convex. 
Then A C B implies e(A) c e(B). 

(Compare Theorem 2.17.) 

PROOF. Let xC e(A). Then xp C A for some ppintp. By hypothesis A c B. 
Thus xp c B and x c e(B) by definition. 0 

Theorem 2.22. For any convex set A, e(A) is convex. 

PROOF. Let a, b c e(A) and x cab. Then for some p, q we have ap C A, 
bq cA. Thus 

apbq C A (Theorem 2.11), 

so that 

(ab)(pq) C A. 

Figure 2.59 

Let r be a point of pq. Then x cab implies (Corollary 2.1) 

xr C (ab)(pq). 

(1) 

(2) 

The relations (2) and (1) yield xr C A, and xC e(A) by definition. Thus 
ab C e(A), and e(A) is convex by definition. 0 

Now Theorems 2.15 and 2.16, the results of Section 2.13 involving g(K) 
and K, are extended by showing that they are valid for g(K) and e(K). 

Theorem 2.23. Let K be convex. Then a C g(K) and be e(K) imply 
ab c g(K). 

(Compare Theorem 2.15.) 

Figure 2.60 

PROOF. First we show 

ab C K. (1) 

Since b c e(K), we have 

bp c K (2) 
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for some pointp C K (Theorem 2.20). Since a C 1(K) andp C K, 

a C pq 

for some point q C K. The relations (3), (2) and q C K imply 

ab C (pq)b = (bp)q c K. 
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(3) 

Thus (1) is verified. In view of a C 1(K) and (1), Corollary 2.15.1 implies 

ab = a(ab) C 1(K), 

and the theorem holds. o 
Corollary 2.23. Let K be convex. Then A C 1(K) and Be e(K) imply 
AB C 1(K). 

(Compare Corollary 2.15.1.) 

Theorem 2.24. Let K be a convex set. Then 

(i) a C 1(K) iinplies a· e(K) = 1(K); 

(ii) a C e(K) implies a·1(K) = 1(K). 

(Compare Theorem 2.16.) 

PROOF. Adapt the method of proof of Theorem 2.16. 

Corollary 2.24. 1 (K) . e( K) = 1 (K)for any convex set K. 

(Compare Corollary 2.16.) 

o 

Restatement. The interior of a convex set absorbs its closure properly. 

Finally we prove an elementary property of the closure of a join. 

Theorem 2.25. Let A and B be convex and nonempty. Then e(AB)::J A, B. 

PROOF. Since AB is convex (Theorem 2.12), e(AB) is defined. We 
show e(AB)::J A. Let a cA. Since B is nonempty, there exists be B. 
Then ab cAB. By definition a C e(AB). Thus e(AB)::J A. Similarly 
e(AB) ::J B. 0 

Corollary 2.25. Let AI' ... , An be convex and nonempty. Then 

e(AI ... An) ::J AI' ... ,An' 

PROOF. By induction, making use of Theorem 2.6. o 
Remark. e(ab)::J a, b, that is, the closure of a segment contains its 

endpoints. 

EXERCISES 

1. Suppose A is convex and §(A) 0;6 0. Prove: a is a contact point of A if and only 
if ap c A for some p C §(A). (Compare Theorem 2.20.) 
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2. Let A and B be convex sets. 
(a) Prove: e(A n B) c e(A) n e(B). 
(b) Prove: e(A n B):::> e(A) n e(B) provided g(A) meets g(B). 
(c) Show that the result in (b) fails if the proviso is dropped. 

3. Prove: e(a) ... 0,,) contains any join of points chosen from {a), ... , an}. 
Interpret the result in Euclidean geometry. 

4. Prove: If A and B are convex and nonempty, then e(AB):::> e(A), e(B). 

5. (a) Prove: If A and B are convex, then e(AB) :::> e(A)e(B). 
(b) Find Euclidean convex sets A and B such that e(AB) =1= e(A)e(B). 

6. Prove: If A is convex and a c e(A), then e(aA) = e(A). 

7. Prove: If A is convex and e(A) absorbs p, then g(A) absorbs p. 

8. Let A be convex and g(A) =1= 0. Prove that if g(A) absorbs p, then p c e(A). 
Compare the result with Theorem 2.24(ii). 

9. LetJ= {O, I}. Define· as follows: 0·0=0·1 = 1·0=0; 1·1 = 1. Verify that 
(J, .) is a join system (Section 2.2) which satisfies Postulates JI-J4 and so is a 
model of the postulate set 11-J4 (Section 2.4, Summary Statement). Show in this 
model that 

e(o) = {O, I}. 

Infer that the statement e(a) = a is not deducible from 11-J4. 

2.18 Composition of the Interior and Closure 
Functions 

The relation between a convex set and its closure may be considered as a 
function or operation e-analogous to the function g -which assigns to 
each convex set A the set e(A). We are interested in the functions 
obtained by combining or compounding the functions e and g. g(A) and 
e(A) are convex for convex A, so that g(g(A», g(e(A», e(g(A» and 
e(e(A» are defined. 

Theorem 2.18, g(g(A» = g(A), asserts that g compounded with g 
yields g. We begin with the analogous result for e, which is restricted 
however by a proviso. 

Theorem 2.26. e(e(A» = e(A)for any convex set A,provided g(A) =1= 0. 

Figure 2.61 
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PROOF. e(A) c e(e(A», since any convex set is a subset of its closure 
(Theorem 2.19). It remains to prove the reverse inclusion 

e(e(A» c e(A). (1) 

Let a c e(e(A», that is, a is a contact point of e(A). By definition 

ap c e(A) (2) 

for somep. Since ~(A)*0, there is a point bc~(A). Using (2) and 
Corollary 2.24, 

apb c e(A)' ~(A) = ~(A). (3) 

Let x cpb. Then using (3), 

ax c apb c ~(A) c A. 

Thus a is a contact point of A by definition, that is, a c e(A). This verifies 
(1) and the theorem follows. 0 

Discussion of the Theorem. The conclusion is not startling in view of our 
Euclidean experience. In forming e(A) we are enlarging A by adjoining 
those of its contact points that are not in A. Then we expect e(A) to be 
closed up-to contain all its contact points. This seems natural and 
reasonable. The sticking point is that we should have to assume ~ (A) * O. 
For the result is trivial if A = O. And it seems impossible that there should 
exist a nonempty convex set A whose interior is empty. This negates all our 
experience with convex sets. There exist, nevertheless, examples of such 
convex sets A -and we can indeed find one which falsifies the conclusion 
of the theorem. The definition of the counterexample requires the con­
struction of an infinite dimensional space and will be presented later. (See 
Section 5.13, Example II.) 

Two theorems on the composition of the e and ~ functions are now 
proved. 

Theorem 2.27. e(~(A» = e(A) for af!)' convex set A, provided ~(A) *0. 

PROOF. ~(A) c A implies e(~(A» c e(A) by the monotonic property 
(Theorem 2.21). 

To prove the reverse inclusion let a C e(A). Choose pointp in ~(A). By 
Theorem 2.23 

ap C ~(A). 

Hence a C e(~(A» by definition. Thus e(A) c e(~(A» and the theorem 
holds. 0 

The condition ~(A) * ° is essential-for, as mentioned in the discus­
sion of Theorem 2.26, there exist convex sets A that satisfy A * ° but 
~(A) = O. (See Section 5.13.) Theorem 2.27 must fail for such sets A .. 
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Theorem 2.28. §(e(A» = §(A)jor any convex set A ,provided §(A) =1= 0. 

Figure 2.62 

PROOF. Let p c §(e(A». We show pc §(A). Fix x in §(A). Then xC 
e(A) by Corollary 2.19. Hence pc §(e(A» implies pc xy for some 
y c e(A). Since xC §(A) and y c e(A) we have xy C §(A) (Theorem 
2.23). Hence p C § (A) and we have proved 

§(e(A)) c §(A). 

Figure 2.63 

To prove the reverse inclusion, letp C §(A). Note thatp C e(A). Let x 
be any point of e(A). We show p C xy for some point y C e(A). By 
Theorem 2.23 

px C §(A) cA. 

Choose q to satisfy 

q cpx. (1) 

Then q cA; andp C §(A) implies 

p C qz (2) 
for some z cA. The relations (2) and (1) yield p C (px)z = x(pz). This 
implies 

p c xy, where y C pz. (3) 
Note thatpz CA c e(A), so thaty C e(A). Now (3) impliesp C §(e(A». 
Hence §(A) c §(e(A» and the theorem holds. D 

The condition §(A) =1= 0 is essential here as in the last theorem (see 
Section 5.13, Example III and Exercise 3 at the end of Section 5.14). 

Theorems 2.18, 2.28, 2.26 and 2.27 can be combined, with a slight loss 
of information, into the following 

Summary. Any convex set A, its interior and its closure have the same 
interior and the same closure, provided § (A) =1= 0. 

This summary principle provides a class of instances of convex sets with 
common interior and common closure. This class is significantly enlarged 
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by the following theorem, the proof of which is left to the reader (Exercise 
7 below). 

Theorem 2.29. Let A and B be convex with nonempty interiors. Then the 
following statements are equivalent: 

(a) §(A) = §(B); 
(b) e(A) = e(B); 
(c) §(A) c B c e(A). 

Finally a comparison table for the interior and closure operations: 

§(A) c A 

§(A) is convex 
(Corollary 2.15.2) 

§(§(A» = §(A) 
(Theorem 2.18) 

§(e(A» = §(A) 
[§(A)*0] 
(Theorem 2.28) 

A C B implies §(A) c §(B) 
[A meets §(B)] 
(Theorem 2.17) 

EXERCISES 

e(A)~ A 
(Theorem 2.19) 

e(A) is convex 
(Theorem 2.22) 

e(e(A» = e(A) 
[§(A) *0] 
(Theorem 2.26) 

e(§(A» = e(A) 
[§(A)?',0] 
(Theorem 2.27) 

A C B implies e(A) c e(B) 
(Theorem 2.21) 

1. Prove: If A is convex,p c g(A) and x c e(A), thenp C ~ for somey C e(A). 
Cany be chosen in A? in g(A)? 

*2. Prove: If A and B are convex g(A) C B c e(A), and g(A) * 0, then 
g(B) * ° and g(A) = g(B), e(A) = e(B). 

3. (a) Prove: If K is convex, a C e(K) and g(K) *0, then g(aK) = g(K). 
(b) Interpret in Euclidean geometry. 

4. Prove: If K is convex and g(aK) = g(K) *0, then a C e(K). 

5. Let A be a fixed convex set such that g(A) * ° and X a variable one, and 
suppose the equation g(X) = g(A) has exactly one solution, namely, X = A. 
Prove: e(A) = g(A) = A. Interpret in Euclidean geometry. [Compare Exercises 
13(c) and 7 at the end of Section 2.12, and Exercise 5 at the end of Section 
2.15.] 

6. The same as Exercise 5, replacing g(X) = g(A) by e(X) = e(A). [Compare 
Exercises 9(c) and 5 at the end of Section 2.15, and Exercise 7 at the end of 
Section 2.12.] 

7. Prove Theorem 2.29. 
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2.19 The Boundary of a Convex Set 

A boundary 'point of a convex set A is a point which "adheres" to A but is 
not in §(A). A formal definition is easily given. 

Figure 2.64 

Definition. LetA be a convex set. Supposep c e(A) butp e: §(A). Thenp 
is called a boundary point of A. The boundary of A, denoted by Ii (A), is 
the set of its boundary points. 

The notion of frontier (Section 2.11) is closely related to that of 
boundary. Suppose p c CJ(A), A convex. By definition peA, p e: §(A). 
Certainly pc e(A). Then by definitionp c ~(A). Thus we have 

CJ(A) c ~(A). 
The following theorem contains several simple set theoretic formulas 

involving Ii (A) and ~(A). 

Theorem 2.30. For any convex set A, 

(a) Ii (A) = e(A) -§(A); 

(b) CJ(A)=A -§(A)=A n~(A); 

(c) e(A) = §(A)uli(A), §(A)nli(A)=0; 

(d) A =§(A)u~(A),' §(A) nCJ(A) =0. 

PROOF. (a) By definition ~ (A) consists of all points of e(A) that are not in 
§(A). 

(b) Similarly the first equation is a restatement of the definition of 
CJ(A), Section 2.11. 

We verify the second equation in the form 

(1) 

Using (a), we have 

A n~(A) = A n (e(A) -§(A». (2) 

The right member of (2) calls for the set of points of A that are in e(A) 
and not in §(A). This is, since A c e(A), precisely the set of points of A 
that are not in §(A), that is, A - §(A). Thus (1) holds. 
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(c) The first equation follows from (a) and ~(A) C e(A). The second 
equation is an immediate consequence of (a). 

(d) This follows from f'(A) = A - ~(A) in (b), exactly as (c) from (a). D 

Remarks on the Theorem. (c) may be considered a transliteration of (a) 
from subtractive to additive form. In English it may be stated: e(A) is the 
union of the disjoint sets ~(A) and ~ (A). Similar remarks hold for (d) and 
(b). 

The theorem is easily verified in Euclidean geometry by using diagrams. 

EXERCISES 

1. In Euclidean geometry try to find examples of convex sets A such that 
(a) ~(A)=0; 
(b) ~(A)=A; 
(c) ~(A) is not convex; 
(d) ~ (A) is nonempty and convex. 

2. In Euclidean geometry try to find examples of two distinct convex sets which 
have 
(a) the same boundary; 
(b) the same frontier; 
(c) the same interior and the same boundary; 
(d) the same interior and the same frontier; 
(e) the same boundary and different interiors; 
(f) the same frontier aDd different interiors. 

3. Prove: If §(X) = §(Y) and f'(X) = f'(Y) for convex sets X and Y, then 
X= Y. 

4. Prove: Any convex set A, its interior and its closure have the same boundary, 
provided §(A) ~ 0. 

5. Let X and Y be convex sets with nonempty interiors. 
(a) Prove: §(X) eYe €(X) implies ~(X)=~(Y); that is, if Y is "between" 

the interior and the closure of X, then X and Y have the same boundary. 
(b) Is the converse valid? 
(c) Does the conclusion hold for the frontier operation? 

6. If A is convex, try to conjecture a formula for f'(€(A». Can you prove your 
formula without imposing restrictions on §(A)? 

7. (a) Does the monotonic law for the boundary operation [if X and Yare convex 
and Xc Y, then ~(X) c ~(Y)] hold? Justify your answer. 

(b) Is a sort of reverse monotonic law [if X and Yare convex and ~(X) c 
~(Y), then Xc Y] valid? Justify your answer. 

(c) The same as (a) and (b) for the frontier operation. 

8. Suppose X and Yare convex sets. 
(a) Does §(X) C §(Y) imply Xc Y? Justify your answer. 
(b) Does §(X) C §(Y) imply €(X) c e(y)? Assume if needed §(X) ~0. 
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(c) The same as (b), replacing the closure operation by the boundary opera­
tion; by the frontier operation. 

9. Suppose X and Yare convex sets. 
(a) Does e(X) c e( Y) imply X c Y? Justify your answer. 
(b) Does e(X) c e(Y) imply ~(X) c ~(Y)? Justify your answer. Assume if 

needed ~(X) ""' 0. 
(c) The same as (b), replacing ~(X) c ~(Y) by ~(X) c ~(Y); by cJ(X) c 

cJ( Y). 

10. (a) In Euclidean geometry exhibit several convex sets A for which ~ (A) = 

cJ(A); for which ~ (A) ""' cJ(A). 
(b) Suppose A is convex. Is there any necessary relation between cJ(A) and 

~ (A) other than cJ(A) C ~ (A)? 
(c) Does the following problem throw light on (b)? Find in Euclidean geome­

try examples of sets S such that if T is any preassigned subset of S there 
exists a convex set A such that ~(A) = Sand cJ(A) = T. 

(d) Investigate in Euclidean geometry to what extent a convex set A can be 
reconstructed if ~ (A) is known: Is A uniquely determined? If not, what 
information can you obtain about A? 

11. (a) Prove: If A is convex, x C ~(A) andy C ~(A), then (xy)n~(A) =0. 
(b) Prove: If A is convex, x,y C A and xy intersects ~(A), then X,y c cJ(A). 

12. Prove: For convex set A if ~ (A) is convex and ~(A) ""' 0, then e(~ (A» = 
~ (A). Interpret in Euclidean geometry. 

2.20 Project: Another Formulation of the Theory of 
Join 

Our formulation of the theory is based on two ideas, a set J and a join 
operation . in J, which satisfy postulates 11-J4. Most algebraic theories 
currently studied involve a basic set S and an operation 0 which assigns to 
each ordered pair (a, b) of elements of S, a uniquely determined element of 
S, denoted by a 0 b. Such an operation is called a binary operation in or on 
S (or a single-valued binary operation in S). The question arises whether 
the theory of join can be given an equivalent formulation in terms of a 
binary operation in an appropriate set. We describe a way of doing this. 

The new formulation is suggested by the fact that the operation join of 
sets of points is a binary operation in the family of all sets of points. So we 
retain the basic notion J (the set of points) and introduce as a second basic 
notion a binary operation 0 in J', the family of subsets of J. Letters 
a, b, c, ... will denote members of J; A, B, C, ... members of J'. The 
postulates are suggested by familiar properties of join of sets in the theory. 
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Here they are: 

JI'. A 0 B = 0 if and only if A = 0 or B = 0. 

12'. A 0 B = U ({ a} 0 {b}). 
{a}cA. {b}cB 

J3'.AoB=BoA. 

J4'. (A 0 B) 0 C = A 0 (B 0 C). 

J5'. {a} 0 {a} = {a}. 
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How can the postulate sets JI-J4 and JI'-J5' be shown to be equiv­
alent? Since the basic terms in the two postulate sets are not the same, we 
cannot just say: Deduce the postulates in each set from those in the other 
set. To be specific, the basic term 0 in JI' -J5' does not occur in JI-J4, 
and it would be purposeless to try to derive, for example, JI' from JI-J4. 
In order to go ahead, we shall have to interpret or define 0 in terms of J 
and·. The desired definition is at hand-it is suggested by the definition 
of the join of sets A, B in terms of the join of points (Section 2.3). 

(I) Definition. If A and B are members of J', 

A 0 B = U (a· b). 
acA,bcB 

In order to prove that JI-J4 and JI'-J5' are equivalent we must show 
first: 

(a) If . is a join operation in J, then 0, as defined by (I), is a binary 
operation in J'. 

(b) If 0 is defined by (I), then JI-J4 imply JI' -J5'. 

Reversely we define . in terms of J' and 0: 

(II) Definition. If a and b are members of f, then 

a·b = {a} 0 {b}. 

Next we must show: 

(c) If 0 is a binary operation in f', then " as defined by (II), is a join 
operation in f. 

(d) If . is defined by (II) then JI'-J5' imply JI-J4. 

Finally it must be shown that the definitions (I) and (II) satisfy the 
following conditions of compatability: 

(e) Suppose the join operation' is given and 0 is defined by (I). Then if 
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we apply definition (II) to 0, the join operation obtained must be the 
same as .. 

(f) Reversely, suppose the binary operation 0 is given and· is defined by 
(II). Then if definition (I) is applied to ., the binary operation obtained 
must be the same as o. 

It is by now no secret that the project is to prove the postulate sets 
11-14 and 11'-15' equivalent. 

The portion of the chapter devoted to the development of join theory 
based on postulates 11-14 is now complete. The conclusion consists of two 
independent parts: the first a presentation of two new models or interpre­
tations of the theory (Section 2.4), the second a discussion of the relation 
between our definitions of interior and closure and the conventional ones. 

2.21 What Does the Theory Apply To? 

It was shown in Section 2.4 that our theory is applicable to Euclidean 
geometry. Specifically, models of the theory (Euclidean models) were 
exhibited, each composed of a Euclidean plane or 3-space and its 
associated Euclidean join operation. It would be quite erroneous however 
to assume that these are the only models or interpretations of the theory. 
The postulates 11-14 omit more of the basic principles of Euclidean 
geometry than they include: it is hard to believe that they provide an 
adequate foundation for the whole of Euclidean geometry. Actually they 
admit a wide variety of models different from the Euclidean ones-two of 
these will be studied below. 

The study of such "non-Euclidean" models has definite advantages. 
Although Euclidean geometry is the basic model and is used as a touch­
stone for the theory, you may be misled if this is the only model you 
encounter. You may tend to lean too heavily on Euclidean intuition and 
develop a pro-Euclidean bias-a sort of implicit assumption that any 
familiar Euclidean principle must hold in the theory. Consequently, in 
solving problems or trying to grasp and assimilate the theory you may find 
yourself assuming and even trying to prove certain Euclidean propositions 
that cannot be deduced from 11-14. Studying the non-Euclidean models or 
interpretations of the theory will help to foster an appreciation for the 
concrete significance of the theory and to develop a better balanced sense 
of what can and cannot be deduced from 11-14. 

2.22 The Triode Model 

To form a model or interpretation of the theory we must present a pair 
(J, .), where J is a specific set and· a specific join operation in J which 
satisfy postulates 11-14 (Section 2.4). 
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Our first non-Euclidean model involves the notion of closed ray in 
Euclidean geometry which is now characterized. 

Euclidean Closed Ray. In Euclidean geometry, let L be a line and a a 
point of L (Figure 2.65). Let S be the set of points of L that lie on a given 
side of point a. Then SUa is a closed ray (or closed halfline) and a is its 
endpoint. 

s 
• )0 L 
a 

Figure 2.65 

Let R1, R2 and R3 be distinct closed rays with the same endpoint 0 in a 
Euclidean geometry (Figure 2.66). Let J, the basic set, be Rl U R2 U R3· 
The join operation in J is defined piecemeal. If the points a and b of J are 
in the same ray R l' R2 or R 3, their join a' b is simply the Euclidean join of 
a and b (Section 2.1). If however a and b are not in the same ray, a' b is 
defined to be the union (oa) U (ob) U 0, where oa and ob are the Euclidean 
joins of 0 to a and 0 to b respectively. It is interesting to note that a' b as 
defined is always the "natural path" that joins a and b in the geometric 
figure J. 

R3 

Figure 2.66 

For convenience we omit the symbol . in the expression a' b for a join 
in J. Will this cause ambiguity? It should not. For if a and b are in the 
same ray R1, R2 or R3, a' b denotes their Euclidean join-while if a and b 
are not in the same ray, we never refer to their Euclidean join and a' b 
denotes unambiguously (oa) U (ob) U o. 

The operation . is a join operation in J (Section 2.2), since it assigns to 
each ordered pair (a, b) of elements of J a uniquely determined subset of 
J. Does (J, .) satisfy postulates 11-J4? 

Clearly 11 is satisfied, since the join a' b always contains at least one 
point. J2 is easily seen to be satisfied, and J4 is immediate by the definition 
of join. The verification of J3 requires an examination of cases. 

Verification of 13. (ab)c = a(bc). (Note that the diagrams below do not 
exhaust all cases but illustrate typical situations where the points a, b, c 
and 0 are distinct.) 

Case I: a, b, c are in the same ray (Figure 2.67). Then J3 holds, since it 
holds in Euclidean geometry. 
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Figure 2.67 

Case II: a, b, e are not in the same ray (Figure 2.68). It can be verified, 
for all positions of a, band e, that 

(ab)e = 0 U (oa) U (ob) U (oe) = a(be). 

YbYbCYbYba o 0 C 0 C 0 

C 

Figure 2.68 

Thus (J, .) satisfies JI-J4 and is a model of the theory. We call it the 
triode model. 

2.23 A Peculiarity of the Triode Model 

We consider a property of the triode model which does not hold in 
Euclidean geometry and seems quite peculiar-indeed, almost bizarre. 

Let a, b, e be points of the triode model that are distinct from 0 and in 
R I , R2, R3 respectively (Figure 2.69). Then 

a e: be, b e: ae, 

R3 

Figure 2.69 

e e: ab, (l) 

that is, no one of the three points lies in the join of the other two. This is 
not remarkable. It occurs in Euclidean geometry all the time for three 
points that are noncollinear. Observe that 

(ab) n (ae) = (ao) U 0, 

(ea) n (eb) = (co) U o. 

(be) n (ba) = (bo) U 0, 

(2) 



2.23 A Peculiarity of the Triode Model 111 

The relations in (2) say, in effect, that if we think of a, b and c as vertices 
of a triangle, then any two sides of the triangle have infinitely many 
common points. 

This seems rather strange-at least in comparison with Euclidean 
geometry. Let us assume that the concept of line is significant in the triode 
model, without attempting now to clarify it. If we suppose a, band care 
contained in some line, then a, band c are distinct collinear points that 
satisfy (1). This is impossible in Euclidean geometry-since if three dis­
tinct points are collinear, one of the three must be between the other two 
and so must be in their join. 

If on the other hand we suppose there is no line containing a, band c, 
we are confronted with a curious situation. For by (2) each two sides of 
triangle abc intersect in an infinite number of points. 

EXERCISES 

1. Consider the following proposition of Euclidean geometry: If the segments ab 
and ac have a common point, then ab cae or ac cab. Does the proposition 
hold in the triode model? 

2. The same as Exercise 1 for the proposition: If p is a point of segment ab, then 
ab = (ap) Up U (pb). 

3. The same as Exercise 1 for the proposition: If p, q C ab andp *q, thenp C aq 
or q C ap. 

4. (a) Does the following principle hold in a Euclidean model? If p cab, then 
ab =pab. 

(b) The same for the triode model. 

5. A set L is called a linear set if it satisfies the following conditions: (i) If 
L::) a, b, then L::) ab; (ii) If L ::) p, q and p C qx, then L::) x. 
(a) Find all types of linear set in a Euclidean 3-space model. 
(b) The same for the triode model. 

6. (a) How many different types of convex set can you find in a Euclidean line? 
. Briefly describe them. 

(b) The same for the triode model. 

7. (a) Verify in the triode model, by choosing several examples, Corollary 2.15.2 
that the interior of a convex set is convex. 

(b) The same for Theorem 2.22 that the closure of a convex set is convex. 

8. In the triode model suppose a *b. Verify: §(ab) = ab; ~(ab) = 0; e(ab) = a 
U b u (ab). (Compare Section 2.12, Example II; Section 2.15, Example II.) 

9. In the triode model suppose a *b. Verify: 
(a) aU b U (ab) is convex. 
(b) §(a U b u (ab)) = ab; ~(a U b u (ab)) = {a, b}; e(a u b u (ab)) = aU b 

U (ab). 
(Compare Section 2.12, Example I; Section 2.15, Example I.) 
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10. In the triode model let a, b, c be distinct from 0 and lie in RJ> R2, R3 
respectively. Verify: §(abc) = abc; lJ(abc) = 0; e(abc) = (abc) U aU b U c. 
(Compare Section 2.12, Example IV; Section 2.15, Example IV.) 

11. In the triode model let a, b, c be distinct from 0 and lie in RI> R2, R3 
respectively. Verify: 
(a) (abc) U aU b U c is convex. 
(b) §«abc) u aU b U c) = abc; 1J«abc) u au b U c) = {a, b, c}; e«abc) U a 

U b U c) = (abc) U aU b U c. 
(Compare Section 2.12, Example III; Section 2.15, Example III.) 

12. Let J be the union of four distinct closed rays with the same endpoint o. Define 
a· b for a, b in J as in the triode model. Will (J, .) satisfy JI-J4? 

13. Try to find generalizations of the triode model. To what extent can you alter 
the model and retain the property that it satisfies JI-J4? 

2.24 The Cartesian Join Model 

We present a brief description of another non-Euclidean model of the 
theory. 

Take J to be the set of all points of a Euclidean plane. To define join, 
choose a Cartesian coordinate system in J. Then if a is a point in J, a is 
represented by a uniquely determined ordered pair of real numbers 
(aI' a2). This relation will be indicated by writing a = (aI' a0, and some­
times (aI' a2) will be used to denote the point a. 

Define the operation· for a = (aI' a0 and b = (b l , b2) as follows (see 
Figure 2.70): 

a b 

Figure 2.70 

(1) If al = bl or az = bz (that is, if a and b are on the same vertical or 
horizontal line ), then a· b is the familiar Euclidean join of points a and 
b. 

(2) If al =l=bl and a2 =l=b2 (that is, if a and b are not on the same vertical or 
horizontal line), then a·b is the set of all points x = (XI' X2) such that 
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XI is (strictly) between a1 and b l and X2 is (strictly) between a2 and b2• 

In geometrical language a' b is the interior of the rectangle that has 
horizontal and vertical sides and segment ab as diagonal. 

The operation . is a join operation in J (Section 2.2), and we call it the 
Cartesian join operation in J. The pair (J, .) satisfies JI-J4. Postulates JI, 
J2 and J4 are immediately verified; J3 requires a discussion of several 
cases. Thus (J, .) is a model of the theory-we call it the Cartesian join 
model or simply the Cartesian model. 

It is worth noting that now we have two models with the same set J but 
radically different join operations. 

EXERCISES 

1. Verify J3 in the Cartesian model in several different cases by using diagrams. 

2. Does the following proposition of Euclidean geometry hold in the Cartesian 
model? If the segments ab and ac have a common point, then ab c ac or 
ac cab. (Compare Exercise I at the end of Section 2.23.) 

3. The same as Exercise 2 for the proposition: If p is a point of segment ab, then 
ab = (ap) Up u (pb). (Compare Exercise 2 at the end of Section 2.23.) 

4. The same as Exercise 2 for the proposition: If p, q c ab and p =1= q, then p c aq 
or q C ap. (Compare Exercise 3 at the end of Section 2.23.) 

5. The same as Exercise 2 for the proposition: If p c ab, then ab = pab. (Compare 
Exercise 4 at the end of Section 2.23.) 

6. In Euclidean geometry a segment has a unique pair of endpoints. This may be 
restated: If ab = pq, then a = p and b = q or a = q and b = p. Does this 
principle hold in the Cartesian model? 

7. Prove in the Cartesian model: 

(a" a2)' (bl> b2) = (al> b2)· (bl> a2)' 

8. Find all types of linear set in the Cartesian model. For the definition of linear 
set see Exercise 5 at the end of Section 2.23. (Compare the result with that 
exercise.) 

9. How many different types of convex set can you find in the Cartesian model? 
Briefly describe them or represent them by diagrams. (Compare Exercise 6 at 
the end of Section 2.23.) 

10. (a) Verify in the Cartesian model, by choosing several examples, Corollary 
2.15.2 that the interior of a convex set is convex. 

(b) The same for Theorem 2.22 that the closure of a convex set is convex. 

11. In the Cartesian model suppose a =l=b. Verify: §(ab) = ab; ~(ab) = 0. (Com­
pare Section 2.12, Example II; also Exercise 8 at the end of Section 2.23.) 

12. (a) Find €(ab) for various choices of a, b (a =1= b) in the Cartesian model. 
Compare with the Euclidean case (Section 2.15, Example II). 
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(b) In the formal theory is it possible to prove: e(ab) = (ab) U a U b? 

13. In the Cartesian model suppose a, b and c are distinct, a and b are on a 
horizontal line, and b and c are on a vertical line. Find abc, §(abc), e(abc). 
How do your results for §(abc) and e(abc) compare with the Euclidean results 
in Section 2.12, Example IV, and Section 2.15, Example IV? 

14. In the Cartesian model find the join A . A, if A is (a) a line; (b) a circle; (c) the 
graph of y = x2 ; (d) the graph of xy = I, x> O. 

IS. In the Cartesian model find a pair of sets whose Cartesian join and Euclidean 
join are identical. Avoid trivial cases such as two points on a horizontal line. 

16. Try to find some generalizations of the Cartesian model. 

2.25 The Metric Interior of a Set m Euclidean 
Geometry 

This section and the next one-which are not required in the sequel-dis­
cuss the metric definitions of the interior and closure of an arbitrary set of 
points in a Euclidean geometry and their relation to our definitions of the 
interior and closure of a convex set (Sections 2.11, 2.16); 

The metric concepts of interior and closure in Euclidean geometry are 
based on a rather simple idea. In a Euclidean geometry there is available a 
distance function d(x, y) which gives the distance between the points x and 
y. The distance function is used to define basic regions (circular in a plane, 
spherical in a 3-space) which can be employed to characterize the interior 
points and the contact points of any given set. 

Metric Interiors in a Euclidean Plane 

We begin by introducing the idea of metric interior for a set of points in a 
Euclidean plane E2• First circular regions are defined in E2• Let a be a 
point of E2 and p a positive real number (Figure 2.71). Then the set R of 
points x of E2 for which d(x, a) < p is called an open circular region of E2 
or simply a circular region; a is the center of R and p its radius. Now let S 
be any set of points of E2, and p a point of S (Figure 2.72). Then p is a 

\ CB \., 
Figure 2.71 
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Figure 2.72 

metric interior point of S (relative to E2) if some circular region R of E2 
with center p is contained in S. The metric interior of S (relative to E2) is 
the set of its metric interior points (relative to E2) and is denoted by 
m§(S : E2). 

The point of the definition is that p is embedded within the region R, 
which is itself contained in S, so that p is well embedded within S. This 
can be viewed in another way. We ask: How far isp from a point exterior 
to S, that is, a point which is not in S but is in E2? To make the issue 
specific, suppose the radius of R in the figure above is 2. Then the distance 
from p to any point q exterior to S is at least 2. Thus the exterior points of 
S cannot get close to p, and p cannot possibly be a "boundary" or 
"peripheral" point of S-indeed, p lies at least 2 units "deep" in S, and 
merits the title "metric interior point of S". 

Our principal concern is this: If A is a convex set, how will the metric 
interior of A be related to §(A), the geometrical interior of A as defined in 
Section 2.11? To examine the question, we consider a few examples. First 
let A be a closed triangular region or a closed rectangular region in E2 
(Figure 2.73). Thenp is a metric interior point of A (relative to E0 if and 
only if p is an interior point of A in a familiar intuitive geometric sense. In 
other words, the concept of metric interior (relative to E.}) formalizes our 
intuitive geometric notion of interior for such planar convex sets A of E 2• 

~[QJ 
A A if 

£2 L-______________ J 

Figure 2.73 Figure 2.74 

Now let A be a segment in E2 (Figure 2.74). Clearly no circular region 
centered at a pointp of A will be contained in A. Thus no point of A is a 
metric interior point of A (relative to E2), and the metric interior of the 
segment A (relative to E2) is 0. In this case the metric definition of interior 
(relative to E2) does not yield the familiar intuitive notion of interior of a 
segment. 
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The discussion shows that the metric interior of a convex set A relative 
to plane E2 need not be the same as g (A). But it indicates that the two 
notions will be the same if A is a "planar" or "two dimensional" convex 
set. 

Proposition I. Suppose A is a planar co~vex set in a Euclidean plane E2, that 
is, A is contained in E2 but in no line of E2. Then 

(1) 

We indicate how to construct-but do not formalize completelylO~a 
proof of Proposition I. 

Suppose pc mg(A : E2) (Figure 2.75). By definition there exists a 
circular region R with center p that is contained in A. To show pc g(A), 
let x c A, x =l=p. Then the segment xp can be prolonged beyond p in A, 
since it can be prolonged beyond p in R. Thus there exists yeA such that 
pc xy. By definitionp c g(A). 

Figure 2.75 

Conversely suppose pc g(A) (Figure 2.76). We show p cmg(A : E2). 
Thus we must show how to construct a circular region R centered at p and 
contained in A. 

Choose a c A, a =1= p. Since A is planar, there exists a point b in A and 
not in line ap. Let q cab. Since pc g(A), there exists c c A such that 
p c qc. Then p c abc. Let R be a circular region of E2 with center p and 

Figure 2.76 

10 A rigorous proof could hardly be given, since we have not introduced a set of postulates 
for Euclidean geometry. 
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radius less than the distances from p to the sides of triangle abc. Then 

R C abc cA. 

117 

By definition p is a metric interior point of A relative to E2• Thus 
pc m§(A : E2) and (1) holds. 0 

A few words on the notion of metric interior in a Euclidean line before 
proceeding to 3-space. 

Metric Interiors in a Euclidean Line 

Let E j be a Euclidean line. First we define the analogue in E j of a circular 
region. Let a be a point and p a positive real number. Then the set R of 
points x of E j for which d(x, a) < p is called an (open) interval of E j or 
simply an interval; a is the center of R, and p can be called its radius. 

p R 
~.~--------~.~--------~.~-.~----~~----~. E, 

b a x c 

Let band c be the points of E j whose distance to a is p. Then R is the 
(open) segment be, and a is its midpoint. 

Now let S be any set of points of E j and p a point of S (Figure 2.77). 
Thenp is a metric interior point of S (relative to E j ) if some interval of E j 

with center p is contained in S. The metric interior of S (relative to E\) is 
the set of its metric interior points (relative to E\) and is denoted by 
m§(S: E j ). 

S 
~.r---~.~----~.--.---~.~--+---~---•• E, 

p 

Figure 2.77 

Let A be a convex subset of E j • If A is not a point, it is not hard to see 
that 

Metric Interiors in a Euclidean 3-Space 

Now we consider the concept of metric interior in a Euclidean 3-space. 
The formal definitions are exactly analogous to those for a plane or a line. 
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Let E3 be a Euclidean 3-space, a a point of E3 and p a positive real 
number. Then the set R of points x of E3 for which d(x, a) < p (Figure 
2.78) is called an open spherical region of E3 or simply a spherical region; a 
is the center of Rand p its radius. Now let S be any subset of E 3, andp a 
point of S. Then p is a metric interior point of S (relative to E3) if some 
spherical region of E3 with center p is contained in S (Figure 2.79). The 
metric interior of S (relative to E3) is the set of its metric interior points 
(relative to E3) and is denoted by m1(S : E3)' 

Figure 2.78 Figure 2.79 

The definition ensures that p is well embedded within S as in the case of 
E2 above. 

Next we consider the relation between m1(A : E3) and 1(A) if A is 
convex. First suppose A is a solid tetrahedron or a solid rectangular box in 
E3 (Figure 2.80). Then p is a metric interior point of A (relative to E3) if 
and only if p is "interior" to A in the familiar intuitive geometric sense. 
Thus we see intuitively that m1(A : E3) = 1(A) if A is one of these solid 

Figure 2.80 

convex sets. Now let A be a nonsolid convex set in E3, say a closed 
triangular or closed rectangular region or a segment (Figure 2.81). What is 
the metric interior of A now? In each case A contains no spherical region. 
So no point of A can be a metric interior point of A relative to E3 and so 
m1(A : E3) = 0. 

Now we state for E3 an analogue of Proposition I on metric interiors of 
convex sets in E 2• 
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----A 

Figure 2.81 

Proposition II. Suppose A is a solid convex set in a Euclidean 3-space E3, 
that is, A is contained in E3 but in no plane of E3. Then 

mg(A : E3) = g(A). 

This can be justified by an argument analogous to that sketched above 
for Proposition I. 

Dependence of Metric Interior on the Surrounding Space 

In comparing metric interiors of figures relative to E2 and E3, we observe 
that the metric interior of a figure in E2 may be different from its metric 
interior in E3• This indicates a salient property of the metric interior 
concept, which we present here in a sharpened form: 

Let A be a planar convex set, scry a closed triangular region, in Euclidean 
space E3. Let E2 be the plane which contains A. Then the metric interior of A 
relative to E2 is g(A), but its metric interior relative to E3 is 0. 

Speaking informally, the metric interior of a geometric figure depends on 
the Euclidean space (line, plane, ... ) in which it is considered to be 
immersed. 

In view of this, the concept of metric interior is definitely deficient for 
general geometrical usage. The concept was not introduced for this pur­
pose, but to study certain subtler properties of figures which do depend on 
the surrounding space. For example, the concept of metric interior in a 
3-space gives important information about solid figures and is very useful 
in situations where such objects are of the essence. An example is the study 
of volume measure and integration in 3-space. Figures which have metric 
interior points will have positive volume; figures which have no metric 
interior points will have zero volume and will require little attention. 

The notion of metric interior is unsuitable in elementary geometry 
because of the built-in rigidity involved in choosing a Euclidean space E 
and then assigning interiors to all geometrical figures in E relative to E. It 
is not hard to get around this. Consider, as an example, a rectangular 
region A. A is a planar convex set and is contained in a unique plane. Let 
E2 be that plane. Then the metric interior of A relative to E2 will be the 
familiar geometric interior, g(A). 

This example indicates how to employ the metric interior concept to 
obtain the geometric interior of a convex set in a Euclidean space. The 
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procedure is stated here for a Euclidean 3-space. Let A be a convex set in a 
Euclidean 3-space E. To avoid discussion of trivial cases, suppose A is not 
a point and not empty. Then A "determines" a Euclidean subspace E' 
(line, plane, 3-space) of E which can be characterized as the subspace of E 
of lowest dimension that contains A -or the least subspace of E that 
contains A. The metric interior of A relative to E' is the geometric interior 
of A. In symbols, 

mg(A : E') = g(A). (I) 

We conclude the section with a few remarks on the members of 
equation (1) and the names used in referring to them. 

In the formal development of our theory mg(A : E') does not appear­
its role is played by g(A), which is defined (Section 2.11) without employ­
ing any notion of distance. g(A) may be called the geometrical or natural 
interior of the convex set A and is conceived as the intrinsic or absolute 
interior of A, since it depends on the internal structure or'A and not on the 
surrounding space. In the literature of convex set theory (Rockafellar [1], 
p. 44), mg(A : E') is called the relative interior of A. This sharp difference 
in terminology has a historical basis. 

The notion of the metric interior of a set was developed before the more 
elementary idea of the geometric interior of a convex set. Thus for any 
convex set A in a Euclidean space E, mg(A : E) was called the interior of 
A and conceived as its unique interior. When it became necessary to study 
the geometric interior of a convex set A, this was done by adjusting or 
"re1ativizing" the basic space from E to E'. Thus the new interior 
mg (A : E') was called the relative interior of the convex set A in order to 
distinguish it from mg(A : E). Actually mg(A : E') can be defined inde­
pendently of mg(A : E), and it would seem desirable to assign to 
mg(A : E') a name that indicates its intrinsic geometric quality. 

2.26 The Metric Closure of a Set In Euclidean 
Geometry 

Our attention now turns to the idea of metric closure of a set of points in a 
Euclidean geometry, which we take to be three dimensional. 

Let E3 be a Euclidean 3-space. Let S be a set of points of E3 and p a 
point of S. Point p is a metric contact point of S if each spherical region of 
E3 with center p contains a point of S. The metric closure of S is the set of 
its metric contact points and is denoted by me(S). 

A Few Illustrations 

In E3 let S be a solid tetrahedron or a planar star-shaped region or an arc 
of a curve which is open in the sense of not containing its endpoints 
(Figure 2.82). For each choice of S we see thatpI andp2 are metric contact 
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Figure 2.82 

points of S, while P3 is not. Thus a point is a metric contact point of S if 
and only if it is in "contact" with S in a natural intuitive-geometric sense. 
Observe that the idea of metric contact point is not biased in favor of solid 
figures as is the notion of metric interior point relative to E3 (Section 2.25). 
Although phrased in terms of 3-dimensional regions, it yields, as indicated 
by the illustrations above, the same notion of contact for a planar region 
or a curve as for a solid tetrahedron. 

Let us examine the notion of metric contact point a bit more closely. 
Let S be an arbitrary set of points of E3• First suppose S is a point of S. 
Then each spherical region centered at s contains s. By the definition s is a 
metric contact point of S. Thus S c me(S). (Compare Theorem 2.19.) 

What can we say about metric contact points of S in general? To 
answer this, suppose P is a metric contact point of S. Then each spherical 
region centered at p contains a point of S. Thus we can find points of S as 
close as we please to p. To be specific there is a point SI of S for which the 
distance d(p, SI) < 1 (Figure 2.83). Similarly S contains a point S2 for 
which d(p, s0 < t and, in general, a point Sn that satisfies d(p, sn) < 1/ n. 

Summary Statement. Suppose pc me(S). Then there exists a sequence 
SI' ... , Sn' ... of points of S, which satisfies 

d(p, SI) < 1, ... , d(p, sn) < 1/ n, . . . (1) 

Figure 2.83 

Note that if peS the result holds with sn = p for each n. 
The result has a converse that is not hard to justify: 

Let p C E3. Suppose there exists a sequence SI' .•. , sn' . •• of points of 
S which satisfies (1). Then p c me( S). 

Speaking informally, p is a metric contact point of S if and only if p 
"adheres metrically" to S-or if you wish, the "distance" from p to S is 
zero. 
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Now we come to the question of the relation between the metrical 
closure of a convex set A and its geometrical closure as defined in Section 
2.16. The answer is quite simple. 

Proposition m. Let A be any convex set in a Euclidean space E3• Then 

me(A) = e(A). (1) 

(Compare Propositions I, II in Section 2.25 above.) 

We sketch informally an argument to show this for the case where A is 
contained in a plane P. The case where A is contained in a line is not hard 
to dispose of, and we assume A is contained in no line. 

Suppose pc me(A), that is, p is a metric contact point of A. First we 
show pcP. Suppose p rz P (Figure 2.84). Then there exists a spherical 
region centered at p which does not intersect P-and so not A. This 
contradicts the definition of metric contact point. Thus pcP must hold. 

Now let R be any spherical region with radius p and center p (Figure 
2.85). Let R' = R n P. Then R' is the circular region of P with radius p 
and center p. But R intersects A. Hence R' must intersect A. It follows that 
every circular region of plane P with center p intersects A. From now on 

/ < >/ 
Figure 2.84 

o ~R' \ , , / 
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Figure 2.85 

then we can dispense with spherical regions and operate with circular 
regions in P. 

Our object is to show pc e(A). Suppose p rz e(A) (Figure 2.86). Recall 
that A is not contained in any line. Hence A contains points a and b, 
a =1= b, that are not collinear with p. Choose point c cab. Then pc rz A. 
Hence there exists qcpc such that qrzA. Let a',b' satisfy qcaa',bb'. 
Since c cab, c is inside L aqb. Then q cpc implies thatp is inside La' qb', 
the angle vertical to L aqb. Let S be a circular region of P centered at p 
whose radius is less than the distances from p to the lines aa' and bb'. Then 
S also is inside La' qb'. Since p is a metric contact point of A, the region S 
contains a point r of A. Certainly r is inside La' qb'. Then the extension 
of segment rq beyond q will meet ab in a point s. Thus q C rs C A, 



2.26 The Metric Closure of a Set in Euclidean Geometry 123 

Figure 2.86 

which is impossible. Hence our supposition is false and pc e(A). Thus 
me(A) c e(A). 

Figure 2.87 

Conversely suppose pc e(A). By definition pq c A for some point q 
(Figure 2.87). Then every spherical region centered at p contains a point in 
pq and so in A. By definition p is a metric contact point of A. Thus 
pc me(A) and (1) holds. 



3 The Generation of Convex Sets­
Convex Hulls 

In this chapter a new operation-comparable in importance to the interior 
and closure operations-is introduced. It operates on each set S to 
produce a convex set-the convex hull of S-acting as a veritable machine 
for the generation of convex sets. In effect it expands an arbitrary set into 
a convex set in the simplest possible way. 

The notion of polytope is introduced, a category of convex set which 
generalizes the closed convex regions of Euclidean geometry that are 
determined by certain polygons and polyhedrons. A start is made on the 
study of polytopes. It includes the representation of polytopes in terms of 
the join operation and preliminary results on their interiors and closures. 
The chapter concludes with the introduction of a generalized form of 
polytope and the derivation of some of its properties. 

3.1 Introduction to Convexification: Two Euclidean 
Examples 

Convex sets form a family of geometric figures of such great variety and 
complexity that it becomes essential to establish a systematic procedure for 
the determination or generation of convex sets. 

Our approach is this. Given a set S, we try to convexify it-that is, to 
convert S into a convex set containing S in the simplest possible way. We 
introduce the process of convexification by considering examples in 
Euclidean geometry and begin with the simplest nontrivial one, the case of 
two distinct points. 

124 
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EXAMPLE I. Let S = {a, b}, a "* b (Figure 3.1). If we adjoin to {a, b} each 
point of ab, we get a U b u (ab), the closed segment ab (Section 2.1), which 
is convex. Clearly this is the simplest way to enlarge {a, b} to form a 
convex set-for any convex set that contains {a, b} must contain the join 
abo Thus in forming the set S* = aU b U (ab), we have found the simplest 
or "least" convex set that contains {a, b}, and so have convexified {a, b}. 
A way of describing the result is to say S* is the convex set determined by 
a and b. 

• 
a 

Figure 3.1 

ab 
• 
b 

EXAMPLE II. Now let S = {a, b, c}, where a, band care noncollinear 
(Figure 3.2). Let K be any convex set that contains {a, b, c}. Then since K 
is closed under join, K contains ab, ac and bc. Similarly, since K contains a 
and bc, it must contain abc, since it is closed under join of sets (Theorem 
2.11). Thus K contains 

S* = a U b u c U (ab) U (ac) U (bc) U (abc). 

a K 
• 

b. 
s ·c 

Figure 3.2 

But S* is the closed triangular region with vertices a, b, c (Section 2.12, 
Example III) and is convex. Thus S* is the "least" convex set containing S, 
and we have convexified S in this case also. Here too S* may be described 
as the convex set determined by a, band c. 

3.2 Convexification of an Arbitrary Set 

In the last section two very sitp.ple Euclidean sets were convexified. Now, 
returning to the abstract theory, we prove that any set can be convexified. 
Stated formally this is an existence assertion: 

For any set S there exists a "least" convex set containing S. 

First, "least" needs a bit of attention. 
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Definition. Let F be a family or a collection of sets. If M is a set of F 
which is contained in every set of F, we say M is a least member of F. 
Similarly if N is a set of F which contains every set of F, N is a greatest 
member of F. 

If F, a family of sets, has a least member M, it can have only one least 
member. For suppose M' is a least member of F. Then by definition 
M' C M and Me M'. Thus M' = M. Similarly it can be shown that a 
family of sets can have only one greatest member. 

Next, for convenience of expression, we introduce the following 

Definition. If A ::J S we call A an extension of S. Thus a convex set that 
contains S is described simply as a convex extension of S. 

Now we can state the formal version of the convexification theorem. 

Theorem 3.1 (Existence). Let set S be given. Then the family F of convex 
extensions of S has one and only one least member. 

Figure 3.3 

Analysis. Suppose the family F does have a least member L. Can we 
identify L? By definition L is contained in every member of F. Hence L is 
contained in the intersection of all the members of F. Call the intersection 
S* . We have L C S*. But L is a member of F, so that S* c L. Hence 
L = S* and is identified. 

PROOF. The family F is not empty, since it certainly has one member, 
namely, the basic set J. Let S* be the intersection of all members of F. 
Then S* contains S, since all members of F contain S. And S* is convex, 
since it is the intersection of a family of convex sets (Theorem 2.14). Thus 
S* is a convex extension of S-that is, S* is a member of F. Since S* is 
the intersection of all members of F, it must be contained in all members 
of F. Thus S* is a least member of F, and F has a least member. But as we 
saw above (the paragraph following the first definition), F can have only 
one least member. Thus the theorem holds. 0 
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Restatement of Theorem 3.1. For each set there exists a unique least 
convex extension. 

The following definition may now be stated. 

Definition. Let S be any set. The least convex extension of S, denoted by 
[S], is called the convex hull of S or the convex set generated (or spanned or 
determined) by S. If A is a given convex set and S a set for which [S] = A, 
we call S a set of generators of A (in the sense of convexity), and say S 
generates A (convexly) or A is generated (convexly) by S. 

Note that [A] = A if and only if A is convex; in particular [J] = J, 
[0] = 0 and [a] = a for each point a. 

Theorem 3.1 asserts that any geometric figure can be convexified-any 
set of points has a convex hull. A better name for the idea might be convex 
cover or convex closure, but convex hull is widely used and does have the 
advantage of being brief. The term hull as used here comes from the 
German Hillle, which means cover or envelope and is related to the use of 
hull for husk or pod of a fruit, or body of a ship. This tends to be 
misleading, since it suggests that the convex hull bounds or envelopes the 
figure but doesn't contain it as a subset, which is contrary to the definition. 

Remarks on the Notion of Convex Hull 

The idea of convex hull may seem strange-unrelated to your previous 
knowledge of geometry. You may not have an intuitive feeling for the idea 
-as you did, for example, for the idea of the interior of a convex set in 
Chapter 2. This is not strange. The notion of convex hull has been 
assimilated into mathematics only relatively recently. Indeed, the concept 
of convex set itself is hardly more than a century old and has barely 
influenced the conventional treatment of geometry. 

Actually the notion of convex hull has a simple physical interpretation 
(Figure 3.4). Let a geometric figure A be given in a Euclidean plane. 
Imagine that A is surrounded by a stretched rubber band-a mathematical 

Figure 3.4 
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one, an elasticized simple closed curve. Suppose the band shrinks to form a 
closed curve C that just envelopes A. Then C u~ited with its interior will 
form a convex set that just contains A -it will form the convex hull of A. 

Similarly, imagine (Figure 3.5) a figure A in Euclidean 3-space enclosed 
in an inflated rubber balloon which shrinks to form a surface S which 
just envelopes A. Then the union of S and its interior will be the convex 
hull of A. 

Figure 3.5 

There is a graphical method for constructing the convex hull of a plane 
figure. Suppose a plane figure A is drawn on a sheet of paper and you 
want to construct its convex hull. By definition, the convex hull of A is 
convex and contains A -so it must contain the join of each pair of points 
of A. A natural approach then is to start with a "shading process": Draw 
segments joining pairs of points of A and try to determine the figure 
formed-or the part of the plane covered-by all such segments. 

To illustrate the process, let A be an ellipse (Figure 3.6). Then the 
"shaded region" formed by the segments is I, the interior of A. Therefore 
the convex hull of A must contain A U I. But A U I is convex. Hence 
A U I is the convex hull of A. 

Figure 3.6 

EXERCISES 

1. Determine graphically the convex hulls of the figures given in Figure 3.7. 

oRc} 
Figure 3.7 
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2. The same as Exercise 1 for the figures given in Figure 3.8, in which the indicated 
segments are closed. 

• 
b 

a 
• 

.d 

• 
c -b p 

a 
• 

-q c 

Figure 3.8 

3. Find graphically the convex hull of each of these figures: 

A, B, P, Q, S. 

a 
• 

b 

Now a few words on the importance and power of the convex hull 
concept. Euclidean 3-space is full of convex sets-linear ones, planar ones, 
solid convex sets-which in the conventional treatment of geometry are 
largely unrecognized. The notion of convex hull presents a systematic 
method for isolating and determining convex sets: for giving them 
mathematical existence. Choose any set S you please. The convex hull 
operation produces the simplest convex set containing S, tailored for the 
best fit. 

As one of the simplest possible applications of the idea of convex hull, 
we indicate how it can be used to give a unified treatment of triangles and 
triangular regions. In a Euclidean geometry let a, band c be noncollinear 
points (Figure 3.9). Let T = [{ a, b, c}]. Then T is the closed triangular 
region with vertices a, b, c (Example II, Section 3.1 above). Since T is a 
convex set, it splits into its interior and its frontier. !J(T) is the (open) 
triangular region abc, and tff(T) is triangle abc. [See Section 2.12, Example 
III, relations (12) and (17).] 

ea 

{a, b, c} 
be 

b 
ec T = [{a, b,c}] C b ...... ----.. c 

~(T) 

Figure 3.9 

Euclidean Examples of Convex Hulls 

Finally, in Figure 3.10 we give a list of convex hulls of some familiar 
figures. 
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Figure 
a 

Triangle 

b------...... c 

Quadrilateral 

Circle 

Rectangular 
box- surface 

Four 
noncoplanar 
points 

EXERCISES 

a 

b 

a 
• 

• c 
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Convex Hull 
a 

a 

Closed 
triangular 
region 

Closed 
triangular 
region 

Closed 
circular 
region 

Closed 
rectangular 
solid 

Closed solid 
triangular 
pyramid or 
tetrahedron 

1. (a) Does the family of all convex sets have a least member? a greatest? 
(b) Can you find a family of convex sets in a Euclidean geometry which has no 

least member? No greatest member? 

2. (a) In Euclidean 3-space find the convex hull of {a, b, c} assuming the points 
are distinct. List all types of figure that can arise. 

(b) The same for {a, b, c, d} . 



3.2 Convexification of an Arbitrary Set 131 

3. (a) Interpret [{ a, b}] and [{ a, b, e}] in the triode model (Section 2.22) assum­
ing in each case the points are distinct. Describe the figures you get. 

(b) The same for the Cartesian model (Section 2.24). 

4. Prove: 
(a) If A :J B, then [A]:J B. 
(b) If A :J B and A is convex, then A :J [B]. 
(c) If A :J B, then [A]:J [B]. 

5. Prove: [[S]] = [S]. 

6. Prove: [A] U [B] c [A U B]. 

7. (a) Prove: [A n B] c [Aj n [Bj. 
(b) Show by example that equality need not hold in (a). 

8. (a) If [Aj = [Bj, must A = B? Explain. 
(b) If [Aj:J [Bj, must A :J B? Explain. 

9. Let a convex set A be given and suppose [Sj = A. What can you say about the 
family F of sets S that satisfy this relation? Is F ever empty? Can you ever find 
a least member of F? Can you always find a least member of F? The same for 
a greatest member of F. Give examples in Euclidean geometry. 

10. In a Euclidean plane, what sort of convex sets are generated by finite sets of 
points? The same for Euclidean 3-space. 

11. Find convex sets in a Euclidean plane and 3-space which 
(a) cannot be generated by a finite set of points; 
(b) satisfy the condition in (a) and are generated by a denumerable infinite set, 

that is, one whose points can be represented by an infinite sequence 
al> ... ,am' .• where ai ¥=aj if i ¥=j. 

12. Find in Euclidean geometry a convex set A which is generated by ~ (A); by 
§'(A) but not ~(A); by §(A). 

13. Find in Euclidean geometry a convex set that has a least set of generators 
which is finite; is infinite. 

14. (a) Can you find a convex set A that contains a point p that belongs to no set 
of generators of A? Can you characterize such a point in simple geometri­
cai terms? 

(b) The same if p belongs to some set of generators of A but not to all. 
(c) The same if p belongs to every set of generators of A. 

15. (a) In the Cartesian model (Section 2.24) let S = [{ a, b} j, where a = (0, 0), 
b = (1, 1). Find s, §(S), §'(S), ~(S), e(S). 

(b) The same in a Euclidean model, taking a and b to be distinct points. 
Compare your results with those in (a). 

EXERCISES (CONVEX HULLS OF EUCLIDEAN SETS) 

1. In a Euclidean plane find the convex hull of the set described: 
(a) The union of point a and closed (open) segment be, where a, b, e are 

noncollinear. 
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(b) The union of point a and line L, a e: L. [Compare Exercise 6 (a) at the end 
of Section 2.4.] 

(c) The union of two parallel lines. [Compare Exercise 6(b) at the end of Section 
2.4.] 

(d) The union of two distinct intersecting lines. [Compare Exercise 6(c) at the 
end of Section 2.4.] 

(e) (ab) U (cd), where a =fob, c *d and ab and cd have only one point in 
common. 

(f) (ab) U au b U (cd) U cud, where a *b, c =fod and ab and cd have only one 
point in common. 

2. In a Euclidean 3-space find the convex hull of the set described: 
(a) The union of point a and plane P, a e: P. [Compare Exercise 7(a) at the 

end of Section 2.4.] 
(b) The union of two parallel planes. [Compare Exercise 7(c) at the end of 

Section 2.4.] 
(c) The union of a plane and a line parallel to it. [Compare Exercise 7(f) at the 

end of Section 2.4.] 
(d) The union of a plane P and an intersecting line L, L e: P. [Compare 

Exercise 7(f) at the end of Section 2.4.] 
(e) The union of two skew (that is, noncoplanar) lines. [Compare Exercise 7(b) 

at the end of Section 2.4.] 
(f) The union of two noncoplanar segments. 
(g) {a, b, c, d, e}, where a, b are distinct, c, d, e are noncollinear and ab and 

cde have a single point in common. 
(h) The union of a point and a circle that are noncoplanar. 
(i) The union of two congruent circles that lie in parallel planes. 
G) The union of two congruent noncoplanar triangles whose pairs of corre­

sponding sides are parallel. 
(k) The union of line L and circle C if L is perpendicular to the plane of C at 

its center. (Compare Exercise 8 at the end of Section 2.4.) 

3. Suppose that a Euclidean plane has been assigned a Cartesian coordinate 
system. Find the convex hull of the set of points (x, y) which satisfy the given 
conditions: 

(a) y = x 2• 

(b) Y = x 2, 0 < x. 
(c) y = x 3• 

(d) y2 = x 3. 

(e) y= l/x, 1 <x. 
(f) x 2 - y2 = 1, 1 < x and 0 < y. 

(g) x 2 + y2 = 1, where x andy are rational numbers. 

3.3 Finitely Generated Convex Sets-the Concept of 
Polytope 

Many of the familiar convex sets of Euclidean geometry are convex hulls 
of finite sets of points, for example, closed segments, closed triangular or 
rectangular regions, closed tetrahedral or cubical regions in 3-space. These 
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seem to represent an especially simple type of convex set and suggest the 
following definitions. 

Definition. A convex set is said to be finitely generated (convexly) if it is the 
convex hull of some finite set. 

Definition. A convex set is called a convex polytope, or simply a polytope, if 
it is finitely generated and nonempty. Equivalently, a polytope is a convex 
set which is generated by a finite nonempty set. 

The standard form for representing a polytope is [{ ai' ... , an}], which 
usually will be written [ai' ... , an]. 

Note that each point p is a polytope, since [p] = p. 
The class of polytopes may seem a small fragment to split off from the 

family of all convex sets, but it is not an unimportant one. Polytopes will 
be a recurrent theme in our work, both for their intrinsic importance as 
geometric objects and for their involvement in the study of more complex 
types of convex set. I 

3.4 A Formula for a Polytope 

Theorem 3.1, the existence theorem, assures us that if a set S is given, its 
convex hull [S] exists. But it provides no simple procedure for constructing 
or representing [S] in terms of the points of S. However, in Euclidean 
geometry (Example II, Section 3.1), [S] for S = {a, b, c} was obtained as 
the union of the joins of a, b, c taken one or more at a time. This type of 
construction can be used in the formal theory and extended to any 
nonempty set S. The case where S is finite is considered in the next 
theorem. The theorem involves the notion of a join of points, and we have 
to devote a few paragraphs to it. 

The term join of points was introduced to refer to a generalized join 
a l .•• a, (Section 2.7, the definition next to the last). 

First an extension of the terminology. 

Definition. Suppose ai' ... , a, C S. Then al ... a, is called ajoin of points 
of S. For example, ai' a2a4, a4ala2a3 and a4a2a4ala2 are joins of points of 
the set {ai' a2, a3, a4}. 

Next it is necessary to represent Joms of points of {al, ... , an} in 
simplified or standard forms. Consider, for example, a4a2a4al. In most 
situations we would express it in the form ala2a4. But if the context called 
for 5-point joins, we might write it as ala2a4a4a4. To take care of this the 
following lemma is introduced. 

1 GrUnbaum II] is a remarkably comprehensive work on the theory of polytopes. 
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Lemma 3.2 (Representation Principle for Joins of Points). If ai, ... ai, is a 
join of points of {ai' ... , an}, it can be expressed in the following forms: 

(i) aj , •.• aj ,' where I <jl < ... <js < n; 

(ii) b l ... bn, where the b's are in {ai" ... , ad. 

PROOF. (i) Repetitions of terms in ai, ... ai, can be eliminated by using the 
idempotent law J4 and generalized associative and commutative laws. 
Then the terms can be arranged according to increasing subscripts by 
applying the generalized commutative law. 

(ii) Observe that s < n in (i). Let b l = aN ... , bs = aj ,. Then by (i) 

(1) 

If s = n, the result holds by (1). If s <n, let bs+ 1 = ... = bn = bs. Then (1) 
implies 

and the lemma is proved. D 

Thus any join of points of {ai' ... , an} can be represented in two 
forms: (i) with increasing sUbscripts and (ii) as an n-term join. 

Notation. We adopt the convention that in expressions involving the 
operations of join and union, portions separated by U signs are to be 
considered enclosed in parentheses; for example, AB U CDE U AF stands 
for (AB) U (CDE) U (AF). 

Now we are prepared to represent a polytope as a union of joins of 
points. 

Theorem 3.2 (The Polytope Join Formula). 

[ ai' ... , an] 

= (alu··· uan)u(ala2U··· uan-Ian)u··· U(aI···an)· 

PROOF. By definition [aI' ... , an] is convex and 

[ ai' ... ,an] ::J ai' ... , an· (1) 

Hence (1) implies 

[aI' ... ,an] ::J a l a2, a l a3, ••• ,an-Ian. 

Similarly (I) implies 

[ai' ... ,an] ::J ala2a3, ••• ,an-2an-Ian' 

since a convex set is closed under the extended join operation (Corollary 
2.11). Continuing in this way, we get finally 

[ ai' ... , an] ::J a l ..• an. 
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Combining these results, we have 

[ ai' ... , an] 
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:J (a l U ... Uan) U (ala2U ... Uan-Ian) U ... U (a l ··· an)· 

(2) 

Let S denote the right member of (2), 

S = (al U ... Uan) U (ala2 U ... Uan_Ian) U ... U (al··· an). 

We assert S is convex. To justify this let x,y c S. Then x andy belong to 
joins of the a's. Say 

x C ai, ... ai,' where I " i l < ... < ir " n (3) 

and 

y c Oy, ... Oy,' where I "il < ... <is" n. (4) 

The relations (3) and (4) imply 

xy C (ai ... ai )(a; ... a;) = ai ... a;a, ... a;. (5) 
I r J I J:r 1 r J I J$ 

By Lemma 3.2, 

ai, ... ai,Oy, ... aj , = ak , ••• ak,' where 1 " kl < ... < kt " n. (6) 

Then (5) and (6) imply xy c S, and S is convex by definition. Certainly 
S :J {ai' ... , an}' so that S is a convex extension of {ai' ... , an}. Thus S 
contains the least convex extension of {ai' ... , an}, that is, 

S :J [ ai' ... , an]. (7) 

The theorem follows by (2) and (7). o 
The result is quite important. It gives body to Theorem 3.1 (the 

existence theorem for convex hulls) and initiates our study of polytopes by 
providing a join theoretic formula for a polytope in terms of a set of 
generators. In view of Lemma 3.2(i), the theorem can be restated in the 
following form: The convex hull of a finite nonempty set S is the union of 
all joins of points of S. 

A Few Examples of the Polytope Join Formula 

EXAMPLE I (n = 2). 

[ a, b] = a U b U abo (1) 

In (1) suppose a =l=b. Then (1) asserts in Euclidean geometry that [a, b] is 
the closed segment ab (Section 3.1, Example I; see Figure 3.11). Thus (1) 
suggests the following definition in the abstract theory. 
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a 

b 

Figure 3.12 

Definition. Let a and b be any points. Then [a, b] is called a closed 
segment; a and b are called endpoints of [a, b]. If a =l=b the closed segment 
is said to be proper or nondegenerate. The closed segment [a, a] = a is said 
to be improper or degenerate. 

The notion of closed segment supplements that of segment (Section 2.7, 
the last definition). 

EXAMPLE II (n = 3). 

[ a, b, e] = a U b u e U ab U ae U be U abe. (2) 

This calls to mind a closed triangular region in Euclidean geometry 
(Figure 3.12). Indeed, if a, band e are noncollinear points in a Euclidean 
geometry, (2) asserts that [a, b, e] is the closed triangular region with 
vertices a, b, e (Section 3.1, Example II). You may wonder whether we can 
define an analogue of a Euclidean closed triangular region in the abstract 
theory. To do this we would have to characterize noncollinearity of three 
points or an equivalent idea that three points are independent or lie in 
general position. (In Chapter 6, Section 6.14, a notion of linearly indepen­
dent points is introduced and used to define the concept of simplex, which 
is a generalization of Euclidean closed segment and closed triangular 
region.) 

EXAMPLE III (n = 4). 

[a,b,e,d] = (aubueud) 

U (ab U ae U ad U bcU bd U ed) 

U (abe U abd U aed U bed) U (abed). (3) 

In Euclidean geometry if a, b, e, dare noncoplanar, [a, b, e, d] is a 
closed solid triangular pyramid or tetrahedron (Figure 3.13), and (3) gives 
the structure of this figure in terms of its vertices, edges, facial regions and 
interior. It should not be missed that (3) [as well as (2) and (1) above] holds 
for all special or degenerate cases. Thus in Euclidean geometry (3) holds if 
a, b, e, d are distinct and ab and ed have a single point in common. In this 
case [a, b, e, d] is the closed quadrangular region with vertices a, b, e, d 
(Figure 3.14). 
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a 

b 

d 

c Figure 3.14 
Figure 3.13 

The Polytope Join Formula is a key result. But there still are many­
apparently simple-questions to be answered. Can we find a formula for 
the interior, closure, frontier or boundary of a polytope? Is it identical with 
its closure; is its frontier identical with its boundary, as in the familiar 
Euclidean polytopes? Does it have vertices, edges and faces, like the 
polyhedra of Euclidean 3-space? Is there a simple way to represent a 
polytope as a finite intersection of convex sets? These and other questions 
on polytopes will involve our concern in the sequel. 

EXERCISES (POLYTOPES) 

l. (a) Interpret proper closed segment in the triode model (Section 2.22). What 
types of figure do you obtain? 

(b) The same for the Cartesian model (Section 2.24). 
(Compare Exercise 3 in the first set at the end of Section 3.2.) 

2. (a) Suppose in the triode model a, b, c are distinct and no one of the points lies 
in the join of the other two. Verify the polytope join formula for [a, b, cl. 

(b) The same for the Cartesian model. 
(Compare Exercise 3 in the first set at the end of Section 3.2.) 

3. Suppose in a Euclidean model a, b, c, d are distinct. Verify the polytope join 
formula for [a, b, c, dl. [Compare Exercise 2(b) in the first set at the end of 
Section 3.2.] 

4. (a) In a Euclidean 3-dimensional model find polytopes whose join formula has 
the property that no two of its terms meet. 

(b) The same for the property that some two of the terms meet. 
(c) What do you conjecture about the family of polytopes in (a); in (b)? 

5. (a) Suppose A = [ai' a2, a31, B = [bl> b21, and Au B is convex. Must AU B be 
a polytope? Explain. 

(b) The same for arbitrary polytopes A and B. 

6. If A and B are convex and A U B is a polytope, must A and B be polytopes? 
Must one of A, B be a polytope? Explain. 

7. (a) In a Euclidean model can you find a polytope that contains all its contact 
points? One that does not? 
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(b) The same for the triode model. 
(c) The same for the Cartesian model. 

8. Verify: In a Euclidean model a, band c are collinear if and only if in the join 
formula for [a, b, c] there are two terms which meet. 

9. Generalize Exercise 8 to four points a, b, c, d. 

10. (a) Prove: [aJ> a2, a3] = [aJ> a2] U [ai' a3] U [a2' a3] U ala2a3· 
(b) Try to generalize the result in (a) to [aJ> ... , an]. 

11. Prove: [aJ> ... , an] = [a2' ... , an] if and only if al C [a2' ... , an]· 

12. Verify, using diagrams, Radon's Theorem for a Euclidean plane: If a, b, c and 
d are four distinct points in a Euclidean plane, the four points can be split into 
two disjoint sets whose convex hulls have a common point. 

13. Assuming Radon's Theorem (Exercise 12), prove: If a, b, c and d are in a 
Euclidean plane, then [a, b, c], [a, b, d], [a, c, d] and [b, c, d] have a common 
point. 

14. (a) Assuming the result in Exercise 13, prove Relly's Theorem for a Euclidean 
plane: If A, B, C and D are convex sets in a Euclidean plane each three of 
which have a common point, then all four have a common point. 

(b) Show that the result in Exercise 13 is deducible from ReIly's Theorem. 

15. (a) Let a, b, c and p be points in a Euclidean plane such that a, band c are not 
collinear and 

[p, a, b] n [p, b, c] n [p, a, c] = p. 

What do you conjecture about the position of p relative to a, b, and c? 
(b) Assuming Radon's Theorem or Relly's Theorem, try to prove your conjec­

ture. 

16. Assuming Radon's Theorem (Exercise 12), verify, using diagrams as needed: If 
p is in the Euclidean plane abc, thenp lies on a line aq, where q C [b, c], or a 
line br, where r C [a, c], or a line cs, where s C [a, b]. 

17. (a) Try to generalize Exercise 12 to Euclidean 3-space. 
(b) The same for Exercises 13-16. 

3.5 A Distributive Law 

The following distributive law for join with respect to union of sets is quite 
useful. 

Theorem 33 (Distributive Law for Join). A(B U C) = AB U AC. 

PROOF. Let x c A(B U C). Then x cay, where 

a c A, y c B U C. 
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If y c B, then xC AB; similarly, if y c C, then xC AC. In any case 
x cAB U AC. 

Conversely let x C AB U A C. Then x c AB or x C A C. In either case 
the monotonic law for join (Theorem 2.l) implies xC A(B U C), and the 
theorem holds. 0 

Generalized distributive laws follow from the theorem. 

Corollary 3.3.1. A(B) U ... UBn) = AB) U ... UABn. 

Corollary 3.3.2. (A) U ... UAm)(B) U ... U Bn) = A)B) U ... UAmB) 
U ... UA)Bn U ... UAmBn' 

EXERCISES 

I. Prove: If A and B are convex, then A U AB and A U B U AB are convex. 

2. (a) Given that A and B are convex, find and justify a formula for [A U B]. 
(b) Similarly for three convex sets A, B, C. 

3. Let S2 denote S· S. 
(a) Prove: ([a, b] U [b, c])2 = [a, b, c]. 
(b) Verify (a) in Euclidean geometry. 
(c) Does the following analogue of (a) hold? 

([a, b] U [b, c] u [c, d])2 = [a, b, c, d]. 

4. Prove: A(B n C) c (AB) n (AC). Show that equality need not hold. 

5. (a) Prove: lab a2, a3] = a) U [a2' a3] U al[a2, a3]. 
(b) Try to generalize the result in (a) to lab ... , an]. 

3.6 An Absorption Property of Polytopes 

Theorem 3.4 (Absorption). a) ... an[a), ... , an] = a) ... an' 

Restatement. If polytope P is generated by {a), ... , an}, then the join 
a 1 ••• an absorbs P properly (Section 2.14). 

PROOF. First observe that a 1 ••• an absorbs properly anyone of the a's: 

(a 1 ••• an)aj = a) ... an' 1.;;; i .;;; n. 

This relation implies that a1 ••• an absorbs properly any join of the a's: 

1 .;;; i 1 < ... < ir .;;; n. (1) 

Then the Polytope Join Formula (Theorem 3.2), the generalized distribu-
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tive law (Corollary 3.3.1) and (1) imply 

o 
Corollary 3.4. al •• • an absorbs properly every join of points of {aI' ... , an}' 

3.7 Interiors and Closures of Polytopes 

In this section the interior and closure operations are applied to polytopes. 
Let P be a polytope. Can we find g(P) and e(p) if a finite set of 
generators of P is given? Consider g(P) first. 

Notation. g([ aI' .. . , an]} is written as g[a l , • • • ,an]; parentheses are 
~ispensed with in similar expressions involving the closure, frontier and 
boundary operators e, I!f and ~. 

In a Euclidean geometry there is a definitive result: 

g[ aI' . .. ,an] ~ a l •• • an' (A) 

To illustrate (A) suppose in a Euclidean geometry a, band care 
noncollinear (Figure 3.15). We show 

g[a, b, c] = abc. (B) 

[a, b , c] = T 

Figure 3.15 
[a, b, c] is the closed triangular region T with vertices a, b, c (Section 3.4, 
Example II). But !J(T) = abc (Section 2.12, Example III). Thus (B) is 
verified. 

The relation (A) cannot be deduced from the postulates J1-J4 (see 
Exercise 1 below). In the next chapter the postulate set J1-J4 will be 
enlarged and (A) will be proved (see Theorem 4.30). Now we are able to 
establish a weaker result-but one which carries a significant piece of 
information and will be used in the proof of (A). 
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Theorem 3.5. §[a" ... , an] = §(a, ... an). 

PROOF. First we show 

We suppose 

and show 

141 

(1) 

(2) 

(3) 

Note a, ... an *0 by Corollary 2.6. Let x c a, ... an (Figure 3.16). Then 
x c [a" ... , an] by Theorem 3.2, the Polytope Join Formula. Hence (2) 
implies 

p c .ry, (4) 

where y c [a" ... ,an]' In order to establish (3) we must firtd a point y' 
such that 

p C.ry' and y' C a, ... an' 

It is not too hard to firtd such a y'. Applying the absorption property of a 
polytope (Theorem 3.4), we have 

.ry C a, ... an[ a" ... ,an] = a, ... an' 

Then use the followirtg device. Rewrite (4) irt the form 

p C x.ry = x(.ry). 

Hence 

p C .ry', where y' C .ry C a, ... an' (5) 

Note that pea, ... an' Then by definition, (5) implies (3), and (1) is 
verified. 

Figure 3.16 Figure 3.17 

Conversely we show 

§(a, ... an) C §[ a" ... , an]. (6) 

Suppose 

(7) 
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Let x satisfy (Figure 3.17) 

Then we shall show 

p c xy, where y c [ aI' ... , an]. 

The relation (7) implies 
p c x'y', where y' C al ... an 

provided x' C al ... an' How shall x' be chosen? Observe that 

xp c[ a l,· .. , an]a l ... an' 

The relation (10) implies, by the absorption property of a polytope, 

xp C a l ... an' 

(8) 

(9) 

(10) 

Let x' C xp. Then x' C al ... an and (9) holds. Now (9) and x' C xp imply 
pc xpy'. Hence pc xy where y cpy'. But 

Hence 
y C [ aI' ... , an] 

and (8) holds. By definitionp C g[al' ... ,an]. Thus (6) is justified and the 
theorem follows. D 

Remark. The theorem reduces the problem of finding g[al , ... , an] to 
the simpler one of finding g(al ... an)' This is solved in Theorem 4.28, 
which asserts in effect that g(a l ... an) = al ... an' 

The theorem has two simple corollaries. 

Corollary 3.5.1. g[al , ... ,an] cal' .. an' 

PROOF. By Theorem 2.30(b) and the preceding corollary, 

g [ aI' ... ,an] = [ aI' ... ,an] - g [aI' ... , an] 

D 

Now we briefly consider closures of polytopes, following more or less 
the treatment for interiors. 

In a Euclidean geometry we have 

e[ aI' ... ,an] = [ aI' ... , an]. (C) 

This is illustrated by the example used above: [a, b, c], the closed triangu­
lar region T with vertices a, b, c. We have (Section 2.15, Example III) 

e[a,b,c] = e(T) = T =[a,b,c]. 
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The relation (C) is not deducible from JI-J4 (see Exercise 2 below). It 
does hold under a strengthened set of postulates (see Theorem 12.15). It is 
interesting that the analogue for closure of Theorem 3.5 is valid (see 
Exercise 3 below). 

EXERCISES 

1. Suppose J = {a, b, e}, and . is given by Figure 3.18. 

a 
b 
e 

a 

a 
a 
a 

b 

a 
b 
J 

Figure 3.18 

e 

a 
J 
e 

(a) Verify that· is a join operation in J, and postulates Jl-J4 hold for (J, .). 
(b) Show §[b, e] = a but be ,*a. 
(c) Infer that the relation (A) above (third paragraph of the section) is not 

deducible from Jl-J4. 

2. In the Cartesian model (Section 2.24), show that points a and b can be chosen so 
that era, b] '* [a, b]. Infer that the relation (C) above is not deducible from 
Jl-J4. (Compare your solution of Exercise 7(c) at the end of Section 3.4.) 

3. Prove: e[a» ... , a,,] = e(a) ... an). 

3.8 Powers of a Set and Polytopes 

The convex hull of a set S is related to repeated joins, or "powers" 
of S. For by definition [S] ::J S and is convex. Thus [S]::J SS. Similarly 
[S] ::J (SS)S. Thus 

[S] ::J SUSS U (SS)S. 

This process can be continued without difficulty. 
In this section we define powers of a set and prove that a polytope is 

expressible as a power of any finite set that generates it. 

Definition. Let a set S be given. Let S) = ... = Sn = S. Then the n-term 
join S) ... Sn is called the nth power of S and is denoted by sn. In practice 
the n-term join sn will usually be written as S ... S (n terms). 

As in ordinary algebra, we can prove 

sm. sn = sm+n for any positive integers m, n. 
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PROOF. Let S= {a j, ... , an}. First we show 

[S] :J sn. 
By definition 

[S] :J S. 

(1) 

(2) 

Since [S] is convex, it is closed under n-termjoin (Corollary 2.11). Thus (2) 
implies 

[S] :J S ... S (n terms) = sn, 
and (1) holds. 

Conversely, we show 

(3) 

Let x C [S] = [aj, ... ,an]' By the polytope join formula (Theorem 3.2), 

x C ai, ... ai, (4) 

where the a;'s are in S. By Lemma 3.2(ii), 

ai, ... ai, = b j ... bn 

where the b's are in {ai" ... , ad c S. Then by (4) and (5), 

x c b l ••• bn 

where b j C S, ... , bn C S. By Theorem 2.8, 

xeS . .. S (n terms) = sn. 
Thus (3) holds and the proof is complete. 

(5) 

o 

Corollary 3.6.1. Let set S be finite, nonempty and have cardinal number n. 
Then [S] = sn. 

Corollary 3.6.2. {a j, ... , anY = (a j U ... U an) U (a ja2 U ... U an-jan) 
U ... u(a j ... an)' 

PROOF. Compare the theorem with Theorem 3.2 o 

EXERCISES 

1. (a) Find a formula for {ai' a2, a3}2 in terms of joins of points of {ai' a2, a3}' 
(b) Conjecture a formula for {aJ,"" a,,}2 in terms of joins of points of 

{al,' .. , an}. Try to prove your conjecture. 
(c) Conjecture a formula for {al>"" a,,}m in terms of joins of points of 

{ai' ... , an} when m < n. Try to prove your conjecture. 

2. Prove: sn c sn+ I, n ;;;. 1, for any set S, not necessarily finite. 

3. Can [S] = sm for m <n, where S = {ai' ... , an}? Explain. 

4. Prove: If S is nonempty and has cardinal number n, then 

sn = sn+1 = sn+2 = .... 
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5. Prove: If S is any set and sn+ I = sn for some n, then sn is convex and 
[S]= sn. 

6. If m and n are positive integers, does (sm)n = smn? 

7. If n is a positive integer, does (AB)R = A nBn? 

3.9 The Representation of Convex Hulls 

Theorem 3.2, the Polytope Join Formula, may be stated in this form: The 
convex hull of a finite nonempty set S is the union of all joins of points of 
S. The result holds for any set S. 

Theorem 3.7 (Convex Hull Representation Theorem). [S] is the union of all 
joins of points of S. 

PROOF. Let S* be the union of all joins of points of S. We show [S] = S*. 
Let ai' ... , an be any points of S. Then 

[S] :J S :J ai' ... , an. 

Since [S] is convex, [S]:J a l .•. an' that is, [S] contains any join of points 
of S. Thus [S] contains the union of all joins of points of S, that is, 

[S] :J S*. (1) 

Conversely we prove 

S* :J [S]. (2) 

First we show 

S* :J S. (3) 
Let a C S. Then a is a join of points of S (Section 2.7, the next to last 
definition). Thus a c S* and (3) holds. 

Next we show S* convex. Let x,y c S*. By definition of S* 

x C a l ... am' y C bl .•• bn , 

where the a's and the b's are in S. Then 

xy C a l •.. am· bl ... bn C S*. 

Thus S* is convex. By (3), S* is a convex extension of S, and (2) follows. 
This with (1) completes the proof. 0 

Corollary 3.7.1. xC [S] if and only if x is in a join of points of s. 

Corollary 3.7.2. [S] is the union U of all polytopes generated by finite subsets 
of S. 

PROOF. Let xC [S]. By the preceding corollary, xc al ••• an' where 
ai' ... , an C S. Thus x C [ai' ... , an] C U and [S] C U. To show U c [S], 
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let xC U. Then x C [a" ... ,an], where a" ... , an C S. Thus [S]::J 
{a" ... , an}, so that [S]::J [a" ... , an]. Then x C [S], and we have justi­
fied U C [S] and so the corollary. D 

Corollary 3.7.3 (Finiteness of Generation). x C [S] if and only if there exist 
finitely many points a" ... , an of S such that x C [a" ... , an]. 

This corollary asserts that a point x is in the convex hull of set S if and 
only if x is in the convex hull of a finite subset of S, and so is described as 
a property of finiteness of generation. This is not to say that [S] is finitely 
generated but each point in it is finitely generated, so to speak. 

Theorem 3.7 indicates the importance of finite joins of points as 
building blocks of a sort for the construction of a convex set from a set of 
generators. 

3.10 Convex Hulls and Powers of a Set 

In this section we prove that the convex hull of any set S is representable 
as the union of all powers of S. The result is a sort of generalization of 
Theorem 3.6. 

Theorem 3.8. [S] = S' U S2U ... Usn U .... 

PROOF. [S]::J S. This implies, since [S] is convex, that [S]::J Si, i ~ 1. 
Hence 

[S] ::J S' U S2 U ... Usn U .... 

To prove the reverse inclusion let x C [S]. By Corollary 3.7.1 

x C a, .. . ~, 

where 

a, C S, ... ,aj C S. 

This implies, by Theorem 2.7, 

a, ... ~ C S ... S (j terms) = sj. 
By (1) and (2) 

x C sj C S' U S2 U . . . U sn U ... , 

and the proof is complete. 

Remark on the Theorem. The infinite series of powers of S, 

S' U S2 U . . . U sn U ... 

(1) 

(2) 

D 

may seem a bit strange to you. For you may have observed that each term 



3.11 Bounded Sets 147 

is contained in its successor: 

Sl C S2 C ... C sn C sn+1 C . .. . (1) 

This follows readily from SiC S2 (Theorem 2.5). In view of (1) we can 
write the theorem in the form 

[S] = S 1630 U S 1631 U ... , 

or 

[S] = S2 U S4 U . . . U s2n U ... 

This may seem strange, but it doesn't invalidate the theorem. If you wish, 
the theorem can be put in the form 

[S] = Sl U (S2-SI) u··· U (sn+l_sn) u···, 
in which each term is disjoint to its successor. 

ExERCISES 

1. Prove that if S is finite, nonempty and has cardinal number c then 

SC = S 1 U . . . U sn U . .. • 

2. Prove Theorem 3.8 without using any of the results of Section 3.9. 

3. Deduce Theorem 3.7 from Theorem 3.8. (See Exercise 2.) 

4. Suppose a family F of sets has the property that if A and B are members of F, 
then AB is contained in some member of F. 
(a) Prove that the union of the sets of F is convex. 
(b) Find some Euclidean examples of such a family F and verify the result in 

(a). 
(c) Use the result in (a) to prove that S 1 U ... Usn U . . . is convex for any 

set S. 

3.11 Bounded Sets 

The notion of a bounded set has its origin in the familiar observation that 
some geometric figures are finite or limited and others are endless or 
unlimited. In a Euclidean plane a figure is said to be bounded if it is 
contained in the interior of a circle (Figure 3.19). Similarly, in a Euclidean 
3-space a figure is bounded if it is contained in the interior of a sphere. 
Circles and spheres, in these definitions, can be replaced by other figures, 
for example, triangles and tetrahedrons. 

Boundedness is not an unimportant idea, but we do not have occasion 
to make much use of it. The following definition is adequate for our 
purposes. 
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Figure 3.19 

Definition. Let S be any set. If there is a polytope which contains S, we say 
S is finitely bounded or simply bounded. 

Remarks on the Definition. In Euclidean geometry the definition is 
equivalent to the conventional one stated above. It has the advantage of 
being nonmetrical-it does not require the introduction of metrical ideas 
like distance (or congruence) which are used to define circles and spheres. 
The definition has the disadvantage of being too restrictive: it implies, 
under suitable assumptions, that a bounded set must be' contained in a 
finite dimensional space.2 Thus it rules out the possibility of a bounded set 
being intrinsically of infinite dimension. The definition is, however, suit­
able in Euclidean geometry and in general in finite dimensional geome­
tries. 

EXERCISES 

I. Prove: If S and T are bounded, then S n T, S U T and ST are bounded. 

2. Prove: If S is bounded, then [S] is bounded. 

3. In Euclidean geometry, if a convex set S is bounded, must €(S) be bounded? 
Give some evidence to justify your answer. 

4. (a) Find the bounded convex subsets of a Euclidean line. 
(b) Show that a Euclidean line is not bounded. 

3.12 Project-the Closed Join Operation 

Postulates JI-J4 were suggested by properties EJI-EJ4 of the Euclidean 
join operation (Section 2.3), which was defined in terms of the notion of 
open segment (Section 2.1). However, you may be curious about how a 
"closed join" operation in Euclidean geometry would behave and what an 
associated abstract theory would be like. (The question for Euclidean 
geometry was discussed informally in Section 1.23.) Our theory can shed 

2 See Section 6.9, Remark. 
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some light on the issue, since the notion of closed segment has been 
formally defined (Section 3.4). We can easily define a corresponding closed 
join operation and proceed to study its properties. 

Definition. Let a and b be points (elements of J). Then the closedjoin of a 
and b, denoted by a * b, is ab U au b = [a, b]. 

Observe that * is a join operation in J (Section 2.2). One naturally 
asks: how does the closed join operation * compare with· the (open) join 
operation? Some answers are indicated below. 

EXERCISES 

1. Prove that (J, *) satisfies Postulates JI-J4. 

2. Interpret the associative law for * in a Euclidean geometry. Do the same for .. 
What do you observe? 

3. Prove: A * B = A U B U AB, provided A, B #' 0. 

4. Prove [ab .•. , a,,] = a1 * . .. * 0". 

3.13 Convex Hulls of Finite Families of Sets 
-Generalized Polytopes 

The remainder of the chapter is devoted to a generalization of the idea of 
polytope and its properties as developed in Sections 3.4, 3.6 and 3.7. 

There are, in Euclidean geometry, figures which are not polytopes but 
are polytope-like: They are generated, not by a finite collection of points, 
but by a finite collection of convex sets. To construct an example, consider 
the solid triangular prism [a, b, c, a', b', c/] in Figure 3.20, where the 

L N 
M 

a L--I----?I' C 

b 

Figure 3.20 
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triangles abc and a' b' c' are congruent and the lines L, M, N which 
join corresponding vertices of the triangles are parallel. Imagine the 
prism stretched to form an endless solid triangular tube whose edges 
are L, M and N. This endless prismatic solid is "generated by" the lines 
L,MandN. 

The first problem, then-and it is not very difficult-is to characterize 
formally this new way of generating convex sets. Since it is no more 
difficult to treat, we take up the case of a finite family {SI' ... , Sn} of sets 
that are not necessarily convex. The treatment is an analogue of that for 
the convex hull of a single set (Section 3.2). First a definition. 

Definition. Let a family of sets {SI' ... ' Sn} be given. Suppose M is 
convex and M:J SI' ... ,Sn. Then M is called a convex extension of 
{SI' ... ,Sn} or simply a convex extension of SI' ... ,Sn. 

Thus M is a convex extension of SI' ... , Sn if and only if M is a convex 
extension of each of these sets. 

Now we can state the analogue of Theorem 3.1. 

Theorem 3.9. Let sets SI' ... , Sn be given. Then the family F of convex 
extensions of SI' ... , Sn has one and only one least member 

(Compare Theorem 3.1.) 

PROOF. Follow the proof of Theorem 3.1, merely taking into account that 
F is the family of convex extensions of the sets SI' ... , Sn rather than that 
cl~~~ 0 

Restatement of Theorem 3.9. For each finite family of sets {SI' ... , Sn} 
there exists a unique least convex extension. 

Now we may state fue 

nefmition. Let {SI' ... , Sn} be a finite family of sets. The least convex 
extension of {SI' ... ' Sn} is called the convex hull of {SI' ... ,Sn} or of 
SI' ... , Sn and is denoted by [{ SI' ... , Sn}] or [SI' ... , Sn]. The convex 
hull of SI' ... , Sn is also called the convex set generated (or spanned or 
determined) by SI' ... , Sn. If A is a given convex set and sets SI' ... , Sn 
satisfy 

[ SI' ... ,Sn] = A, 

we say SI' ... , Sn generate A (convexly), or A is generated (convexly) by 

SI'···' Sn· 

Definition. A convex set is called a generalized polytope if it is generated 
(convexly) by a finite nonempty family of convex sets. 
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Thus A is a generalized polytope if and only if A is representable in the 
form [BI' ... , Bn] where the B's are convex. 

Observe that 

[ SI' ... ,Sn] = [ SI U ... USn], 

since a set is a convex extension of SI' ... , Sn if and only if it is a convex 
extension of SI U ... USn' 

Finally we assert that 

[ SI' ... ,Sm] :::> T 1,···, Tn (1) 

implies 

[ SI' ... ,Sm] :::> [TI' ... , Tn]. 

To justify this, observe that (I) implies [SI' ... , Sm] is a convex extension 
of T1, ••• , Tn and so must contain the least convex extension 
[TI' ... , Tn]' 

3.14 Properties of Generalized Polytopes 

The development now parallels closely that for polytopes in Sections 3.4, 
3.6 and 3.7. 

In order to derive an analogue of the Polytope Join Formula (Theorem 
3.2) we need to extend the terminology of joins of sets (Section 2.7, the 
definition next to the last) as we did for joins of points (Section 3.4). 

Definition. Suppose SI' ... , S, are members of F, a family of sets. Then 
S I ... S, is called a join of sets of F. 

Now we can state an analo~e of Lemma 3.2. 

Lemma 3.10 (Representation Principle for Joins of Sets). Let A I' .•• , An be 
convex and Ai, ... Ai, ajoin of sets of {AI' ... ,An}. Then Ai, ... Ai, can be 
expressed in the following forms: 

(i) Aj , ••• Aj " where 1 <:'jl < ... <js <:. n; 

(ii) BI ... Bn, where the B's are in {Ai" ... ,Ai,}' 

(Compare Lemma 3.2.) 

PROOF. Apply the method of proof of Lemma 3.2. Use Theorem 2.9(b) in 
place of J4. 0 

Now a generalization of the Polytope Join Formula (Theorem 3.2) can 
be proved. 
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Theorem 3.10. 

[ SI' ... ,Sn] = ([ Sd u ... U [ SnJ) U ([ Sd [ S2] U ... 

U[Sn-d[SnJ) U··· U ([SI]'" [SnJ). 

(Compare Theorem 3.2.) 

PROOF. Observe that 

(1) 

for [SI' ... , Sn] ::J [S;] and [[ SI], ... , [ Sn] ] ::J S;, where 1 '" i '" n. Now 
apply the argument of Theorem 3.2 to the right member of (1), replacing 
ai' ... , an by lSd, ... , [Sn]' 0 

Next the analogue of the Polytope Join Formula for a generalized 
polytope: 

Corollary 3.10 (Generalized Polytope Join Formula). Let AI' ... ,An be 
convex. Then 

(Compare Theorem 3.2.) 

The analogue, for a generalized polytope, of the absorption property of 
a polytope (Theorem 3.4) now follows. 

Theorem 3.11 (Absorption). Let AI' ... ,An be convex. Then 

Al ... An[AI' ... ,An] = AI' .. An' 

(Compare Theorem 3.4.) 

PROOF. Apply the argument of Theorem 3.4. o 
Corollary 3.11. Let A I' ... , An be convex. Then A I ... An absorbs properly 
every join of sets of {AI' ... ,An}· 

(Compare Corollary 3.4.) 

Finally we have an analogue of Theorem 3.5 on the interior of a 
polytope. 

Theorem 3.12. Let AI' ... ,An be nonempty convex sets. Then 

g [AI' ... ,An] = g(AI ... An). 

(Compare Theorem 3.5.) 

PROOF. Apply the method of theorem 3.5. o 
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Corollary 3.12.1. Let AI' ... , An be nonempty convex sets. Then 

§[AI,··.,An] cAI···An· 

(Compare Corollary 3.5.1.) 

Corollary 3.12.2. Let AI' ... , An be nonempty convex sets. Then 

~[AI,···,An] =>[AI, ... ,An] -AI ... An" 

(Compare Corollary 3.5.2.) 
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Remarks on the Notion of Generalized Polytope. First we point out that 
the convex hull [SI' ... , Sn], where the S's are arbitrary sets, is a gener­
alized polytope. For by (1) in the proof of Theorem 3.10 above, 

[SI"'" Sn] =[[SI]"'" [Sn]], 
which by definition is a generalized polytope. Thus the convexity condition 
in the definition of generalized polytope is redundant. The condition was 
imposed to underscore the analogy between polytopes as convex hulls of 
finitely many points aI' ... , an and generalized polytopes as convex hulls 
of finitely many convex sets A I' ... , An. 

Next observe that the family of generalized polytopes is identical to the 
family of convex sets. For any convex set A can be written [A]. The 
concept will be useful and produce convex sets with polytope-like structure 
when the set of generators is suitably chosen-in some sense they should 
be in general position. This is indicated in the following examples. 

3.15 Examples of Generalized Polytopes 

A few examples of generalized polytopes in Euclidean 3-space are given 
for their own sake and for the purpose of illustrating results proved in the 
last section. 

EXAMPLE I. Let L I , ••• , Ln (n ~ 3) be parallel lines no three of which are 
coplanar (Figure 3.21). Then [L I , ••• , Ln] is an endless convex prismatic 
solid. 

Figure 3.21 
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The remaining examples involve the notion of ray in Euclidean geome­
try. 

• a 

s 
-L 

Euclidean Ray. Let L be a line in a Euclidean geometry and a a point of 
L. Then the set S of points of L that lie on a given side of point a is an 
open ray or simply a ray, and a is its endpoint. 

ExAMPLE II. Let point 0 and plane P be given, 0 fl P (Figure 3.22). Let 
RI , .•• , R" (n ;> 3) be rays with endpoint 0, which intersect P, no three of 
which are coplanar. Then [RI' ... ,R,,] is an (endless) convex pyramidal 
solid. 

o 

R. 

Figure 3.22 

ExAMPLE III. Let R I , ••• ,R" (n ;> 3) be rays which satisfy these condi­
tions: (1) the lines they determine are parallel; (2) their endpoints lie on a 
plane P; (3) they lie on a given side of P; (4) no three of them are coplanar 
(Figure 3.23). Then [RI' ... , R,,] may be called a semi-endless convex 
prismatic solid. 

Figure 3.23 

Figure 3.24 
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ExAMPLE IV. Let R I , ••• ,R" (n ;> 3) be rays which satisfy these condi­
tions: (1) their endpoints lie on a plane P; (2) they can be extended to meet 
in a point 0; (3) no three of them are coplanar (Figure 3.24). Then 
[RI' ... , R,,] may be called a truncated convex pyramidal solid. 

EXERCISES 

I. Prove: A C [B) implies [A, B) = [B). This is a sort of absorption principle for 
the convex hull operation. 

2. Prove: [[A, B], e] =[A, [B, e]] = [A, B, e]. 

3. In Euclidean 3-space, identify each of the indicated generalized polytopes. Find 
its interior, closure, frontier, boundary. Verify the generalized polytope join 
formula. Use diagrams at will. 
(a) [a, L], where L is a line and a JZ L. [Compare Exercise l(b) on Convex Hulls 

of Euclidean Sets at the end of Section 3.2.] 
(b) [a, R], where R is an open ray and a is not on the line that contains R. 
(c) [L, M], where L and M are distinct lines. Consider all cases. [Compare 

Exercises l(c), (d) and 2(e) on Convex Hulls of Euclidean Sets at the end of 
Section 3.2.] 

(d) [R, S], where Rand S are rays that do not meet. Consider all cases. 
(e) [L, M, N], where the lines L, M, N are noncoplanar and parallel in pairs. 

(See Example I above.) 
(f) [R, S, T], where the rays R, S, T are noncoplanar and have the same 

endpoint. (See Example II above.) 
(g) [ab, ac, be], where a, b, c are nonco1linear. Is [ab, ac, be] a polytope? 
(h) The same as (g) for [[a, b], [a, c], [b, c]]. 
(i) [ab, cd], where a, b, c, dare noncoplanar. [Compare Exercise 2(f) on Convex 

Hulls of Euclidean Sets at the end of Section 3.2.] 

4. (a) Prove: [A][B] = [AB]. 
(b) Derive a new join formula from Theorem 3.10. 

5. Write out proofs of (a) Theorem 3.10, (b) Theorem 3.11. 

6. Write out a proof of Theorem 3.12. Where in the proof is the assumption that 
A I> ••• , An are nonempty needed? 

7. Prove: HAI> ..• , An are nonempty convex sets then 

e[AI> ... ,An] = e(A\ ... An}. 

(Compare Exercise 3 at the end of Section 3.7.) 



4 The Operation of Extension 

In this chapter the theory of join operations is expanded by defining an 
operation of extension, which is a sort of inverse to join. Three postulates 
involving extension are introduced to complete the basic postulate set. 
These are employed to derive principles and formulas involving extension 
and join which supplement and enrich the formal theory of join in 
Chapters 2 and 3. The theory is applied to new ideas: extreme points of 
convex sets, linear order of points and two categories of convex set 
referred to as open and closed. New results are obtained on familiar ideas: 
Theorem 4.28-any join of points is an open convex set; Theorem 4.30-
the interior of a polytope P is the join of the points of any finite set of 
generators of P; and Theorem 4.3l-g(AB) = g(A)g(B), provided 
g(A), g(B) =1= 0. 

4.1 Definition of the Extension Operation 

An operation of extension is defined now in terms of the concept of join. 

Definition. Let a and b be any points (Figure 4.1). Then the extension of a 
from b (or the quotient of a and b), denoted by a / b, is the set of all points x 
which satisfy bx ::J a. (The expression a / b may be read" a stroke b" or "a 
over b".) 

Remarks on the Definition. First note that a and b are arbitrary elements 
of the basic set J (the set of points) and are not necessarily distinct. 
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alb .. .. ... . . .. . .... . . 
x a b 

Figure 4.1 

Next observe that the definition is equivalent to the statement 

x C alb if and only if bX:J a. (1) 

This calls to mind the definition of the quotient a I b of two numbers a and 
b in algebra, which is equivalent to 

x = alb if and only if bx = a. (2) 

Statement (2) indicates a reciprocal relationship between the operations of 
multiplication and division which IS described by saying that multiplication 
and division are inverse operations. Statement (1) asserts similarly that join 
and extension are inverse operations in a sense appropriate to our theory. 

This seems to be a good place to make a point about the abstract nature 
of definition. Practically all the preceding definitions in the theory were 
suggested by some familiar Euclidean notion which could be pictured 
easily. This may have fostered the impression that definitions in our theory 
have intrinsic meaning. 

The definition does not say specifically what the extension of a from b 
is. Rather it expresses the notion of extension in terms of the basic notions 
of point (element of J) andjoin. But point andjoin themselves are abstract 
-they have no intrinsic meaning. 

To put it differently: Do not read into the definition more than it 
asserts. It says in effect no more and no less than statement (1) says. Is 
extension then a "meaningless" notion? If so, how can we reason about it? 
The answer is not hard to give. To reason in mathematics we must know 
the properties of our terms-not their content or meaning. Any reference 
to extension is by its definition a reference to point and join. And we know 
scores of properties of point· and join: for they satisfy JI-J4 and so all 
theorems of Chapters 2 and 3 that have been deduced from J1-J4. 

Can the term extension be assigned specific meaning? Of course it can. 
We have assigned meaning to the basic terms "point" and "join" in several 
different ways in setting up the Euclidean, triode and Cartesian join 
models (Sections 2.4, 2.22,2.24). To obtain specific meaning for extension, 
just assign specific meaning to the terms "point" and ''join'' in the 
definition of extension. 

Euclidean Interpretation of Extension 

We proceed to interpret extension in a Euclidean model (J, .). To be 
specific, let J be a Euclidean 3-space. Let a and b be any points of J. The 
extension a I b will be the set of all points x of J such that the Euclidean 
join bX:J a. 
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First suppose a =fob. Then x =fob, and "bx:J a" is equivalent to "a is 
between x and b". Thus a / b will consist of all points x of J such that a is 
between x and b (Figure 4.2). Equivalently a / b is the set of all points of 
line ab that lie on the side of a opposite to b. This is an example of a figure 
called a ray. 

alb 
......: ................. . • b x a 

Figure 4.2 

Euclidean Ray. In Euclidean geometry let L be a line and a a point of L 
(Figure 4.3). Let R be the set of all points of L that lie on a given side of 
point a. Then R is an open ray (open haljline) or simply a ray, and a is its 
endpoint. Observe that a is not a point of R. (The description of a closed 
ray in Euclidean geometry appears in Section 2.22.) 

R ... -L 
a 

Figure 4.3 

Thus a / b is a ray with endpoint a. It may be described as the ray with 
endpoint a that is opposite to point b (Figure 4.4). 

alb 
... 1I(!-----_8 ••••••••••••• 

a b 

Figure 4.4 

Now suppose a = b; which is permitted by the definition of extension. 
By definition a/a is the set of all points x that satisfy 

ax :J a. (1) 

By J4, x = a satisfies (1). Suppose x =foa. Then the join ax is a Euclidean 
(open) segment and (1) is false. Thus the only solution of (1) is x = a, and 
we have a/a = a. 

Summary. In a Euclidean model, if a =fo b, then a / b is the ray with 
endpoint a that is opposite to b; a/a = a. 

Rays-in contrast with segments-form a class of unbounded linear 
figures. They play an essential role in Euclidean geometry in the study of 
angles and directions. Rays also are involved in the structure of lines and 
planes. 
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Here are two applications of the extension operation to yield formulas 
for lines (Figures 4.5, 4.6): 

Lineab = (ab) U (alb) u (bla) U au b (a =1= b). 

Line ab = (01 a) U (01 b) u 0 

alb 

• 

alb 
• 
a 

• 
a 

ab 
• 
b 

Figure 4.5 

• 
a 

Figure 4.6 

(0 is between a and b). 

ala 
• 
b 

bla 

These formulas indicate the importance of the ray concept in elementary 
Euclidean geometry. 

A few words are in order on the choice of the term extension in 
referring to alb. As we saw above, in Euclidean geometry if a =l=b, then 
a I b is the ray with endpoint a that is opposite to point b or is directed 
away from b (Figure 4.7). If x is a point of alb, segment ab can be 
extended beyond its endpoint a to x. Conversely, every such "extension 
point" of ab must lie on a I b. Hence a I b can be conceived as arising by 
endlessly extending ab beyond a. Thus al b might be called the extension 
of ab beyond a. But there is no need to refer to segment ab-for al b is 
determined by the points a and b. Thus we were led to call alb the 
extension of a from b. 

alb ..... e---.... _-_ •............• 
x a b 

Figure 4.7 

In conclusion we introduce a graphically suggestive name for the 
extension al b in the abstract theory. 

Definition. The extension a I b is called a ray or haljline; a is its endpoint. If 
a =1= b, the ray is said to be proper or nondegenerate. The ray al a is said to 
be improper or degenerate. 

Thus to say R is a ray with endpoint a means that R can be expressed in 
the form alb for some point b. 

Compare the definition with that of segment in Section 2.7. 
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4.2 The Extension Operation for Sets 

The extension operation for points induces a corresponding extension 
operation for sets just as join for points induced join for sets (Section 2.3). 

A ____________ €) __ . B 

-----+----. ... --- -------- --.. 
~--+------ ________ --04 

Figure 4.8 

Definition. Let A and B be any sets of points (Figure 4.8). Then A / B, the 
extension of set A from set B or the quotient of sets A and B, is defined by 

A/ B = U (a/b). 
acA, bcB 

This means, in simple terms: x C A / B if and only if there exist a, b 
such that 

xC alb, a C A and b C B. 

Euclidean Examples of Extension of Sets 

EXAMPLE I (The extension of a point from a segment). Let a, b and e be 
noncollinear points in a Euclidean model (Figure 4.9). Then a/(be) is the 
portion of plane abc which is covered by the rays that emanate from a and 
are directed away from the points of be. Thus aj(be) is the interior of the 
angle whose sides are the rays a / b and a / e, that is, the angle vertical to 
Lbae. 

EXAMPLE II (The extension of a segment from a point). Choose a, band e 
as in Figure 4.10. Then (ab) / e is the union of all rays x / e for all points x 
of abo Each of these rays is contained in the interior of L aeb. Thus (ab)/ e 
is a portion of the interior of L aeb: namely, the endless portion of it 
which is cut off from it by the segment abo 

In Euclidean geometry the operation of extension of sets is very useful 
in the representation of various unbounded figures such as cones, angle 
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Fi~ure 4.9 
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Figure 4.10 

interiors, halfplanes, and so on, and in the framing of formulas for planes 
and 3-spaces (see both sets of exercises below). It will be found no less 
useful in the abstract theory. 

EXERCISES (FIRST SETY 

In Exercises 1 through 17 sketch diagrams for and describe the figures 
defined by the given expressions in Euclidean geometry. Assume the points 
involved are in general position: that is, given a and b, assume them 
distinct; a, band c noncollinear; a, b, c and d noncoplanar. 

1. (a) a/{b, c}; (b) {b, c}/a; (c) a/{b, c, d}; (d) {b, c, d}/a; (e) a/{a, b}; 
(f) a/{a, b, c}. 

2. a/[b, c]. Compare Exercise I(a), Example I above. 

3. [b, c]/ a. Compare Exercise l(b), Example II above. 

4. a/(bcd) and a/[b, c, d]. Compare Exercises I(c), 2. 

5. (bcd)/ a and [b, c, dl/ a. Compare Exercises I(d), 3. 

6. a/(ab) and (ab)/ a. 

7. a/(a/b) and (a/b)/a. Compare Exercise 6. 

8. a/(abc) and (abc)/ a. 

9. a/C and Cia if a is a point of circle C. 

10. The same as Exercise 9 if a is interior to C; exterior to C. 

II. The same as Exercise 9 if a is not in the plane of C. 

12. (a) L/ a and a/ L if L is a line and a is not on L. 
(b) In (a) suppose a is on L. 
(c) Compare L/ a and a/ L with La in (a) and in (b). 

I Many of these exercises are the same as or similar to items appearing in the two exercise 
sets at the end of Section 1.22. 
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13. In Exercise 12 replace line L by plane P. 

14. L/ Land P / P if L is a line and P a plane. 

15. L/ M if L and M are lines that 
(a) intersect in a single point; 
(b) are parallel; 

*(c) are skew, that is, are not coplanar. 

16. P / L if P is a plane and L a line such that 
(a) P -:J L; 
(b) P and L intersect in a single point; 
(c) P and L are parallel. 

17. The same as Exercise 16 for L/ P. 

4 The Operation of Extension 

18. Assign a Cartesian coordinate system to a Euclidean plane. Let p be the point 
(0, 0) and C the graph of the given equation. Sketch p / C and C / p and 
describe them as accurately as you can. 
(a) y = x 2 ; 

(b) y = l/x; 
(c) y = eX. 

EXERCISES (SECOND SET) 

1. Suppose a, b and care noncollinear points in a Euclidean plane. 
(a) Sketch and describe the sets: a/(bc), (ab)/c, a(b/c), (a/b)/c, 

a/(b/c), (a/b)c. 
(b) Are any two of the sets equal? Does anyone contain another? 

2. Suppose Rand S are rays in Euclidean geometry with the same endpoint o. 
Sketch and describe (a) oR; (b) 0/ R; (c) R/o; (d) RS; (e) R/ S; 
(f) aR, a/ R, R/ a if a is not the endpoint of R. Try not to miss any cases. 

3. In Euclidean geometry identify: (ab)/(ab); (abc)/(abc); (abcd)/(abcd). 
Assume in the respective problems a -=1= b; a, b and c noncollinear; a, b, c and d 
noncoplanar. 

4. (a) In the triode model (Section 2.22) find a / b, a -=1= b. How many different 
types of figure do you get? 

(b) The same for (ab)/(ab), a -=1= b. 

5. The same as Exercise 4 in the Cartesian model (Section 2.24). 

6. In Euclidean geometry identify 
(a) pep / a), a -=l=p; 
(b) L(L/ a) where L is a line and a e: L; 
(c) PCP / a) where P is a plane and a e: P. 

7. Obtain a formula for the Euclidean plane abc in terms of a, b, c and expres­
sions formed by applying the operations of join and extension to a, band c 
taken 2 or 3 at a time. Observe as indicated in Figure 4.11 that the three lines 
separate the plane into 7 regions. [Compare the first formula for line ab in 
Section 4.1, Euclidean Interpretation of Extension.] This is the same as Ex­
ercise 12 in the Miscellaneous exercises at the end of Section 1.22. 
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Figure 4.11 

*8. Generalize Exercise 7 to four noncoplanar points a, b, c, d and obtain a 
formula for a Euclidean 3-space. (There are 71 terms in the formula.) This is 
the same as Exercise 13 in the Miscellaneous exercises at the end of Section 
l.22. 

4.3 The Monotonic Law for Extension 

There is a monotonic law for extension analogous to the monotonic law 
for join (Theorem 2.1). 

Theorem 4.1 (Monotonic Law for Extension). A C B implies A ICc B I C 
and CIA c CI B,for any set C. 

(Compare Theorem 2.1.) 

PROOF. The method is familiar. Assume x C A I C and prove x C B I c. 
x cAlC implieS by definition x C ale, where a cA, e C C. Then 
A c B implies a C B. Thus x cal e implies x C B I C, and we conclude 
A ICc B I C. The second part of the conclusion is proved similarly. 0 

Corollary 4.1.1. A C B, C cD imply A ICc BID. 

(Compare Corollary 2.1.) 

PROOF. The method used in the proof of Corollary 2.1 applies. 

Corollary 4.1.2. A I A ::> A. 

(Compare Theorem 2.5.) 

o 

PROOF. Let a cA. By J4, a C aa. By definition of extension and the 
preceding corollary, 

acalacAIA 
and the result holds. o 
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4.4 Distributive Laws for Extension 

The distributive law for join (with respect to union), Theorem 3.3, has two 
easily proved analogues for extension. To state them more simply, a 
notational convention is adopted. 

Notation. In expressions involving the operations of join, extension 
and union, portions separated by U signs are to be considered en­
closed in parentheses. For example, (AlB U C)D U EF stands for 
«(AI B) U C)D) U (EF). This extends the corresponding convention for 
the operations of join and union (Section 3.4, Notation). 

Theorem 4.2 (Distributive Laws for Extension). 

(a)AI(B U C)=AIB uAIC. 

(b) (B u C)IA = BIA uClA. 

(Compare Theorem 3.3.) 

PROOF. The method of proof of Theorem 3.3 applies. 

Corollary 4.2. 

(Alu··· UAm)/(BIU'" UBn) 

D 

= AliBI U ... uAml BI U ... uA11 Bn U ... uAml Bn' 

(Compare Corollaries 3.3.1, 3.3.2.) 

4.5 The Relation "Intersects" or "Meets" 

One of the commonest and simplest relations in geometry (indeed gener­
ally in mathematics) occurs if one set intersects or meets another (Section 
2.3, Set Notation). The relation occurs so frequently in the sequel that a 
compact and convenient notation for it should be introduced. The stan­
dard mathematical expression for "A intersects B" is A n B;f= 0: their set 
intersection is not empty. This is quite awkward for our purposes, since it 
puts emphasis on the noun intersection, rather than the verb intersects. 
Thus we introduce the following 

Notation. A ~ B means A intersects or meets B, that is, A and B have a 
common element. 

The notation is particularly useful because intersection relations imply 
other intersection relations, somewhat as one equation in algebra implies 
another. 



4.6 The Three Term Transposition Law 

Theorem 4.3. 

(a) A ~A if and only if A =1=0. 
(b) A ~B implies B~A. 
(c) A ~B and Be C imply A ~ e. 
(d) A ~ Band C =1= 0 imply AC ~ BC. 
(e) A ~ B and C~ D imply AC~ BD. 
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PROOF. (a), (b) and (c) are immediate consequences of the definition of the 
relation ~. 

Figure 4.12 

Consider (d). Assume A ~ Band C =1= 0 (Figure 4.12). Then there exist 
x and c such that x c A, Band c c C. Thus xc c AC, Be. By 11, xc =1= 0. 
Let y c xc. Then y c AC, BC. By definition AC ~ BC. 

Conclusion (e) is proved similarly. 0 

Remark on the Theorem. Conclusion (d) reminds one of the familiar 
algebraic principle for multiplying an equality by a term, while (e) is 
suggestive of the rule: "If equals are multiplied by equals, the results are 
equal". 

Remark on the Intersection Relation. The relation ~ may be considered 
a weak generalization of equality, since if A and B are one-element sets 
and A ~ B, then A = B. However, the relation does not have all the 
properties of equality. It does have the reflexive property that A ~ A 
(provided A =1= 0) and the symmetric property that A ~ B implies B ~A. 
But the transitive property, A ~ Band B ~ C imply A ~ C, does not hold. 
Can you find an example to show this? 

The intersection notation has an additional and unforeseen advantage: 
It covers the idea of member of a set. For a c A is equivalent to {a} ~ A, 
which we write simply a ~ A. This expression and its reverse A ~ a are 
often more convenient than a c A or A :J a. 

4.6 The Three Term Transposition Law 

The relation between join and its inverse, extension, can be expressed, 
using the intersection relation, as a simple and useful transposition law. 

Theorem 4.4 (The Three Term Transposition Law). A ~ BC if and only if 
AI B~ e. 
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alb 

Figure 4.13 

PROOF. Suppose A ~ Be. This means there exists a such that a c A, 
a c BC (Figure 4.13). Observe that the latter implies a c be where b c B, 
e c e. Thus be -:J a and by definition of alb we have e c a/b. This with 
a c A, be B implies, by definition of A/ B, that e C A/ B. Since we 
already know e C C, we conclude A / B ~ e. 

For the converse we reason similarly. Suppose A/ B ~ e. Then e C 
A / B, e C C for some e. Thus e C a / b, where a C A, b c B. By definition 
of a / b we have be -:J a. Thus BC -:J a, and since A -:J a, we conclude 
A~Be. 0 

Permitting A, B, C to reduce to single elements a, b, e, we have 

Corollary 4.4. a ~ be if and only if a / b ~ e. 

Remark. The definition of extension implies: a C be if and only if 
a / b -:J e. Comparing this with the corollary, we observe the algorithmic 
advantage of using the intersection relation ~ to express containment of 
elements. 

EXERCISES 

1. (a) Prove: If pia""" be, then pi b """ ae. 
(b) Interpret the result in Euclidean geometry. 

2. Can you prove ab""" ab; alb """alb? 

3. Prove: If e c alb, then ae, ab c be. 

4. Prove: (a)(ab)1 a -:J b; (b)(ab)1 a -:J ab; (c) (ab)1 a -:J b I a. 
Interpret the results in Euclidean geometry. Do you have any conjectures about 
(ab)1 a? Test them in the Cartesian model (Section 2.24). 

5. Prove: If e c alb, then elb C alb. 

6. Prove: 
(a) a(b I a) -:J b, assuming b I a =1= 0. 
(b) a(b I a) -:J ab, assuming b I a =1= 0. 
(c) a(b I a) -:J b I a, assuming that the extension of any two points is not empty. 
Interpret the results in Euclidean geometry. Do you have any conjectures about 
a(b I a)? Test them in the Cartesian model (Section 2.24). 
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7. Find a model that satisfies 11-J4 in which a/ b = 0 for some pair of points a, b. 
(Hint. The segment ab would not be extendible beyond point a.) Compare your 
answer to Exercise 2. Do the results of Exercise 4 hold in the model? Do the 
containment relations of Exercise 6 hold in the model? 

8. Prove: 
(a) A/(B n C)c(A/B)n(A/C). 
(b) (B n C)/A c(B/A)n(C/A). 
(c) Show that equality need not hold in (a) and (b). 

9. (a) Prove in the formal theory that a/ a:J a. 
(b) Show that a/ a = a does not hold in the formal theory, in the following way: 

LetJ = {O, I}. Define· so: 0·0 = O· I = I ·0 = 0; I . I = 1. Show that (J, .) 
is a model of 11-J4. Show that a/a = a does not hold in this model. 
(Compare Exercise 9 at the end of Section 2.17.) 

4.7 The Mixed Associative Law 

One of the most important properties of extension is an associative law for 
the operations of join and extension combined, which-rather remarkably 
-requires no new postulates and is deducible from J1-J4. First a word on 
notation. 

Notation. In expressions involving . and I, we eliminate excess 
parentheses by the agreement that portions separated by I signs are to be 
considered enclosed in parentheses. For example, al be stands for al(be) 
and (AI B)CI DE for «AI B)C)/(DE). 

Theorem 4.5 (The Mixed Associative Law). (alb)/e = albe. 

PROOF. We show every point of each member is in the other. Suppose 
xC (al b)1 e, that is, x -:::::;(alb)1 e. Then 

xc -:::::; a I b (Theorem 4.4), 

(xe)b -:::::; a (Theorem 4.4), 

x(be) -:::::; a (J3,12), 

x -:::::; a I be (Theorem 4.4). 

Conversely we suppose x -:::::; a I be and retrace the steps to complete the 
~~ D 

Corollary 4.5 (The Mixed Associative Law for Sets). (AI B)I C = AI Be. 

PROOF. You can apply the method of the theorem. Or else you can reduce 
the result to the theorem by proving that x C (AI B)I C if and only if there 
exist a C A, be B, e c C such that xc (al b)1 e, and a similar condition 
for x C AI Be. [Compare the proof of (AB)C = A(BC), Theorem 2.4.] D 
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EXERCISES 

1. Verify Theorem 4.5 in a Euclidean model if a, b and care noncollinear. Verify it 
in one or two other cases. 

2. (a) Prove: (a/b)/c=(a/c)/b. 
(b) Verify in a Euclidean model the equation in (a). 

3. (a) Prove: (a/b)/b = a/b. 
(b) Verify the equation in (a) in Euclidean and Cartesian models. 

4. (a) Generalize Theorem 4.5 to obtain a formula for «a/b)/c)/d and justify 
your result. 

(b) Interpret the result in a Euclidean model, taking a, b, c, d to be the vertices 
of a tetrahedron. 

4.8 Three New Postulates 

Postulates Jl-J4 have yielded a substantial body of theorems-much more 
than one might have expected at first glance. Still, there are many princi­
ples of Euclidean geometry which we feel should be valid in the theory but 
cannot be deduced from Jl-J4. Here are a few of them. 

(1) Any segment is extendible beyond each of its endpoints. 
(2) Any segment contains infinitely many points. 

As a matter of fact, we cannot deduce from Jl-J4 that a segment 
contains two distinct points. 

(3) For any segment ab, g(ab) = abo (Section 2.12, Example II.) 
(4) Any ray is convex. 

To get these results-and a host of others-three new postulates are 
introduced. 

The first postulate is suggested by (1) above. 

J5 (Existence Law). a / b ::f= 0. 

alb 

~~~-------.---------a b 

Figure 4.14 

The second postulate is suggested by a principle in Euclidean geometry 
which is easily verified. 

(A) Suppose p, q and r are noncollinear, s cpq, t cpr. Then srR:: tq. 
(See Figure 4.15.) 

Principle (A) is related to certain basic, but intuitively familiar, proper­
ties of opposite sides of a line. Here is a simple illustration. 
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p 

q~--------------~ 

Figure 4.15 

(B) Suppose a, band care non collinear, a and b are on opposite sides of 
line L, c C Land d C ac. Then band d are on opposite sides of L. (See 
Figure 4.16.) 

a 

if> " c , , , 
b 

.. L 

Figure 4.16 

We indicate informally that (B) follows from (A). 
Since a and b are on opposite sides of L, ab must meet L, say in e. Then 

(A) implies bd ~ ceo Thus bd ~ L, so that band d are on opposite sides of 
L. 

Principle (A) does not seem prepossessing as a candidate for postulate 
in our theory. As stated, it is not a universal property of points. It is hard 
to remember and employ as a formal principle. Rather it seems to be 
grasped and used through visual intuition as a pictorial property of a 
triangle. There is, however, a gem beneath its rough exterior. 

Discarding the noncollinearity condition in (A), we get 

(C) If s cpq, t cpr, then sr~ tq. 

Note that p does not appear in the conclusion of (C). Can we eliminate p 
from the hypothesis? The hypothesis can be rewritten 

slq:J p and tlr:J p for some pointp. 

This is equivalent to 

slq ~ tlr. 

Thus (C) is equivalent to: 

(D) If slq~tlr, then sr~qt. 

We adopt (D) as a postulate. 

J6 (The Four Term Transposition Law). If alb~cld, then ad~bc. 
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Our third postulate is the idempotent law for extension which as we 
have seen holds in Euclidean geometry (Section 4.1). 

17 (Idempotent Law). a/a = a. 

Note as a consequence: An improper ray (Section 4.1, last definition) is 
a point. 

The following exercises indicate how to show that principles (1)-(4) 
above are not deducible from Jl-J4. The corresponding problem for 
Postulates J5, J6, 17 appears in Exercise 1 at the end of Section 5.3. See 
also Exercises 7 and 9 at the end of Section 4.6. 

EXERCISES 

1. (a) Let J be a closed circular region in a Euclidean plane and . be the 
Euclidean join operation applied to J. Show (J, .) is a model of Jl-J4. 

(b) Show (J, .) does not satisfy principle (1) above, and infer that (1) is not 
deducible from Jl-J4. 

2. The same as Exercise 1 for principle (2), defining J to be {O, I} and . by 
0·0= 0·1 = 1 ·0= 0, I· I = 1. (Compare Exercise 9 at the end of Section 2.17.) 

3. The same as Exercise I for principle (3). Use the model in Exercise I at the end 
of Section 3.7, and show §(bc)76bc. 

4. The same as Exercise I for principle (4), using the triode model (Section 2.22). 

4.9 Discussion of the Postulates 

Postulates J5, J6 and 17 greatly amplify the deductive power of the theory 
and deserve a section to themselves. 

J5 says in effect that the extension of a point from a point is not 
existentially trivial: it always contains at least one point. In terms of the 
operation join, J5 asserts that for any points a and b there exists a point x 
such that bx ::> a. In Euclidean geometry J5 is equivalent to the principle 
that a segment can be extended beyond each of its endpoints? The main 
importance of J5 lies in its consequence (Theorem 4.6 below) that A/ B =1= 
o if A, B =1= 0. To illustrate this consider in Euclidean geometry L/ p, 
where L is a line and p e: L (Figure 4.17). Then L/p, the "side of L" 
opposite to p, is not empty. In effect J5 enables us to construct a broad 
class of unbounded figures. 

J6 is one of the most interesting and powerful of the postulates Jl-17. 
Although it stems from a subtle and strongly pictorial geometrical princi­
ple, it is easy to remember and use in formal argument and abstract 

2 Compare Euclid [ll, p. 154, Postulate 2. 
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Figure 4.17 

analysis, since it has the symmetric structure of the familiar transposition 
principle in elementary algebra: If a / b = e / d, then ad = be. The impor­
tance of J6, in the formal development, lies in the fact that it provides a 
relation between join and extension which is not covered by the Three 
Term Transposition Law. 

17, in formal terms, is an attractive analogue of J4. But it has a deep 
substantive significance in the treatment. For 17 implies (Theorem 4.9 
below) 

ab 25 a, b provided a ¥= b, (1) 

that a proper segment does not contain its endpoints. In view of this, a join 
operation that satisfies (1) may be called an open join operation. The 
adoption of 17 then marks a decision to base the theory on the concept of 
an open join operation. The advantages, we feel, will be borne out amply 
in the subsequent development. 

Still, you may be curious about an alternative theory that would be 
suggested by taking the join of a and b (a ¥= b) in Euclidean geometry as 
the closed segment ab rather than the (open) segment abo Would this make 
much difference in the abstract theory? We consider this question in 
concrete terms in a Euclidean geometry? 

In a Euclidean space J let· denote the Euclidean (open) join operation. 
In J we define an operation * by 

a * b = a' b u au b, (1) 
and call a * b the closed join of a and b. 

The relation (1) implies a * b:::J a for every b. Let / be the extension 
operation associated with *. Then a/ a:::J b for every b, and a/ a = J. This 
is quite unattractive; the opulence of the result is embarrassing. 

Another difficulty arises in treating * because sometimes open joins 
will be needed-for example, a' b or a' b· 'e in order to get the interior of 
[a, b] or [a, b, c]. Although it is easy to form closed joins from open joins 
[as (1) attests], to do the reverse is not so easy. How can we invert (1) and 
express a' b in terms of a * b? It is natural to try 

a·b = a*b - {a,b}. (2) 

But (2) fails, since if a = b, it asserts a' a = a - a = 0. 

3 Sections 1.23 and 3.12 are concerned with closed join operations. 
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Finally consider the relation of the theory to Euclidean geometry. We 
know that the postulates J1-J4 are satisfied by the Euclidean join systems 
(J, .) in which J is a Euclidean plane or 3-space and . the Euclidean join 
operation in J (Section 2.4). It is important to observe that these systems 
also satisfy J5, J6 and J7-they are models of the postulate set J1-J7. The 
verification for J5 and J7 is almost trivial. To verify J6 is tedious but 
nonetheless important. Although J6 stems from an intuitively obvious 
triangle property, it is not at all obvious-but is indeed the case-that J6 
holds for all possible positions of the points a, b, c, d: they may be 
collinear, two of them may coincide, we may even have a = b = c = d. 

Although postulates J1-J7 are applicable to Euclidean geometry, they 
are much too weak to characterize Euclidean geometry. Many Euclidean 
properties have been omitted. We have not included a parallel postulate, 
postulates for congruence, or postulates for incidence, such as, two distinct 
points determine a line.4 Moreover, J1-J7 do not imply that the points of a 
line are ordered (Section 4.24 below) i.e., that one of three distinct points 
of a line is in the join of the other two. (See Exercise I at the end of 
Section 6.10.) Finally note that we have not included any dimensionality 
restriction: J1-J7 are valid in Euclidean geometries of arbitrary dimension. 
(See Sections 5.6-5.9.) 

EXERCISES 

l. Verify J6 in a Euclidean geometry, making sure that you cover all special or 
degenerate cases. 

2. (a) Prove: Ifalb~ab,thena=b. 
(b) Prove: If a ~ bc, b ~ ca, then a == b = c. 
(c) Prove: If a~bc, b~cd, c~da, then a = b = c = d. 

3. Prove: a(bla)cabla. 

*4. Prove: If b c ac, then al b = al c. Verify in a Euclidean model. 

5. Prove: If b c ac, then alb C bl c. Verify in a Euclidean model. 

6. (a) Prove: If alb~bla, then a = b. 
(b) The same, but not using J6. 

7. Prove: al(alb)cabla. 

8. Prove: If A is convex andp, q e A, thenp e qA or q epA. 

4.10 Formal Consequences of the Postulate Set 
I1-J7 

Now we proceed to deduce consequences of the full set of postulates 
J1-J7, beginning with formal properties of join and extension. Some of the 
theorems are simple and supplement previous results; some are powerful 

4 Line is defined in Section 6.10. 
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formal principles which will be used to extend the theory of convex sets. 
Postulate J5 can be generalized to sets exactly as Jl was in Theorem 2.2. 

Theorem 4.6 (Existence Law). Suppose A =1= 0 and B =1= 0. Then A I B =1= 0. 

(Compare Theorem 2.2.) 

Moreover, the argument (which follows Theorem 2.2) that A . 0 = 0 . A 
= 0 can be applied to justify 

AI0 = 01A = 0. 
It is not surprising that J5 yields new intersection relations. 

Theorem 4.7. 

(a) A ~B and C=I=0 imply AIC~BIC and CIA~ CI B; 
(b) A ~B and C~D imply AIC~BI D. 

[Compare Theorem 4.3(d), (e).] 

PROOF. Adopt the method of Theorem 4.3(d), (e), using J5 instead of J1. 0 

Corollary 4.7. Suppose A =1= 0. Then (a) A(B I A):l B; (b) AB I A :l B; (c) 
AI(AI B):l B. 

PROOF. Suppose b c B, that is, b ~ B. Then 

blA ~ BIA [Theorem4.7(a)]; 

Ab~AB 

Alb ~ AlB 

[Theorem4.3(d)]; 

[Theorem 4.7(a)]. 

(1) 

(2) 

(3) 

From (1), Theorem 4.4 gives 'b ~ A(B I A), so that (a) holds. Similarly (b) 
follows from (2) and (c) from (3). 0 

Remark. The corollary has an analogue in school algebra. Consider the 
simple rules a(b I a) = b, ab I a = b and al(al b) = b. This suggests as a 
memory aid (or at least a check) for the corollary, that the left member of 
each relation should reduce to the right member when simplified as in 
elementary algebra. 

Now J6 is extended to sets. 

Theorem 4.8 (The Four Term Transposition Law). If AlB ~ C I D then 
AD~BC. 

PROOF. By hypothesis there exists x such that 

xcAIB, xcCID. 
Hence by definition 

x C alb, x c cld, 
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where a, b, c, dCA, B, e, D respectively. Thus alb';::jcld, and J6 yields 
ad';::j bc. Thus there exists y such that 

y cad, y c bc. 

This implies y cAD, y c Be, so that AD ';::j Be and the theorem holds. D 

Next a few consequences of J7. 

Theorem 4.9. If a =fob, then ab 25 a, b. 

PROOF. Suppose ab::J a. Then be al a by definition of extension. But 
al a = a by J7. Thus be a, that is, b = a. This is contrary to hypothesis, 
and we conclude ab 25 a. Similarly ab 25 b. D 

Remark. The theorem says that a proper segment excludes its endpoints. 
In this regard ab (a =fob) is analogous to an (open) segment in Euclidean 
geometry. 

Corollary 4.9. If a =fob, then alb 25 a, b. 

Remark. By the corollary a proper ray (Section 4.1) never contains its 
endpoint and is analogous in this respect to an (open) ray in Euclidean 
geometry. 

Theorem 4.10. If a =fob, then ab contains at least two points. 

PROOF. Suppose the theorem is false. Then since ab =fo 0, ab = c for some 
point c. Thus ac = aab = ab = c. Then a C c I c = c and a = c. Similarly 
b = c. Thus a = b, contrary to hypothesis. D 

Theorem 4.11. e(a) = a. 

PROOF. e(a)::J a (Theorem 2.19). To show e(a) c a, let pc e(a). Then 
pa C a (Theorem 2.20). Thus pea I a = a and p = a. D 

The result can also be proved using Theorem 4.10. 

4.11 Formal Consequences Continued 

J6 now comes into play in the derivation of two algebraic relations which 
involve both join and extension-they are comparable in a way to the 
Mixed Associative Law (Theorem 4.5). 

Theorem 4.12. a(b I c) C ab I c. 

PROOF. We show every point of the left member is in the right member. Let 
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x C a( b Ie). Then 

and x cable. 

x ~ a(ble), 

xla~ble 

xe ~ ab 

x~ able 

Corollary 4.12. A(B I C) cAB I c. 

Theorem 4.13. al(b I c) c ae I b. 

PROOF. Let x c al(b I e). Then 

x ~ al (ble), 

x(ble) ~ a 

ble ~ alx 

bx ~ ea = ae 

x ~ aelb 

and xC aelb. 

Corollary 4.13. AI(BIC) cACI B. 

(Theorem 4.4), 

(J6), 

(Theorem 4.4), 

(Theorem 4.4), 

(Theorem 4.4), 

(J6, J2), 

(Theorem 4.4), 

175 

o 

o 

By now we have encountered four laws of associative type, namely, 
Postulate 13 (the Associative Law), Theorem 4.5 (the Mixed Associative 
Law), and Theorems 4.12 and 4.13, which we have just proved. These 
principles are illustrated in Figures 4.18-4.21. 

Postulate 13 is a familiar principle of elementary algebra. Theorem 4.5 is 
familiar as a principle for dividing a quotient (or a fraction) by a number. 
Theorems 4.12 and 4.13 correspond to familiar algebraic principles for 
multiplying and dividing by a quotient (or a fraction). Indeed, the right 
member in Theorem 4.13 is obtained by the familiar "invert and multiply" 
rule for division by a fraction. 

a a 

b <I---=::::::~"c 

Figure 4.18 Postulate 13. (ab)c = a(bc) 
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Figure4.21 Theorem 4.13. aj(bjc)caclb 

EXERCISES 

1. Prove: If pea 1 b, then alb :J ap Up Up 1 b. Interpret in Euclidean, triode and 
Cartesian models. Is it valid in all three? 

2. Prove: a(alb) = alb= alab. 

3. Prove: al(al b) = ab 1 a. 

4. Prove that Theorem 4.9 is equivalent to 17 (in the face of the other postulates), 
so that Theorem 4.9 could have been chosen as a postulate instead of 17. 

5. Prove that Theorem 4.12 is equivalent to J6. (See Exercise 4.) Similarly for 
Theorem 4.13. 
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6. Consider Theorem 4.12, a(b I c) c ab I c. Try to find when, if ever, equality holds 
by drawing diagrams for the two expressions in Euclidean geometry. Similarly 
for Theorem 4.13, al(blc) c aelb. 

7. (a) Prove: If al(ble) = aelb, as in elementary algebra, then the basic set J 
contains at most one point. Similarly for a( b Ie) = ab Ie. 

(b) Describe the algebra of join and extension if J is a single point e. 

8. The same as Exercise 7(a) if the converse of J6 is assumed: ad ~ be implies 
alb~eld. 

9. (a) Prove: e(al b) ~ a, that is, the closure of a ray contains its endpoint. 
(Compare the Remark following Corollary 2.25.) 

(b) Prove: e(al b) ~ b if and only if a = b. 

4.12 Joins and Extensions of Rays 

Some information is needed on the join of two rays a I band c I d and their 
extension or quotient. It seems almost impossible to derive simple for­
mulas, but we can obtain containment relations. 

Theorem 4.14. (a I b)( c I d) c ac I bd. 

PROOF. 

(a I b)( c I d) c (a I b)c I d 

= c(al b)1 d 

c (cal b)1 d 

= ac/bd 

Corollary 4.14. (AI B)(CI D) c ACI BD 

(Corollary 4.12) 

(Theorems 4.12, 4.1) 

(Corollary 4.5). D 

Remarks. Theorem 4.14 and its corollary are quite useful, and a 
mnemonic hint may not be out of place. They can be remembered in terms 
of the familiar algebraic principle for multiplying two fractions, keeping in 
mind that the "product fraction" dominates the "product" of the given 
fractions. 

The algebraic analogy is so striking that you may be led to think of the 
theorem as mere formalism. This would be a mistake. Theorem 4.14 
expresses an important property of the join and extension operations in 
formal algebraic terminology; it is, nevertheless, well packed with concrete 
geometrical meaning. Figures 4.22 and 4.23 indicate its significance in 
Euclidean geometry when the four points are noncoplanar. 
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d 
Figure 4.22 

aid 

Figure 4.23 

Next an analogue of Theorem 4.14 for the quotient of two rays. 

Theorem 4.15. (a/b)/(e/d) c ad/be. 

PROOF. 

(a/b)/(e/d) c (a/b)d/e (Corollary 4.13) 

c (ad/ b)/ e (Theorems 4.12, 4.1) 

= ad/be (Corollary 4.5). D 

Corollary 4.15. (A/ B)/(C/ D) c AD/ Be. 

A mnemonic can easily be formulated for Theorem 4.15 and its 
corollary similar to that for Theorem 4.14 and its corollary (Remarks 
following Corollary 4.14). 
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ale 

alb 

Figure 4.24 

ale 

alb 

Figure 4.25 

Theorem 4.15 is illustrated by Figures4.24 and 4.25. 
A consequence of Theorem 4.14 is the convexity of the extension of two 

convex sets. 

Theorem 4.16. Let A and B be convex. Then AlB is convex. 

(Compare Theorem 2.12.) 
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PROOF. AA = A and BB = B (Theorem 2.9). By Corollary 4.14 

(AI B)(AI B) c AAI BB = AlB. 

Thus A I B is convex (Theorem 2.9). 

Corollary 4.16. Any ray is convex. 

4.13 Solving Problems 

D 

We cannot give you any set of rules for solving all problems. We do not 
know any. However, we will make a few helpful suggestions in the course 
of solving the following problems. 

EXAMPLE I. Prove: If 0 cab and 0 C ac, then ob ~ oc (Figure 4.26). 

a o b c 

Figure 4.26 

Solution. We apply a method of eliminating terms in containment or 
intersection relations. The hypothesis asserts 

o cab, 0 c ac. (1) 

Compare (1) with the desired conclusion 

ob ~ oc. (2) 

What gross difference do you notice between (1) and (2)? The relation (1) 
contains 0, a, band c, but (2) contains 0, band c. So we eliminate a 
between the two components of (1). First "solve" each component state­
ment in (1) for a to obtain 

a~olb, a~olc. (3) 

The relation (3) implies 

olb ~ olc (4) 
and a has been eliminated. Applying J6 to (4) yields oc ~ ob, and (2) is 
proved. D 

Remark. Sometimes it is more convenient to use another method of 
eliminating terms. Suppose, for example, we have 

ab ~ cd, x ~ cl e (1) 

and wish to eliminate c. In (1) solve the second relation for c, getting 
c ~ xe or c C xe. Then replace c in the first relation of (1) by xe, getting 

ab ~ xed. (2) 
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To justify (2) note that e c xe implies 

cd c xed (3) 

by the monotonic law for join (Theorem 2.1). Then the relations ab ~ cd 
and (3) imply (2) by Theorem 4.3(c). 

EXAMPLE II. Prove: If x cab, y c ae and z c be, then az ~ xy (Figure 
4.27). 

Figure 4.27 

Solution. Observe that the hypothesis contains x,y, z, a, b, e; the con­
clusion, x, y, z, a. So we try to eliminate band e from the hypothesis. 

Solve x c ab and y c ae for band e, getting 

b ~ x/a, e ~y/a. 

Then "substitute" these relations in z c be to obtain 

z c (x/ a)(y / a). (1) 

The unwanted terms band e have now been eliminated, but (1) does not 
resemble the conclusion 

az ~ xy, (2) 

except in that they involve the same terms. Naturally we try to find some 
postulate or theorem which when applied to (1) will yield (2), or at least a 
result closer to (2). The principle for the product of two rays (Theorem 
4.14) seems a good choice. It implies 

(x/a)(y/a) c xy/a. (3) 
Then (1) yields z c xy / a. This implies az ~ xy, and the problem is solved. 

o 
Another Solution. The solution given depends for its success on the 

availability of Theorem 4.14. If this theorem had not been presented or not 
even discovered, the proof would fail. 

Suppose, instead of eliminating band e simultaneously, we eliminate b 
first and see what happens. We have 

xc ab, y cae, z C be. 
Then 

b ~ x/a, b ~ z/e 

so that 
x/a~z/e 
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and 
xc ~ az. (4) 

What can we do now? Note that c is common to (4) and the relation 
y c ac. The elimination of c will yield a relation involving a, z, x andy. So 
we eliminate c between y c ac and (4). These yield 

c ~y/a, c ~ az/x, 
so that 

y/a~az/x 

and 
xy ~ aaz = az. o 

The advantage of the second method of solution is that it is more 
flexible: After one term is eliminated there is a chance to stop and assess 
the situation, to see whether a familiar elementary procedure will be 
effective. In the first method of solution, once both terms are eliminated 
there seems to be no recourse except the discovery of Theorem 4.14 or 
relation (3). 

Finally let us underscore that the use of diagrams in the interpretation 
and analysis of problems, as in school geometry, is a helpful device which 
can lead to the discovery of solutions not readily obtained otherwise. 

EXERCISES 

1. (a) Prove: (a/b)(a/e) c a/be. 
(b) Verify in Euclidean geometry: (a / b)( a / e) = a/be. 

2. Prove: If A and B are convex, then g(A n B) = g(A) n g(B), provided 
§(A)R:ig(B). (Compare Exercise 4 at the end of Section 2.13.5) 

3. Prove: If x c ab, y c ac, z C ad and we bed, then aw R:i xyz. Interpret in 
Euclidean 3-space and in a Euclidean plane. (Compare Example II above.) 

4. (a) Prove: If x C ab and y C be, then ae R:i bd implies xy R:i bd. 
(b) Can you prove a sort of converse of (a): If xC ab and y c be, then 

xy R:i bd'implies ae R:i bd? Justify your answer. 

5. Prove: If ab, be and ae have a common point, then a = b = e. (This indicates 
how badly a triangle will degenerate if we require its three sides to intersect.) 

6. Prove: If ab, be, ed have a common point 0, then da :> o. 

7. Suppose x C ab and 0 C th ,bb'. Prove there exists x' such that x' C a' b' and 
o C xx'. Interpret geometrically. 

8. Generalize Exercise 7 to several points a, b, e or a, b, e, d. Interpret geometri­
cally. 

S Compare Rockafellar [1], p. 47, Theorem 6.5. 
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9. Suppose p,p' C 0/ a; q, q' C 0/ b; and r cpq. Prove that there is a ray 0/ c 
which contains r and intersects p' q'. 

*10. Prove: If acRjbd and if xRjab,YRjbc, ZRjcd and WRjda, then XZRjyW. 

*11. Prove: If ab Rj cd, ac Rj bd and ad Rj bc, then a = b = c = d. 

Definition. Let point 0 be given. If ao:::::! bo, we write a == b (mod 0) and say 
a is congruent to b modulo o. 

12. Prove that congruence modulo 0 is an equivalence relation, that is, (a) a =a 
(mod 0), (b) a =b (mod 0) implies b =a (mod 0) and (c) a =b (mod 0) and 
b =c (mod 0) imply a =c (mod 0). Interpret in Euclidean geometry. 

Definition. Let Point 0 be given. If ab::J 0 we write ailib (mod 0) and say a 
is anticongruent to b modulo o. 

13. Prove and interpret in Euclidean geometry: 
(a) Ia a =b (mod 0) and bilic (mod 0), then ailic (mod 0). 
(b) If alilb (mod 0) and bilk (mod 0), then a =c (mod 0). 
(c) If alilb (mod 0), bilic (mod 0), cilid (mod 0), then aliid (mod 0). 
(d) If a =b (mod 0) and alilb (mod 0), then a = b = o. 

*14. Prove: a/(b/ a) = a/b. 

15. Consider Corollary 4.16 and Exercise 4 at the end of Section 4.8. Is the triode 
model of JI-J4 also a model of JI-J7? Explain. 

16. Project. Consider the following definition. 
A fraction (in al> ... ,an) is a set of points which can be expressed by 

applying the operations . and / a finite number of times to one or more of 
al>"" an' Examples of fractions: ab/cd or «abc/adf)pqr)/as or xyz or 
(a/b)(c/d) or a. 

Try to develop a theory of fractions. Consider the following questions: 
(a) Are fractions convex? 
(b) What kind of figures can be obtained by interpreting fractions in a 

Euclidean plane or 3-space? 
(c) What can you say about the join and the extension of two fractions? 
(d) Given the family of fractions in aI' ... , 0". Does it have a least member; 

a greatest (Section 3.2)? What can you discover about a least or greatest 
member if it exists? 

4.14 Extreme Points of Convex Sets 

The formal theory, which has been augmented considerably by the adop­
tion of postulates J5-17, is applied in the remainder of the chapter to the 
study of specific geometrical topics. 

The first of these is the notion of extreme point of a convex set, which is 
suggested by the intuitive idea of a "comer point" of a closed convex 
polygonal region (Figure 4.28). 
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p 

Definition. Let p be a point of convex set A. Then p is called an extreme 
point of A if p is never contained in the join of two distinct points of A. 

First the defining property is cast in a slightly different form: Let p be a 
point of convex set A. Then p is an extreme point of A if and only if 

p cab, a,b c A 

implies p = a = b. 
Next, extreme points are characterized by a simple convexity condition. 

Theorem 4.17. Let A be convex. Then p is an extreme point of A if and only 
if peA and A - P is convex. 

PROOF. Suppose p is an extreme point of A. Let x, yeA - p. We must 
show 

~ C A - p. (1) 

Certainly .~ cA. Suppose p c~. Since p is an extreme point of A, 
p = x = y. Thenp c A - p, which is impossible. Thusp e: ~ and (1) holds. 

Conversely let peA and A - p be convex. Suppose p is not an extreme 
point of A . Then there exist x, y such that 

pc xy, x *y, x,y cA. (2) 

Suppose x = p. By (2), p cpy, and using 17, y>::::,p/p = p. Thus x = y, 
contradicting (2), and we infer x *p. Similarly y *p. Hence x, yeA - p. 
Then ~ C A - P and (2) implies peA - p, which is impossible. Hence 
our supposition is false, and p must be an extreme point of A. D 

The defining property of extreme points is now generalized. 

Theorem 4.18. Let p be a point of convex set A. Then p is an extreme point 
of A if and only if p is never contained in the join of two or more distinct 
points of A. 

PROOF. Letp be an extreme point of A . Suppose 

(1) 

where aI' ... , an C A and n > 1. We show the a's are identical. Rewrite (1) 
as 

1 ~ i ~ n. 
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This implies 
(2) 

where 
a C a) ... aj_)aj+) ••• an cA. 

Since p is an extreme point of A, (2) implies p = aj • Thus 
p = a) = ... = an' 

and the forward implication is established. The converse is trivial and the 
theorem holds. D 

Corollary 4.18. Let.p be a point of convex set A. Then p is an extreme point 
of A if and only if 

implies 

The next few theorems relate the ideas of extreme point and convex hull 
(Section 3.2). 

Theorem 4.19. An extreme point of convex set A belongs to every set of 
generators of A. 

PROOF. Letp be an extreme point of A, and S a set of generators of A. We 
must show peS. Certainly 

peA =[S]. 

Hence p is in a join of points of S (Corollary 3.7.1): 

pes) ... sn' where s), ... 'Sn eSc A. 

Thus by the last corollary,p = s) C S, and the theorem holds. D 

Corollary 4.19. Suppose set S generates the convex set A, and p is an 
extreme point of A. Then S - p does not generate A. 

The theorem can be described by saying that an extreme point p of 
convex set A is an essential element of a generating set of A or, a bit 
loosely, thatp is an essential generator of A. 

The next theorem shows that a nonextreme point of convex set A is 
never an essential generator of A. 

Theorem 4.20. Suppose set S generates the convex set A, and p is a 
nonextreme point of A. Then S - p also generates A. 

PROOF. We have to show A = [S - pl. Since A = [S], 

A :::>[S-p]. 
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It remains to prove 

[S-p]::J A. 

Most of our work will be required to show 

[S - p] ::J p, 

(1) 

(2) 

from which (1) will follow fairly easily. By hypothesis,p must be in the join 
of some pair of distinct points· of A. Thus 

p cab, a =1= b, where a, b c A. (3) 

Since A = [S], a and bare in joins of points of S (Corollary 3.7.1) and we 
may write 

a C XI ... xm ' b C xm + 1 .•• xn where XI' ••• ,xn C S. (4) 

We assert that at least two of the x's are distinct. For if all the x's are 
equal, the relation (4) implies a = XI and b = XI' contrary to (3). 

The relations (3) and (4) imply 

p c XI ... xn• (5) 

By applying J4, the idempotent law, we can eliminate repetitions of terms 
in XI ... xn' getting 

XI ... xn = YI ... Yr' 

where the y's are distinct and 

{YI'··· ,Yr} = {XI'···' xn}· 

The relations (5), (6), (7) and (4) yield 

(6) 

(7) 

p C YI .. ·Yr' whereYI'··· 'Yr C S. (8) 

Since in (7) two of the x's are distinct, so are two of the y's, and we have 
r ~ 2. 

We show p is in a join of points of S - p. This is true by (8) if they's are 
distinct fromp. Suppose one of they's, say YI' equalsp. Then 

p C PY2 .. ·Yr, 

and J7 implies 

P=P/P~Y2···Yr· 
Thus in any case p is in a join of points of S - p. Then (2) follows by 
Corollary 3.7.1. 

In view of (2) we have [S - p]::J (S - p) Up = S. Thus 

[ S - p] ::J [S] = A, 

which verifies (1) and completes the proof. o 
Remark. The theorem asserts that if S is a set of generators of A,p C S, 

andp is a nonextreme point of A, thenp is a redundant element of S. 

Extreme points play an important role in the structure of polytopes. 
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Theorem 4.21. The set of extreme points of a polytope P is finite and 
generates P. 

PROOF. By definition P = [S], where S is finite. By Theorem 4.19, S 
contains all the extreme points of P. If S contains no other point, the 
theorem certainly holds. 

Suppose S contains a nonextreme point of P. Let {PI' ... ,PrJ be the 
set of those nonextreme points of P that are in S. By Theorem 4.20 

Similarly if r > 1, 

so that 

Continuing in this way, we obtain finally 

Thus P is generated by its set of extreme points, which is finite, and the 
theorem is proved. 0 

Corollary 4.21. Each polytope P has an extreme point. If P is not a point, it 
has at least two extreme points. 

In view of the theorem, the extreme points of a polytope deserve a 
special name. 

Definition. An extreme point of a polytope P is called a vertex of P. 

It seems intuitively certain-and is true with a trivial exception-that 
extreme points are frontier points: 

Theorem 4.22. The frontier of a convex set A contains its extreme points, 
provided A is not a point. 

PROOF. Suppose A is not a point. Letp be an extreme point of A. Assume 
pc §(A). Choose x in A distinct from p. Then pc.xy for some y in A. 
This implies p = x, a contradiction. Thus p e: 1(A) and pc 'J(A) by 
definition (Section 2.11). 0 

Corollary 4.22. Let P be a polytope that is not a point. Then 'J(P) =1= 0. 

PROOF. Use the theorem in conjunction with Corollary 4.21. o 
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EXERCISES 

1. Prove: A polytope has a least set of generators. 

2. Let P = [ab •.• , an], where ab ... ,an are distinct. Prove ai is an extreme 
point of P if and only if 

3. Suppose a =fob. Prove: 
(a) [a, b] has exactly two extreme points, namely, a and b. 
(b) ab has no extreme points. 
(c) a/ b has no extreme points. 

4. Prove the converse of Theorem 4.19: If p belongs to every set of generators of 
convex set A, then p is an extreme point of A. 

5. Letp be a point of convex setA, and S a set of generators of A. Prove thatp is 
not an extreme point of A if and only if (a) pc [S - p]; or (b) [S - p] = A. 

6. Let A = [S] and peA. Prove that p is an extreme point of A if and only if p is 
never contained in the join of two or more distinct points of S. (Compare 
Theorem 4.18.) 

7. (a) Must a convex set have extreme points? 
(b) Can a convex set consist solely of extreme points? 
(c) Can an extreme point of a convex set be an interior point? 
(d) Is every convex set generated by its set of extreme points? 

8. Give examples in Euclidean geometry of an extreme point of a convex set 
which does not correspond to the intuitive idea of a "comer point" of a closed 
convex polygonal region. 

9. (a) Find examples of a convex set A that is not a polytope and has a minimal 
set of generators, that is, a set of generators no proper subset of which 
generates A. 

(b) Find examples of convex sets that do not have minimal sets of generators. 

10. Let S be a minimal set of generators of convex set A (see Exercise 9). Prove 
that S is a least set of generators of A (and so is uniquely determined); and that 
S is composed of extreme points of A. 

11. Prove: If J has an extreme point p, then J = p. 

12. Prove: If a convex set consists solely of extreme points, it contains at most one 
point. 

13. Prove: If p is an extreme point of [A 1, ••• ,An], then p C Ai for some i, 
1 <:. i <:. n. 

14. In a Euclidean plane find or construct a convex set that has infinitely many 
extreme points. 

15. Prove: [a, b] = [c, d] implies {a, b} = {c, d}. This is essentially equivalent to: 
Any proper closed segment has a unique pair of endpoints. 
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16. Project. Try to generalize the idea of extreme point from convex sets to 
arbitrary sets of points. When you have a definition that seems satisfactory, try 
to discover theorems and prove them. 

4.15 Open Convex Sets 

The formal theory is now applied to the study of a new family of convex 
sets-the open convex sets. 

Many of the familiar convex sets in Euclidean geometry are naturally 
described-and intuitively conceived-as being open. Examples abound. 
One refers to an open segment, an open triangular region, an open spherical 
region. We proceed to make the idea precise and applicable uniformally to 
convex sets. 

Figure 4.29 

An examination of the three convex sets yields a simple common 
property: Each set contains none of its boundary points, or equivalently, 
every point of the set is an interior point of it. This enables us to define the 
idea of open convex set directly in terms of the interior operation on 
convex sets (Section 2.11). 

Definition. A convex set A is said to be an open (convex) set or to be 
geometrically open if each point of A is an interior point of A, that is, if 
A C g(A).6 

As was noted earlier (Section 2.9, the paragraph following the definition 
of convex sets), the basic set J, the set formed by a point a, and the empty 
set 0 are convex. These sets can also be shown to be open: J by means of 
the Existence Postulate J5; a by the Idempotent Law J4; and 0 (as usual) 
because the definition of openness imposes no restriction on it. 

6 It is important to distinguish this notion of geometrical openness of a convex set from the 
notion of open set in a metric space or a topological space. This is related to the distinction 
between geometrical interior and metrical interior (Section 2.25). Also compare Rockafellar 
[ll, p. 44: relatively open convex set. 
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The study of open sets, which is introduced for its own sake, also throws 
light on the interior operation. It is involved in the derivation of several 
important interiority properties, including Theorem 4.30 (The Polytope 
Interior Theorem), §[a l , ••• , an] = a l ••• an; and Theorem 4.31 that 
§(AB) = §(A)§(B) provided the convex sets A and B have nonempty 
interiors. 

First two simple characterizations of openness of convex sets. 

Theorem 4.23. Let A be convex. Then A is open if and only if (a) A = §(A) 
or (b) §'(A) = 0. 

PROOF. (a) By definition A is open if and only if A c §(A). This holds if 
and only if A = §(A), since §(A) c A for every convex set A. 

(b) For any convex set A, §'(A) = A -§(A) [Theorem 2.3O(b)]. Note 
that A c§(A)ifandonlyifA -§(A)=0. 0 

Coronary 4.23. The interior of any convex set A is open. 

PROOF. Apply part (a) of the theorem to §(§(A)) = §(A) (Theorem 2.18). 
o 

Remark. Open sets can be manufactured at will from convex sets, 
merely by applying the interior operation. The operation, in effect, con­
verts any convex set into an open set by deleting its frontier points. Every 
open set is obtainable by this process, since an open set is the interior of 
itself. 

The next theorem gives a simple and convenient reformulation of the 
definition of interior point of a convex set. 

Theorem 4.24. Let A be convex and peA. Then p c § (A) if and only if 

p c xA for each x cA. (I) 

PROOF. Suppose p c §(A). By definition (Section 2.11), for each x c A 
there exists yeA such that pc xy. Thus pc xA for each x C A, and (I) 
holds. 

Conversely, suppose (I). Then for each x C A there exists yeA such 
thatp c xy. By definitionp c §(A). 0 

Remark. The theorem shows that if A is nonempty, §(A) is the intersec­
tion of all sets xA for x cA. 

Corollary 4.24. The theorem holds if the condition peA is replaced by 
A =1=0. 

The theorem yields useful criteria for openness of a convex set. 
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Theorem 4.25. Let A be convex. Then A is open if and only if (a) A c xA for 
each x C A or (b) A = xA for each x cA. 

PROOF. (a) Suppose A open, and xc A. We show A c xA. Let peA. 
Since A is open, p C § (A). By the last theorem, p C xA. Thus A c xA. 

Conversely, suppose A C xA for each xC A. Let peA. Then pc xA 
for each xC A. By the last theorem,p C §(A). Thus A c §(A) and is open 
by definition. 

(b) We show that if x C A, 

A = xA (1) 
is equivalent to 

A C xA. (2) 

Certainly (1) implies (2). Since A is convex, A ::J xA, which with (2) implies 
(1). Thus (1) is equivalent to (2). Hence condition (b) of the theorem is 
equivalent to condition (a) and so to the condition that A is open. 0 

Corollary 4.25.1. A set A is open if and only if A = xA for each x cA. 

PROOF. A = xA for each x C A implies A convex. 0 

Restatement of Corollary 4.25.1. A set is open if and only if it absorbs 
properly each of its points. 

Corollary 4.25.2. Let A and B be open and A ~B. Then AB::J A and 
AB ::J B. 

PROOF. Suppose A, B ::J p. Then A ::J P implies, using the theorem, AB ::J 
pB ::J B. Similarly AB ::J A. 0 

Corollary 4.25.3. Let A be co~vex. Then A is open if and only if p, q C A 
imply pi q~A. 

PROOF. Observe that A C qA is equivalent to "p C A implies pc qA". But 
p c qA holds if and only if p I q ~ A. 0 

EXERCISES 

1. Prove: Any open polytope is a point. 

2. Prove: The interior of a convex set A contains every open subset of A that it 
meets. 

3. Prove: For a convex set A if S (A) = 0, then A is open. Does the converse hold? 

4. If A is open and its complement J - A is convex, is J - A necessarily open? Can 
J - A be open? Justify your answers. 

5. Prove: If an open set A is not a point and peA, then A - p is not convex. 
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4.16 The Intersection of Open Sets 

The intersection of two open sets is open. 

Theorem 4.26 (The Open Set Intersection Theorem). If A and B are open, 
then A n B is open. 

B 

A 

Figure 4.30 

PROOF. Note that An B is convex by Theorem 2.13. We show each point 
of A n B is an interior point of it. Suppose peA n B (Figure 4.30). Let 
x cAn B. Then peA and x cA. Since A is open, p is an interior point 
of A. Hence 

pc xa 

for some point a cA. By symmetry 

pc xb 

for some be B. The relations (1) and (2) imply 

p / a ~ x, p / b ~ x, 

so that p / a ~ p / band pb ~ pa. Let y satisfy 

y C pa,pb. 

Note thatpa cA so thaty cA. By symmetry y C B. Hence 

yeA n B. 

(1) 

(2) 

(3) 

(4) 

Now we want to relate p, x,y. By (1) and (3) pc xa, y cpa; so a is 
eliminated between these relations. We have 

p / x ~ a, y / p ~ a, 

so that p / x ~ y / p and p ~ xy. This with (4) asserts p is an interior point of 
A n B. By definition A n B is open, and the theorem is proved. D 

CoroUary 4.26. Let A I' ... , An be open. Then AI n . . . n An is open. 
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4.17 The Join of Open Sets 

We come now to one of the key theorems in the theory of open sets: The 
family of open sets is closed under the operation join. 

Theorem 4.27 (The Open Set Join Theorem). Let A and B be open. Then 
AB is open. 

PROOF. 

Case I. A = a and B = b. We have to prove that ab, the join of two 
points, is open, and employ Theorem 4.25(a) for this purpose. First note 
that ab is convex (Theorem 2.10). Then suppose x cab. We show 

ab c xab. (1) 

Let p cab. Then 

a C plb, b c pia. (2) 

Using (2) and the theorem on the product of two rays (Theorem 4.14), we 
have 

x C ab C (plb)(pla) C plab. 

Thus xab ';::j p and p C xab. Hence (1) holds, and ab is open [Theorem 
4.25(a)]. 

Case II. A and B are arbitrary. Let xc AB (Figure 4.31). We show 

AB = xAB. (3) 

A 
B 

Figure 4.31 

Since xc AB, we have x cab, where a C A, be B. By hypothesis and 
Case I, A, Band ab are open. Hence Corollary 4.25.1 implies 

A = aA, B = bB, ab = xab. 
Then 

AB = aAbB = abAB = xabAB = xaAbB = xAB, 

and (3) holds. Thus AB is open (Corollary 4.25.1) and the proof is 
complete. D 
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Corollary 4.27. Let AI' ... ,An be open. Then Al ... An is open. 

The special case of the corollary where A I' ... , An are individual points 
ai' ... , an is-to signalize its importance-stated as a theorem. 

Theorem 4.28. Any join of points al ... an is open. 

Remark. Joins of points have already appeared in two nontrivial roles: 
first as convex sets (Theorem 2.10), second as building blocks of a sort for 
the construction of any convex set from a generating set (Theorem 3.7). 
Now in a significant sharpening of the convexity property they appear as 
open sets-indeed, they may be considered to form the simplest family of 
open sets, since, in a sense, they are finitely determined. 

Theorem 4.28, applied to Euclidean geometry, assures us that joins of 
distinct points such as ab, abc, abed, ... , which appeared as interiors of 
segments, triangles, "convex" quadrilaterals, tetrahedrons, ... , truly are 
open sets in a precise and natural sense. 

Finally the theorem shows that any segment ab in the abstract theory is 
an open set, like its prototype the (open) segment of Euclidean geometry. 

Corollary 4.28. §(al ... an) = al ... an. 

PROOF. Apply Theorem 4.23. 

4.18 Segments Are Infinite 

Of course, we mean proper segments are infinite sets. 

o 

Using results on extreme points and open sets obtained above, we can 
give a brief but sophisticated proof of this familiar Euclidean property. 

Theorem 4.29. If a =1= b, then ab is an infinite set. 

PROOF. Assume ab is finite; then ab = {PI' ... ,Pn}' since ab =1= 0. Then 

ab =[ab] =[PI, ... ,Pn] 

and ab is a polytope. Hence ab has an extreme point P (Corollary 4.21). 
But ab contains two distinct points (Theorem 4.10), and so UJ( ab) -::J P 
(Theorem 4.22). Since ab is open (Theorem 4.28), GJ(ab) = 0 (Theorem 
4.23), which is impossible. Thus our assumption is false and ab is infinite. 

o 
Corollary 4.29.1. If a convex set contains two distinct points, it is infinite. 
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Proper rays are infinite: 

CoroUary 4.29.2. If a =fo b, then a j b is an infinite set. 

PROOF. Show aj b has two distinct points. 

195 

o 
Remark on the Proof of the Theorem. The proof of Theorem 4.29 may 

strike you as somewhat artificial. It may seem more natural to prove the 
theorem by showing that a set ab, a =fob, contains a point PI' that it 
contains a point P2' P2 =fop I' and by some kind of inductive argument to 
show that ab contains as many points as we please. This is a "natural" way 
to try to prove the theorem, though not necessarily easy to carry out. Let 
us remark, however, that the naturalness of a proof depends to some extent 
on the context. In relation to the present involvement with open sets and 
extreme points the proof-although unexpected-may not seem very 
unnatural. In any case, the result was not needed earlier, and the proof 
seems to us an attractive application of current concepts. 

EXERCISES 

1. Prove Theorem 4.29 by induction. 

2. Complete the proof of Corollary 4.29.2. 

3. Show that the intersection of a family of open sets need not be open. 

4. Suppose A and B are open sets, A ~ B and A U B is convex. Prove A U B is 
open. How are A U B and AB related? Will A U B be open if A n B = 0? 

5. Prove: Any ray is open. 

6. Prove: al ••• a" contains every join of points of {ab ... , an} _that it meets. 

4.19 The Polytope Interior Theorem 

Our treatment of open sets in Sections 4.15 and 4.17 leads to the resolution 
of the problem, posed in Chapter 3, of a formula for the interior of a 
polytope in terms of a finite set of generators (Section 3.7, the first five 
paragraphs). 

Theorem 4.30 (The Polytope Interior Theorem). 

§ [ ai' ... ,an] = a l ••• an' 

PROOF. 

§[ ai' ... ,an] = §(a l ... an) 

§(a l ••• an) = a l ••• an 

and the theorem holds. 

(Theorem 3.5), 

(Corollary 4.28), 

o 
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Restatement of the Theorem The interior of a polytope P is the join of 
the points of any finite set of generators of P. 

Since a polytope is generated by its set of vertices, which is finite 
(Theorem 4.21), we have 

Corollary 4.30. The interior of a polytope is the join of its vertices. 

4.20 The Interior of a Join of Convex Sets 

Now we proceed to extend the polytope interior theorem to a generalized 
polytope (Section 3.13). For this purpose we eniploy the following interior­
ity property. 

Theorem 4.31. Let A and B be convex. Then §(AB) = §(A)§(B),provided 
§(A) and §(B) are nonempty. 

PROOF. Note that §(AB) is defined, since AB is convex. First we prove 

§(AB) C §(A)§(B). (1) 

Letp c §(AB). By Theorem 4.24, if x cAB, then 

p C xAB. (2) 

Note that §(A)§(B) =1=0. In (2) choose x so that xC §(A)§(B). Then 
using Corollary 2.16, 

p c xAB c §(A)§(B)AB = §(A)A· §(B)B = §(A)§(B), 

and (1) holds. 
Conversely we show 

§(A)§(B) c §(AB). 

Letp c §(A)§(B) (Figure 4.32). Notep cAB. Then 

p cab, where a C §(A), b c §(B). 

Let x cAB. We show p C xAB. We have 

x c a'b', where a' C A, b' c B. 

x 
p 

Figure 4.32 

(3) 

(4) 

(5) 
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The relation (4) implies 

a c a'a", b c b'b", where a" c A, b" c B. (6) 

By (4) and (6) 
p c a'a"b'b". (7) 

By (5) and Theorems 4.28, 4.25 

a'b' = xa'b'. (8) 
Hence (7) and (8) imply 

p c a'b'a"b" = xa'b'a"b" = xa'a"b'b" c xAB. 

By Theorem 4.24, pc §(AB) so that (3) holds and the theorem is proved. 
D 

It is easier to generalize the theorem to n sets than to prove it. 

Theorem 4.32. If AI> ... ,An are convex and §(A I), ... , §(An) are non­
empty, then 

PROOF. We employ a step by step argument. The theorem holds for n = 1. 
Suppose n > 1. We have 

§(A IA 2) = §(A I)§(A2) =1= 0 (Theorems 4.31,2.2). 

Similarly if n > 2, 

§(AIA2A 3) = §(A IA 2)§(A3) (Theorem 4.31) 

= §(A I)§(A2)§(A3) =1= 0 (Theorems 4.31, 2.6). 

Continuing in this way, we obtain finally 

§(AI ... An) = §(A I) ... §(An)· D 

If you prefer you can cast the proof in inductive form-it is especially 
simple if the conclusion of the theorem is changed to 

§(AI ... An) = §(A I) ... §(An) =1= 0. 

4.21 The Generalized Polytope Interior Theorem 

The polytope interior theorem (Theorem 4.30) can now be extended to a 
result on the interior of a generalized polytope (Section 3.13). 

Theorem 4.33 (The Generalized Polytope Interior Theorem). Let 
AI' ... ,An be convex, and §(A I), .. ·, §(An) be nonempty. Then 

§[ AI' ... ,An] = §(A I) ... §(An). (1) 

(Compare Theorem 4.30.) 
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PROOF. The proof is almost the same as that for Theorem 4.30, the 
polytope interior theorem. Since g(A)), ... , g(An) are nonempty, so are 
A), ... , An" Then 

g[A), ... , An] = g(A) ... An) 

g(A) ... An) = g(A)) ... g(An) 

and (1) holds. 

(Theorem 3.12), 

(Theorem 4.32), 

D 

Two corollaries follow, one with weaker and one with stronger hypothe­
sis than the theorem. 

Corollary 4.33.1. g[S), ... , Sn] = g[Sd ... g[Sn]' provided g[Sd, ... , 
g[Sn] are not empty. 

Corollary 4.33.2. Let A), ... , An be open and not empty. Then 

g[AJ> ... ,An] =A) ... An· 

(Compare Theorem 4.30.) 

The theorem is a strong generalization of the polytope interior theorem. 
It can be verified in the Euclidean examples of generalized polytopes of 
Section 3.15. 

4.22 Closed Convex Sets 

In introducing the idea of an open convex set (Section 4.15) we pointed out 
that the notion was grounded in experience with Euclidean convex sets 
which were naturally described as open. Equally familiar are Euclidean 
convex sets which are naturally described as closed, for example, a closed 
segment, a closed triangular region and a closed spherical region (Figure 
4.33). The three convex sets have a common property: Each boundary 
point of the set is a point of the set, or equivalently, each contact point of 
the set is a point of it. This enables us to define the idea of closed convex 
set directly in terms of the closure operation on convex sets (Section 2.16). 

Figure 4.33 
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Definition. A convex set A is said to be a closed (convex) set or to be 
geometrically closed if each contact point of A is a point of A, that is, if 
e(A) cA. 

Observe the analogy between open and closed convex sets: A is char­
acterized as open by the condition A c g(A), as closed by A ::J e(A). 

Note that J and 0 are closed. Each point a is closed, since e(a) = a 
(Theorem 4.11). 

A few elementary properties of closed sets are proved. 

Theorem 4.34. Let A be convex. Then A is closed if and only if (a) e(A) = A 
or (b) lj,(A) cA. 

(Compare Theorem 4.23.) 

PROOF. (a) Use A c e(A) (Theorem 2.19). 

(b) Use e(A) = g(A) U lj, (A) [Theorem 2.30(c)]. D 

Corollary 4.34.1. The closure of convex set A is closed, provided the interior 
of A is nonempty. 

(Compare Corollary 4.23.) 

PROOF. By Theorem 2.26, e(e(A)) = e(A). D 

If you are interested in the question of the existence of a convex set 
whose closure is not closed, see the Discussion following the proof of 
Theorem 2.26. 

Corollary 4.34.2. If A is open, then e(A) is closed. 

Theorem 4.35 (The Closed Set Intersection Theorem). Let A and B be 
closed. Then A n B is closed. 

(Compare Theorem 4.26.) 

PROOF. Note that A n B is convex. A nBc A implies e(A n B) c e(A) 
(Theorem 2.21). e(A) c A, since A is closed. Thus e(A n B) cA. By 
symmetry e(A n B) c B. Thus e(A n B) cAn B and A n B is closed by 
definition. D 

Using a similar method we can prove the following generalization of the 
theorem. 

Theorem 4.36. Let F be a family of closed sets. Then the intersection of the 
sets of F is also closed. 

(Compare Theorem 2.14.) 
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Remark. In Euclidean geometry a closed segment [a, b] is a closed set. 
But this need not hold in the theory. [See Exercise 4(a) at the end of 
Section 5.3.] 

EXERCISES 

1. Prove: A convex set A is closed if and only if A ~ pq implies A ~ p, q. 

2. Prove: A convex set A is closed if and only if IJ(A) = Cj (A). 

3. Suppose A and B are closed. Must AB be closed; must [A, B]? Can AB be 
open; can [A, B]? 

4. Prove: For any convex set A there exists a unique least closed convex set that 
contains A. 

5. Prove: For convex sets A and B, if A c B and B is closed, then e(A) c B. 

*6. Prove: If A and B are closed and A U B is convex, then A U B is closed. 

7. Prove: If A, B and A U B are convex, then e(A U B) = e(A) U e(B). [Com­
pare Exercise 4(c) at the end of Section 2.15.] 

8. Prove: If A, B and A U B are convex and g(A) R:: g(B), then g(A U B) = g(A) 
u g(B). [Compare Exercise 5(c) at the end of Section 2.12.] 

9. Prove: If A is open, B is closed and A - B is convex, then A - B is open. 

10. Prove: If A is closed, B is open, B R:: g(A) and A - B is convex, then A - B is 
closed. 

11. Suppose J - A, the complement of A, is convex. What can you say about 
J - A if A is open; is closed? Justify your answers. 

4.23 The Theory of Order 

The major results of the chapter have now been derived. The remainder is 
devoted to three related lower key ideas: order of points, in terms of 
betweenness; separation of points; and perspectivity of points. 

The study of order gives a new perspective on our subject by affording a 
new mode of comparison with Euclidean geometry, which is pervaded by 
order relations of points. 

In Euclidean geometry the join ab of the distinct points a and b is 
defined to be the segment ab-and segment ab is characterized as the set 
of points between a and b (Section 2.1). So we may assert: In Euclidean 
geometry a point is in the join of a and b, a =l=b, if and only if it is between 
a and b. This property is easily converted into a definition of betweenness 
in the abstract theory. 
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Definition. Suppose x c ab and a =1= b. Then we say x is between a and b 
and write (axb). 

Many of the familiar properties of betweenness in Euclidean geometry 
are covered in the following theorems, which are included to shed light on 
the order relations of points.7 

Theorem 4.37. (abc) implies the distinctness of a, band c. 

PROOF. By definition be ac and a =l=c. Then Theorem 4.9 implies a =l=b 
and c =l=b. D 

The following result is easily proved. 

Theorem 4.38. (abc) implies (cba). 

Theorem 4.39. (abc) implies that (bca) is false. 

PROOF. Suppose (abc) and (bca). By definition 

b ~ ac and c ~ ba. (1) 

Eliminating b between the two relations in (1), we have c ~ aca = ac, so 
that a ~ c j c = c. This contradicts (abc), and the theorem follows. D 

Corollary 4.39. (abc) implies that (bac), (cab), (bca) and (acb) are false. 

Next an existence theorem. 

Theorem 4.40. If a =l=b, there exist x, y and z such that (axb), (yab) and 
(abz). 

PROOF. Jl implies x c ab for some x. By definition (axb). 
J5 implies y c aj b for some y. Then a c by = yb. If y = b then a = b, 

contrary to hypothesis. Thus y =1= b, and by definition (yab). Similarly for 
the third conclusion. D 

Theorems 4.37-4.40 fairly well exhaust the order properties of three 
points. We continue with properties of four points which satisfy two order 
relations. 

Theorem 4.41. (abc), (bcd) imply (abd), (acd). 

PROOF. By hypothesis 

b ~ ac, c ~ bd. (1) 

Eliminating c in (1), we get b ~ abd, so that b j b ~ ad and b ~ ad. Suppose 

7 See Prenowitz and Jordan [ll, Chapter 10, Sections 1-3, 15. 
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a = d. Then b R::i ad implies b R::i dd = d, contrary to (bed). Thus a =1= d and 
by definition (abd). The same method works for (aed). D 

The following theorem can be proved somewhat similarly. 

Theorem 4.42. (abc), (aed) imply (abd), (bed). 

Theorem 4.43. (abx), (aby) imply (xay) is false and (xby) is false. 

PROOF. Suppose (xay). By the last theorem, (xba), (xay) imply (bay). By 
Corollary 4.39, (bay) implies (aby) is false, contrary to the hypothesis. Thus 
(xay) is false. 

Suppose (xby). The hypothesis and (xby) imply 

b R::i ax, b R::i ay, b R::i xy. (1) 

Now we eliminate a between the first two relations in (1). We have 

b / x R::i a, b / y R::i a, 

so that b / x R::i b / y and J6 yields 

by R::i bx. (2) 

Next we eliminate x between (2) and bR::iXY. We have 

by/b R::i x, b/y R::i x, 

so that by / b R::i b / y, which implies 

by R::i b. 

Thus y R::i b / b = b. But (aby) implies y =l=b (Theorem 4.37). We infer from 
the contradiction the falsity of (xby). D 

The following theorem can be proved in a similar-manner. 

Theorem 4.44. (axb), (ayb) imply (xay) is false and (xby) is false. 

EXERCISE 

Prove Theorems 4.42 and 4.44, and complete the proof of Theorem 4.41. 

4.24 Ordered Sets of Points 

Not all of the familiar properties of linear order in Euclidean geometry 
hold in our theory. In order to express the basic difference we introduce 
the following definition. 

Definition. A set of points S is ordered if for any three distinct points of S, 
one is contained in the join of the other two, or equivalently, one is 
between the other two. 
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In Euclidean geometry every line is an ordered set. This property is not 
deducible from JI-17. (See Exercise 1 at the end of Section 6.10.) 

EXERCISE 

In the triode model and the Cartesian model (Sections 2.22, 2.24) is every segment 
ordered? Every ray? Explain. 

4.25 Separation of Points by a Point 

The notion of separation of figures is one of the most basic and familiar 
ideas in geometry and has its roots in experience as universal as crossing a 
road. The simplest case of the concept is now introduced. 

Definition. If pI=:::! ab we say p separates a and b. If in additionp ~a, b we 
say p strictly separates a and b. 

Note the following properties: 

(1) p strictly separates a and b if and only if pI=:::! ab and p, a, b are distinct. 
(2) p separates a and b, but not strictly, if and only if p = a = b. 

Observe that an interior point of a convex set A separates each point of 
A from some point of A; an extreme point of A strictly separates no two 
points of A. 

An Objection. It may seem a misuse of the term separation to permit 
nonstrict separation-to say p separates p and p. Certainly the important 
case is that of strict separation. However, nonstrict separation may be 
considered a degenerate case comparable to and corresponding to the 
terminology that permits a point to be a degenerate segment. The inclusion 
of the degenerate case causes no trouble in the application of the separa­
tion concept, but in fact facilitates it. 

EXERCISES (SEPARATION OF POINTS) 

1. Prove: If 0 separates the pairs a, b and b, c, then 0 does not separate a, c 
provided a, b, c ¥= o. 

2. Prove: If 0 separates the pairs a, b and b, c and c, d, then 0 separates a, d. 

3. Prove: If 0 separates the pairs a, a' and b, b', then 0 separates each point of ab 
from some point of a' b' and vice versa. 

4. (a) Let points a and b be given. Prove that the set of points x that are separated 
from b by a is the ray a/b. 

(b) Prove: If a separates b and c, then a separates each point of segment ab 
from c. 
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(c) Prove: If a separates b and c, then a separates each point of ab from each 
point of QC. 

(d) Prove: If a separates band c, then a separates each point of ajb from each 
point of aj c. 

4.26 Perspectivity and Precedence of Points 

A third way of viewing the relation x c ab is now given, which leads to 
geometric relations quite different from betweenness and separation. 

The notion of perspective points (or perspective figures) is very familiar 
in projective geometry and has its origin, as the term perspective suggests, 
in visual experience. In a projective geometry points p and q are said to be 
perspective from point a if p and q are collinear with and distinct from a 
(Figure 4.34). The idea is easily adapted to a geometry in which segment or 
join is the central idea. If a:::::: ob, we may say a is perspective to b from 0 

(Figure 4.35). Suppose 0 =F b. Then the relation of a and b to 0 can be 
expressed in visual terms: sighting from 0 we can see through a to b; or in 
kinematic terms: moving directly from 0 to b we encounter a before b. 

0( • a q p 

Figure 4.34 

• 
0 a b 

Figure 4.35 

These interpretations-indeed, the basic geometric situation itself-sug­
gest describing the relation a ~ ob in terms of "precedence". Thus if 
a:::::: ob, we say a precedes b with respect to 0 and write a < b( 0). 

In the sequel it turns out that the utility of the concept is amplified 
considerably if 0 is replaced by an arbitrary convex set. So the formal 
definition is stated in the following generalized form (Figure 4.36). 

Definition. Let the convex set K be given. If a c bK, we say a precedes b 
with respect to K or b succeeds a with respect to K and write a < b( K) or 
b >a(K). 

Suppose a < b( K), a =F b (Figure 4.37). Then a c bK so that a c bk 
where k c K. Thus the relation can be expressed in this way: from some 
point of K we can see through a to b; or reversely, from b we can see 
through a to a point of K. 

The situation is suggestive of order properties, not in the sense of 
betweenness but in the sense of a 2-term relation of order such as "less 
than" for real numbers or "to the left of' for points of a line. 
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b 

Figure 4.36 Figure 4.37 

The relation of precedence with respect to K does have two familiar 
order properties: it is transitive for every triple of points, and irreflexive for 
every point not in K. 

Theorem 4.45. 

(a) (Transitive Property) a < b(K) and b < c(K) imply a < c(K), for all 
a, b, c. 

(b) (lrreflexive Property) a <j:.a(K) if and only if a e: K. 

PROOF. (a) Given a c bK, becK, then a c cKK = cK and a < c(K) by 
definition. 

(b) We show a < a( K) is equivalent to a C K. Suppose a < a( K). Then 
a C aK, and by 17 a = a/a ~ K. Conversely suppose a C K. Then a = 
aa C aKand a <a(K). 0 

Corollary 4.45. a < a( K) if and only if a C K. 

Next a sort of double perspectivity relation is introduced. 

Definition. Let K be a convex set (Figure 4.38). Suppose a, be K, a < b(K) 
and b < a(K). Then we say a and b are (mutually) perspective in K and 
write a=: b(K). 

Figure 4.38 

Observe that a =:b(K), a =l=b, may be described so: In K one can see 
from a through b and from b through a. 

It is not hard to prove that the relation of perspectivity in K is an 
"equivalence in K" in the sense of the following definition. 

Definition. Let S be a set, not necessarily a set of points, and R a relation 
that relates pairs of elements of S. If a has the relation R to b, we write 
aRb. Suppose R satisfies the following conditions for a, b, c in S. 
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(1) a R a (reflexive property) 
(2) aRb implies bRa (symmetric property) 
(3) aRb and b R c imply aRc (transitive property). 

Then we call R an equivalence relation (in S) or simply an equivalence. 

Theorem 4.46. The relation of perspectivity in a convex set K is an equiva­
lence relation in the set K. 

PROOF. Apply the last theorem and corollary. o 
Finally the relation of perspectivity is linked to the notion of open set. 

Theorem 4.47. Let K be a convex set. Then the following conditions are 
equivalent: 

(i) a :=b(K); 
(ii) a and b are in the join of two points of K; 
(iii) a and b are in an open subset of K.8 

PROOF. We show that (i), (ii), (iii) imply one another cyclically. 
Suppose (i). By definition a c bK, beaK. Then a c bp and b c aq, 

where p, q c K (Figure 4.39). Thus a c aqp, and a cpq follows. By sym­
metry b cpq and condition (ii) holds. 

Suppose (ii). Then (iii) follows, since any join of points is open (Theo­
rem 4.28). 

c_: _,3:x 
Figure 4.39 Figure 4.40 

Suppose (iii). Say a, b cUe K and U is open (Figure 4.40). Using 
Theorem 4.25 we have 

U C aU c aK. 
Thus beaK and b < a(K) by definition. Similarly a < b(K), and (i) 
follows. 0 

Corollary 4.47. Let K be an open set. Then any two points of K are 
perspective in K. 

EXERCISES (PRECEDENCE AND PERSPECTIVITY OF POINTS) 

l. Prove: If K is convex, a < b(K) and b < a(K), then a, b c K. 

2. Let K be convex and nonempty. Prove that x is an interior point of K if and 
only if x precedes each point of K with respect to K. 

8 Compare Rockafellar [1], p. 164, last paragraph. 
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3. Let K be convex. Prove that x is an interior point of K if and only if (a) x 
precedes some interior point of K with respect to K, or (b) x is perspective in K 
to some interior point of K. 

4. Let K be convex. Prove that x is an extreme point of K if and only if x precedes 
no point of K with respect to K, except itseH. 

5. Choose a convex set K in Euclidean geometry. Choose pinK. Find all points x 
in K such that (a) x <p(K); (b) x >p(K); (c) x =p(K). Make different choices 
of p. Do you always get the same set for (a)? If not, what changes do you 
observe? The same for (b); for (c). 

6. Prove: If K is convex and any two points of K are mutually perspective in K, 
then K is open. (Compare Corollary 4.47.) 



5 Join Geometries 

Having completed the formulation of our basic set of postulates JI-J7 in 
Chapter 4, we now characterize our basic object of study, the idea of ajoin 
geometry. A set of examples of join geometries is presented to give body to 
the theory and indicate its range of application. Many of the examples 
have properties that are not valid in Euclidean geometry and can be used 
to settle questions of deducibility-specifically to show that certain state­
ments are not deducible from JI-J7. One of the examples is essentially 
n-dimensional Euclidean geometry presented in algebraic form-a subject 
of considerable importance in modem mathematics. Another example is 
an infinite dimensional geometry which contains nonempty convex sets 
that have empty interiors. The chapter contains a discussion of isomor­
phism of join geometries. 

5.1 The Concept of a Join Geometry 

Our postulates have been presented-for simplicity of exposition-in two 
installments: JI-J4 in Chapter 2 and J5-J7 in Chapter 4. However, from 
the beginning our intention has been to develop a geometrical theory 
based on JI-J7. Here is a list of the postulates. 

Jl (Existence Law). ab =1= 0. 
J2 (Commutative Law). ab = ba. 
J3 (Associative Law). (ab)c = a(bc). 
J4 (Idempotent Law). aa = a. 
J5 (Existence Law). a/ b =1= 0. 

208 
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J6 (Four Term Transposition Law). If a/b~c/d, then ad~bc. 
J7 (Idempotent Law). a/a = a. 

Now our basic object of study is introduced. 

209 

Definition. A join geometry (or join space) is a model or interpretation of 
postulates J1-J7. 

These postulates, as we know (Section 2.4), involve two basic (or 
primitive) terms J and ., which denote a set and a join operation in the set. 
Ajoin geometry, then, is a specific pair (J, .), consisting of a set J and a 
join operation . in J, which satisfy postulates J1-J7. Sometimes it is 
convenient to say, a bit imprecisely, that J is a join geometry if the context 
makes clear which operation . is being considered. 

J1-J7 can be called the postulates for the theory of join geometries or 
simply the postulates for a join geometry. 

An Example of a Join Geometry 

Our first example of a join geometry may be unfamiliar but is not 
complicated. Let C be a Euclidean semicircle (Figure 5.1) which is open, 
that is, C does not contain its endpoints. Let a and b be distinct points of 
C. Then the open arc ab of C consists of all points of C that are between a 
and b; a and b, the endpoints of the open arc, are not contained in it. 

Figure 5.1 

Take J to be the set C. Define the operation . in J by taking a· b to be 
the open arc ab of C, provided a *" b, and taking a· a to consist of a. 
Observe that . is a join operation in J (Section 2.2). 

The join system (J, .) is ajoin geometry and will be designated by JGl. 
To show JG 1 is a join geometry we must verify that it satisfies postulates 
J1-J7. Thus in J1-J7 the abstract terms J and· must be assigned the 
specific meanings given in the definition of JGl, and the resulting state­
ments shown to be true. 

J1 is satisfied, since the join a· b as defined in JG 1 always contains at 
least one point. J2 is easily seen to be satisfied, since the open arc ab and 
the open arc ba are identical sets. 
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Consider now 13: (ab)c = a(bc). To verify 13 we must apply the 
definition of join of two sets to (ab)c and a(bc), keeping in mind that 
"element of J" and the 'join of two elements of J" are specified in the 
definition of JGI. When this is done it turns out that (ab)c and a(bc) are 
identical sets for all choices of a, b, c in C. l For example, if b is between a 
and c (Figure 5.2), then (ab)c and a(bc) are equal to the open arc ac. Thus 
JG I satisfies B. 

It is trivial that JG 1 satisfies J4. 
To verify J5, J6 and J7, the postulates that involve extension, we must 

interpret this defined term in JG 1. First consider the case a =1= b (Figure 
5.3). Then a I b is seen to be the set of points x of C such that the open arc 
bx contains a. Let p be the endpoint of C which satisfies the condition that 
a is between b andp. Then alb can be identified as the set of points of C 
that are between a and p. Now consider ala. Suppose x =l=a. Then 
a· x :z5 a, since a· x is an open arc. Thus a I a :z5 x, and a I a = a easily 
follows. 

~~b ali c \ 

p 

Figure 5.2 Figure 5.3 

In any case a I b =1= 0 and JG I satisfies J5. Incidentally we have shown 
that JG 1 satisfies J7. 

Finally, by patiently considering cases (a few of which are illustrated in 
Figure 5.4), it can be verified that JGI satisfies J6: 

al b ~ c I d implies ad ~ bc? 

Conclusion: JG 1 is a join geometry. 

n 
Figure 5.4 

1 The verification is analogous to the verification of EJ3 for collinear points (Section 2.1). 

2 The verification is analogous to that of J6 for collinear points in a Euclidean geometry 
(Exercise 1 at the end of Section 4.9). 
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5.2 A List of Join Geometries 

Figure 5.5 gives, in tabular form, a list of join geometries. A discussion of 
the examples follows. 

Figure 5.5 

Join Geometry J a·b Diagram 

JG1 An open Euclidean The open arc ab a·b 
semicircle C. ofCifa'i'b; r:\ a, if a'" b. 

JG2 An open Euclidean The great circle 

e=3 hemisphere H. open arc ab of a"----"b 
Hifa'i'b;a, H 

if a= b. 

103 A Euclidean line. Segment ab if a·b 
a'i'b;a,if • 

a b 
a-b. 

104 A Euclidean plane. Segment ab if 

/a~b7 a'i'b; a, if 
a=b. 

105 A Euclidean Segment ab if 

& 3-space. a'i'b; a, if 
a=b. 

I 
I 

t 

J06 The interior of a Segment ab if A Euclidean triangle. a'i'b; a, if 
a=b. 

107 The interior of a Segment ab if 

~ Euclidean tetra- a'i'b; a, if 
hedron. a=b. 

108 The interior of a Segment ab if 
Euclidean circle. a'i'b; a, if 8 a=b. a---b 
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Figure 5.5 continued 

Join Geometry J 

JG9 

JGlO 

JGll 

JGl2 

JGl3 

JGl4 

The interior of a 
Euclidean sphere. 

The union of three 
distinct open rays 
R), R2, R3 with end­
point 0 in a Euclid­
ean plane. 

In a Euclidean plane 
the family F of open 
rays with endpoint 0, 

which lie on a given 
side of a given line L 
containing o. (Fis an 
open halfpencil of rays.) 

In a Euclidean 3-space 
the family F of open 
rays with endpoint 0, 

which lie on a given 
side of a given plane 
P containing o. (F is 
an open halfbundle of 
rays.) 

The real line as the 
the set IR of all real 
numbers. 

The "punctured" real 
line as the set IR' of 
real numbers distinct 
from O. 

a·b 

Segment ab if 
a "",b;a, if 
a=b. 

Point a, if 
a = b; segment 
ab if a"",b and 
a, b are in the 
same ray R), R2 or 
R3 ; otherwise the 
union of segments 
oa andob. 

The set of rays of 
family F which lie 
between ray a and 
ray b, if a "",b; a, 
if a = b. 

The set of 
rays of family 
F which lie be-
tween ray a and 
ray b, if a "",b; 
a, if a= b. 

The open interval 
or segment ab of IR 
if a "'" b, that is, 
the set of real 
numbers between a 
and b; a, if a = b. 

Number a, if a = b; 
segment ab of IR' if 
a"",b and Ois not 
between a and b; 
otherwise the segment 
ab with 0 deleted. 

5 Join Geometries 

Diagram 

a·b 

a a·b b • • • .. 
IR 

a a·b b • • 0 • .. 
0 

IR' 
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Figure 5.5 continued 

Join Geometry J 

JGIS The rational line as 
the set Q of all 
rational numbers. 
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a·b Diagram 

The open interval a . b 
or segment ab of Q .... E-... ,----!'b-...:J.~ 
ifa'Fb,thatis, a Q 
the set of rational 
numbers between a and b; 
a, if a= b. 

JGl6 The Cartesian plane 
as the set of all 
ordered pairs 
(XI' x~ of real 
numbers. Notation: 
a = (ai' a~, b = (b l , b~ 
and soon. 

The set of all 
X = (XI' x~ such that 
XI C al·bl, X2 C a2·b2; 

al' bl and a2' b2 as 
inJGI3. 

Oaj:'b 
a·b b 

b 

a Q·b b 

Discussion of the Join Geometries 

JGI was discussed in Section 5.1. In JG2 any arc of a great circle lies in a 
plane that contains the center of H. But such a plane intersects H in an 
open semicircle. Hence each join a' b in H is contained in an open 
semicircle of H. Now suppose C in JG I is chosen as an open semicircle of 
H. Let a, b c C. Then the join of a and b as determined in JG I is precisely 
its join as determined in JG2. In other words the join operation in JG 1 is 
the same as that in JG2 but restricted to the points of C. In a certain sense, 
then, JG I is a subgeometry of JG2. 

JG3, JG4 and JG5 will naturally be called Euclidean join geometries. 
Observe that JG4 is a subgeometry of JG5 in the sense indicated above. 
Similarly JG3 is a subgeometry of JG4 and so of JG5. 

Now consider JG6-JG9. JG6 may be considered to arise from JG4 by 
taking J to be a certain open convex subset of JG4 and the join operation 
to be that of JG4 restricted in its application to the set J. JG8 arises 
similarly from JG4, and the pair JG6, JG8 may be considered subgeome­
tries of JG4. JG7 and JG9 are related to J05 as JG6 and JG8 are to JG4. 
In a sense the triple JG6, JG8, JG4 gives rise to the triple JG7, JG9, JG5 
by "increasing dimensions by I". 

Query. Does JG3 have subgeometries? 

JG 10 and the triode model (Section 2.22) are similar. However, they 
differ in that the rays in the triode model are closed, while those in JG 10 
are open. The difference is not trivial: the triode model is not a join 
geometry. [See Exercise I 1 (c) below.] 
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JG 11 and JG 12 may be called ray geometries, since the term point 
(element of J) is interpreted to mean ray. Note in JG11 and JG12 that no 
ray in line L or plane P is in J. JG 11 bears a close analogy to JG 1. This is 
seen quite vividly by choosing semicircle C of JG 1 to have center 0 and to 
lie on the side of L that contains the rays of F (Figure 5.6). Then let each 
point p of C correspond to the ray of F that contains p. Now let points a, b 
of C correspond to rays R, S of F. Observe that the rays that correspond 
to the points of a' b form R· S. Next note the similar analogy JG 12 bears 
to JG2. A study of ray geometries as generalizations of Euclidean spherical 
geometry will be made in Chapter 10. 

Figure 5.6 

JGl4 is a sort of subgeometry of JG13-but of a new type, since it 
arises from a nonconvex subset of JG 13. It also may be considered an 
arithmetic version of JG 10 where, instead of three, only two rays are used. 

JGl5 is an analogij.e of JG13 gotten by changing the number field. 
JGl6 is the example most remote from our elementary geometrical 

experience. It is however a purely algebraic formulation of the Cartesian 
model (Section 2.24). 

The verification that JG I-JG 16 are join geometries is a tedious though 
in most cases a routine chore and is left to the exercises below. Jl, J2, J4, 
J5 and J7 are quite immediate in each example, but J3 and J6 usually 
require arguments by cases. That JG 1 is a join geometry was indicated in 
Section 5.1, although not all of the details were presented. 

EXERCISES 

1. (a) Fill in the details of the verification that JGI is a join geometry. 
(b) Verify that JGll is a join geometry. 

2. (a) Verify by intuitive geometric reasoning that JG3-JG5 are join geometries. 
(b) Verify that JG6-JG9 are join geometries. How can part (a) be used here? 



5.2 A List of Join Geometries 215 

3. Verify that JG13-JGI5 are join geometries. 

4. In JG2, describe and illustrate 
(a) if a and b are distinct: [a, b], §[a, b], ~a, b], e[a, b], ~[a, b], alb, 

ab/ab; 
(b) if a, b, c are distinct and no one is in the join of the other two: abc, 

[a, b, c], §[a, b, c], ~a, b, c], e[a, b, c], ~[a, b, c], a/be, a/(b/c), abc/a, 
abc/ab, abc/abc. 

5. (a) Verify that JG2 is a join geometry. 
(b) The same for JGI2. 

6. The same as Exercise 4 for JGS. 

7. The same as Exercise 4 for JGlO. 

S. (a) Verify that JGlO is a join geometry. 
(b) Could a join geometry similar to JGIO be constructed from more than 

three open rays emanating from the same point; less than three such rays? 
Explain. 

9. The same as Exercise 4 for JGI6. Try not to miss any cases. 

10. (a) Verify by intuitive geometric reasoning that JGI6 is a join geometry. (See 
Section 2.24.) 

(b) Try to prove that JGI6 is a join geometry by using the fact that JGI3 is a 
join geometry and that join in JGl6 is defined in terms of join in JG13. 

II. In each part show that the given join system (Section 2.2) satisfies JI-J4 but is 
not a join geometry. 
(a) J is a Euclidean plane; a·b is the closed segment ab if a "*b; a if a = b. 

Does the conclusion hold if plane is replaced by 3-space; by line? 
(b) J is a closed Euclidean circular region; a· b is the segment ab if a "* b; a if 

a = b. Does the conclusion hold if circular is replaced by triangular; 
spherical; tetrahedral? 

(c) The triode model (Section 2.22). J is the union of three distinct closed rays 
with endpoint 0 in a Euclidean plane or 3-space; a·b is a if a = b, segment 
ab if a "* b and a, b are in the same closed ray; otherwise it is the union of 
point 0 and segments oa and ob. 

12. In each of the following parts show that the given join system constructed from 
the set of natural numbers {I, 2, 3, ... } is not a join geometry. Determine 
which of JI-J1 are satisfied. 
(a) J is the set of natural numbers; a·b = {a, b}. 
(b) J is the set of natural numbers; a·b=GCD (a, b), the greatest common 

divisor of a and b, that is, the common divisor of a and b which is divisible 
by every common divisor of a and b. 

(c) J is the set of natural numbers; a·b is the set of common divisors of a and 
b. 

(d) J is the family of nonempty subsets of the set of natural numbers; 
a·b = a U b, the union of sets a and b. 

13. Consider a punctured Euclidean plane which is JG4 modified as follows. 
Delete a given point 0 from a Euclidean plane to obtain J. To obtain a· b, join 
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a and b as in JG4 but delete 0 if 0 is a point of this join. Show that a punctured 
Euclidean plane is not a join geometry. Determine which of 11-J7 hold for a 
punctured Euclidean plane. 

14. Suppose (J, .) is a finite join geometry, that is, J is a finite set. Prove that J 
contains at most one point. 

5.3 Deducibility and Counterexamples 

In the development of a mathematical theory the question often arises 
whether a certain statement is or is not deducible from the postulates. We 
may attempt to deduce it. If we succeed, there is no problem-but suppose 
our efforts to deduce it fail. We may begin to suspect that the statement is 
just not deducible from the postulates. There is an important procedure­
though not an automatic one-for confirming that a statement is not 
deducible from a given set of postulates. We illustrate the procedure by 
means of an example. 

In Euclidean geometry a point of a segment "divides the segment into 
two segments" (Figure 5.7). This somewhat vague principle can be for­
mulated in our theory as follows: 

Ifp cab, then ab = ap Up U pb. (A) 

The question is this: Can principle (A) be deduced from JI-17? Suppose 
the answer is yes. Then any join geometry (J, .) must satisfy (A), since it 
already satisfies JI-17. Suppose we can find a join geometry J which 
falsifies (A). Then we infer that (A) cannot be deduced from JI-17, for 
otherwise a contradiction results in J. 

ap pb 

a p b 

Figure 5.7 

Let us then search the list of join geometries in Section 5.2 for one 
which falsifies (A). We need an example containing a segment that is quite 
unlike Euclidean segments. JG16 furnishes such a segment. In JG16 let 
a = (1, 1), b = (-1, - 1) and p = (0,0). Then pc ab, but ab contains 
points other than those of ap Up U pb, namely, the points indicated by the 
shading in Figure 5.8. 

We conclude that JG 16 does not satisfy (A) and infer that (A) is not 
deducible from JI-17. The join geometry JG16 is called, since it falsifies 
(A), a counterexample for (A). 

Providing counterexamples is an important function of the list JG 1-
JGI6. It also indicates the richness and variety of application that is made 
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Figure 5.8 

possible by an abstract postulational treatment of a mathematical disci­
pline. 

Remarks. 

(1) Our example above of a proof of nondeducibility may foster a false 
impression. It may suggest that counterexamples are easily found to 
settle questions of deducibility. Actually we chose principle (A) as an 
illustration because we knew the list JG I-JG 16 contained the required 
counterexample. The work involved in constructing or discovering a 
counterexample in a mathematical theory may be very difficult and 
time-consuming. 

(2) The method of proving a statement is not deducible from a given set of 
postulates is not an absolute one. To see this let us analyze the example 
above. We assumed (A) was deducible from Jl-J7 and showed that 
JG16 would have two contradictory properties. But JG16 was con­
structed from the real number system. Thus the deducibility of (A) 
would imply the inconsistency of the real number system. Hence our 
conclusion that (A) was not deducible from Jl-J7 was based on the 
implicit assumption that the real number system is consistent. This 
indicates that the method of establishing nondeducibility by means of 
a counterexample is a relative, not an absolute one. It is nevertheless 
very important and very useful. 

EXERCISES 

I. Show that each of the postulates J5, J6 and J7 is not deducible from postulates 
Jl-J4. (Hint . Examine the join systems in Exercise 11 at the end of Section 5.2.) 

2. Show that each of the following statements is not deducible from JI-J7. 
(a) Every segment is ordered (Section 4.24). 
(b) Every ray is ordered. 
(c) If some nondegenerate segment is ordered, then every segment is ordered. 
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(d) If some nondegenerate segment is ordered, then some segments are not 
ordered. 

(e) If every segment is ordered, then every ray is ordered. 

3. Show that the formula 

(a/b)(a/c) = a/bc 

is not deducible from 11-J7. Compare Exercise I at the end of Section 4.13. 
How does this exercise pertain to the notion of interior of an angle? 

4. Show that the following statements are not deducible from 11-J7. 
(a) The closed segment [a, b] is a closed convex set (Section 4.22). 
(b) A segment ab has a unique pair of endpoints. 
(c) If abR;cd, there existp, q, r such that a, b, c, d cpqr. 

5. Is the following statement deducible from 11-J7: If A and B are convex, 
A U B = J and A n B = 0, then A and B have a common boundar; point? 
Justify your answer. 

6. Try to determine whether each formula below is deducible from 11-J7. Justify 
your assertions. 
(a) a(b/a)=ab/a; 
(b) a/(b/a) = a/b. 

7. Show that 11 is deducible from J2-J7. Which of J2-J7 did you use?3 

5.4 The Existence of Points 

Do JI-J7 imply the existence of points, or equivalently, that J ¥= 0? This 
may appear trivial when first encountered, for the postulates seem to 
involve that points do exist. Consider 11. In the form ab ¥= 0, it asserts ab 
contains at least one point and so seems to imply J ¥= 0. However, the 
symbols a, b in JI denote points-elements of J. Thus JI asserts: 

If a, b c J, then ab ¥= 0. 

It says: If you can find points a and b, then you are assured of the 
existence of a point in abo Thus JI involves existence only hypothetically. 
The same is true for 12-J7. None of the postulates asserts categorically the 
existence of points. So it is hard to see how to frame a proof that J ¥= 0. 

Can we find a counterexample for the statement J ¥= 0? Can we find a 
join geometry with no points? Yes. But the answer may seem strange at 
first sight. Choose J to be 0. Define . so: If a, b c J, then a· b = 0. The 
operation . may be called the null join operation in 0. We assert that 
(J, .) satisfies postulates JI-J7. Consider for instance 13. It asserts: If 
a, b, c C J, then (ab)c = a(bc). Since J = 0, postulate 13 imposes no re­
striction on (J, . )-we say 13 is satisfied vacuously. The same argument 

3 Observe that the standard set of postulates for a field is not independent. 
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applies to the other postulates, and we conclude (J, .) is a join geometry. 
Thus no absolute statement on the existence of points is deducible from 
11-17. 

5.5 Isomorphism of Join Systems 

In this section the idea that two join geometries have the same structure or 
are isomorphic is introduced. Actually the idea will be defined more 
broadly for any two join systems and will be applied to systems that are 
not join geometries (see Section 10.17). 

In a Euclidean line consider points PI' ... ,P5 related as indicated in 
Figure 5.9. The points are used to construct a finite join system (Section 
2.2). Let J = {PI' P2' P3' P4' P5}. Define . in J as follows: a· b is the set of 
points of J that are between a and b if a=l=b; a·a=a. ThUSPI·P5= 
{P2' P3' P4}' P4 ·P2 = P3 and PI·P2 = 0. The pair (J, .) is a join system. In 
effect the closed segment PIP5 has been reduced to five points, and the 
Euclidean join operation has been reduced correspondingly to yield a join 
operation in J. 

Figure 5.9 

In a Euclidean plane consider, as indicated in Figure 5.10, open rays 
R l, ... , Rs with endpoint 0 lying on a given side of a line L containing o. 
(Compare JG 11.) Let J' = {Rl' R2, R3, R4, Rs}. Define 0 in J' in this 
way: A 0 B is the collection of rays of J' that lie between A and B, if 
A =l=B; A 0 A = A. Then (J', 0) is a join system. 

Figure 5.10 

(J, .) and (J', 0) are similar in some sense-they seem to have the 
same structure although composed of different material. If this is so, each 
element of J should have a corresponding element in J', and the two 
elements should play similar roles in their respective systems. 

To illustrate this consider Pl. It plays a special role in J as a sort of 
extreme point. Thus it should correspond to Rl or Rs, which are "extreme 
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rays" in 1'. Suppose we make PI correspond to R I, writing PI ~RI. 
Similarly we require Ps ~ Rs· Since P2 is "next to" PI' we require P2 ~ R2; 
similarly P4 ~ R4. Finally we must have P3 ~ R3. Thus we have defined a 
one-to-one correspondence between J and J' symbolized by 

i = 1, ... , 5. (1) 

The correspondence (1) relates the join of two points in J to the join of 
their corresponding rays in J'. To indicate the nature of the relation, 
consider PI and P4 in J and the corresponding rays RI and R4. By 
definitionpI·P4= {P2,P3} and RIo R4= {R2' R3}· Sincep2~R2,P3~R3' 
we see that (1) effects a correspondence between the points of PI ·P4 and 
the rays of RI 0 R4. It isn't hard to verify this property for any pair of 
points Pi' Pi of J and the corresponding rays Ri, Ri . The result can be 
expressed in this way: 

Let P denote any element of J and R its correspondent in J' as 
determined by (1). Then 

P C Pi . Pi if and only if R C Rj 0 Ri . 

The relation between the two join systems becomes particularly simple 
if J is chosen so that its points lie on their corresponding rays, as in Figure 
5.11. 

o 

Rs 

Figure 5.11 

Our discussion suggests the following 

Definition. Let (J, .) and (1', 0) be join systems. Let there exist a 
one-to-one correspondence x~x' between J and J' which satisfies the 
following condition: 

a~ a', b ~ b' 

implies 

x ca· b if and only if x' C a' 0 b'. (2) 

Then we say the join systems (J, .) and (J', 0) are isomorphic (or have 
the same structure) or that (J, .) is isomorphic to (J', 0). Sometimes it is 
convenient to say (J, .) and (J', 0) are isomorphic under the correspon­
dence x~x'. 
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Note that the two join systems discussed above are isomorphic under 
the correspondence Pi ~ Ri . 

A Euclidean Application of the Isomorphism Concept 

Most of the join geometries in the list JGI-JGI6 are not individual 
mathematical systems but families of similar ones. Consider JG3. The 
Euclidean line in its description is not specified: It could be any line in a 
Euclidean plane or 3-space. So there are an infinitude of geometries of the 
type JG3. They seem to be equivalent in some sense-their join operations 
behave in the same way. We assert that any two examples of JG3 are 
isomorphic-and proceed to justify this for a particular case. 

Let Land L' be parallel lines in a Euclidean plane P (Figure 5.12). Let 
. and 0 be the Euclidean join operations in Land L'. Choose 0 in P not 
on L or L'. Let x be any point of L. Define x' to be the intersection of line 
ox and L'. Then x~x' is a one-to-one correspondence between the lines L 
and L'. Let a, beL. Suppose xc a' b. Then x' c a' 0 b'. Conversely, if 
x' c a' 0 b', then x ca' b. Thus condition (2) above holds and (L, .) is 
isomorphic to (L', 0) by definition. 

o 

L~----~----~~ 

x' 
L' ~--------...... --i~ 

o 

L ~---+-+-+---. 

a' b' 
L' ....... --'---1-... 

Figure 5.12 

o 

L .... -~++--. 

b' 
L'~-+--+-~~ 

Remark. The correspondence x ~ x' between Land L' in the example 
above can be described in simple terms without referring to the join 
operations: Let a, b, c be points of L, so that a', b', c' are their correspon­
dents in L' (Figure 5.13). Then c is between a and b if and only if c' is 

o 

L~-----,~--+---~------i~ 

b' L' .. ~--------~-------1---i~ 

Figure 5.13 
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between a' and b'. In view of this the correspondence is said to preserve 
betweenness. 

Isomorphic and Automorphic Correspondences 

The correspondences which establish that two join systems are isomorphic 
deserve a name. 

Definition. Suppose (J, .) and (J', 0) are join systems and x ~ x' is a 
one-to-one correspondence between J and J' such that 

a ~ a', b ~ b' 
implies 

x ca· b if and only if x' C a' 0 b'. 

Then x ~ x' is called an isomorphic correspondence or an isomorphism 
between (J, .) and (J ' , 0). An isomorphism between (J, .) and itself is 
an automorphic correspondence or automorphism of (J, .). 

The simplest example of an automorphism of (J, .) is the identity 
correspondence in J defined by x ~ x. 

Query. In the example above can you find another isomorphism be­
tween (L, .) and (L', o)? 

Notation. For the sake of convenience we often employ the symbol· to 
refer to two or more join operations. For example, in studying isomorphic 
systems we may say (J, .) is isomorphic to (J ' , .). If the context indicates 
the operation being studied we may dispense with the symbol . altogether, 
merely saying J is isomorphic to J' and denoting joins in J and J' by ab 
and a' b' respectively. Similarly the symbol/may be used to denote two or 
more extension operations. 

Isomorphisms and the Extension Operation 

An isomorphism x ~ x' between join systems J and J' affects extensions as 
well as joins. (Note that the definition of extension in Section 4.1 is 
applicable to any join system.) Suppose a, b c J and x c a/b. Then 
a c bx. By definition of isomorphism a' c b' x', so that x' ca' / b'. 

Conversely suppose xC J and x' C a' / b'. Then a' C b'x', and by defini­
tion of isomorphism a C bx. Thus x C a/b. 

Summary Statement (A). Let X~X' be an isomorphism between join 
systems J and J'. Then 

a ~a', b~ b' 
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implies 

x C a / b if and only if x' C a' / b'. 

Correspondences Operate on Sets 

A one-to-one correspondence C, x ~ x', between two sets Sand S' is 
easily extended to apply to subsets of S. Let A C S. Then each x in A has a 
correspondent x' in S I. The set of all such x' is called the correspondent of 
set A (under C) and is denoted by A I. (In effect if we limit the application 
of the correspondence to the elements of A, we get a "restricted" corre­
spondence between A and A'.) 

The idea of correspondent of a set is useful in dealing with isomor­
phisms. 

Suppose x ~ x' is an isomorphism between J and J I. Let a, b c J. Then 
a ~ a', b ~ b'. We are interested in how the correspondence x ~ x' relates 
the sets ab and a' b' . 

First suppose x cab. Then by definition of isomorphism x' C a' b'. Thus 
the correspondent of each element of ab is in a' b'. 

Now let y C a'b' . Then y C J' and therefore is the correspondent of 
some element z C J, that is, y = Z'. Then z' C a' b' , and by definition of 
isomorphism z cab. Thus each element of a' b' is the correspondent of 
some element of abo Hence a' b' is identified as the set of correspondents of 
the elements of ab, that is, a'b' = (ab)'. 

Summary Statement (B). Let X~X' be an isomorphism between the join 
systems J and J'. Then a, b C J implies 

(ab)' = a'b' . (3) 

In view of (3) we may say the isomorphism X~X' "maps joins onjoins" 
or "preserves joins". The condition (3) can be used to characterize isomor­
phisms. 

A similar result for extension can be derived from Summary Statement 
(A) above. 

Let x ~ x' be an isomorphism between the join systems J and J I. Then 
a, b C J implies 

(a/ b)' = a'/ b'. (4) 

In view of (4) we say the isomorphism "maps extensions on extensions" 
or "preserves extensions". 

Finally we show that an "isomorph" of a join geometry must be a join 
geometry. 

Theorem 5.1. Let J and J' be isomorphic join systems. Then if J is a join 
geometry, so is J I • 
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PROOF. Given that J satisfies postulates 11-17, we must verify that J' 
satisfies 11-J7. Since J and J' are isomorphic, there exists an isomorphism 
x~x' between J and J'. 

To verify that J' satisfies 11, we suppose p, q c J' and show pq =1= 0. 
Since p, q c J', p and q are the correspondents of elements, say a, be J, 
that is,p = a', q = b'. We know ab=l=0. Let x cab. Then by definition of 
isomorphism x' c a' b' = pq, and pq =1= 0. 

Verification of J2: As was seen above, we can take a', b' (a, b c J) as 
arbitrary elements of J'. Then by (3) and postulate J2 for J we have 

a'b' = (ab)' = (ba)' = b'a'. 

Verification of J3: We show 

(a'b')e' = a'(b'e') (i) 
for a, b, e c J. Suppose 

x' C (a'b')e'. (ii) 

We show 

x' C a'(b'e'). (iii) 

The relation (ii) implies 

x' C y'e', wherey' C a'b'. 

By definition of isomorphism 

xC ye, y cab, 

so that x c (ab)e = a(be). Now xC az, z C be, so that x' C a' z', z' C b' e', 
and (iii) follows. In the same way it can be shown that (iii) implies (ii), and 
we infer (i). 

To verify J4 observe that 

a'a' = (aa)' = a'. 

J5 can be verified by the method used for J1. 
Verification of J6: Suppose a' / b' ';::j e' / d'. Then 

a/b';::j e/d [Summary Statement (A)], 

[16 for J], 

a'd' ';::j b'e' [(2) ]. 

To verify J7 we have 

a'/a' = (a/a)' = a'. o 
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Remark on the Theorem. Note in the proof that the validity of a 
postulate for J' was deduced from its validity for J. The type of argument 
employed in the proof can be used to show that if J and J' are isomorphic 
join systems, then any property of J as ajoin system will hold for J'. To 
illustrate this let x~x' be an isomorphism between J and J'. Suppose that 
in J, a and b satisfy ab = 0. Then their correspondents a' and b' satisfy 
a'b' = 0. If A is a convex set in J, then A' will be a convex set in J'. If in 
J, ab = ap Up Upb, then in J', a'b' = a'p' up' Up'b'. 

EXERCISES (ISOMORPHISM) 

l. Show informally that the relation "J is isomorphic to J'" is an equivalence in 
the collection of all join systems (Section 4.26). 

2. Show that the given pair of join geometries are isomorphic. 
(a) JGI and JGll, choosing semicircle C of JGI in the plane of JGll with 

center 0 and lying on the side of L that contains the rays of F. 
(b) JG2 and JGI2, choosing H of JG2 in the 3-space of JGl2 with center 0 

and lying on the side of P that contains the rays of F. 
(c) JG3 and JGI3. 

3. Show in each part that J is isomorphic to J', where the operation in J and J' is 
Euclidean join. 
(a) J and J' are coplanar lines. 
(b) J and J' are noncoplanar (skew) lines. 
(c) J and J' are noncollinear segments with a common endpoint. 
(d) J and J' are segments lying on parallel lines. 
(e) J and J' are any segments in 3-space. 
(f) J is a segment and J' a ray that have a common endpoint and are 

noncollinear. 

4. In a Euclidean plane find a segment J and a line J' such that, if . is Euclidean 
join in each, you can prove J is isomorphic to J'. [Suggestion. Try to apply 
Exercise 3(f).] 

5. Let a, b, 0 be noncollinear points in a Euclidean plane. Let J = ab and· be the 
Euclidean join in J. Let J' be the set of rays with endpoint 0 that lie inside 
L aob. Define . in J' so: R· S is the set of rays between Rand S if R =1= S; 
R· R = R. Show J and J' are isomorphic. 

6. Try to generalize Exercise 5. 

7. (a) Find some automorphisms of JGl3 in which 0 is fixed, that is, corresponds 
to itself. 

(b) Find an automorphism of JGl3 in which 0 corresponds to I; 0 corresponds 
to a given number a; a corresponds to b, where a and b are given numbers. 

8. (a) Let J = f\J, the set of natural numbers I, 2, 3, . .. . Define· in J so: a' b is 
the set of numbers of f\J that are between a and b if a =1= b; a' a = a. Let 
J' = f\J - {I}, and define . as in J. Show J is isomorphic to J'. 

(b) How many automorphisms does J have? Justify your answer. 
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9. Suppose J and J' are isomorphic join geometries. Prove if J satisfies the given 
condition, then J' does also. 
(a) If p cab, then ab = ap Up U bp. 
(b) If a, b, c are distinct, one of a c be, b cae or e cab holds. 
(c) If ab = cd, then {a, b} = {e, d}. 

10. Suppose the correspondence x.....,> x' is an isomorphism between join geometries 
J and J'. Prove: 
(a) If A is convex in J, then A' is convex in J'. 
(b) If A is convex andp c g(A), thenp' c g(A'). 
(c) If A is convex andp c e(A), thenp' c e(A'). 

11. Show that a one-to-one correspondence x.....,> x' between two join systems J and 
J' which satisfies the condition 

a, b c J implies (ab)' c a'b' 

need not be an isomorphism between J and J'. 

5.6 A Class of Join Geometries of Arbitrary 
Dimension 

Our object now is to construct a class of join geometries which will turn 
out to be algebraic counterparts of Euclidean geometries of dimensions 
1,2,3, .... Our approach is suggested by analytic geometry. JG3, JG4, 
JG5 correspond to Euclidean geometries of dimensions 1,2,3. The latter 
can be treated algebraically by means of coordinate systems in which 
points are represented by real numbers XI' ordered pairs of real numbers 
(XI' x2), ordered triples of real numbers (XI' x 2, X3). 

It is natural then to choose the basic set for an arbitrary join geometry 
of our class to be the set of all ordered n-tuples (XI' ••• ,xn ) of real 
numbers. This is denoted by IRn , where IR stands for the real number 
system. We take IR I to be IR. 

How shall we define join in IRn ? An easier question first: How can join 
be defined in IRI and 1R2? This is our approach: IRI and 1R2 are algebraic 
counterparts of a line L and a plane P in Euclidean geometry. In Land P 
join is defined in terms of segment or betweenness. It should be possible 
using coordinate representation in Land P to obtain algebraic counter­
parts of segment or betweenness. 

The definition of join in IRn is motivated by considering the problem in 
IRI and 1R2. The reader may, if he wishes, omit the discussion and proceed 
directly to the definition which appears in the final paragraph of this 
section. 
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Join in IRI 

The definition of join in Rl is easily obtained. Let p, q, r be points of line 
L and a, b, c their coordinates (Figure 5.14). Then r is geometrically 
between p and q if and only if c is algebraically between a and b, that is, 

a < c < b or b < c < a. 

Thus we have the desired definition of join. 

-L 
p(a) r(c) q(b) 

Figure 5.14 

Definition (Initial Formulation). In Rl the operation . is defined as 
follows: a' b is the set of real numbers between a and b if a =fo b; a' a = a. 
[Note then that (Ri, .) is JG13.] 

There is no question that this is the correct definition-but it is not 
useful for our purposes as stated. It will not generalize to R2. It has the 
disadvantage that it does not distinguish one number between a and b 
from any other. Can we find an algebraic formulation of betweenness 
which turns out numbers between a and b at will? 

The answer we seek is found in the process of forming weighted 
averages. Suppose in a course you have grades of 70 and 90, but do not 
know the weights to be assigned to them. What can your average be? The 
answer is: Any number between 70 and 90. For example, if the weights are 
2 and 3, the average is (2 x 70 + 3 x 90)/5 = 82. The numbers between 70 
and 90 are precisely all the weighted averages of 70 and 90. (Note that if in 
the illustration the weights ~ and ~ are used, the same result is obtained.) 

Proposition I. Let a, b, x be real numbers, a =fob. Then x is between a and b 
if and only if there exist real numbers A, p. such that 

x = Aa + p.b, O<A,P., A+P.=1. (1) 

PROOF. Suppose (1). Assume a <b. Then 

x = Aa + (1 - A)b = b - A(b - a) < b. 

Similarly 

x = (1 - p.)a + p.b = a + p.(b - a) > a. 

Thus a < x < b, and x is between a and b. Similarly for the case b < a. 
Conversely suppose x is between a and b. Solving the equations 

x = Aa + p.b, A + p. = 1 
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for A, J.L, we get 

A=x-b a-x 
a-b' J.L= a-b· 

These values for A, J.L satisfy the equations in (1). The condition 0 < A, J.L 
follow easily from the hypothesis. Thus (1) is verified and the proof is 
complete. D 

Now the effective definition of join in IRI can be stated. 

Definition (Final Formulation). For a, b in IRI, a· b is the set of all real 
numbers x expressible in the form 

x = Aa + J.Lb, 

where A, J.L are real numbers that satisfy 

o < A, J.L, A + J.L = 1. 

Note that the definition applies uniformly for all a· b and yields 
a, a = a. 

Join in /R2 

We present a purely algebraic criterion for betweenness of three points in a 
plane. 

Proposition II. Let P be a Euclidean plane in which a Cartesian coordinate 
system has been introduced. Let a, b,p be points of P (a ¥=b) with respective 
coordinate pairs (ai' a2), (b l , b2), (PI' p~. Then p is between a and b if and 
only if there exist real numbers A, J.L such that 

and 

PI = Aal + J.Lb1' 

P2 = Aa2 + J.Lb2 

0< A, J.L, A+J.L=1. 

PROOF. Let L be the line determined by a and b (Figure 5.15). 
Case I. a l ¥=b l • Then L is not vertical-let its equation be 

(1) 

(2) 

(3) 

(4) 

Suppose p is between a and b. Then PI is between al and bl. By 
Proposition I there exist real numbers A, J.L such that (1) and (3) hold. 
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X2 

Figure 5.15 

Employing (4), (1) and (3), we have 

P2 = mpl + n, 

P2 = m(Aa l + phi) + n, 

b 

P2 = A(mal + n) + p.(mb l + n), 

P2 = Aa2 + ph2' 

Thus (2) holds and the forward implication is established. 
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L 

(5) 

(6) 

Conversely, suppose there exist numbers A, p. satisfying (1), (2), (3). 
Then by retracing steps starting from (6) we reach (5), so that P is on line 
abo By Proposition I, (1) and (3) imply PI is between a l and b l • Thus P is 
between a and b. 

Case II. al = b l • Then L is vertical and is representable by XI = n. 
Since this can be written XI = mx2 + n (where m = 0), the argument of 
Case I applies. D 

Proposition II suggests the following 

Definition of Join in 1R2. Let (ai' a2), (bl> b2) be elements of 1R2. Then their 
join (ai' a2)' (b l, b~ is the set of all elements (XI' x~ of 1R2 that satisfy 

where A, p. are real numbers such that 

o < A, p., A + p. = 1. 

The definition is immediately extendible from ordered pairs to ordered 
n-tuples and yields the 

Definition of Join in IRn. Let (ai' ... , an)' (b l , .•• , bn) be elements of IRn. 
Then their join (a l, ... , an)' (b l, ... ,bn ) is the set of all elements 
(x I' ... , xn) of IRn that satisfy 
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where "A, p, are real numbers such that 

o < "A, p" "A+p,=l. 

5.7 IRn Is Converted into a Vector Space 

~n is a set of elements which may be called points or (arithmetic) vectors. 
In itself it has no structure. By defining join in ~n we have imposed a 
structure on it-we have formed a join system. The join of two points 
(a), ... , an) and (b), ... , bn) is defined by operations of multiplication 
and addition applied to the individual components of the points. In order 
to study the properties of . in ~n, in particular to prove that (~n, .) is a 
join geometry, it becomes very convenient to define elementary algebraic 
operations on points of ~n and to study how they act on the points without 
explicitly considering components of the points. 

In technical terms we are going to convert ~n into a vector space over 
the real number system-but no knowledge of the concept of vector space 
will be assumed. 

First a convenient notation which facilitates consideration of n-tuples as 
individual entities. An element of ~n is represented by one of the letters 
a, b, c, ... , and components of the element by the same letter with 
appropriate subscript 1, ... , n. Thus the real number ai is the ith compo­
nent of a-so that a = (a), ... , an)' b = (b), ... ,hn) and so on. 

In ~n we take equality naturally to mean equality of corresponding 
components, that is, a = h or (a), ... , an) = (hI' ... ,hn) means a) = 
b), ... , an = hn· 

Two algebraic operations are defined in ~n. 

Definition. If a and b are elements of ~n, their sum a + h or (a), ... , an) + 
(b), ... , bn) stands for (a) + h), ... , an + hn). 

Definition. If "A is a real number and a is an element of ~n, their product "Aa 
or "A(a I, ... , an) stands for ("Aa), ... , "Aan). 

~n is closed under the operation of addition, since the sum of two 
elements of ~n is a uniquely determined element of ~n. Similarly ~n is 
closed under the operation of multiplying by a real number. 

Addition in ~n satisfies the familiar commutative and associative laws 
of school algebra: 

a + b = h + a, 

(a+h)+c = a+(h+c). 

(1) 

(2) 
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The element 0 = (0, ... , 0) is called the zero element (or zero vector) of 
IRn and has the familiar property 

a + 0 = 0 + a = a. (3) 

Subtraction can be treated in several different but equivalent ways. We 
choose the following. Define the negative of a by 

- a or - (aI' ... , an) stands for (- aI' ... , - an). 

Observe the familiar property 

a + (-a) = -a + a = O. (4) 
Then we define the difference of a and b by a - b = a + ( - b), and have 

a - b = c if and only if a = b + c. (5) 
In effect the properties (1)-(5) enable us to apply the familiar theory of 

addition and subtraction in school algebra to the elements of IRn, as if they 
were real numbers rather than n-tuples of real numbers. 

Consider now the multiplication operation. The following properties 
hold, in which A, J.L denote real numbers: 

1a = a, (-l)a = -a, Oa = 0, (6) 

A( J.La) = (AJ.L) a, (7) 

A(a+ b) = Aa + Ab, 

(A + J.L)a = Aa + J.La, 

Aa = 0 if and only if A = 0 or a = o. 

(8) 

(9) 

(10) 

In effect properties (6)-(10) enable us to apply the familiar theory of the 
multiplicative algebra of real numbers. But it is important to keep in mind 
that we are multiplying neither two numbers nor two vectors but a vector 
by a number of produce a vector. Also note that two zeros have been 
denoted by the same symbol: the zero number 0 and the zero vector O. No 
confusion should arise, since the context will indicate the meaning in­
tended. 

A Word on Notation. Elements of IRn will be denoted by a, b, c, .... 
Greek letters a, [3, y, ... will denote real numbers. Sometimes quotients 
of real numbers are indicated by the stroke /, but no essential ambiguity is 
involved, since the context will indicate whether quotient of real numbers 
or extension of points is intended. 

With the above qualifications it will be observed that the familiar 
formal manipulative properties of addition, subtraction and multiplication 
in school algebra are valid. Thus we can apply the theory of linear 
equations in the usual way. As an illustration we can solve 

ax + [3y + yz = 0 
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for x, assuming of course a oF 0, and get 

5.8 Restatement of the Definition of Join in IRn 

The definition of join in Iijn is now restated in terms of the operations of 
addition of vectors and multiplication of vectors by real numbers studied 
in the last section. 

The definition (Section 5.6, last paragraph) asserts that the join 

(a), ... , an)' (b), ... , bn) 

is the set of all (x)' ... , xn ) of Iijn that satisfy 

x) = M) + ph)' ... 'Xn = Mn + phn> (1) 

where h, JL are real numbers such that 

o < h, JL, h + JL = 1. 

The condition (I) implies 

x = (x)' ... ,xn) = (M) + ph), ... , han + phn) 

= (M), ... , Mn) + (ph), ... , phn) 

= heal' ... ,an) + JL(b), ... , bn) 

= M + ph, 

so that 

x = M + ph. (2) 

It is easily seen, by retracing steps, that (2) also implies (1). Thus join in Iijn 

may be characterized as follows. 

Restatement of Definition. Let a and b be points of Iijn. Then their join 
a' b is the set of all points x of Iijn expressible in the form 

x = M + ph, 

where h, JL are real numbers which satisfy 

o < h, JL, h + JL = 1. 

In this characterization of the operation, no mention is made of the fact 
that elements of Iijn are sequences of real numbers, or even of the index n 
itself. This will make possible a formal algebraic study of join in Iijn based 
on the vector algebraic properties (1)-(10) of Section 5.7. This is not a 
trivial advantage. It signifies, for example, that 1ij27 is no more difficult to 
study than 1ij2. 
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5.9 Proof That (IRn, .) Is a Join Geometry 

(IRn , .), where . is the join operation defined in IRn , is a join geometry, as 
we now proceed to prove. It is worth noting that the only properties of IRn 

employed are the "vector algebraic" principles (1)-(10) of Section 5.7. Of 
course properties of real numbers are used. 

First two lemmas are needed. 

Lemma 5.1. In IRn , x C (ab)c if and only if x is expressible in the form 

x = "Aa + ph + pc, 0 < "A, JL, P, "A + JL + P = 1. (1) 

PROOF. Suppose 

x C (ab)c. (2) 

Then 

xC yc, y cab (3) 

holds for some y. By definition of join in IRn , (3) yields 

x = ay + {Jc, 0 < a, {J, a + {J = 1; (4) 

y = ya + 8b, 0 < y, 8, y + 8 = 1. (5) 

Eliminatingy between (4), (5), we have 

x = (ay)a + (a8)b + {Jc. (6) 

Let "A, JL, P be determined by 

"A = ay, JL = a8, P = {J. (7) 
Substituting in (6) the values of "A, JL, P given by (7), we have 

x = "Aa + ph + pc. (8) 
The relations (7), (4) and (5) imply 

0< "A,JL, P, (9) 
since the product of positive numbers is positive. Furthermore we have 

"A+JL+p=ay+a8+{J 

= a( y + 8) + {J = a + {J = 1. (10) 

The relations (8), (9) and (10) yield (1), so that (2) implies (1). 
Conversely suppose x satisfies (1). In essence we retrace our steps to (2). 

First we determine a, {J, y, 8 to satisfy (7) and the relation a + {J = 1; we 
get 

a = 1 - p = "A + JL, 
"A 

y="A+JL' 

{J = P, 

8=-JL­
"A+JL' 

(11) 
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The relations (11) and (1) imply 

o < a, {3, y, 8 and y + 8 = 1. (12) 
Substituting (7) into (1), we have 

x = aya + a8b + {3c = a(ya + 8b) + {3c. (13) 

Lety = ya + 8b, so that (5) holds. Substitutingy for ya + 8b in (13) we get 

x = ay + {3c. (14) 

By (12), 0 < a, {3, and (11) implies a + {3 = 1. These relations with (14) 
yield (4). The relations (4) and (5) yield (3), from which (2) follows, and the 
proof is complete. D 

Similarly we can prove the following result. 

Lemma 5.2. In ~n, xC a(bc) if and only if x is expressible in the form (1). 

Theorem 5.2. Let . be the join operation defined in ~n. Then (~n, .) is a join 
geometry. 

PROOF. We verify the postulates in order. 
Verification of n, ab"* 0. ta + tb is an element of abo 

Verification of 12, ab = ba. This follows directly from the definition of 
join. 

Verification of J3, (ab)c = a(bc). By Lemma 5.1, x c(ab)c is equiv­
alent to 

x = Aa + ph + pc, 0 < A, p" P, A + P, + P = 1. (1) 
By Lemma 5.2, x C a(bc) is equivalent to (1). Thus xC (ab)c if and only if 
xC a(bc), and J3 holds. 

Verification of J4, aa = a. aa is the set of x expressible in the form 
Aa + p,a, where 0 < A, p, and A + P, = 1. Aa + p,a = (A + p,)a = a. Hence 
aa= a. 

Verification of J5, a/ b"* 0. 2a - b is an element of a/ b. For 

a=H2a-b)+ib. 

Verification of J6, a/ b R:; c/ d implies ad R:; bc. Suppose a/ b R:; C / d. 
Then x R:; a / b and x R:; c / d for some X. Hence 

a R:; bx, c R:; dx, 
which imply 

a = M + /LX, o < A, p" A + p, = 1, 

c = A'd + p,'x, 0 < A', p,', A' + p,' = 1. 

Eliminating x between (2) and (3), we have 

p,' a + p,A'd = p,'M + JLC. 

(2) 

(3) 

(4) 
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Furthermore 

JL' + JLA' = JL' + JL(1 - JL') = JL'(1 - JL) + JL = JL'A + JL. (5) 

Let p be the common value of the members of (5). Note p is positive, so 
that (4) implies 

, .. \' 'A 
~a + _I"'_'d = Lb + .!!:.c. 
p p p p 

(6) 

Let y denote either member of (6). Then one easily checks that 

y cad, y c bc. 

Thus ad~bc, and J6 holds. 

Verification of J7, a/a = a. Suppose x C a/ a. Then ax::J a and 

a = Aa + /LX, 0 < A, JL, A + JL = 1. 

Solving for x, we have 

x = p.-l(a-Ail) = p.-l(1-A)a = p.-lp.a = a. 

Thus a is the only possible member of a/a, and a/a = a by J5. 
This completes the proof that (IJ~n, .) is ajoin geometry. D 

The join geometry (~n, .) may be called the arithmetic or vector join 
geometry of dimension n, or simply the join geometry ~n. It is constantly 
used as a model to interpret and test the ideas and principles of the theory. 
Its principal advantage is that it provides in concrete numerical terms a 
representation of the linear geometry of Euclidean n-space. 

EXERCISES (ON THE JOIN GEOMETRY ~n) 

1. Prove directly from the definitions of convexity and join in IRn that ab is 
convex. 

2. Prove Lemma 5.2. 

3. Prove: abc is the set of all x expressible in the form 

x = Aa + ph + PC, o < A, fL, P, A + fL + P = 1. 

4. Prove: 
(a) [a, b] is the set of all x expressible in the form 

x = Aa + ph, 0 .;; A, fL, A + fL = 1. 

(b) [a, b, c] is the set of all x expressible in the form 

x = Aa + fLb + PC, 0 .;; A, fL, P, A + fL + P = 1. 

5. Prove: 
(a) aj b is the set of all x expressible in the form 

x = Aa + ph, fL < 0, A + fL = 1. 

(b) [a, bJ/[a, b] is the set of all x expressible in the form 

x = Aa + ph, A + fL = 1. 
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6. Prove: 
(a) e(ab) = [a, b]. 
(b) era, b] = [a, b]. [Compare Exercise 4(a) at the end of Section 5.3.] 

7. Prove: If ab = cd, then {a, b} = {c, d}. [Compare Exercise 4(b) at the end of 
Section 5.3.] 

Notation. In Exercises 8 through 11 ai' ... , am denote m points of ~", 
not the components of a point (vector) of ~m. 

8. Prove: al ... am is the set of all points x expressible in the forrtJ. 

x = Alai + ... + Amam, 

(Hint. Use induction.) 

9. Prove: [a\> ... , am] is the set of all points x expressible in the form 

10. Prove: [ai' ... , aml/[a\> ... , am] is the set of all x expressible in the form 

x = Alai + ... + Amam, AI + ... +.\", = 1. 

11. Prove: 
(a) e(al ... am) = [a\> ... , am]. 
(b) e[al, ... , am] = [ai' ... , am]· 
(c) ~ [a\> ... , am] = §"[al' ... , am]. 

12. In IRn let a be a fixed nonzero real number and a a fixed vector. Prove that 
each of the following correspondences is an automotphism of IRn: 

(a) x -'> ax; (b) x -'> x + a. 

13. Suppose a one-to-one correspondence x -'> x' between IRn and itself has the 
properties: 

(i) (x + y)' = x' + y' for x,y in IRn; 
(ii) (ax)' = ax' for each x in IRn and each real number a. 

Prove that x -'> x' is an automorphism of IRn. 

14. Project. In the discussion in Sections 5.6-5.9 replace the system of real 
numbers IR by the system of rational numbers O. Develop a theory for the set 
on of n-tuples of rational numbers analogous to that for IRn and obtain a join 
geometry (on, .) analogous to (IRn, .). 

5.10 Linear Inequalities and Halfspaces 

In ~2, let a = (0,0), b = (1,0) and c = (0, 1). Then by Lemmas 5.1 and 5.2, 
abc is the set of all x = (XI' x0 expressible in the form 

X = A(O, 0) + 1£(1,0) + v(O, 1) = (1£, v) 
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where 

° < A, p., P, A + p. + P = 1. 
Thus XI = p., X2 = P and it follows quickly that abc is the set of all 
X = (XI' x:J satisfying 

X I > 0, X 2 > 0, X I + X 2 < 1. (I) 

Let us interpret these results in a plane with given coordinate system. 
Represent the element X = (XI' X2) of ~2 by the point x' with coordinates 
(XI' x 2). First plot the elements a, b, c (Figure 5.16). To plot the linear 
inequalities in (1) consider the associated linear equalities 

XI = 0, X 2 = 0, XI + X2 = 1. (2) 

These are represented by lines a' c', a' b', b' c'. Then the inequality X I > ° is 
represented by the open halfplane that lies on the right of the line 
a' c' -that is, a point x' is in this open halfplane if and only if XI > 0. 
Similarly X2 > ° is represented by the open halfplane that lies above the 
line a' b'; and X I + X 2 < I is represented by the open halfplane that lies 
below and to the left of the line b' c'. Thus an element X = (XI' x:J satisfies 
the system of inequalities (1) if and only if its corresponding point x' lies in 
the three indicated halfplanes. Hence the join abc is represented by the 
intersection of the three halfplanes: this is the interior of triangle a' b' c', 
namely, the join a' b' c'. 

c'(O, \) 

a'(O, O) b'(l , O) 

Figure 5.16 

Now combine the inequalities (1) with the equalities (2) to obtain 

XI ;;;. 0, X 2 ;;;. 0, XI + X 2 ..;; 1. (3) 

These inequalities are represented by closed halfplanes. The set of elements 
which satisfy the system of inequalities (3) can be shown [by means of 
Exercise 4(b) at the end of Section of 5.9] to be precisely the polytope 
[a, b, c]. While the intersection of the closed halfplanes is precisely the 
closed triangular region a' b' c', that is, the convex hull [a', b', c']. 
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EXERCISES 

1. In each part express the join and the convex hull of the given points of 1R2 as the 
solution set of a system of linear inequalities. Employ analytic geometry-no 
proof is required. 
(a) (1,0), (0, 1), (1, 1). 
(b) (1, 1), (2,4), (3, 0). 
(c) (0, 0), (1,0), (0, 1), (1, 1). 
(d) (0, 0), (2, 0), (1, 1), (3, 1). 
(e) (1,2), (2,4), (3, 0), (2, -2). 

2. In each part describe and illustrate geometrically the solution set of the given 
system of inequalities in 1R2. 
(a) X2 > 0, XI + X2 < 1, XI - X2 > - 1. 

(b) XI < 1, XI > - 1, X2 > O. 

(c) X2';;; 3, 2xI - X2 # 0, 4xI - X2 .;;; O. 

(d) X2 # 0, X2';;; 2, X I + X2 .;;; 4, X I - X2 # - 4. 

In ~2 an equation of the form 

alxl + a2x2 = k, (a" a2) =1= (0, 0), 

is represented geometrically by a line L. The associated strict linear 
inequalities 

a,x, + a2x2 > k, a,x, + a2x 2 < k 

are represented by the open halfplanes or sides of L, and the associated 
linear inequalities 

are represented by the closed halfplanes of L. 
Analogous results hold for ~, and ~3. In ~, a linear equation a,x, = k, 

a, =1= 0, is represented by a point on a linear scale (Figure 5.17), namely, the 
point p(k / a,). The linear inequalities a,x, > k, a,x, < k are represented by 
the open halflines with endpointp (or sides ofp), and a,x, > k, a,x, < k by 
the associated closed halflines. Finite joins of points and polytopes in ~, 
can be represented as intersections of open and closed halflines respec­
tively. For example, if a = 0, b = 1, then ab is represented by the intersec­
tion of the open halflines given by x, > ° and x, < 1, and [a, b] by the 
intersection of the corresponding closed halflines. 

~.~------------~·-------------."Xl 
p(kja 1 ) 

Figure 5.17 

In ~3, a linear equation has the form 

a,x, + a2x 2 + a3x 3 = k, (a" a2• a3) =1= (0,0,0), 

and is represented by a plane P in a given 3-space. The associated strict 
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and nonstrict linear inequalities are represented respectively by the open 
and closed halfspaces of P. Once again finite joins of points and polytopes 
can be represented by intersections of halfspaces. For example, if a = 
(0,0,0), b = (1,0,0), e = (0, 1,0), d = (0,0, 1), then abed is the set of 
solutions of the system 

Xl > 0, X2 > 0, X3 > 0, Xl + X2 + X3 < 1. 

Each inequality is represented by an open halfspace, and abed by their 
intersection, which is the join a' b' e' d' of the points a', b', e', d' that 
represent a, b, e, d. Similarly the polytope [a, b, e, d] is the solution set of 
the system 

Xl ;;;. 0, X 2 ;;;. 0, X3 ;;;. 0, Xl + X2 + X3 < 1, 

and turns out to be represented by [a', b', e', d'] (Figure 5.18). 

d' 

Figure 5.18 

EXERCISES 

1. In each part express the join and the convex hull of the given points of 1R3 as the 
solution set of a system of linear inequalities. Employ analytic geometry-no 
proof is required. 
(a) (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 1). 
(b) (0,0,0), (1, 0, 0), (0, 1,0), (1, 1,0), (0,0, 1). 
(c) (0,0,0), (1,0,0), (0, 1,0), (0, 0, 1), (1, 0, 1), (0, 1, 1). 

2. In each part describe and illustrate the solution set of the given system of 
inequalities in 1R3. 
(a) X2> 0, Xl + X2 > 1, Xl - X2 > - 1, X3 > 0, X3 < 1. 

(b) Xl < 1, Xl > - 1, X2 > 0, Xl - X2 > - 2, X3 > 0, X3 < 2. 
(c) X2;;' 0, Xl + X2 .;;; 1, XI - X2;;' - 1, X3;;' 0, X2 + X3 .;;; 1. 

3. In 1R4 express the join and convex hull of the points (0,0,0,0), (1,0,0,0), 
(0, 1,0,0), (0,0, 1, 0), (0,0,0, I) as the solution set of a system of linear 
inequalities. No proof is required. 
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We now make a formal definition in (Rn. 

Definition. Consider the linear equation 

(ai' ... , an) =1= (0, ... , 0). (1) 

The set L of solutions x = (XI' ... , xn) of (1) is called a hyperplane of (Rn. 

Consider the following linear inequalities associated with (1): 

(2) 

and 

alx, + ... +anxn ;;. k, alx l + ... +anxn < k. (3) 

The solution sets of the inequalities in (2) are called sides of L or the (open) 
halfspaces determined by L. The solution sets of the inequalities in (3) are 
called the closed halfspaces determined by L. 

As the examples have indicated, finite joins of points and polytopes in 
(Rn can be represented as intersections of open and closed halfspaces, 
respectively. In Chapter 13, after the assumption of an additional pos­
tulate, similar results for a join geometry will be proved. 

5.11 Pathological Convex Sets 

In Chapter 2 several results were encountered whose proof required the 
apparently unnecessary assumption that a nonempty convex set has a 
nonempty interior (see Theorem 2.26 and the discussion following its 
proof). So far the assumption is verified by all our experience with convex 
sets and would seem to be deducible from postulates 11-17. Nevertheless 
this assumption is not deducible from 11-17, and we are almost ready to 
construct the necessary counterexample. The strange kind of convex set we 
seek deserves a name. 

Definition. Suppose K is convex, K =1= 0, but g (K) = 0. Then we say K is a 
pathological (convex) set or is pathological. 

5.12 An Infinite Dimensional Join Geometry 

In order to exhibit a pathological convex set, we find it necessary to 
construct an infinite dimensional join geometry. Such geometrical systems 
are interesting in themselves and for the light they throw on finite dimen­
sional join geometries such as (Rn. 

To construct the desired infinite dimensional join geometry we proceed 
as for the join geometry «(Rn, .), but start with infinite sequences rather 
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than n-tuples. Let R* be the set of all infinite sequences (XI' ••• , Xn' ••• ) 

of real numbers. The elements of R* are called points or (arithmetic) 
vectors. An element of R* is represented by one of the letters a, b, c, ... , 
and components of the element by the same letter with appropriate 
subscript. Thus aj is the ith component or ith term of the infinite sequence 
a, and a = (ai' ... , an' ... ). 

Equality in R* means term by term equality. Thus in R*, a = b or 
(ai' ... , an' ... ) = (b l , ••• , bno ... ) means an = bn for n ~ 1. 

Addition in R* denotes term by term addition. Thus in R*, a + b stands 
for the infinite sequence 

(a l + bl' ... , an + bn, ... ). 

Similarly if A is a real number and a is an element of R*, their product 
ha stands for 

(hal' ... , han' ... ). 

R* is closed under the operation of addition and of multiplication by a 
real number. 

The vector algebraic additive concepts of zero element [0 = 
(0, ... , 0, ... )], negative and subtraction immediately generalize to R*, 
and the vector algebraic properties (1)-(10) of ~ (Section 5.7) are easily 
seen to be valid for R*. 

Ajoin operation can be defined in R* exactly as in Rn (see Restatement 
of Definition in Section 5.8). 

Definition. Let a and b be points of R*. Then their join a' b is the set of all 
points X of R* expressible in the form 

X = ha + ph, 

where A, JL are real numbers which satisfy 

O<A.JL, A+JL=1. 
This definition of join converts R* into a join geometry-that is, (R*, .) 

is a join geometry. The proof (Section 5.9) that (Rn, .) is a join geometry is 
"vector algebraic"-it rests on properties (1)-(10) of Section 5.7-and 
holds without change for (R*, .). 

5.13 Three Pathological Convex Sets 

Pathological convex sets can be defined in the join geometry R* without 
too much trouble. 

EXAMPLE I. Let K be the set of points of R* in which there are no negative 
terms and only a finite number of postive terms. Thus a C K if and only if 
an ~ 0 for all n and there exists an r such that an = 0 for n > r. 
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To show K is convex, let a, b c K. Let c cab. Then by definition of 
join, 

C=Nz+ph 

for some real numbers A, fL satisfying 

o < A, fL, A + fL = 1. 
Then each component Cn of C is expressible as 

Cn = Nzn + phn· 

It follows that Cn > 0 for all nand Cn > 0 only for finitely many n, since the 
same is true of an and bn• Thus C C K and K is convex. 

Now we show §(K) = 0. Let P be any point of K (Figure 5.19). We 
show 

K 
q = (PI> 1,0, ... ) 

Figure 5.19 

Now P can be represented in the form 

P = (PI' ... ,Pr , 0, ... ). 

Let 

q = (PI' ..• ,Pr' 1, 0, ... ). 

Note q is a point of K. Consider the relation 

pc qx 

where x c ~*. The relation (2) implies the existence of A, fL for which 

o < A, fL, A + fL = 1. 

In (3) let n = r + 1. Then (3) becomes 

o = A + J.LXr+I' 

(1) 

(2) 

(3) 

Hence xr+ I = - AI fL < 0, and x e: K. Thus (2) has no solution x in K, so 
that (1) holds and §(K) = 0. 

EXAMPLE II. Let K be the set of points x of ~* for which there exists an r 
such that xn > 0, 1 < n < r; Xn = 0, n > r; and Xl > II r. 
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We show K is convex. Let a, b c K, 

a = (aI' ... , ar, 0, ... ), 

b = (b l , ••• , bs' 0, ... ), 

Let c cab. Then for some h, /L, 

ar > 0, 

bs > O. 

Cn = han + !Lhn' 0 < h, /L, h + /L = 1. 

Let us suppose r ~ s, which is not restrictive. Then 

Cn > 0 for n ..;; r, Cn = 0 for n > r, 

CI = hal + !Lhl > h(llr) + /L(1ls) 

~ h(llr) + /L(1lr) = (h+ /L)(llr) = Ilr. 

Thus C c K, and K is convex. 
The convex set K has the interesting property that 

e(e(K» =1= e(K). 

We outline a proof of this. Let 

e(t) = (1 I t, 0, ... ), t = I, 2, ... 
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(I) 

It can be shown that each point e(t) is in e(K). Since e(K) is convex 
(Theorem 2.22), e(K) must contain the join of any two points e(ul, e(v). It 
follows then that e(K) contains the join of 0 = (0, ... ,0, ... ) and e(l). 

Thus 0 c e(e(K». But it can be shown that 0 e: e(K). Hence (1) holds, 
and we infer by Theorem 2.26 that §(K) = 0. Thus K is pathological. 

EXAMPLE III. Let K be the set of all points x of ~* for which there exists 
an r such that Xr > 0 and Xn = 0 for n > r. The verification that K is convex 
and that §(K) = 0 is left to the reader (Exercise 3 below). 

5.l4 Is There a Simple Way to Construct 
Pathological Convex Sets? 

The discovery of pathological convex sets is both astonishing and reward­
ing. But one wonders if there is a simpler way to find them. The answer is 
no: If a join geometry is finite dimensional in an appropriate sense, it has 
no pathological convex subsets. (See Section 6.22.) This should be reassur­
ing to your intuition for convex sets, which may have been traumatized by 
the very existence of pathological sets. It says that pathological sets-if 
they must exist-are confined to a transfinite realm and can not insinuate 
themselves into one of our finite dimensional domains. 

Remark. The terms finite and infinite dimensional as applied to the join 
geometries ~n and ~* have been used purely descriptively. In the next 
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chapter we begin to clarify them (see Section 6.19), and in Chapter 11, with 
the assumption of an additional postulate, develop a satisfactory theory of 
dimension. The theory, incidentally, assigns a dimension to Rn, which 
turns out to be-as you may have expected-n (Exercise 4 at the end of 
Section 11.6). 

EXERCISES 

1. In Example I of Section 5.13, prove K is a closed convex set. 

2. Consider Example II of Section 5.13. 
(a) Fill in the details of the proof that e(e(K» =1= e(K). 
(b) Prove that e(K) is the set of points x of IR* for which xI> 0, Xn ~ 0 for all n 

and there exists an r such that Xn = 0 for n > r. 
(c) Find e(e(K». Does e(e(e(K») = e(e(K»? 

3. Consider Example III of Section 5.13. 
(a) Prove: K is convex. 
(b) Prove: ~(K) = 0. 
(c) Prove: e(K) is the set of all points of IR* in which there are only a finite 

number of nonzero terms. 
(d) Prove: e(e(K» = e(K). 
(e) Prove: §(e(K» = e(K). Is §(e(K» = §(K)? 
(f) Prove: If a, b c e(K), then alb c e(K). 
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This chapter is devoted to a very prominent subfamily of the family of 
convex sets-the one formed by the convex sets which are "linear" or 
linelike in the sense of extending endlessly. The concept is suggested, of 
course, by the flplliliar linear sets or linear spaces of Euclidean geometry: 
point, line, plane, 3-space. The notion of linear set is defined without 
referring to the concept of line; then line is defined as a special kind of 
linear set. Emphasis is put on general properties of linear sets, that is, 
properties common to all linear sets, and specifically on dimension-free 
properties which make no reference to "dimension" -to what distinguishes 
a plane from a line or a 4-space. We study the generation· of linear sets as 
we did that of convex sets in Chapter 3, and introduce the notion of linear 
hull, the analogue of convex hull for the theory of linear sets. Among the 
ideas introduced are: linear independence of points, simplex (a generaliza­
tion of closed triangular or tetrahedral region), and hyperplane in a linear 
set (a generalization of plane in a 3-space). An approach is made toward 
characterizing finite dimensional linear sets. Finally we note that new 
results are obtained on three familiar topics: the interior operation, open 
sets and pathological sets. 

As in Chapter 4 the treatment is based on Postulates JI-J7. In the 
language of Chapter 5, we are studying an arbitrary join geometry (J, .), 
although ordinarily no explicit reference to (J, .) will be made. 

6.1 The Notion of Linear Set 

Linear sets may be described as flat or uncurved subspaces of a given 
space. Why should the idea be introduced? In Euclidean geometry there is 
no great need to introduce it, since the only nontrivial examples of linear 
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sets are lines, planes and 3-space-and they are not studied in terms of a 
common characteristic. 

In our theory, as we saw in Chapter 5 (Sections 5.6-5.9, 5.12) there exist 
join geometries RR of arbitrary finite dimension n as well as the join 
geometry R* of infinite dimension. In such a join geometry of higher 
dimension, say R4 or R19 or R*, we may expect to find higher dimensional 
analogues of lines, planes and 3-space. But we cannot really expect to say 
anything about these geometric creatures that may inhabit a higher dimen­
sionaljoin geometry-we cannot even say whether or not they exist-until 
we decide on how to define them. What we need then is a common 
property of Euclidean line, plane, and 3-space which can be used to define 
a linear set or flat manifold in a join geometry. 

In a Euclidean geometry it is not at all difficult to find such a property 
and formulate a suitable definition: 

In a Euclidean geometry a set of points S is a linear set if 

S ::J a, b (a =fo b) implies S::J line ab. 

That this property holds for a plane is a postulate in the usual treatment 
of Euclidean geometry. It is seen to hold for a line and a 3-space; it holds 
trivially for a point and 0. The definition is simple and attractive. Can it 
be employed in our theory? To answer this we must face another question: 
How in abstract join theory can the idea of line be introduced? The join ab 
corresponds to Euclidean segment and the extension al b to Euclidean ray 
-but it is hard to see how to give a simple and natural construction for 
line ab which is appropriate in the theory. 

In Euclidean geometry (see Section 4.1) line ab can be characterized in 
terms of join and extension in this way (see Figure 6.1) 

lineab = ab U alb U bla U a U b (a =fob). (1) 

This property of line is intimately related to and is usually derived from 
the Euclidean proposition that a line is an ordered set of points: For any 
three distinct points of a line, one is between the other two (Section 4.24). 
As a characterization of line in join theory it does not seem quite suitable 
-but there is no obvious alternative. 

alb ab bla 

a b 

Figure 6.1 

To sum up: We have an apparently satisfactory definition of linear set 
which requires us to define line. But we do not know how to define line in 
a join geometry. 

So we take a new tack. Instead of adhering to the Euclidean approach, 
we try to follow a natural development for a join-centered treatment of 
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geometry. We lay aside the question of line and try first to define linear set 
independently of the idea of line. Then line will be characterized in a sense 
as the simplest nontrivial type of linear set. 

Considered intuitively, a linear set is a "flat" space or manifold as 
distinguished from a curved one such as a cone or a sphere. Consequently 
we require a linear set to be convex. This is quite natural from another 
viewpoint: Every Euclidean linear set S must be convex. For if S :J a, b 
(a * b), then S :J line ab and certainly S :J abo However, the requirement 
of convexity is not sufficient to characterize linearity-for in Euclidean 
geometry a convex set need not be a linear set, as a segment or circular 
region attests. A linear set must, so to speak, extend out endlessly in all 
directions possible. This suggests a second characteristic: 

A linear set must contain the extension of a and b whenever it contains a 
and b. 

Now we have a basis for defining linear set without using the concept of 
line. 

6.2 The Definition of Linear Set 

Thus we are led to the following definition. 

Definition. S is a linear set or a linear space or a linear subspace of J if (a) S 
is convex and (b) S:J a, b implies S:J alb. A set which satisfies condition 
(b) is said to be closed under the operation extension. 

Note the defining conditions for linearity of S may be expressed as (1) 
S :J a, b implies S :J ab and S :J a I b or (2) S is closed under the opera-
tions join and extension. ' 

A linear set is a convex set which is, so to speak, "fully extended". 
Observe that each point a is linear, since a = aa = al a by postulates J4 
and n. Also J and 0 are linear. 

The Notion of Linear Set in Euclidean Geometry 

In a Euclidean geometry (considered as a join geometry) our definition of 
linear set is equivalent to the familiar one (Section 6.1 above). 

For suppose a Euclidean set S is closed under join and extension. Then 
S:J a, b (a =fob) implies 

S :J ab U alb U bla U au b 

and so S contains the Euclidean line ab [Section 6.1, (1)]. 
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Conversely, suppose a Euclidean set S has the property that S ~ a, b 
(a =fo b) implies S ~ line abo Let S ~ a, b. Assume a =fob. Then 

S ~ lineab = ab U alb U bla U a U b. 

Thus S ~ ab and S ~ alb. These relations certainly hold if a = b. Hence 
S is closed under join and extension, and our assertion is justified. 

Thus the concept of linear set in the theory may be considered a 
generalization of the Euclidean notion of linear set. It will enable us to 
formulate a definition of line (Section 6.10 below) which is sufficiently 
weak to permit the existence of "partially ordered" join geometries, in 
which a line need not be an ordered set of points (see Exercise 1 at the end 
of Section 6.10 below). 

EXERCISES 

l. (a) In JGI6 (Section 5.2) consider the set 

S = ab U alb u bla U au b, 

where a and b are not on the same vertical or horizontal line. Show that S is 
not a convex set in JGI6. This indicates that (I) of Section 6.1 above is not 
suitable as a definition of line in JG 16. 

(b) In JG 10 show that ab U alb ubi a U au b is convex but not linear when a 
and b are not both in the same ray R\> R2 or R3• 

2. Find all linear sets in each of the following join geometries: JG2, JG5, J06, 
JG8, JG9, JGIO, JGI6. 

3. Prove: Any linear set is both open and closed. Show this property is not 
sufficient to characterize linearity: that is, find a join geometry that contains a 
convex set that is both open and closed but not linear. 

4. Prove: If A is linear andp c A, then A = pA. 

6.3 Conditions for Linearity 

Theorem 6.1. A is linear if and only if it is convex and satisfies one of the 
equivalent conditions: (a) A ~ AI A; (b) A = AlA. 

(Compare Theorem 2.9.) 

PROOF. The equivalence of (a) and (b) follows from AI A ~ A (Corollary 
4.1.2). 

Suppose A linear. Then A is convex and closed under extension. Let 
peAl A. Then pc xly, where x,y cA. Thus xly c A, so that peA 
and (a) holds. The converse is easily proved, since (a) implies that A is 
closed under extension. 0 



6.4 Constructing Linear Sets from Linear Sets 249 

Corollary 6.1. Let A be linear. Then A ::J X, Y implies A ::J XY and A ::J 
X/Yo 

(Compare Theorem 2.11.) 

PROOF. A ::J XY, since A is convex. Note A ::J X, A ::J Y imply A / A ::J 
X / Y (Corollary 4.1.1). By the theorem, A ::J A/A, and A ::J X / Y follows. 

D 

The convexity requirement in the definition of linear set i~ redundant. 

Theorem 6.2. A is linear if and only if A is closed under extension. 

PROOF. Suppose A closed under extension. We show A convex. Let 
A ::J a, b. Then A ::J a/ b. Since A ::J a and A ::J a/ b, the closure of A under 
extension implies 

A ::J a/ (a/b). (1) 

By Corollary 4.7(c) 

be a/(a/b). 

Multiplying both members by a and applying Corollary 4.12, we have 

ab c a(a/(a/b» c aa/ (a/b) = a/ (a/b). (2) 

By (1) and (2), A::J ab which implies A is convex and so linear. The 
converse is trivial. D 

Corollary 6.2.1. A is linear if and only if A ::J A/ A, or equivalently A = 
A/A. 

Corollary 6.2.2. Any linear set is open. 

PROOF. A convex set A is open if A ::Jp, q implies A~p/q (Corollary 
~~ D 

6.4 Constructing Linear Sets from Linear Sets 

The simplest and most obvious way to obtain linear sets-if not the most 
useful-is to take intersections of linear sets. 

Theorem 6.3. The intersection of two linear sets is also linear. 

(Compare Theorem 2.13.) 

PROOF. Let A and B be linear. Suppose A n B ::J x,y. Then A::J x,y, so 
that A ::J x/Yo Similarly B ::J x/Yo Thus An B ::J x/y, and An B is linear 
(Theorem 6.2). D 
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Theorem 6.4. Let F be a family of linear sets. Then the intersection of the 
sets of F is also linear. 

(Compare Theorem 2.14.) 

PROOF. Use the method of Theorem 2.14, the analogous theorem for a 
family of convex sets. 0 

The results that the join and the extension of two convex sets are convex 
(Theorems 2.12, 4.16) do not go over to linear sets. It is not hard to find 
counterexamples. In the Euclidean join geometries JG4 and JG5 (Section 
5.2), if A and B are parallel lines, neither AB nor A / B is linear. Linear sets 
cannot be constructed from linear sets quite so easily as convex sets from 
convex ones. 

If however two linear sets intersect, their extension is linear. The 
following lemma is employed in the proof. 

Lemma 6.5. Let A be linear and peA. Then 

A = A/p = piA. 

PROOF. Since A is linear, A:::> A/p. For the reverse inclusion suppose 
a cA. Then A:::> up and A/p:::> a. Thus A/p:::> A and A =A/p. 

Similarly for A = p/ A. We have A :::>p/ A. Suppose a CA. Then A:::> 
pia, which yields a cp/A. Thusp/A:::> A and A = piA. 0 

Theorem 6.5. Let A and B be linear and A ~ B. Then A / B is linear. 

PROOF. Letp cA,p c B. By Lemma 6.5, A = p/ A and B = p/ B. Then 

(A/B}/(A/B) = (A/B}/«p/A}/(p/B}) 

c (A/ B)/ (pB/pA) 

c (A/B}/(B/A) 

c AA/BB 

= A/B. 

(Corollary 4.15) 

(Corollary 4.15) 

Thus (A/ B)/(A/ B) c A/ B, and A/ B is linear (Corollary 6.2.1). 0 

The result is not trivial, since it provides a basic method for constructing 
more complicated linear sets from simpler ones. Despite its generality (it 
involves no dimensional restriction), it has strong intuitive geometric 
content. For example, in JG5 (Section 5.2) let line A meet plane B in a 
single point (Figure 6.2). Observe how the extensions alb (a cA, be B) 
cover the Euclidean 3-space. 

Remark. One might expect the theorem to hold for the operation join as 
well as extension. This is so in Euclidean geometry but not in general. (See 
Exercise 14 in the first group below.) 
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Figure 6.2 

EXERCISES 

I. Prove: If L is linear and L meets ab, bc, ca, then L::::l a, b, c. What does this 
tell you about a Euclidean triangle? 

2. Prove: If L is linear and L meets ab, bc, cd, then L meets ad. Interpret in 
Euclidean 3-space. 

3. Prove: If a nonempty linear set A absorbs X (Section 2.14), then A ::::l X. 

4. (a) Is A linear if A = piA for some p? Explain. 
(b) Is A linear if A is convex and A = piA for some p? Explain. 

S. Prove: If A and B are convex, then (AI B) n (BI A) is linear. It is nonempty if 
and only if A >::;; B. 

6. Prove: If L is linear and nonempty, then La>::;;Lb, Lla>::;;Llb and Lla = 
Lib are equivalent. Interpret in JG4, JGS, JGI6. 

7. Prove: If L is linear, then LI(LI (LI a)) = LI a. Interpret in JG4, JGS. 
(Compare Exercise 6.) 

8. Prove: If L is linear, then LI(LI a) = Lal L. Interpret in JG4, JGS. (Compare 
Exercises 6, 7.) 

9. Prove: If A and B are linear and A U B is convex, then A c B or B cA. 

10. Prove: If A and B are linear and A >::;;B, then AI B = BI A. 

11. (a) If AlB = BI A and A, B ""'0, must A >::;;B? Explain. 
(b) If A I B is linear and A, B "'" 0, must A >::;; B? Explain. 
(c) If AI B = B I A, AI B is linear and A, B "'" 0, must A >::;; B? Explain. 
(d) If A I B = B I A and A I B is linear, must A and B be linear? Explain. 

12. Prove: If A and B are linear and contain p, then AB I p is linear. (Compare 
Theorem 6.5.) 

13. Prove: If A and B are linear and containp, then ABlp = pi AB = AI B. 

14. (a) Verify in the Euclidean join geometries JG4, JGS the following proposi­
tion: If A and B are linear and A >::;; B, then AB is linear. 

(b) Prove that the proposition in (a) is not deducible from 11-17 (see Section 
S.3). 
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EXERCISES (CONGRUENCE AND ANTICONGRUENCE RELATIONS) 

Definition. Let the nonempty linear set L be given. Then a -=b (mod L) 
(read a is congruent to b modulo L) means aL ~ bL. 

1. Prove that congruence modulo L is an equivalence relation (see Section 4.26). 
Interpret in JG4, JGS. (Compare Exercise 12 at the end of Section 4.13.) 

Definition. Let the nonempty linear set L be given. Then alilb (mod L) 
(read a is anticongruent to b modulo L or a and b are separated by L) 
means ab~L. 

2. Prove: If a =.b (mod L), bille (mod L) then alile (mod L). [Compare Exercise 
13(a) at the end of Section 4.13.] 

3. Prove: If alilb (mod L), bille (mod L) then a =.e (mod L). [Compare Exercise 
13(b) at the end of Section 4.13.] 

4. Prove: If alilb (mod L), bille (mod L), eilid (mod L) then aliid (mod L). 
[Compare Exercise 13(c) at the end of Section 4.13.] 

S. Can a =.b (mod L) and alilb (mod L) both hold? Explain. [Compare Exercise 
13(d) at the end of Section 4.13.] 

6. Let L be linear and nonempty. 
(a) Prove: x =.a (mod L) if x c aL or x C aj L. 
(b) Is the converse valid? Explain. 

7. (a) Given point a and a nonempty linear set L, find in terms of a and L the set 
of all points x that satisfy the relation x =.a (mod L). Interpret your result 
in JGS, letting L be a point; a line; a plane. 

(b) Apply the result of (a) to Exercise 6(a). What do you discover? Interpret 
geometrically. 

8. The same as Exercise 7(a) for the relation xilia (mod L). 

9. Prove: a=. b (mod L) if and only if alilp (mod L) and bilip (mod L) for some 
pointp. 

10. (a) Given point a and a nonempty linear set L, make use of Exercise 9 to 
prove the set of all points x that satisfy x =.a (mod L) is Lj(Lja). 

(b) Compare your result with that in Exercise 7(a). What do you discover? 
Interpret geometrically. 

11. Suppose a =. b (mod L) and e is any point. Prove that ae and be are related so: 
Each point of ae is congruent modulo L to some point of be, and each point of 
be is congruent modulo L to some point of ae. Interpret geometrically. 

Definition. Let the nonempty linear set L be given. Suppose sets A and B 
have the property that every point of each is congruent modulo L to some 
point of the other. Then we say A is congruent to B modulo L and write 
A -=B (mod L). 

12. Prove that the relation of congruence modulo L for sets is an equivalence 
relation (see Section 4.26). (Compare Exercise 1.) 
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13. Prove: a:Eb (mod L) and e:Ed (mod L) imply ae :Ebd (mod L). (Recall 
Exercise 11.) Give several interpretations in Euclidean geometry, including one 
in which L is a line and L, a, b, e, d are not coplanar. Observe in this case that 
each point of ac is congruent modulo L to a unique point of bd, and similarly 
each point of bd is congruent modulo L to a unique point of ae. Hence in this 
case the relation ac :Ebd (mod L) effects a one to one correspondence between 
the sets ae and bd. 

Definition. Let the nonempty linear set L be given. Suppose sets A and B 
have the property that every point of each is anticongruent modulo L to 
some point of the other. Then we say A is anticongruent to B modulo L and 
write AIIiB (mod L). 

14. The same as Exercise 2 for sets A, B, C. 

15. The same as Exercise 3 for sets A, B, C. 

16. Prove: If alilb (mod L) and eilid (mod L) then aelllbd (mod L). Give several 
interpretations in Euclidean geometry, including one in which L is a line and 
L, a, b, e, d are not coplanar. Observe in this case the relation aclllbd (mod L) 
effects a one to one correspondence between ae and bd as in Exercise 13. 

6.5 The Construction of a Linear Set from a Convex 
Set 

Linear sets are easily obtained from convex sets. 

Theorem 6.6. Let A be convex. Then A/A is linear. 

PROOF. Using the principle on the quotient of two extensions (Corollary 
4.15), we have 

(A/A)/ (A/A) c AA/AA = A/A. 

Thus A/A is linear (Corollary 6.2.1). D 

The importance and the utility of the theorem are in inverse relation to 
the length of its proof. As an illustration, let A be the interior of a 
Euclidean sphere. Then A/A is the union of all rays a/ b for all a, b in A, 
and therefore is the 3-space containing A (Figure 6.3). 

Figure 6.3 
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A very important special case of the theorem occurs when A is a join of 
points a, ... an' which is known to be convex (Theorem 2.10). Thus we 
have the following result. 

Corollary 6.6.1. a, ... ani a, ... an is linear. 

This principle enables us to construct a linear set from any finite set of 
points. For example, if a and b are distinct points in a Euclidean geometry, 
ab lab is the line determined by a and b. Similarly if a, b, c, dare 
noncoplanar points in a Euclidean 3-space, abcd I abcd is that 3-space. 
Finally, in higher dimensional Euclidean geometry, if a, b, c, d, e are not 
in a 3-space, then abcde I abcde will be a 4-space. 

The theorem yields a construction for a linear set which contains a 
given set. 

Corollary 6.6.2. [S]/[S] is a linear set that contains S. 

PROOF. [S] is convex, and so [S]/[S] is linear by the theorem. Moreover, 
using Corollary 4.1.2, we have 

[SJ/[SJ ::)[S]::) S. D 

6.6 Linear Sets Give Rise to Join Geometries 

Now we take up an important theoretical point involving linear sets. 
Suppose S is a linear set of join geometry (J, .). Since S is convex, it is 
natural to study the application of the operation . to the points of S. 
Stated more formally, we study the pair (S, .), where . denotes the 
original operation restricted in its application to the set S. (No essential 
ambiguity is involved in this double use of the symbol ., since S is a subset 
of J.) 

Is (S, .) a join geometry? First note that . is a join operation in S, since 
S is convex. Next observe that postulates JI-J4 hold in (S, .), since they 
hold in (J, .). To consider the remaining postulates we must define the 
extension operation in (S, .). Given a, binS, consider the set of x in S for 
which bx::) a. But S is closed under I, the extension operation in (J, .). 
Thus any solution x in J of bx::) a must be in S. Hence the extension 
operation in (S, .) must be I, merely restricted in its application to the 
points of S. It is now not hard to see that J5, J6 and 17 are valid in (S, .). 
Thus (S, .) is indeed a join geometry. The result suggests the following 

Definition. Let (J, .) be a join geometry and S a subset of J. Consider 
(S, .), where the operation is restricted in its application to S. If (S, .) is a 
join geometry, it is called a sub-join-geometry of (J, .), or a subgeometry of 
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(J, .). Sometimes we say simply S is a subgeometry of J if the context 
makes clear which join operation is involved. 

The notion of sub geometry is analogous to the subsystem concept in 
modern algebra, as exemplified by subgroup of a group, subfields of a 
field, and so on. 

The discussion above yields the following theorem. 

Theorem 6.7. Let L be a linear set of a join geometry (J, .). Then (L, .) is a 
subgeometry of (J, .). 

Remark. The theorem says in effect that the join operation of J when 
applied to L converts L into a join geometry. Thus any linear set of a join 
geometry may be considered a join geometry in its own right to which the 
theory is applicable. 

EXERCISE 

(a) Let (J, .) be a join geometry and S c J. Prove that (S, .) is a subgeometry of 
(J, .) if and only if S is an open convex subset of J. (Be careful to distinguish 
between the extension operation in J and that in S.) 

(b) Use (a) to prove that JG6-JG9 (Section 5.2) are join geometries. 
(c) Construct some new join geometries by taking open sets in various join 

geometries. 

6.7 The Generation of Linear Sets: Two Euclidean 
Examples 

Suppose a set S is given. It is natural to try to linearize it-that is, to 
convert S into a linear set containing S in the simplest possible way. 

In Euclidean geometry, when we form the line determined by two 
distinct points or the plane determined by three noncollinear points, we are 
in effect linearizing certain pairs or triples of points. Let us examine these 
examples more closely. 

EXAMPLE I. Let S = {a, b}, a*" b (Figure 6.4). If a linear set L contains S, 
then L must contain ab, a / band b / a. Thus 

L ::J S* = a U b u ab U a / bUb / a, 

L~III( _a...:...lb_-a ..... "--_a...:...;~-"'"'.b:---_b.;.;;../a_ .. ~7 
Figure 6.4 
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which is the Euclidean line ab [Section 6.1, (1)]. Thus S* is the simplest or 
least linear set that contains {a, b} and in forming S*, we have linearized 
{a, b}. 

EXAMPLE II. Similarly, let S = {a, b, e}, where a, b and e are noncollinear 
points (Figure 6.5). Any linear set L that contains S must contain the joins 
ab, be, ae, abc, the extensions a/b, b/a, b/e, e/b, a/e, e/a and the sets 
denoted by the mixed expressions a/be, b/ae, e/ab, ab/e, be/a, ae/b. 
Thus 

L :J S* =a U b u e U ab u be u ae U abc 

ua/b u b/a U b/e U e/b U a/e U e/a 

ua/be u b/ae U e/ab U ab/e U be/a U ae/b, 

which is precisely the Euclidean plane abc (see Figure 6.5). In constructing 
S* we have linearized {a, b, e}. (Compare Exercise 7 in the second set at 
the end of Section 4.2.) 

alc s· 

b/c .... -+.:::......---:,....---~,..--.... clb 
blac clab 

bla cia 

Figure 6.5 

This process, which may be described as "linearization by adjunction," 
is valid in a Euclidean join geometry (or a Euclidean geometry) of 
arbitrary dimension. It holds, more broadly, in any ordered join geometry 
(see Section 12.1 and Theorem 12.20)-but is not valid in general (see 
Exercise 1 at the end of Section 6.2). 

6.8 The Generation of 'Linear Sets: General Case 

However, we need not be dismayed. The convexification process employed 
in Section 3.2 which led to the convex hull concept does have an exact 
analogue for linearization of sets. We state the corresponding definitions 
and theorem. 
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Definition. A linear set which contains a given set S is called a linear 
extension of S. 

Theorem 6.8 (Existence). Let set S be given. Then the family of linear 
extensions of S has one and only one least member. 

(Compare Theorem 3.1.) 

PROOF. Use the method of Theorem 3.1. o 
Restatement of Theorem 6.8. For every set there exists a unique least 

linear extension. 

Definition. Let S be any set. The least linear extension of S, denoted by 
(S), is called the linear hull of S or the linear set generated (or spanned or 
determined) by S. If L is a given linear set and S a set for which (S) = L, 
we call S a set of generators of L (in the sense of linearity), and say S 
generates L (linearly) or L is generated by S (linearly). If a linear set has a 
finite set of generators, it is said to be finitely generated (linearly). 

Note that (S) ::J [S]. Also (S) = S if and only if S is linear. Finally 
observe that the familiar linear sets of Euclidean geometry (0, point, line, 
plane and 3-space) are finitely generated; for instance 0 = (0) and 
plane abc = (a, b, c). 

In summary, any set of points has a linear hull-any geometric figure 
can be linearized. 

6.9 The Linear Hull of a Finite Set: Finitely 
Generated Linear Sets 

As in the study of convex hulls, we seek ways of expressing the linear hull 
of a set S in terms of geometric operations on the points of S. The case of 
nonempty finite S is covered first. 

Notation. ({al"'" an}) is conveniently written (a l, ... , an). 

Theorem 6.9. (ai' ... , an) = al ... ani al ... an' 

PROOF. We have to show that al ... ani a l ... an is the least linear 
extension of {al, ... ,an}. We know al ... anlal ... an is linear 
(Corollary 6.6.1). To show it is an extension of {ai' ... , an}, we must show 

1 ...;; i ...;; n. (1) 

The relation (1) is equivalent to ajal ... an ~ al ... an' and so to al ... an 



258 6 Linear Sets 

~ a l ••• an' which clearly holds. Thus a l ••• ani a l ••• an is a linear exten­
sion of {ai' ... , an}. It is the least such, for if L is any linear extension of 
{ai' ... , an}, then L :::> a l ••• an and so L :::> a l ••• ani a l ••• an· 0 

Remark. Any bounded set S (Section 3.11) is contained in a finitely 
generated linear set. For by definition S c [ai' ... ,an]. Then certainly 
S c <ai' ... ,an). It will be proved in Chapter 11, for a join geometry 
satisfying a postulate equivalent to "two points determine a line", that a 
finitely generated linear set is finite dimensional. (See Corollary 11.16.) 
Thus in a broad class of join geometries any bounded set must be 
contained in a finite dimensional linear subspace. 

EXERCISES (LINEAR HULLS) 

1. In Euclidean geometry what is <A) if A is a segment? A closed triangular 
region? The interior of a sphere? The join of three points? A circle? A right 
angle? 

2. (a) In Euclidean geometry suppose <A) = L, where L is a plane. Give several 
choices for A which satisfy the equation. Is there a greatest solution A? A 
least one? A minimal one-that is, one no proper subset of which is a 
solution? 

(b) The same if L is a 3-space. 

3. (a) Prove: If L is linear and L meets ab, be, ea, then L::J <a, b, c). (Compare 
Exercise I in the first set at the end of Section 6.4.) 

(b) Infer that a linear set L meets all three of ab, be, ea if and only if 
L::J<a,b,e). 

4. Prove: A ::J B implies <A) ::J <B). 

5. Prove: «A» = <A). 

6. Prove: <a, b) = <ab). 

7. Prove: <a, b) = <a/b). 

6.10 The Definition of Line 

Now we are prepared to give an answer to the question: What should a 
line be? In Section 6.1 it was indicated that the conventional characteriza­
tion in Euclidean geometry, 

line ab = ab u a I bUb I a U a U b (a + b), (1) 

does not seem a satisfactory answer. (In this regard consider Exercise 1 at 
the end of Section 6.2.) So we seek an alternative. We should not expect 
that a line in our theory will necessarily enjoy all the properties of a 
Euclidean line. A choice then must be made of which properties of a 
Euclidean line are to be considered fundamental. Here is our choice. 
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If a and b are distinct points, line ab has the following properties: 

(a) Line ab contains a and b. 
(b) Line ab is a linear set. 
(c) If any linear set contains a and b, it must contain line abo 
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These properties characterize line ab in Euclidean geometry as the least 
linear set that contains a and b. So we adopt the following 

Definition. The linear hull of two distinct points is called a line. The linear 
hull <a, b), if a=l=b, is called line abo 

The last theorem yields the formula 

line ab = ab I ab (a =1= b). 

Observe that by definition <a, b) contains a, b and so ab, a I b, b I a. This 
gives 

<a, b) ::J ab U alb U bla U aU b, (2) 

a simple but important relation which connects, when a =l=b, the conven­
tional Euclidean characterization of line [(1) above] and the one we have 
adopted. The relation (2) implies the equivalence of the two characteriza­
tions in Euclidean geometry, since the right member of (2) is a linear set in 
Euclidean geometry and (2) becomes an equality. 

As was indicated above, lines will not have all the familiar Euclidean 
properties. Postulates 11-J7 form a rather weak basis for a geometrical 
theory and omit many familiar properties of lines, for example, the 
existence of a unique line containing two distinct points and that a line is 
an ordered set of points (see Exercises 1 and 2 below). Indeed, we are 
assuming so little that you may feel our "lines" are not really lines-and 
that the concept should not be defined at all. The choice is to define line or 
dispense with the concept. If we do the latter, our theory cannot be 
compared with or applied to the Euclidean theory of lines. This is a severe 
restriction, since Euclidean geometry (and IRn , its algebraic counterpart) is 
a model of our theory and in it lines playa central role. So we have made 
the decision to define line and adopted a generalization of the Euclidean 
line concept that seems suitable. It should be noted that as the theory is 
developed and additional assumptions are introduced (Chapters 11 and 
12), our "lines" will take on more of the properties of the "real" lines you 
studied in high school geometry. 

EXERCISES (LINES) 

1. (a) Determine the significance of line in each of the join geometries: JG2, JG5, 
JG6, JG8, JG9, JGlO, JG16. 

(b) Which of the join geometries in (a) have the property that every line is an 
ordered set (Section 4.24)? 

(c) Show that the property in (b) is not deducible from Postulates Jl-J7. 
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2. (a) If a =1= b, is there a line containing a and b? Justify your answer. 
(b) If a =l=b, is there a unique line containing a and b? Justify your answer. 

3. In Euclidean geometry any nonempty linear subset of a line must be a point. Is 
this true in any join geometry? Justify your answer. 

*4. Prove: If pc ab, then (a, b) = ab/p = p/ abo 

6.11 The Linear Hull of an Arbitrary Set 

Having disposed of the notion of line (the linear hull of a pair of distinct 
points), we return to the problem of expressing <S) in terms of Sand 
obtain two results for arbitrary S. 

Theorem 6.10 (Linear Hull Representation Theorem). <S) is the union of 
all quotients of the form 

(1) 

where the a's are points of S. 

(Compare Theorems 6.9, 3.7.) 

PROOF. Let S* be the union of all sets (1) where the a's are in S. The 
theorem asserts < S) = S*. We first show < S) ::> S*. Let x c S*. Then 
x c a) ... ani a) ... an' where the a's are in S. Thus 

<S) ::> S ::> a), ... , an" 

Since <S) is linear, <S)::> a) ... an and so <S)::> a) ... ani a) ... an' 
Thus <S)::> x and <S)::> S*. 

Now we prove the reverse inclusion S* ::> <S). First we show S* ::> S. 
Suppose a C S. Then a = al a, which is an expression of the form (1) for 
n = l. Thus S* ::> a, so that S* ::> S. Next we show S* linear. Let x, y C S*. 
By definition of S* 

y c b) ... bsl b) ... bs' 

where the a's and b's are in S. Thus using the principle on the quotient of 
two quotients (Corollary 4.15), 

Hence S* is closed under extension and is linear (Theorem 6.2). Thus S* is 
a linear extension of S, and so S* ::> <S), the least linear extension of S. 
This completes the proof. D 
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Corollary 6.10.1. x c(S> if and only if there exist finitely many points 
a), ... , an of S such that x c a) ... ani a) ... an' 

(Compare Corollary 3.7.1.) 

Corollary 6.10.2. <S> is the union of all linear sets generated by finite 
subsets of S. 

(Compare Corollary 3.7.2.) 

o 
Corollary 6.10.3 (Finiteness of Generation). xC <S> if and only if there 
exist finitely many points a), ... , an of S such that x C <a), ... , an)' 

(Compare Corollary 3.7.3.) 

Now a compact formula for <S). 

Theorem 6.11. <S) = [S]f[S]. 

PROOF. [S]/[S] is a linear extension of S (Corollary 6.6.2). It is the least 
linear extension of S, since any linear set that contains S must contain [S] 
and so [S]/[S]. 0 

One hardly could have expected so simple a result: To linearize S, 
convexify it and "divide" the result by itself. Note that in a sense most of 
the work lies in convexifying S-when this is done, one extension opera­
tion completes the job. 

Corollary 6.11.1. Let A be convex. Then <A> = AlA. 

Corollary 6.11.2. <a), ... , an> = <a) ... an>. 

PROOF. By Theorem 6.9 and the first corollary, 

<a), ... , an> = a) ... ani a) ... an = <a) ... an)· 0 

EXERCISES 

l. Prove: (8) = 8/8 U 8 2/82 u .. , U8n/8n U .. , 

2. If 8 is a finite set, will the terms in the series in Exercise I become constant? 
Explain. 

3. Can you find examples where 8 is infinite and the terms in the series in Exercise 
I become constant? Explain. 

4. Prove: [alo ... , a,,]/[a), .•. , an] = a) •.. ani a) ... an' 

5. Does (8) = [8/8]? Explain. 

6. Prove: If A and Bare nonempty convex sets, A ~ B and A U B is linear, then 
AU B = <A) = <B). 
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6.12 The Linear Hull of a Finite Family of Sets 

The notion of linear hull can easily be generalized to several sets or to an 
arbitrary family of sets. The desirability of doing this is indicated by the 
familiar use in high school geometry of phrases such as "the plane 
determined by a line and a point not on the line" or "the plane determined 
by two distinct intersecting lines". It is desirable to extend this usage to be 
able to refer in the first example to the case where the point may be on the 
line, or in the second to the case where the lines may coincide or not 
intersect. These examples indicate that a line and a point may "determine" 
a line rather than a plane, and a line and a line, if they are noncoplanar or 
skew, a 3-space. 

It suffices for our purposes to generalize the concept of linear hull to a 
finite nonempty family of sets, although the treatment applies without 
essential change to an arbitrary family of sets. The treatment is exactly 
analogous to that for the linear hull of a single set (Section 6.8) and is 
presented in outline form. (You may want to compare it with that for 
convex hull of a finite nonempty family of sets in Section 3.13.) 

Definition. M is a linear extension of the sets S\, ... , Sn if M is linear and 
contains each of them. 

Theorem 6.12. Let sets S\, ... , Sn be given. Then the family of linear 
extensions of S\, ... , Sn has a unique least member. 

(Compare Theorems 6.8 and 3.9.) 

Definition. Let S\, ... , Sn form a family of sets. The least linear extension 
of S\, ... , Sn' denoted by <S\, ... , Sn), is called the linear hull of (the 
family) S\, ... , Sn or the linear set generated (or spanned or determined) by 
S\, ... , Sn' If L is a given linear set and S\, ... , Sn are sets that satisfy 
<S\, ... , Sn) = L, we say S\, ... , Sn generate L (linearly). 

Observe that 

since a set is a linear extension of S\> ... , Sn if and only if it is a linear 
extension of S\ U ... USn' (Compare Section 3.13, the paragraph next to 
the last.) 

Finally observe that 

<S\, ... , Sm) ::J T\, ... , Tn 

implies 

(1) 
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This is useful in proving relations of the form (1). It can be proved in the 
same way as its analogue for convex hulls (Section 3.13, last paragraph). 

The notion of linear hull of a pair of sets is applied in the next two 
theorems. 

Theorem 6.13. <A, B) = <AB) = <A/ B) provided A, B =1=0. 

PROOF. Note that <A, B) :J AB. Thus <A, B) :J <AB). The proof of the 
reverse inclusion employs AB/ A :J B [Corollary 4.7(b)]. Using Corollaries 
4.5 and 4.1.2 we have 

<AB) :J AB/AB = (AB/A)/B :J B/B :J B. 

By symmetry <AB):J A. Thus <AB):J <A, B), and we conclude <A, B) 
= <AB). 

A similar method is used to prove <A, B) = <A/ B). As above, <A, B) 
:J <A/ B). By Corollary 4.7(a), B(A/ B):J A. Then 

<A/ B) :J (A/ B)/ (A/ B) = A/ B(A/ B) :J A/A :J A. 
Similarly, using A/(A/ B):J B [Corollary 4.7(c)], 

<A/ B) :J (A/ B)/ (A/ B) = (A/(AI B))I B :J BIB :J B. 

Thus <A/ B) :J <A, B), and the theorem holds. o 
Remark. If A = a, B = b, a =1= b, the theorem says that segment ab has 

the line <a, b) as its linear hull. Similarly for ray a I b. 

Theorem 6.14. Let A and B be linear and A ~ B. Then <A, B) = AI B. 

(Compare Theorem 6.5.) 

PROOF. A / B is linear (Theorem 6.5). Hence by the last theorem, 

<A,B) = <A/B) = A/B. 0 

Remark. The theorem strengthens Theorem 6.5 (that A IBis linear on 
the same hypothesis) by converting it into an instrument for linear hull 
construction. Note that the condition A ~ B is essential. 

Two corollaries follow: a symmetry result and an alternative form for 
<A, B). 

Corollary 6.14.1. Let A and B be linear and A ~B. Then A/ B = BI A. 

Corollary 6.14.2. Let A and B be linear and contain p. Then <A, B) = 
ABlp =p/AB. 

PROOF. By Lemma 6.5, B = pi B. Then 

<A, B) = AlB = AI (p/ B) c ABlp C <A, B). 

Thus <A, B) = AB I p. Similarly for the second conclusion. o 
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EXERCISES (LINEAR HULLS OF SEVERAL SETS) 

1. Prove: <A, <B, C» = «A, B), C) = <A, B, C). 

2. Prove: If B c <A), then <A, B) = <A). 

3. Prove: <AI>"" An) = <AI' .. An) = [AI' .. Anl/[AI ... An], provided 
AI"" , An¥=0. 

4. Prove: If A and B are linear and A R:: B, then AI(AI B) = AI B. 

5. Prove: If A and B are linear, peA u B and A R:: B, then <A, B) = AB I p = 
pIAB. 

6.13 Linear Hulls of Interiors and Closures 

Having introduced the new operation of taking linear hulls, we naturally 
ask what happens when it is combined with the interior and closure 
operations. For convenience closure is considered first. 

Theorem 6.15. Let A be convex. Then <e(A» = <A). 

PROOF. Using Theorem 2.19, 

A c e(A) c <e(A). 

Thus <A) c <e(A». We show 

e(A) c <A). 

Let a C e(A). By Theorem 2.20, 

(1) 

ap C A, wherep CA. (2) 

The relation (2) implies a C A / p c <A) and (1) holds. But (1) implies 
<e(A» c <A). Thus <e(A» = <A). 0 

Corollary 6.15.1. Let A be convex. Then e(A) c <A). 

Corollary 6.15.2. Let A be convex and L linear. Then A C L implies 
e(A) c L. 

Corollary 6.15.3. Any linear set is closed. 

The result for the interior now falls into place. 

Theorem 6.16. Let A be convex. Then <1(A» = <A), provided 1(A) =1= 0. 

PROOF. By Theorem 2.27, e(1(A» = e(A). This and the last theorem 
imply 

<1(A) = <e(1(A))) = <e(A) = <A). o 
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Now a new theme is introduced. We shift from considering operations on 
points or sets of points to relations of points. In high school geometry the 
strong emphasis placed on figures tends to obscure relations of points. But 
they are present at least llnplicitly. References, for example, to collinear or 
coplanar points indicate geometric relations of points. 

As a simple example consider this statement in Euclidean geometry: 

Point a is in line be. (1) 
Rewriting (1) as a C <b, e), b =t=e, and dropping the restriction, we have 

a C <b, e). (2) 
This expresses a typical linear relation of the points a, b, e. 

Similarly the statement "a is in plane bed" suggests 

a C <b, e, d), (3) 
a linear relation of the four points a, b, e, d. Generalizing (2) and (3) to n 
points, we have 

a J C <a2, ••• , an)' 

which expresses a linear relation of the points ai' ... , an' Relations of this 
type are given a name. 

Definition. Suppose points ai' ... , an satisfy the condition 

ai C <a l ,···, ai-I' ai+ I,···, an) 

for some i, 1 .;;; i .;;; n. Then we say ai' ... , an are linearly related or linearly 
dependent. Points a" ... , an are linearly unrelated or linearly independent if 
they are not linearly dependent, that is, for each i, 1 .;;; i .;;; n, 

Remarks on the Definition. For the cases n = 1, 2, 3 observe: A single 
point a is always linearly independent; two points a, b are linearly inde­
pendent if and only if they are distinct; three points a, b, c are linearly 
independent if and only if they are distinct and no one is in the line 
generated by the other two. 

Euclidean Illustration. Here are the basic properties of linear depen­
dence in a Euclidean 3-space. 

(1) a, b, c are linearly dependent if and only if they are collinear (Figure 
6.6). 

(2) a, b, c, d are linearly dependent if and only if they are coplanar (Figure 
6.7). 
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I( ••• .. 
abc 

• )0 4( • • 
a b=c a=b=c 

Figure 6.6 

Figure 6.7 

(3) ai' ... , an are linearly dependent if n > 4, that is, five or more points 
are always linearly dependent. 

Corresponding properties of linear independence are not hard to get. 

Alternatives to the Definition of Linear Dependence. There are other 
definitions of linear dependence in use which are rooted in elementary 
geometric relations of points. Consider the statement that a, b, care 
collinear. This suggests: There exist two points x, y such that 

a, b, c C <x,y). 

Generalized to n points, this yields the following condition for linear 
dependence of ai' ... , an: 

(A) There exist points XI' ••• , X n _ 1 such that 

Similarly the statement "line ab intersects plane cde" leads to another 
condition for linear dependence of ai' ... , an: 

(B) There exists a permutation ii' ... , in of the integers 1, ... , nand 
an integer r, 1 < r < n, such that 

<ai' ... ,ai ) ~ <ai , ... , ai )· 
I r r+1 n 

What are the relations between the adopted definition of linear depen­
dence and the two alternatives (A) and (B)? All three are equivalent in a 
Euclidean geometry and in IRn. This follows from Theorem 11.13, that the 
three definitions are equivalent in exchange join geometries, which include 
Euclidean geometries and IRn. In an arbitrary join geometry the adopted 
definition implies both alternatives. (See Exercise 4 at the end of Section 
6.17 below.) But no two of the three definitions are equivalent. (See 
Exercises 1,2 at the end of Section 11.12.) 



6.15 Properties of Linearly Independent Points 267 

6.15 Properties of Linearly Independent Points 

Two elementary properties of linearly independent points are now estab­
lished. 

Theorem 6.17. If ai' ... , an are linearly independent, they are distinct. 

PROOF. Suppose the theorem is false. Then aj = aj for some pair of distinct 
indices i,j. Hence 

contrary to hypothesis. Thus the theorem holds. o 

The definition of linear independence of points ai' ... ,an involves 
implicitly the idea that ai' ... ,an form a sequence of elements. Since, 
however, the points ai' ... ,an are now known to be distinct and their 
order is immaterial to the defining condition, it is natural (and sometimes 
quite convenient) to refer to a linearly independent set of points. Thus we 
introduce the following definition. 

Definition. Let S be a finite set of points. Suppose xeS implies x rt 
(S - x). Then S is said to be linearly independent. If S is not linearly 
independent, S is said to be linearly dependent. 

Note by the definition that 0 is linearly independent. This is very useful 
in certain contexts. 

The notion of linear independence of a finite set is essentially equivalent 
to that of linear independence of a finite sequence. For if ai' ... , an are 
linearly independent, the set .{ ai' ... ,an} is linearly independent. The 
converse holds with a slight but essential restriction. If the set {ai' ... , an} 
is linearly independent and the a's are distinct, then ai' ... , an are linearly 
independent. 

For the sake of convenience we adopt the convention that whenever the 
phrase" { ai' ... , an} is linearly independent" is employed, it is understood 
that the a's are distinct. 

Theorem 6.18. Let {ai' ... , an} be linearly independent. Then any subset of 
{ai' ... , an} is linearly independent. 

PROOF. Suppose {ai' ... , an} is linearly independent. The result is trivial if 
n = 1. Assume n > 1. Any subset of {ai' ... , an} can be gotten by deleting 
points from it one at a time. It suffices to show then that if a single point is 
deleted from {ai' ... ,an}, a linearly independent set is obtained. Since 
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the order of the a's is immaterial, let us delete ai' obtaining the subset 
{a2, ••• , an}. Suppose {a2, ••• , an} is not linearly independent. Then for 
some i, 2.,;; i .,;; n, 

Hence 

This contradicts the hypothesis, and the theorem is established. D 

6.16 Simplexes 

Now the idea of linear independence is used to define an important family 
of polytopes, which generalizes the closed segments, closed triangular 
regions and closed tetrahedral regions of Euclidean geometry. 

Definition. A polytope is called a simplex if its vertices (extreme points) 
form a linearly independent set. 

Recall that any polytope is generated (convexly) by its set of vertices 
(Theorem 4.21). Thus the vertices of a simplex T form a linearly indepen­
dent set of generators of T. This property characterizes the vertices of T. 

Theorem 6.19. The vertices of a simplex T form the only linearly independent 
set of generators of T. 

PROOF. Let E be the set of vertices of T. Let {ai' ... , an} be a linearly 
independent set of generators of T. We show 

{al, ... , an} = E. (I) 

Suppose aj e:. E, that is, aj is not an extreme point of T. By Theorem 4.20, 
point aj is redundant in the set of generators {ai' ... ,an}, that is, T is 
generated by 

{al,···, an} - aj = {al, . ."., aj-I' a j + I,···, an}. 

Thus T= [ai' ... ,aj _ l , aj + l , ... ,an]. Hence 

aj C [ai' ... , aj-I' a j + l , ..• , an] C <ai' ... , aj-I' a j + l , •.. , an)' 

contrary to the linear independence of the a's. Hence aj C E, and we infer 
{ai' ... , an} C E. But by Theorem 4.19, E C {ai' ... ,an}. Thus (I) is 
verified and the theorem is proven. D 

How can we construct or generate simplexes? A natural procedure is to 
take linearly independent points al' ... ' an and form the polytope 
[ai' ... , an]. Will this be a simplex; will ai' ... , an be its vertices? 
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Corollary 6.19. Let a), ... , an be linearly independent. Then [a), ... , an] is 
a simplex and a), ... , an are its vertices. 

PROOF. By Theorem 4.19 the vertices of [a), ... ,an] form a subset of 
{a), ... ,an} and so are linearly independent (Theorem 6.18). By defini­
tion [a), ... ,an] is a simplex. Now apply the theorem. 0 

6.17 Linear Dependence and Intersection of Joins 

The linear dependence of a), ... , an is intimately related to the condition 
that two joins of the a's intersect. For example, if ab ~ bcd, then a, b, c, d 
can be shown to be linearly dependent. Conversely, if a, b, c, d are linearly 
dependent, then it can be shown that some pair of joins of points of 
a, b, c, d must intersect, for example, ab ~ cd. The situation requires clari­
fication, since there are "trivial" relations like ab ~ ba which hold for any 
two points. Such a relation imposes no restriction on a and b and certainly 
does not imply the linear dependence of a, b, c, d. 

Definition. Let points a), ... ,an be given. Then two joins of the a's, 
ai ••• ai and a; . . . a;, are said to be formally identical if the sets of 

I r J I JS 

indices {i), ... , ir} and {i), ... ,js} are identical. If the sets of indices are 
distinct, ai ••• ai and a; ... a; are formally distinct. 

I ,. J I JS 

Suppose for example a), a2' a3 are given. Then a)a2a3 and a2ala3al are 
formally identical joins of the a's-but ala2a3 and a2a3 are formally 
distinct joins of the a's. Observe that the relation a)a2a3 ~ a2a)a3al is 
trivial in the sense that it puts no limitation at all on the points a), a2' a3' 
On the other hand a)a2a3 ~ a2a3 imposes a restriction on aI' a2, a3' A 
similar situation arises in algebra: compare the equations a + b = b + a 
and a + b = c + d. 

Note. If two joins are formally distinct, this does not mean that when 
interpreted concretely the resulting sets must be distinct. For example 
(Figure 6.8), a)a2 and a)a2a3 are formally distinct, but in a Euclidean line 
a)a2 = ala2a3 if a3 C a)a2' 

Figure 6.8 

Theorem 6.20. a), ... , an are linearly dependent if and only if there exists a 
pair of formally distinct joins of the a's which intersect. 

PROOF. Suppose a), ... , an linearly dependent. Then for some i, 1 .;;; i .;;; n, 

ai C <aI' ... ,ai _), ai+), ... , an>· 
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By Theorem 6.9, 

ai C a l .•• ai-Iai+ I ... ani a l .•• ai-Iai+ I ... an' 

so that 

(1) 

Certainly the joins in (1) are formally distinct. 
Conversely suppose ai, ... ai, and ah ... aj , satisfy 

(2) 

and are formally distinct. It is not restrictive to assume in (2) that the i's 
and the j's are distinct. Observe that 

{iI' ... , q *" {iI' ... ,js}· (3) 
Then in (3) there must be a number in one of the sets that is not in the 
other. It is not restrictive to assume il is such a number. Note that il is 
distinct from the remaining i's and from all the j's. For convenience let 
il = k, so that ai, = ak. 

In (2) suppose r = 1. Then 

and aI' ... ,an are linearly dependent. Finally suppose r > 1. Then (2) 
implies 

ak:=::; O:i, .•• aj ,lai2 ··· ai, C <aI,···, ak- I, ak+ I,···, an)· 

Again the a's are linearly dependent and the proof is complete. 0 

The result is rather striking, since one does not expect "linearity" 
relations such as a C <b, c, d) to be equivalent to join intersection rela­
tions such as ab:=::; bcd, which seem much simpler. 

Corollary 6.20.1. aI' ... , an are linearly independent if and only if every two 
joins of the a's that are formally distinct also are disjoint. 

The theorem yields a characterization of simplexes. 

Corollary 6.20.2. Let P be a polytope and aI' ... , an its vertices. Then P is a 
simplex if and only if every two joins of the a's that are formally distinct also 
are disjoint. 

PROOF. If P is a simplex, aI' ... , an are linearly independent by definition. 
The disjointness condition follows by the preceding corollary. Conversely 
the disjointness condition implies aI, ... , an linearly independent 
(Corollary 6.20.1), and P is a simplex by definition. 0 

To get a somewhat deeper view of Corollary 6.20.2, note that P = 
[aI' ... , an]. Then the polytope join formula (Theorem 3.2) implies 

P = al U ... Uan U aIa2 U ... Uan-Ian U ... ua I ... an. (1) 
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Note that any join of the a's is formally identical to some term in the right 
member of (1) and that each two of these terms are formally distinct. 

Restatement of Corollary 6.20.2. Let ai' ... ,an be the vertices of poly­
tope P. Then P is a simplex if and only if each pair of terms in the right 
member of (1) are disjoint. 

This corollary indicates the extent to which a simplex deserves its name: 
Not only are its generating vertices linearly unrelated, but the joins of its 
vertices, of which it is composed, are "unrelated" as sets. Roughly put: 
Simplexes are to polytopes as triangles to polygons. 

It is hard to see how to get an explicit formula for the frontier of a 
polytope; for a simplex it is easy. 

Corollary 6.20.3. Let P be a simplex and ai' ... ,an its vertices. Then 

f,(P) = al U ... U an U ala2 U ... U an_Ian U ... 

U al ... an_I U ... U a2 ... an' 

PROOF. Using Theorem 2.3O(b) and Corollary 4.30, we have 

f'(P) = P - §(P) = [ ai' ... ,an] - a l ••• an' 

The conclusion follows by applying the last corollary. 

EXERCISES (LINEAR INDEPENDENCE) 

o 

1. Prove: If al> ... ,a" are linearly independent and ii' ... , in is any permutation 
of the integers 1, ... , n, then 

1 .;;;; r < n. (1) 

2. Prove that the following converse of the proposition in Exercise I is not valid: If 
aJ> ••• ,an have the property that (I) holds whenever iJ> ••• , in is a permutation 
of 1, ... , n, then al> ... , a" are linearly independent. 

3. Let P be a polytope and al> ... , a" its vertices. Prove that P is a simplex if and 
only if 

4. Prove: If al> ... , a" are linearly dependent, then 
(a) there exist points XI, .•• , Xn-I such that 

al> ... ,an C <XI' ••• ,Xn-l>; 

(b) there exists a permutation il> ... , in of the integers 1, ... , n and an integer 
r, I .;;;; r < n, such that 

<0;" ... , aj,> ~ <0;,+1' .•• , a;.>. 

5. Prove: If a linear set is finitely generated, it has a linearly independent set of 
generators. 
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6.18 Covering in the Family of Linear 
Sets-Hyperplanes 

6 Linear Sets 

Now we introduce a very useful idea which is suggested by the relation in 
Euclidean geometry of a line to one of its points, or a 3-space to a plane 
contained in it. 

Definition. Let A and B be linear sets. Suppose A :J B, A =1= B and no linear 
set "lies between" A and B-that is, A :J X:J B, where X is linear, implies 
X = A or X = B. Then we say A covers B or B is covered by A (in the 
family of linear sets). Also we call B a hyperplane of A. 

In Rn a linear subspace of dimension n - I-which necessarily is 
covered by Rn-is called a hyperplane. The term was chosen to indicate 
that such a subspace plays a role in Rn analogous to that of a plane in a 
Euclidean 3-space. 

If A covers B, then A is spanned linearly by B and a point. 

Theorem 6.21 (Point Spanning Principle). Let linear set A cover linear set B 
andp cA - B. Then A = <B,p>. 

PROOF. A :J <B,p>:J Band <B,p> =foB. By definition of covering, <B,p> 
=A. 0 

EXERCISES (ON THE JOIN GEOMETRY Rn) 

(Compare exercises at the end of Section 5.9.) 

1. Prove: S is linear if and only if S :> a, b implies 

S:>Aa+ph 
for all A, p. satisfying A + p. = 1. 

2. Prove: <a, b) is the set of all x expressible in the form 

x = Aa + ph, A + P. = 1. 
[Compare Exercise 5(b) at the end of Section 5.9.] 

3. Prove: <a, b) = ab U alb U bla U au b. 

4. Prove: <ai' a2, a3) is the set of all x that are expressible in the form 
x = Alai + A2a2 + A3a3' Al + A2 + A3 = 1. 

5. Generalize Exercises 2 and 4 to m points. 

6. (a) Prove: The set of solutions x = (XI' ... , xn) of a linear equation 

is a linear set of IRn. 
(b) Is the result in (a) valid for a family of linear equations? 
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7. Prove: aJ, ... , am are linearly dependent if and only if there exist AI, ... , Am 
not all 0 such that 

and 

8. In 1R2 let a = (0,0), b = (1,0), e = (0, 1). Determine and represent graphically: 
ab, ae, be, alb, bla, ale, ela, ble, elb, abe, albe, blae, elab, able, bela, 
aelb, and finally <a, b, e>. 

9. Prove: <a, b, e> = a U b U e U ab U be U ae U abe U alb U bla U ble U elb 
U ale U ela U albe U blae U elab U able U bela U aelb. 

10. Prove that IRn contains n + I linearly independent points which generate it 
Oinearly). 

In the following exercises use the definition of hyperplane and side of a 
hyperplane in Section 5.10 (the paragraph next to the last). 

11. Prove: 
(a) Any hyperplane of IRn is linear. 
(b) Any open or closed halfspace determined by a hyperplane of IRn is convex. 

12. Let H be a hyperplane of IRn and HI' H2 its sides. Prove: 
(a) IRn = H U HI U H2· 
(b) If a cHI' be H2 then ab Rj H. 
(c) If a CHI' be H2 then HI = Hlb, H2 = Hla. 

13. Prove: If H is a hyperplane of IRn , then IRn covers H, that is, "H is a 
hyperplane of IRn" in the sense of the definition in the present section. 

EXERCISES (COVERING IN THE FAMILY OF CONVEX SETS) 

Definition. Let A and B be convex. Suppose A ::) B, A =1= B and no convex 
set "lies between" A and B, that is, A ::) X ::) B, where X is convex implies 
X = A or X = B. Then we say A covers B or B is covered by A (in the 
family of convex sets). 

1. In a Euclidean geometry find examples of a convex set that is covered by (a) no 
convex set; (b) exactly one convex set; (c) exactly two convex sets; (d) an 
infinitude of convex sets. 

2. In a Euclidean geometry find a sequence of convex sets A I' ... ,An such that 
A i+ 1 covers Ai for i = 1, ... ,n - 1. Can you find an infinite sequence of this 
type? 

3. Prove: If A and B are convex and A covers B, then A = B U a for some a that is 
absorbed by B. 

4. Prove: If B is convex, a e:: Band B absorbs a, then B U a is convex and 
covers B. 
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6.19 The Height of a Linear Set-Approach to a 
Theory of Dimension 

In this section a rudimentary theory of dimension for linear sets or linear 
spaces is developed. I 

We shall look on the dimension of a linear space simply as an integer 
assigned to the linear space which indicates its relative complexity. As a 
minimal restriction this dimension number should satisfy the following 
condition: 

If A and B are linear sets, A :::> B and A =l=B, then the dimension of A 
should be greater than the dimension of B. 

In Euclidean geometry the principle can be indicated symbolically as 
follows: 

Sequence of linear sets: 
Sequence of dimension numbers: 

3-space :::> plane :::> line :::> point; 
3 > 2 > I > O. 

The principle suggests that the dimension number of a linear set is related 
to the number of terms in a sequence of linear sets of the type indicated 
above. 

Now we make more precise the kind of sequence we use. 

Definition. Let AI' ... ,A be linear sets such that Ai:::> A i+ l , Ai =1= Ai + I for 
I ..;; i ..;; r - 1. Then we call A I' ... , Ar a decreasing sequence of linear sets 
and r - I the length of the sequence. 

Note that the length of the sequence counts, not the number of terms, 
but the number of individual downward steps from A 1 to Ar • 

Now the notion of height of a linear set-which may be considered a 
measure of its complexity and is a sort of dimension or rank number-can 
be defined. 

Definition. Let A be a linear set. Suppose the lengths of all decreasing 
sequences of linear sets whose first term is A have a maximum m. Then m 
is called the height of A and is denoted functionally by h(A). If h(A) exists, 
we say linear set A is of finite height; otherwise A is of infinite height. Ajoin 
geometry (J, .) is of finite (infinite) height if J as a linear set is of finite 
(infinite) height. 

Note that if A has height m, any decreasing sequence of linear sets with 
first term A and length m must terminate in 0. 

I See Chapter 11 for a definitive treatment of dimension of linear sets in join geometries that 
satisfy an additional postulate. 
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The height of 0 is 0, and of a point a is 1. The height of a line, if it 
exists, is at least 2 and can exceed 2. (See Exercise 7 below.) In a Euclidean 
join geometry every line has height 2, every plane height 3-in general, a 
linear set's height is its dimension plus 1. In an arbitrary join geometry the 
dimension of a linear set A of finite height could be defined to be h(A) - 1. 

If a linear set has a height, a "lower" linear set has a lesser height. 

Theorem 6.22. Suppose A and B are linear, A :::> B, A :j= B, and A is of finite 
height. Then B is of finite height and h(A) > h(B). 

PROOF. Every decreasing sequence of linear sets with first term B can be 
enlarged to form a "longer" decreasing sequence of linear sets with first 
term A. The result follows without difficulty. 0 

The following theorem will be found quite useful in the sequel. 

Theorem 6.23. A11Jl linear set of finite height is finitely generated (linearly). 

PROOF. Suppose linear set A has height m. By definition there exists a 
decreasing sequence of linear sets 

A = AI"" ,Am + l • 

If m = 0, the sequence consists of A, and A must be 0, which is finitely 
generated. Suppose m ;> 1. Then A I covers A2, for otherwise there would 
exist a decreasing sequence of linear sets with first term < A and 
length exceeding m. In general-by the same argument-Aj covers Aj+ l , 

1 ..; i ..; m. Now let pj C Aj - A j+ I' 1 ..; i ..; m. By the point spanning princi­
ple (Theorem 6.21), 

Aj = <Pj, Aj+ I >, I..; i ..; m. 

Applying this repeatedly and noting that Am+ I = 0, we have 

AI = <PI' A2> = (PI" <P2' A3> > = <PI,P2' A3> = ... 
= <PI,P2" .. 'Pm' Am+ l > = <PI,P2' ... ,Pm>' 

Thus A = A I is finitely generated (linearly) and the theorem is proved. 0 

CoroUary 6.23. Let A be a linear set of finite height. Then a11Jl linear subset 
of A is finitely generated (linearly). 

PROOF. Use the theorem in conjunction with the previous theorem. 0 

EXERCISES (LINEAR SETS AND HEIGHTS) 

1. Prove: If A and B are linear sets of finite height, A ::J B and h(A) = h(B) + I, 
then A covers B. 

2. Prove: If h(A) = n for linear set A, then there exist aJ> ••• , a" such that 
A = <ai' ... , 0,,) and 

l';;;i.;;;n-1. 
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3. Prove: If linear set A is generated (linearly) by a set of n independent points and 
h(A) exists, then h(A) ;;. n. 

4. (a) Prove: If h(A) = n for linear set A, then A is generated (linearly) by n 
distinct points. 

(b) Can A be generated by fewer than n points? 

5. Prove: In (IRn, .), if the linear set IRn has a height, its height is at least n + 1. 

6. Prove: In (IR*, .) the linear set IR* does not have finite height. (See Section 
5.12.) 

7. For the join geometry JG16 show that J is a line and that h(J) = 3. 

6.20 Linear Sets and the Interior Operation 

There are interrelations between linear sets and the interior operation on 
convex sets which yield new results for both. 

First a set containment criterion for a point of a convex set to be an 
interior point (see Figure 6.9). 

piA 

piA 

Figure 6.9 

Theorem 6.24. Let A be convex and peA. Then p c !J (A) if and only if 
A cp/A. 

PROOF. Suppose pC !J(A). Then pC xA for each x C A (Theorem 4.24). 
Thus x c p / A for each x cA. Hence A C P / A. Retrace steps for the 
converse. D 

Now the theorem is used to establish a new formula for the linear hull 
of a convex set (see Figure 6.10). 

Theorem 6.25. Let A be convex. Thenp C !J(A) implies <A) = p/ A = A/p. 

(Compare Corollary 6.11.1, Lemma 6.5.) 
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Figure 6.10 

PROOF. Note that peA. By the last theorem, A c p / A. Then using 
Corollary 6.11.1, 

(A) = A/A c (p/A)/A = p/AA = piA c (A). 

Thus (A) = p / A. Similarly 

(A) = A/A c A/(p/A) c AA/p = A/p c (A), 

and (A) = A/p. o 

The theorem is a significant improvement on the result that (A) = A/A 
for convex A (Corollary 6.11.1), since it permits the replacement of either 
A in the right member by a single point. It affords a simple construction 
for linear sets: "divide" a convex set "by" or "into" one of its interior 
points. Finally note its intuitive geometric significance: The rays p / x, 
x c A form a linear set. Similarly for the rays x / p, x cA. 

Corollary 6.25. Let A be convex and p C § (A). Then p / A and A / pare 
linear. 

The last theorem and corollary give linearity consequences ofp C §(A). 
We seek conversely linearity conditions for pc §(A). 

Theorem 6.26. Let A be convex and peA. Then p C §(A) if (a) p / A is 
linear or (b) A / p is linear. 

PROOF. (a) piA -:Jp/p=p, Note that p/(p/A)-:JA [Corollary 4.7(c)]. 
Since p / A is linear, 

p / A -:J P / (p / A) -:J A, 

andp C §(A) by Theorem 6.24. 
(b) Let x cA. We show 

p c xA (1) 

and conclude pc §(A) by Theorem 4.24. Note that A/p -:Jp. Since A is 
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convex A ::J px and Alp ::J x. Since Alp is linear, 

Alp ::J pix. 

6 Linear Sets 

J6 implies Ax ~p, so that (1) holds and the proof is complete. D 

Next a converse of Theorem 6.25. 

Corollary 6.26.1. Let A be convex and peA. Then pc g(A) if (a) <A) = 
piA or (b) <A) =Alp. 

Corollary 6.26.2. Let A be convex and peA. Then piA = Alp if either 
p I A or Alp is linear. 

PROOF. By Theorems 6.26 and 6.25. D 

6.21 Applications: Interiority Properties 

The results derived have direct application to interiority questions. First an 
elementary property of joins to interior points. 

Theorem 6.27. Let A be convex and p c g(A). Then q C <A) if and only if 
(a)pq~A or (b)pq~ g(A). 

<A) 

---r----q 

Figure 6.11 

PROOF. (a) pC g(A) implies <A) = Alp (Theorem 6.25). Then q c <A) is 
equivalent to q ~ Alp and so to pq ~ A. 

(b) Suppose q C <A). By (a), pq~A; let r be a common point. Then 
pq::J r implies pq::J pro By Theorem 2.l5, pr C g(A) and so pq ~ g(A). The 
converse is trivial by (a). D 

The result is related to Theorem 2.23, that if pc g(A) and q c e(A), 
then pq c g(A). It gives new information when q C <A) but q e:: e(A). 
This suggests the following 

Definition. Let A be convex. Then <A) -e(A) is called the exterior of 
A and is denoted by &(A). Any point of &(A) is called an exterior 
point of A. 
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Now we can assert the following corollary to Theorem 6.27. 

Coronary 6.27. The join of an interior point and an exterior point of a 
convex set always meets its interior. 

In Euclidean geometry or in Rn , where the points of a line correspond to 
the real numbers, the conclusion can be strengthened: The join of an 
interior point and an exterior point of a convex set must meet its 
boundary. This is not valid in the theory of join geometries. JGI4 provides 
a counterexample (the convex set may be taken to be the set of positive 
real numbers). 

Note that if A is linear $ (A) = O. In Euclidean geometry it is intuitively 
evident that every nonlinear convex set has nonempty exterior. The follow­
ing theorem is useful in proving such results. 

Theorem 6.28. Suppose A is convex, §(A)*0 and A is not linear. Then 
$(A)*0. 

PROOF. Suppose $(A)=0. Then (A) -e(A) =0, so that (A) ceCA). 
Thus (A) = e(A) (Corollary 6.15.1). Note that (A) is open (Corollary 
6.2.2) and §(e(A)) = §(A) (Theorem 2.28). Then 

A c (A) = §«A)} = §(e(A}) = §(A) c A. 

Thus A = (A) and is linear, which contradicts the hypothesis and estab­
lishes the theorem. 0 

Coronary 6.28.1. Suppose A is convex, §(A)*0 and ~(A)*0. Then 
$(A)*0. 

PROOF. ~(A)*0 implies e(A) * §(A). Hence by Corollaries 6.2.2 and 
6.15.3, A is not linear. 0 

Coronary 6.28.2. Let A be a polytope and not a point. Then $ (A) * O. 

PROOF. ~(A)*0 (Corollary 4.22). Thus ~(A)*0. Certainly g(A) *0. 
o 

Remark on Theorem 6.28. The theorem fails if the proviso g(A) *0 is 
omitted. The justification of this follows from Exercise 3 at the end of 
Section 5.14. The exercise involves a convex set K of the join geometry 
(R*, .) which satisfies g(K) = ° and e(K) is closed under extension. 
§(K) = ° implies K is not open and so not linear. Note that e(K) is linear 
and e(K) = (K). Thus $(K) = ° and the theorem fails. 

In Chapter 2 the monotonic property for convex sets A and B, A c B 
implies g(A) c g(B), was proved with the proviso (a) A ~ g(B). (See 
Theorem 2.17). Now this property is justified under the proviso (b) 
(A) = (B), which is an interesting and useful supplement to (a). 
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Theorem 6.29 (Monotonic Property of Interior). Let the convex sets A and 
B satisfy <A) = <B). Then A C B implies 1(A) C 1(B). 

PROOF. Letp C 1(A) (Figure 6.12). Note thatp C B. Then using Theorem 
6.25, 

<B) = <A) =p/A cp/B c <B). 

Hence < B) = p / B, so that Corollary 6.26.1 implies p C 1 (B). Hence 
1(A) C 1(B). 0 

Figure 6.12 

The theorem implies that the interior of a convex set K contains every 
open subset of K that has the same linear hull as K. This suggests the 
following corollary. 

Corollary 6.29.1. Let K be a convex set. Let U be the union of the open 
subsets of K that have the same linear hull as K. Then 1(K) = U. 

PROOF. By the theorem, 1(K):) U. We show 1(K) C U. This is trivial if 
1(K)=0. If 1(K)*0, then <1 (K» = <K) by Theorem 6.16, and 1(K) 
cu. 0 

The case where K is pathological (Section 5.11) and the case where K is 
not pathological are now considered. 

Corollary 6.29.2. Let K be a pathological convex set. Then there are no open 
sets in K that have the same linear hull as K. 

Corollary 6.29.3. Let K be a non pathological convex set. Then 1(K) is the 
greatest member of the family of open sets in K that have the same linear hull 
as K. 

PROOF. This is trivial if K=0. If K*0, then 1(K)*0 and <1 (K» = 
<K) by Theorem 6.16. Thus 1(K) is one of the open sets described, and 
by Corollary 6.29.1, the greatest. 0 

The theorem yields information on boundaries of convex sets (Figure 
6.13). 
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Figure 6.13 

Theorem 6.30. Suppose A and K are nonpathological convex sets, A C 
~ (K), K =1= 0. Then <A) is a proper subset of <K). 

PROOF. First we show <A) =1= <K). Suppose on the contrary 

<A) = <K). 

A C ~ (K) implies 

A C e(K). 

By Theorem 6.15, <e(K» = <K), and (1) implies 

<A) = <e(K). 

(1) 

(2) 

(3) 

Applying Theorem 6.29 to (2) and (3) and using Theorem 2.28, we have 

g(A) C g(e(K)) = !l(K). 

Since K =1= 0, (1) implies A =1= 0. Hence !leA) =1= 0. But A C ~ (K) yields 
g(A) C ~ (K) and so !leA) c !l(K) n ~ (K). Thus !l(K) n ~ (K) =1= 0, con­
trary to Theorem 2.30(c), so that (1) is false. It only remains to prove 
<A) C <K). Using (2) and Theorem 6.15, we have <A) C <e(K» = <K) 
and the proof is complete. D 

Remarks on the Theorem First note that ~ (K) C < K). Then the theo­
rem says, roughly speaking, that ~ (K) is not as densely spread in the 
linear space <K) as K is-for no convex portion A of ~ (K) can generate 
linearly the whole of <K). ~(K) is not as "solid" as K. If <K) has finite 
height, the relations may be stated precisely in the form: <A) has lesser 
height than <K) (Theorem 6.22). An illustration of the relation is the 
intuition in Euclidean geometry that the boundary of a 3-dimensional 
polytope such as a solid cube consists of convex 2-dimensional pieces. 

EXERCISES 

1. Suppose A c B, where A and B are convex. Prove that g(A) c g(B) if and only 
if (A) ~ g(B) or g(A) = 0. (Compare Corollary 2.17.2.) 

2. Prove: If A is an open subset of convex set B and (A) ~ g(B), then A c g(B). 

3. Prove: If A and B are convex and A c ~(B), then (A)?'6 g(B). 

4. Suppose A is convex, A =1= 0 and piA is linear. 
(a) Prove: peA. 
(b) Infer pc g(A) and pi A = Alp = (A). 

5. The same as Exercise 4 if in the hypothesis piA is replaced by Alp. 
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6. Prove: If A is convex andp/ A = A/p, thenp/ A is linear andp/ A = <A). 

7. (a) Prove: If A is open and pc <A), then Ap:J A. 
(b) Prove: If A and B are open, A ~<B) and B~<A), then AB:J A, B. 

8. Prove: If A is a convex set, then 

<A) = §(A) US(A) u6j(A), 
and no two of §(A), S(A), 6j(A) meet. 

6.22 The Prevalence of N onpathological Convex Sets 

The existence of pathological convex sets in a certain join geometry 
(IR*, .) was demonstrated in Chapter 5 (Sections 5.11-5.13). The join 
geometry (IR*, .) was there described (Section 5.12) as infinite dimensional. 
We take this to mean (IR*, .) has infinite height (Section 6.19), which is 
justified in the Remark following Corollary 6.32 below. 

This illustration turns out to be essentially tyPical. In effect pathological 
convex sets do not exist in finite dimensional join geometries. We prove in 
the following theorems that the family of nonpathological convex sets of a 
join geometry includes: 

(a) All convex sets whose linear hulls are finitely generated; 
(b) All convex subsets of a linear set of finite height. 

1beorem 6.31. Let A be convex and <A) finitely generated (linearly). Then 
A is not pathological. 

PROOF. The result is trivial if A = 0. Suppose A =1= 0. By hypothesis 

(1) 

First we show <A) IS generated by a finite subset of A. By (1) and 
Corollary 6.11.1, 

p; C <A) = A/A, 1 ~ i ~ n. 

Hence p; C qJ r; where q;, r; cA. Thus 

so that 

<A) = <ql' r l , ... , qn' rn)· 

We can rewrite (2) in the form 

<A) = <aI' ... , am), 

where the a's are in A. Thus 

(2) 

(3) 

(4) 
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By (3) and Corollary 6.11.2, 

<A) = <aj ••• am)' (5) 

Note that a j ••• am is nonempty (Corollary 2.6) and open (Theorem 4.28). 
Applying Theorem 6.29 to (4) and (5), we have 

§(A) :J §(a j ••• am) = a j ••• am =I=- 0, 

and the theorem holds. D 

Theorem 6.32. A linear set of finite height has no pathological subsets.2 

PROOF. Let L be a linear set of finite height and A a convex subset of L. 
Consider <A). By Corollary 6.23, <A) is finitely generated, and A is not 
pathological by the last theorem. D 

Corollary 6.32. A join geometry of finite height has no pathological subsets. 

Significance for Euclidean Geometry and ~n. A Euclidean 3-space has 
height 4, since it contains only five types of linear sets: 0, point, line, 
plane, 3-space. Thus the corollary implies it has no pathological subsets. 
That ~n has no pathological subsets follows from a result of Chapter 11: 
~n is finitely generated (Exercise 10 in the set on the Join Geometry ~n at 
the end of Section 6.18) and so has finite height (Corollary 11.16 and 
Exercise 6 at the end of Section 11.2). 

Remark. The corollary implies that the join geometry (~*, .) of Section 
5.12 has infinite height, since it contains a pathological convex set (Section 
5.13, Example I). 

6.23 The Linear Hull of a Pair of Convex Sets 

In this section some results in Section 6.12 on the linear hull of a pair of 
linear sets are generalized. 

Theorem 6.33. Let A and B be convex and §(A):::~:::§(B). Then <A, B) = 
A/B. 

(Compare Theorem 6.14.) 

PROOF. Let pc §(A), §(B) (Figure 6.14). Then using Theorems 6.14 and 
6.25, 

= «A),<B» 

= <A) /<B) = (A/p)/ (B/p) c Ap/ Bp C A/B. 

Thus <A, B) = A/ B. D 

2 Compare Rockafellar [I], p. 45, Theorem 6.2. 
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B 

Figure 6.14 

This is a strong generalization of Theorem 6.14, upon which the proof 
depends. It has several corollaries. First, analogues of the corollaries of 
Theorem 6.14. 

Corollary 6.33.1. Let A and B be convex and §(A)::::::::;§(B). Then AlB is 
linear and AI B = BI A. 

(Compare Theorem 6.5, Corollary 6.14.1.) 

Corollary 6.33.2. Let A and B be convex and §(A) and §(B) contain p. 
Then <A, B> = ABlp = pi AB. 

(Compare Corollary 6.14.2.) 

PROOF. Adapt the method of Corollary 6.14.2-use Theorem 6.25 instead 
of Lemma 6.5. 0 

Let A and B in the theorem and the two corollaries be open sets. Then 
we have 

Corollary 6.33.3. Let the open sets A and B contain p. Then 

<A,B> = AlB = BIA = ABlp =pIAB. 

6.24 The Interior of the Extension of Two Convex 
Sets 

An analogue, for extension, of Theorem 4.31-the formula for the interior 
of the join of two convex sets-is now established. 

Theorem 6.34. Let A and B be convex. Then §(AI B) = §(A)/§(B), pro­
vided §(A) and §(B) are nonempty. 

(Compare Theorem 4.31.) 

PROOF. Note §(AI B) is defined, since AlB is convex (Theorem 4.16). 
First we prove 

§(AI B) c §(A)/§(B). (1) 
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Let pc g(AI B). Choose x to satisfy xC g(A)/g(B). Then x cAl B. 
Hence pc x(AI B) by Theorem 4.24. Thus using Corollary 2.16, 

p c (g(A)/g(B))(AI B) c g(A)AIg(B)B = g(A)/g(B), 

and (1) is established. 
Conversely we show 

Suppose 

p c g(A)/g(B). 

(2) 

(3) 

Note thatpcAIB. Theorem 6.26 is applied to provepcg(AIB), by 
showing (AI B)lp is linear. By (3) and the formula for the interior of a 
join of convex sets (Theorem 4.31), 

g(A) ~ g(B)p = g(Bp). 

Thus §(A)~ §(Bp), and AI Bp is linear (Corollary 6.33.1). But AI Bp = 
(AIB)lp. Thus (AIB)lp is linear, so thatpcg(AIB) (Theorem 6.26), 
and (2) holds. Then (1) and (2) establish the theorem. 0 

As a bonus we have the analogue for extension of the Open Set Join 
Theorem (Theorem 4.27). 

Theorem 6.35 (The Open Set Extension Theorem). Let A and B be open. 
Then A IBis open. 

PROOF. The result is immediate if A or B is empty. In the contrary case 

§(AI B) = §(A)/g(B) = AlB, 

and A I B is open. o 

Corollary 6.35.1. a l ... ami b l ... bn is open. 

Corollary 6.35.2. Let L be linear. Then Lip is open; in particular any ray is 
open. 

PROOF. Note that L is open (Corollary 6.2.2). o 

EXERCISES 

1. Prove: If Al and A2 are convex and nonempty, and AI! A2 is linear, then 
A I R;A2· 

2. Suppose A I and A 2 are convex and have nonempty interiors, and A d A 2 is 
linear. 
(a) Prove: §(AI)R;§(A0. 
(b) Infer Ad A2 = A21 Al = <AI> A2>' 

3. Prove: If A I and A2 are convex and nonempty, and Ad A2 = Ad A I> then 
AIIA2 is linear and AdA2 = <AI> A2>' 
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4. Prove: Any fraction in a), ... , an is open. For the definition of fraction see 
Exercise 16 at the end of Section 4.13. 

5. Prove: If A and B are open andp cAB, then <A, B> = AB/p = p/ AB. 

6. Prove: If A and B are convex, A :?6 B and A U B is linear, then A is open if and 
only if B is closed. 

7. Prove: If A and B are convex and B is nonempty, then e(A/ B)::) e(A). 
(Compare Exercise 4 at the end of Section 2.17.) 

8. Prove: If A and B are convex then e(A/ B)::) e(A)/e(B). (Compare Exercise 
5 at the end of Section 2.17.) 
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Components and Faces l 

In this chapter we introduce the concept of extreme subset of a convex set. 
The idea is suggested by and is a generalization of the classical notion of 
vertices, edges and faces of a polyhedron. Properties of extremeness are 
studied, and two types of extreme subset of a convex set, called compo­
nents and faces, are singled out for special attention. The components and 
faces of a convex set K are intimately related, since the interior operation 
converts the family of faces of K into the family of its components. The 
components of K are essentially its maximal open subsets and form a 
partition of K. The faces of K playa major role in the study of its structure 
and can be characterized as sections of K by linear spaces which do not 
"cut" K and are said to be extremal to it. An application of the theory is 
made to the characterization Qf the components and faces of a polytope. 

7.1 The Notion of an Extreme Set of a Convex Set 

The idea of extreme set has its origin essentially in the familiar notion of 
face of a geometric solid such as a tetrahedron or cube in Euclidean 
geometry. A face of such a solid may be described as a closed planar 
region which is a "complete" portion of the frontier of the solid. To 
illustrate the idea, let T be a tetrahedron [a, b, c, d] (Figure 7.1). Then the 
closed triangular region [a, b, c] is a face of tetrahedron T. Similarly if a, b, 

I Although Chapter 6 is a prerequisite for this chapter, Sections 7.1 through 7.26 (except for 
certain portions of Sections 7.8, 7.10, 7.17 and 7.25) do not depend on Chapter 6 and may be 
read before it. 

287 
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a 

b d 
R 

c 
Figure 7.1 

c and d are distinct vertices of a rectangular solid R and [a, b, c, d) is a 
subset of its frontier, then the closed rectangular region [a, b, c, d) is a face 
of R. Such faces are important examples of extreme sets of the solids T 
and R. But they are not the only ones. Open planar regions can also be 
examples of extreme sets of T and R. Thus the join abe is an extreme set of 
T, and abed is an extreme set of R. 

These planar examples should not divert us into rejecting the possibility 
of nonplanar extreme sets. Points and segments are potential members of 
the family of extreme sets of convex figures. For example, the vertices a, b, 
c and d are extreme sets of T and of R, as are the segment ab and the 
closed segment [c, d). Every point of the frontier of a solid sphere (Figure 
7.2) is an extreme set of it. 

Figure 7.2 

How can we formalize the idea of an extreme set for an arbitrary 
convex set in a join geometry? This is not as hard as it may seem. Consider 
the rectangular solid R described above and diagrammed again in Figure 
7.3, and take A = abed as an extreme set of R. How can we characterize 
the relation of A to R? It will be helpful to consider some nonextreme 
subsets of R, for example, take B = cdef or C = cgh. To describe nonex­
treme sets it is convenient to introduce a new term: A segment is said to 
cut a set S if it contains a point in S and a point not in S. B has the 
property that some segments of R cut it. C also has this property. But A 
does not: no segment of R cuts A. Thus we may assert: Any segment of R 
that meets A must be contained in A. We take this condition to be an 
essential characteristic of an extreme subset of a convex set. 
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7. 

7.2 The Definition of Extreme Set of a Convex Set 

Now the definition of extreme set is easily formulated. 

Definition. Let K be a convex set. Let A be a convex subset of K that 
satisfies 

Property (E). If A meets a segment of K, A contains the segment. 

Then A is said to be extreme in K, and A is called an extreme subset of K 
or simply an extreme set of K. 

Property (E) will usually be employed in the following form: 

A ~ xy implies A :::> xy for xy c K. 

Observe if K is convex, 0 and K are extreme sets of K. They are called 
trivial extreme sets of K. Furthermore any extreme point of K (Section 
4.14) is an extreme set of K, and conversely, if an extreme set of K consists 
of a point p, then p is an extreme point of K (Exercise 6 at the end of 
Section 7.3). 

7.3 Remarks on the Definition 

First observe that Property (E) is an elementary geometrical condition and 
that the extreme set concept might have been introduced earlier. It would 
be a mistake however to underestimate the importance of the concept. The 
very simplicity of the definition gives the notion broad coverage. 

Note next that in Property (E) the points x, yare not required to belong 
to K; only the open segment xy is required to be contained in K. You may 
wonder if a different theory would result if x, y were required to belong to 
K, so that an extreme set would be defined in a fashion more analogous to 
an extreme point. The answer, given by Theorem 7.7, is that the same 
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theory would result-the family of extreme sets of K would not be altered. 
In algebraic form Property (E) has high deductive power, although it 

does not correspond closely to any standard algebraic principle. In a 
certain sense it is a closure property and a very powerful one-since it 
demands that A contain every point of xy if it contains a single one. As a 
formal principle it has a neat and attractive quality that is matched by its 
intuitive geometric salience: In K no segment cuts an extreme set. 

Although the idea had its origin in the notion of a face of a polyhedron, 
the definition is completely free of dimensional restriction: An extreme set 
of K can be of any dimensional type from the empty set up to and 
including K itself. However, an extreme set can be a closed convex set, an 
open convex set or a convex set which is in a sense "between" the two and 
is neither open nor closed (Figure 7.4). 

a a a 

d 
b d b d 

[a, b, c] c 
Figure 7.4 c 

The term extreme set, like its special case, extreme point, suggests a 
subset of K which is peripheral to it, one that is contained in its frontier. 
However, it will appear in the exercises below that the interior of a convex 
set can be an extreme set of it. Indeed, Theorem 7.5 asserts this is true for 
every convex set. We employ the term extreme set since it is difficult to 
find a simple term that is not misleading and since most important 
examples of extreme sets of K are peripheral subsets of K. 

EXERCISES 

1. Find in Euclidean geometry all 7 examples of extreme sets of the closed segment 
[a, b]. 

2. Find in Euclidean geometry several different examples of extreme sets of the 
closed triangular region [a, b, c]. There are 58 examples in all. 

3. Describe in Euclidean geometry all extreme sets of a closed circular region; a 
closed spherical region. 

4. Find in Euclidean geometry several different examples of extreme sets of the 
closed tetrahedral region [a, b, c, d]. 

5. Prove: If K is a convex set and Sand T are sets of points which satisfy Property 
(E), then so do S n T, S U T and S - T. 
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6. Prove: A point is an extreme point of a convex set K if and only if it is an 
extreme set of K. 

7.4 Elementary Properties of Extreme Sets 

Our first result states that the relation extremeness is transitive. 

Theorem 7.1. If A is extreme in Band B is extreme in C, then A is ex­
treme in C. 

c 

Figure 7.5 

PROOF. Suppose (Figure 7.5) 

A ~xy, xy C C. 

We show A :J xy. Since A c B, we have 

B ~ xy, xy C C. 

Thus B :J xy by definition, since B is extreme in C. Then 

A ~ xy, xy C B 

implies A :J xy, since A is extreme in B. Thus since A is a convex subset of 
C, A is extreme in C by definition. D 

Now we examine the intersection of two extreme sets of a convex set. 

Theorem 7.2. The intersection of two extreme sets of convex set K is also an 
extreme set of K. 
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PROOF. Suppose A and B are extreme in K (Figure 7.6). Let 

An B ~ xy, xy c K. 

Then A ~ xy, and by definition of extreme set, A ::> xy. Similarly B ::> xy. 
Hence A n B ::> xy, and since A n B is convex, it is an extreme set of K by 
definition. D 

Similarly we can prove 

Theorem 7.3. The intersection of any nonempty family of extreme sets of 
convex set K is an extreme set of K. 

Next, an intersection property of extremeness. 

Theorem 7.4 (preservation of Extremeness under Intersection). If A is 
extreme in B and X is convex, then A n X is extreme in B n X. 

x~--~ 

Figure 7.7 

PROOF. Suppose (Figure 7.7) 

A n X"~ xy, xy c B n X. 

Then 

A ~xy, xy c B. 

Hence A ::> xy, since A is extreme in B. Certainly X ::> xy. Hence 

A n X ::> xy, 

and A n X is extreme in B n X by definition. D 

The theorem says that the relation of extremeness is preserved under 
intersection by a convex set. In elementary geometrical terms it says: If a 
point of A lies on a segment of B only when that segment is in A, then the 
same relation holds for A n X and B n X. 
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Corollary 7.4.1. If A is extreme in Band C is extreme in D, then A n C is 
extreme in B n D. 

PROOF. By the theorem, "A is extreme in B" implies 

A n C is extreme in B n c. 
Similarly, "C is extreme in D" implies 

B n C is extreme in B n D. 

The conclusion follows from (1) and (2) by Theorem 7.1. 

(1) 

(2) 

D 

Corollary 7.4.2. Suppose A is extreme in B, A C X c B and X is convex. 
Then A is extreme in X. 

PROOF. Direct application of the theorem. D 
Restatement. If A is extreme in B, then A is extreme in any convex set 

that is "between" A and B. 

Corollary 7.4.3. If A and B are extreme in C and A C B, then A is extreme 
in B. 

Note that all the results in this section depend only on the definition of 
extreme set-none of the postulates for a join geometry have been used in 
the proofs. 

7.5 The Interior Operation Is Applied to Extreme 
Sets 

Theorem 7.5. Let K be a convex set. Then g(K) is extreme in K. 

PROOF. Suppose (Figure 7.8) 

g(K) ~ xy, xy c K. 

Letp c g(K), xy. Since.xy is open, Theorem 4.25 gives.xy = pxy. Then by 
Theorem 2.16 

g(K) = pK ::J pxy = .xy, 

and the result follows by definition. D 

XE 'P~~ 
Figure 7.8 
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Corollary 7.5.1. If A is extreme in K, then !f(A) is extreme in K. 

Corollary 7.5.2. If K is convex, then !f(K) is extreme in e(K). 

PROOF. Trivial if !f (K) = 0. Suppose !f (K) =1= 0. By Theorem 2.28, !f (K) = 
!f(e(K)), and !f(e(K)) is extreme in e(K) by the theorem. D 

Remark. A convex set K is not necessarily extreme in e(K). In 
Euclidean join geometry JG4 let p, q and r be noncollinear: K = pqr U a, 
a C qr (Figure 7.9). Then e(K) = [p, q, r] and K ~ qr, e(K)::J qr, but 
K 25 qr. 

q a 

Figure 7.9 

7.6 The Closure Operation Is Applied to Extreme 
Sets 

The interior of an extreme set of K is itself an extreme set of K by 
Corollary 7.5.1. We naturally ask: Is the closure of an extreme set of K 
also an extreme set of K? The answer must be no, since the closure need 
not even be a subset of K. However, the portion of the closure which lies in 
K will be extreme in K. 

Theorem 7.6. If A is extreme in K, then e(A) n K is extreme in K. 

PROOF. Suppose (Figure 7.10) 

e(A) n K ~ xy, xy c K. (1) 

Let p c e(A) n K, xy. Since p c e(A), there exists q c A such that pq C A 
(Theorem 2.20). Since pc xy, we have pq C xyq. Hence 

A ~ xyq; say r is in both. (2) 

But r C xyq implies r C xs, where s cyq. Then (2) implies 

A ~ xs, 
but 

xs C xyq C K. 
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A K 

q 

Figure 7.10 

By definition of extreme set, A :J xs. Thus xc e(A). Similarly y c e(A). 
Then xy c e(A), so that e(A) n K:J xy, and e(A) n K is extreme in K 
~&~~. D 

Corollary 7.6. If A is extreme in K, then e(A) n K has the following 
property: 

e(A) n K ~ xy implies e(A) n K :J x,y for x,y C K. 

PROOF. Essentially the proof of the theorem covers the corollary. Suppose 
e(A) n K ~ xy for x, y C K. Then in the proof above (1) holds and 
e(A):J X,y follows. Thus e(A) n K:J x,y, and the corollary is proved. D 

The property in the corollary will take on importance in the later 
development (Theorem 7.21 below). 

7.7 Other Characterizations of Extremeness 

Extreme sets are now charact~rized in two additional ways. 

Theorem 7.7. Let K be a convex set and A a convex subset of K. Then the 
following statements are equivalent: 

(a) A is extreme in K. 
(b) A ~xy implies A :J xy for X,y C K. 
(c) A ~ U implies A :J U for U an open subset of K. 

PROOF. Let (a) hold. Suppose A ~ xy for x, y C K. Since K is convex, 
xy C K. So A ~ xy and xy C K. By (a), A :J xy and (b) holds. 

Let (b) hold. Suppose A ~ U where U is an open subset of K (Figure 
7.11). Letp cAn U and suppose u C U. Since p, u C U and U is an open 
subset of K, Theorem 4.47 implies p, u C xy where x, y C K. Then A ~ xy, 
and (b) implies A :J xy:J u. Thus A :J U and (c) holds. 

Finally let (c) hold. Suppose A ~ xy for xy C K. Since xy is open, (c) 
implies A :J xy. Thus (a) holds. D 
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u 

}-----t--} K 

Figure 7.11 

Discussion of Theorem. Let us compare the theorem with the definition 
of "A is extreme in K" (Section 7.2). Recall Property (E) of the definition: 

(E) A ~ xy implies A :::J xy for xy c K. 

Condition (b) is weaker than (E)-it demands less of A. Its conclusion 
requires A :::J xy, not for all segments xy of K, but only for those that join 
two points of K. Condition (b) then characterizes an extreme set by an 
intrinsic relation to K-the relation would be unchanged if the surround­
ing space were blotted out and K were the only geometric figure in 
existence. This condition is useful in proving extremeness since it is 
sometimes much easier to establish than (E). Condition (c) requires that A 
contain any open subset of K which it meets, not merely the segments of 
K, and is a strong generalization of (E). Condition (c) is not infrequently a 
useful consequence of extremeness. 

The theorem has several nontrivial consequences. First a restatement of 
the result that (a) implies (c). 

Corollary 7.7.1. An extreme set of a convex set If contains every open set of 
K which it meets. 

Next a special case of this which generalizes Property (E) of the 
definition of extreme set (Section 7.2). 

Corollary 7.7.2. An extreme set of a convex set K contains every join of 
points a 1 • • • an C K which it meets. 

PROOF. Every join of points is open (Theorem 4.28). o 
Another form of the first corollary: 

Corollary 7.7.3; Let K be a convex set, A an extreme set of K, and B a 
convex subset of K. Then A ~ g (B) implies A :::J g (B). 

PROOF. g(B) is open (Corollary 4.23). 0 

Now a pair of corollaries involving two extreme sets. 
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Corollary 7.7.4. Let K be a convex set, and A and B extreme sets of K. Then 
~(A)~ ~(B) implies ~(A) = ~(B). 

PROOF. A is extreme in K implies ~(A) is extreme in K (Corollary 7.5.1). 
By the preceding corollary, ~(A)~~(B) implies ~(A):::J~(B). Similarly 
~(B):::J ~(A). Thus ~(A) = ~(B). 0 

Corollary 7.7.5. If A and B are open extreme sets of a convex set K, then 
A ~ B implies A = B. 

PROOF. Since A and B are open, A = ~(A) and B = ~(B) (Theorem 4.23). 
o 

The corollary can be restated in two ways: 

(1) As a uniqueness principle: A point of a convex set K is in at most one 
open extreme set of K. 

(2) As a disjointness principle: Two distinct open extreme sets of a convex 
set have no common point. 

Finally a result on extreme sets of an open set. 

Corollary 7.7.6. If K is an open convex set, its only extreme sets are K and 
0. 

PROOF. Let A be extreme in K. If A *- 0, then A ~ K, which is an open 
subset of K. By Corollary 7.7.1, A :::J K, so that A = K. 0 

EXERCISES 

1. Prove: If A and B are convex, then 
(a) AB is extreme in [A, Bj; 
(b) A n (AB) is extreme in A. 

2. Prove: If L is linear and a is any point, then 
(a) L and La are extreme in La U L; 
(b) Land L/ a are extreme in L/ aU L. 

3. Prove: If L and Mare nonintersecting linear sets, then Land M are extreme in 
[L,Mj. 

4. Using Theorem 7.7(c), supply a shorter proof for Theorem 7.6. Can you do this 
in such a way as to also yield a proof of Corollary 7.6? 

5. Prove: If a "/=b then the extreme sets of [a, bj are precisely the sets 0, a, b, ab, 
aU ab, b U ab and [a, bj. (Compare Exercise 1 at the end of Section 7.3.) 

6. Prove: If A and K - A are extreme in convex set K, then one is contained 
in f"(K). 
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7.8 Is Extremeness Preserved under Join and 
Extension? 

We seek properties for the operations of join and extension which are 
analogues of Theorem 7.4. The exact analogues are not valid. For example, 
the statement: A is extreme in B and X is convex imply AX is extreme in 
BX, does not hold as is indicated in Figure 7.12 where X, A and B are 
coplanar. Yet analogues do hold if a suitable condition involving the 
notion of linear independence of two sets is assumed. We proceed to 
define the concept. 

x 

Figure 7.12 

Definition. Let A and B be sets of points. Suppose that whenever 
aI' ... ,am are linearly independent points of A and hI' ... ,hn are lin­
early independent points of B, it follows that aI' ... , am' hI' ... , hn are 
linearly independent. Then we say A and B are linearly independent or A is 
linearly independent of B. 

For example, in Euclidean 3-space (JG5) two segments are linearly 
independent if and only if they lie on skew lines. 

Theorem 7.S (Preservation of Extremeness under Join and Extension). If A 
is extreme in B and X is convex and linearly independent of B, then 

(a) AX is extreme in BX; 
(b) A I X is extreme in B I X; 
(c) X I A is extreme in X lB. 
PROOF. Consider (a) (Figure 7.13). Suppose 

AX ~pq, p,q C BX. 

We show (1) implies 

AX :::lpq 

and infer the result by Theorem 7.7. By (1) 

(1) 

(2) 
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x 

A 

Figure 7.13 

where bl' b2 c B and XI' X2 C X. Thenpq c blxlb2X2' and (I) implies 

AX ~ b1b2x 1X 2• 

Hence 
ax' ~ bx, 

299 

(3) 
where a C A, x' eX, be blb2, xC x 1X2. But (3) and Corollary 6.20.1 
imply the linear dependence of a, b, x, x'. Since B and X are linearly 
independent, we must have that a, b or x, x' are linearly dependent, that is, 
a = b or x = x'. We show a = b. Suppose x = x'; then (3) becomes ax~ 
bx, so that Corollary 6.20.1 yields that a, b, x are linearly dependent. Thus 
a = b by the linear independence of Band X. But a = b gives 

A ::> a ~ b1b2, bl' b2 C B, 

and so the assumption that A is extreme in B implies A :i b l b2 (Theorem 
7.7). Thus 

AX ::> b l b2x I X 2 ::> pq, 

so that (2) holds, and (a) follows by Theorem 7.7. 
Similar proofs can be given for (b) and (c). o 

Coronary 7.S. Suppose A is extreme in B, C is extreme in D, and Band D 
are linearly independent. Then (a) AC is extreme in BD, and (b) AIC is 
extreme in BID. 

PROOF. (a) The linear independence of Band D implies that of Band C, 
since C cD. Then the theorem implies 

AC is extreme in BC. 

Similarly we obtain 
BC is extreme in BD. 

The result is immediate from (I) and (2). 
(b) This can be proved in the same way. 

(I) 

(2) 

o 
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EXERCISES 

1. (a) Prove: If a and B are linearly independent, then a JZ (B). 
(b) Show that the converse of (a) is false. 

2. Prove: If A and B are linearly independent and x cAB, then x c ab for unique 
a C A and b c B. What can be said if x cAl B? Justify this. 

3. Prove Theorem 7.8(b) and (c). 

4. Prove: If A is extreme in B, and X is convex and linearly independent of B, then 
[A, X) is extreme in [B, X). 

5. Prove: If A and B are linearly independent convex sets, then A and B are 
extreme in [A, B). 

7.9 Extreme Sets with a Preassigned Interior Point 

A substantial introduction to the theory of extreme sets of a convex set K 
has been given-but no evidence for the existence of extreme subsets of K 
other than K, 0 and §(K). The theory would seem trivial if these were the 
only extreme sets for every convex set K. The following theorem estab­
lishes the existence of an extreme set of K which contains a preassigned 
point p of K in its interior and-contrary to what one might have expected 
-presents a simple formula for the extreme set in terms of p and K. 

Theorem 7.9. Let K be a convex set and p a point of K. Then (p / K) n K is 
an extreme set of K, and p is in its interior. 

Note. The diagram in Figure 7.14 is intended to help you grasp the 
intuitive basis for the theorem, but not the proof. 

I 
I 

~--------, , , , , 
Figure 7.14 

K 

PROOF. We show (p / K) n K is extreme in K by Theorem 7.7(b). Certainly 
(p / K) n K c K and is convex. Suppose 

(p / K) n K >:::!, xy and x, y C K. 

Then 
p/K>:::!' xy 
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and 
plKx ~y. 

But pi K ::J pi Kx, and (l) implies 

pIK::JY· 
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(1) 

By symmetry pi K ::J x, so that pi K ::J .xy. Thus (p I K) n K ::J.xy and is 
extreme in K [Theorem 7.7(b)]. 

Finally suppose 
u C (pi K) n K. 

Then p C uK and p C uv for some v C K. Thus 

v c (p I u) n K C (p I K) n K. 

Note p C (p I K) n K. Then peg ((p I K) n K) by definition. 0 

Afterword. The theorem is unmotivated-it seems pulled out of a hat. 
How might it have been discovered? Let A be an extreme set of K and 
pc g(A) (Figure 7.15). Suppose xC A. Thenp c.xy wherey cA. Thus 

x c ply c piK. 

Then x C (p I K) n K, and we conclude A C (p I K) n K. It may be re­
marked that the derivation of this relation merely used the fact that A is a 
convex subset of K. Nevertheless, if one were sufficiently curious to 
examine (p I K) n K, the theorem would be revealed. 

, , 
I 

, 
I , 1---------

Figure 7.15 

K 

Corollary 7.9. Let K be a convex set and p a point of K. Then (pi K) n K is 
an extreme set of K and satisfies the following condition: 

(pi K) n K ~.xy implies (pI K) n K ::J x,y for x,y C K. 

(Compare Corollary 7.6.) 

PROOF. Examine closely the proof of the theorem. 

An important result on unique existence follows from Theorem 7.9. 

o 

Theorem 7.10. Let K be a convex set and p a point of K. Then there is a 
unique open extreme set of K that contains p, namely, g ((p I K) n K). 

PROOF. By the last theorem and Corollary 7.5.1, g((p I K) n K) is an open 
extreme set of K that contains p. Uniqueness is immediate (Corollary 
7.7.5). 0 
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The unique existence property can be generalized from a point to any 
nonempty open set. 

Corollary 7.10. Let K be a convex set and A a nonempty open set of K. Then 
there is a unique open extreme set of K that contains A. 

PROOF. Let peA. By the theorem, p is contained in a unique open 
extreme set U of K. Then U Rj A and U:::> A, since A is open (Theorem 
7.7). Uniqueness easily follows. 0 

EXERCISES 

1. Prove the converse of Corollary 7.7.6: If K is convex and its only extreme sets 
are 0 and itseH, then K is open. 

2. Suppose convex set K is not open, that is, K =1= §(K). Prove that K has an 
extreme set distinct from 0, K and §(K). 

3. (a) Prove: If K is convex and pc K, thenpK is an extreme set of K. 
(b) Must p cpK; p c §(pK)? Explain. 
(c) CanpK be open? Must it be open? Explain. 

4. (a) Prove: If K is convex and p c K, then (pK) n (pi K) is an extreme set of K. 
(b) Does p belong to (pK) n (p I K); to its interior? 
(c) Is (pK) n (pi K) open? Justify your answer. 
(d) How do you conjecture (pK) n (p I K) is related to (p I K) n K? Try to 

prove your conjecture. 
(e) Show (a) holds even if p c K is not assumed. [Hint. What does (pK) n 

(p I K) equal if p fL K?] 

5. Suppose K is convex and p is any point. Is (Kip) n K an extreme set of K? 
Justify your answer. What does (Kip) n K equal whenp c K? 

6. Let K be convex and p c K. Let A be the union of all segments that contain p 
and join two points of K. How do you conjecture A is related to p and K? Try to 
prove your conjecture.-

7. Let K be convex and p c K. Let A be the intersection of all extreme sets of K 
that contain p. How do you conjecture A is related to p and K? Try to prove 
your conjecture. 

7.10 Classifying Extreme Sets 

Having introduced the concept of extreme set and developed its basic 
properties, it becomes desirable to sort out the extreme subsets of a given 
convex set. A simple example will help to show the need for this. In the 
Euclidean join geometry JG5, let K be the (solid) tetrahedron [a, b, c, d] 
(Figure 7.16). Here are listed some of the extreme sets of K: 

[a,b,c],d,ab,abc,bcd U c,abc U abo 
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a 

b d 

c 

Figure 7.16 

The correctness of the list can be seen intuitively: for example, if a 
segment of the tetrahedron meets the triangular region [a, b, c], it must be 
contained in [a, b, c]. A formal justification can be based on Corollary 
7.20.5 below. ~ 

Consider the three sets in Figure 7.17. They are intimately related. They 
have the same interior, namely, abc; the same closure, [a, b, c]; and the 
same linear hull, <a, b, c). These three extreme sets of K, together with 
others such as abc u ab U ac, abc U ab U b and so on, form a class of 
extreme sets of K which are in a sense equivalent (see Section 7.28 for a 
formal treatment of this concept). So there is no need to become very 
involved with them individually-it would seem that the closed triangular 
region [a, b, c] and the open triangular region abc could be taken as 
essential representatives of the whole class. 

a 

--"c 
[a, b, c] 

b 

a 

abc 

Figure 7.17 

a 

c b c 
abc u ab 

Finally we point out that some light is shed on the illustrative example 
by the theory, since we have shown that if A is extreme in K, both 
e(A) n K and g(A) are extreme in K (Theorem 7.6, Corollary 7.5.1). For 
example, let A = abc U abo Then 

e(A) n K = e(abc u ab) n [a, b, c, d] 

= [ a, b, c] n [ a, b, c, d] 

= [a, b, c J. 
And that g(A) = abc has been observed above. [Exercise 4(b) below asks 
for a proof in the theory.] 
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The discussion suggests that the two types of extreme set be singled out 
for special examination. They would correspond to the open and closed 
triangular regions in the example above or to the extreme sets §(A) and 
e(A) n K when A is extreme in some convex set K. 

EXERCISES 

1. Prove: If a, b, c are linearly independent, then ab, ab U a and [a, b] are extreme 
sets of [a, b, c]. 

2. Prove: If a, b, c, d are linearly independent, then ab, ab U a and [a, b] are 
extreme sets of [a, b, c, d]. 

3. Prove: If a, b, c, d are linearly independent, then abc, abc U ab and [a, b, c] are 
extreme sets of [a, b, c, d]. 

4. Prove: 
(a) §(ab U a) = ab; 
(b) §(abc U ab) = abc. 

7.11 Open Extreme Sets: Components 

Now we take up the first of the two dominating families of extreme sets: 
open extreme sets, to be called components. 

Definition. An open extreme set of a convex set K is called an open 
component of K or simply a component of K. 

Note that 0 is a component of each convex set K. K is a component of 
K if and only if it is open. A point is a component of K if and only if it is 
an extreme point of K. 

Our first theorem on components is essentially a summary of previously 
obtained results expressed as properties of components. 

Theorem 7.11. Let K be a convex set. Then the following statements hold: 

(a) A component of K is an open set of K (definition). 
(b) A component of K contains every open set of K which it meets (Corollary 

7.7.1). 
(c) If two components of K intersect, they are identical (Corollary 7.7.5). 
(d) Each point of K is contained in a unique component of K (Theorem 

7.10). 
(e) Each nonempty open set of K is contained in a unique component of K 

(Corollary 7.10). 
(f) If A is a component of B and B is extreme in C, then A is a component of 

C (Theorem 7.1). 
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(g) If A is extreme in K then §(A) is a component of K (Corollary 7.5.1). 
(h) If K is open its only components are K and 0 (Corollary 7.7.6). 

Property ( c) is covered by Property (d) but is of sufficient importance to 
merit separate inclusion. 

Property (d), which is not valid for extreme sets of arbitrary type, is a 
crucial property in the study of the structure of convex sets, as will soon 
become evident. 

Property (f) is merely the special case of the transitivity of extremeness 
(Theorem 7.1) in which the first set is open. 

7.12 The Partition Theorem for Convex Sets 

The components of convex set K are important because they form in a 
natural sense a family of building blocks for K-precisely, they constitute 
a partition of K in the sense of the following 

Definition. Let S be an arbitrary set, not necessarily a set of points. A 
family F of subsets of S is a partition of S or it partitions S if it satisfies the 
following conditions: 

(a) S is the union of the sets of F; 
(b) the sets of F are disjoint in pairs, that is, if A and B are distinct sets of 

F, then A n B =0. 

Equivalently, a family F of subsets of S is a partition of S if each point of 
S is in just one set of F. 

Note that set S has two trivial partitions: The first consists just of S, the 
second of all one-element subsets of S. 

Note also that we have permitted the empty set to be a member of a 
partition of set S. It is customary not to permit this, but we have done so 
anyway in order to facilitate the statement of some results. Obviously if the 
partition F contains 0, one may remove 0 from F and the resulting family 
will still be a partition of S. 

Theorem 7.12 (The Partition Theorem for Convex Sets). The family of 
components of a convex set K is a partition of K.2 

PROOF. Each component of K is a subset of K, and by Theorem 7.11(d) 
each point of K is in a unique component of K. D 

2 Compare Rockafellar [1], p. 164, Theorem 18.2. 
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7.13 The Component Structure of a Convex Set 

As a consequence of the Partition Theorem, components playa deep and 
pervasive role in the structure of a convex set. 

First, they shed light on the interior-frontier decomposition [Theorem 
2.30(d»). 

Theorem 7.13. §(K) is a component of the convex set K. ~(K) is the union 
of all other components of K. 

PROOF. §(K) is a component of K by definition, since it is open and an 
extreme set of K (Theorem 7.5). 

Since K= §(K)u~(K) and §(K)~~(K), the Partition Theorem im­
plies that §'(K) is the union of all components of K other than §(K). 0 

Remark. By Theorem 2.30 the pair of sets §(K) and §'(K) form a 
partition of K. The theorem is an improvement on this result. It shows in 
effect that the components of K distinct from §(K) form a partition of 
§'(K), so that all the components of K form a "refinement" of the original 
two set partition of K. It may be noted that the existence of the partition of 
§'(K) into components of K is one of the few nontrivial results we have on 
§'(K). 

The next theorem uses the component concept to characterize extreme 
sets of K and includes a sort of generalization of the Partition Theorem, 
namely, that every extreme set of K has the property of being expressible 
as a union of K's components. 

Theorem 7.14. Let K be a convex set. Then A is an extreme set of K if and 
only if A is convex and a union of components of K. 

PROOF. Suppose A is extreme in K. Then A is convex and by the Partition 
Theorem the union of its own components. But any component of A is a 
component of K [Theorem 7.11(f)]. Hence A is a union of components of 
K. 

Conversely, let A be convex and a union of components of K. Suppose 
A :::::; xy for xy c K. Then for some component U of K we have 

A :::> U and U:::::; xy. 

Thus U :::> xy, so that A :::> xy and A is extreme in K. o 
Note that an extreme set A of K is the union of the family F of those 

components of K which are contained in A -and this family is, of course, 
a partition of A. 

The components of K were introduced to play the role of intrinsic 
building blocks for K. The theorem indicates that they play the same role 
for the extreme sets of K. 
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7.14 Components as Maximal Open Subsets 

How do the components of convex set K fit into the family of open subsets 
of K? The family of open subsets of K is a fairly rich aggregate: It contains 
all points of K, all finite joins of points of K and all interiors of convex 
subsets of K. Given an open subset U of K, one might naturally ask 
whether U is contained in a larger open subset of K. This suggests the idea 
of a maximal open subset of K. Since a component of K contains any open 
subset of K which it intersects, we expect components of K to be intimately 
related to maximal open subsets of K. 

Definition. Let F be a family or collection of sets (not necessarily sets of 
points). If M is a member of Fwhich is not contained in (does not contain) 
any other member of F, we call M a maximal (minimal) member of F. 

Observe that if a greatest (least) member of family F exists, then it is a 
maximal (minimal), and indeed the only maximal (minimal), member of F. 

'To illustrate the definition, consider the example where F is the family 
of all nonempty proper subsets of a given set S. Then any member of F 
consisting of one point of S is a minimal member of F, whereas any 
member of F consisting of all points of S but one is a maximal member of 
F. Thus if S has at least two points, F has minimal and maximal members, 
but no least and no greatest member. 

Definition. Let K be convex and F the family of open subsets of K. Then a 
maximal member of F is called a maximal open subset, or simply a maximal 
open set, of K. -

Components of K, exc1udi1lg 0, are characterized as a type of open 
subset of K independently of the notion extreme set: 

Theorem 7.15 (Maximality Characterization of Components). U is a com­
ponent of convex set K if and only if U = 0 or U is a maximal open subset of 
K. 

PROOF. Suppose U is a component of K and U =1= 0. Suppose 

UCVcK, 
where V is open. Then U ~ V and U ~ V [Theorem 7.1 1 (b)]. Thus U = V, 
and U is a maximal open subset of K. 

Conversely suppose U is a maximal open subset of K. Suppose 

U~ xy, xy C K. 

Since U and xy are open 

Uxy ~ U, Uxy ~ xy (Corollary 4.25.2). (1) 
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But Uxy is open (Theorem 4.27). Thus (1) implies successively, Uxy = U 
and U:J xy. Hence U is an extreme set of K and so a component of K. 
Finally, if U = 0 it certainly is a component of K. 0 

7.15 Intersection Properties of Components 

Now we prove the analogue for components of Corollary 7.4.1. 

Theorem 7.16. /j A is a component oj B, and C is a component oj D, then 
An C is a component oj B n D. 

(Compare Corollary 7.4.1.) 

PROOF. An C is extreme in B n D (Corollary 7.4.1). An C is open 
(Theorem 4.26). By definition A n C is a component of B n D. 0 

The theorem may be restated so: Let KI and K2 be convex sets. Then 
the intersection of a component of KI and a component of K2 is always a 
component of KI n K2· 

A characteristic property of components of the intersection of two 
convex sets is now given. 

Theorem 7.17. Let KI and K2 be convex sets. Then U is a component oj 
KI n K2 if and only if U is the intersection oj a component oj KI and a 
component oj K2• 

PROOF. Suppose U is a component of KI n K2. If U = 0, then U is the 
intersection of a component of KI and a component of K2, since both these 
components may be taken to be 0. Assume U=I=0. By Theorem 7.11(e), 
U CUI' a component of K I. Similarly U C U2, a component of K 2. Thus 

U C UI n U2 c KI n K 2. (1) 

By Theorem 7.15, U is a maximal open subset of KI n K 2. Since UI n U2 is 
open (Theorem 4.26), (1) implies U = UI n U2, and the forward implica­
tion is established. The reverse is covered by Theorem 7.16, and our proof 
is complete. 0 

Corollary 7.17.1. Let KI and K2 be convex sets and U a nonempty component 
oj KI n K2. Then U is uniquely represented in the jorm 

U = UI n U2, 

where UI and U2 are components oj KI and K2 respectively. 

PROOF. Suppose U = UI n U2 = VI n V2, where UI, VI are components of 
K I, and U2, V2 are components of K 2. Since U =1= 0, we have UI ~ VI and 
U2~ V2. Then UI = VI and U2 = V2 [Theorem 7. 11 (c)]. 0 
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Corollary 7.17.2. If two convex sets have finitely many components, so has 
their intersection. 

Several exercises in the following set involve additional analogues for 
components of properties of extreme sets derived in Sections 7.4 and 7.8. 

EXERCISES 

I. Describe all the components of each of the following convex sets in Euclidean 
geometry: 
(a) a closed triangUlar region; 
(b) a closed tetrahedral region; 
(c) a closed rectangular region; 
(d) a closed cubical region; 
(e) a closed circular region; 
(f) a closed spherical region; 
(g) a closed cylindrical region. 

2. Prove: If A is a component of B, and X is convex, then An §(X) is a 
component of B n X. (Compare Theorem 7.4.) 

3. Prove: The intersection of two components of convex set K is a component of 
K. (Compare Theorem 7.2.) Interpret this result in some examples. Is the 
result of much value? 

4. If A is a component of B, and B is a component of C, is A a component of C? 
(Compare Theorem 7.1.) Justify your conclusion and interpret it in some 
examples. Is the conclusion of much value? 

5. Prove: If A is a component of B, and X is open and linearly independent of 
B, then AX is a component of BX, A / X is a component of B / X, and X/A is 
a component of X/B. (Compare Theorem 7.8.) 

6. Prove: If A is a component of B, and C is a component of D, then AC is a 
component of BD, and A / C is a component of B / D, provided Band Dare 
linearly independent. (Compare Corollary 7.8.) 

7. Can each component of a convex set K be expressed as §(X) for some 
extreme set X of K? Justify your answer. 

8. Prove: If A and B are components of some convex set and A U B is convex, 
then A absorbs B or B absorbs A (Section 2.14). Find all cases when "A 
absorbs B" and "B absorbs A" both hold. 

9. Give an example of a family of sets which has 
(a) maximal members but no minimal members; 
(b) minimal members but no maximal members; 
(c) neither maximal nor minimal members. 

10. Prove: If F is a partition of set S, and 0 is not a member of F, then every 
member of F is both a maximal and a minimal member of F. 

II. Prove: Each nonempty component of a convex set K is a minimal member of 
the family of all nonempty extreme sets of K. 
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*12. Prove: 
(a) A pathological convex set has infinitely many components. 
(b) If a convex set K has only finitely many components, then no extreme set 

of K is pathological. 

13. Show in Euclidean plane geometry (JG4) that Theorem 7.17 fails if "compo­
nent" is replaced by "extreme set". 

14. Suppose A is a convex subset of convex set K, and U is the union of all 
components of K which meet A. Prove that U is an extreme set of K, and 
moreover, U is the least extreme set of K that contains A. 

*15. Prove: If Kl and K2 are convex and contain no pathological extreme sets, and 
U is a component of Kl K2, then U is the join of a component of Kl and a 
component of K2• 

7.16 Components and Perspectivity of Points 

Rather remarkably, the notion of a component of a convex set is related 
closely to the notion of perspectivity of points introduced earlier (Section 
4.26). 

Theorem 7.18. Let K be a convex set. Then a and b are in the same 
component of K if and only if a =b(K), that is, a and b are mutually 
perspective in K. 

K 

Figure 7.18 

PROOF. (See Figure 7.18.) By Theorem 4.47, (i) a =b(K) is equivalent to 
(ii) a and b are in an open set of K. Using Theorem 7. 11 (e), we see that (ii) 
is equivalent to (iii) a and b are in a component of K. Thus (i) is equivalent 
to (iii), and the theorem holds.3 

The theorem yields a formula for components of a convex set. 

Corollary 7.18.1. Let p be a point of convex set K. Then the component of K 
that contains p is given by (pK) n (p / K). 

PROOF. (See Figure 7.19.) Let U be the component of K that contains p. 
Then the following f<?rm a chain of equivalent statements: (1) xC U; (2) 

3 See Rockafellar [1], p. 164, Theorem 18.2 and the last paragraph. 
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p/K 

Figure 7.19 

x=p(K); (3) xcpKandp cxK; (4)xc(pK)n(p/K). Thus U=(pK) 
n (p/K). 0 

The formula is essentially exhaustive: 

Corollary 7.18.2. Let K be a convex set and p any point. Then (pK) n 
(p / K) is always a component of K. 

PROOF. If P c K, apply the preceding corollary. If p e: K, (pK) n (p / K) = 
~ 0 

Observe that if K = J, the set of all points, and J =1= 0, then (pK) n 
(p / K) fails to represent the component 0 of K. For K =l=J the formula 
represents all components of K. 

By Theorem 4.46 we know that the relation perspectivity in K is an 
equivalence relation. It is now possible (and very easy) to characterize the 
component concept in terms of this equivalence relation. To facilitate the 
statement of the characterization we introduce the notion of equivalence 
class of an equivalence relation. 

Definition. Let R be an equivalence relation in a set S (not necessarily a set 
of points). If a is an element of S, let S(a) be the set of all elements x of S 
such that x R a, that is, x has the relation R to a. Then S(a) is called an 
equivalence class of R and is said to be determined by a. 

If R is an equivalence relation in set S and a and b are elements of S it 
is not hard to show that 

(1) a is a member of S(a); 
(2) aRb holds if and only if S(a) = S(b); 
(3) S(a) =1= S(b) implies S(a) n S(b) = 0. 

These properties imply that the family of equivalence classes of the 
relation R is a partition of set S.4 

4 Equivalence relations and equivalence classes are discussed in Paley and Weichsel [ll, 
Section 1.8. 
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Now the characterization of the component concept. 

Theorem 7.19. Let K be a convex set. Then A is a component of K if and 
only if A = 0 or A is an equivalence class of the relation perspectivity in K.5 

PROOF. Suppose A is a component of K, A =1= 0. Let peA. Let K(p) be the 
equivalence class of the relation perspectivity in K determined by p. Using 
the last theorem, we see that x C A if and only if x =.p(K). By definition 
xC K(p) if and only if x =.p(K). Thus x c A if and only if x c K(p) and 
A = K(p). 

Conversely, suppose A is an equivalence class of the relation perspectiv­
ity in K, say A = K(p). Let B be the component of K that contains p. By 
the argument above with A replaced by B we have B = K(p) = A. Thus A 
is a component of K. The latter is certainly true if A = 0, and the theorem 
holds. 0 

EXERCISES 

I. Let A be an open set in convex set K. Derive a formula for the component of K 
that contains A. 

2. Prove statements (I), (2) and (3) above. 

3. Prove: If U and V are components of convex set K, and p < q(K) for some 
pc U and some q C V, then x <y(K) for all x c U and ally c V. 

*4. Prove: For p and q points of convex set K, the following statements are 
equivalent: 
(a) p =q(K); 
(b) pK= qK; 
(c) p/ K= q/ K; 
(d) K/p = K/ q. 

7.17 Components of Polytopes 

In this section the components and extreme sets of a polytope are char­
acterized in terms of a finite set of generators, which of course can be 
taken to be its set of vertices (Section 4.14). The components of a simplex 
are explicitly determined and its extreme sets are characterized. 

Definition. Let S be a set of points. Let F be the family of joins of points of 
S. Then a maximal set of F is called a maximal join of points of s. 

Theorem '7.20. Let P be a polytope and S a finite set of generators of P. 
Then A is a nonempty component of P if and only if A is a maximal join of 
points of s. 
5 See Footnote 3. 



7.17 Components of Polytopes 313 

PROOF. Suppose A is a maximal join of points of S. We show A is a 
component of P by using Theorem 7.7. Certainly A is an open set of P. 
Suppose 

A ~ xy, wherex,y c P. (I) 
Then x c B, y c C, where B and C are joins of points of S (Corollary 
3.7.1). Hence (I) implies 

A ~ Be. (2) 

Note that BC is open since B and C are (Theorem 4.27). Then since A is 
open, (2) implies 

ABC::> A, BC (Corollary 4.25.2). (3) 

Since ABC is a join of points of S and A is a maximal such join, (3) implies 

A = ABC::> BC ::> xy. 

Thus A is extreme in P (Theorem 7.7), and so a component of P. Clearly 
A =1=0. 

Conversely, suppose A is a component of P; A =1=0. Letp cA. Thenp 
is in some join of points of S. But the family of joins of points of S is 
finite. Hence p is in B, a maximal join of points of S. By the preceding 
paragraph, B is a component of P. Since A ~ B, we infer A = B [Theorem 
7.1 1 (c)], and the theorem holds. 0 

Corollary 7.20.1. The number of components of a polytope is finite. Indeed, if 
it has n vertices, it has at most 2n components. 

PROOF. Apply the principle that the number of subsets of a set of n 
elements is 2n. 0 

Corollary 7.20.2. Let P be a polytope and S a finite set of generators of P. 
Then A is an extreme set of P if and only if A is convex and a union of 
maximal joins of points of S. 

PROOF. Apply Theorem 7.14. 0 

The theorem is applicable to simplexes (Section 6.16). 

Corollary 7.20.3. Let P be a simplex and ai' ... ,an its vertices. Then A is a 
nonempty component of P if and only if A is ajoin of the a's. 

PROOF. P is generated by ai' ... ,an. Hence if A is a component of P, it is 
a join of the a's, by the theorem. 

Conversely, suppose A is a join of the a's. Let B be a join of the a's. 
Then A = B or A n B = 0 by Corollary 6.20.1. Thus A is a maximal join 
of t)1e a's and so, by the theorem, a component of P. 0 

N ext a characterization of simplexes in terms of the notion of compo­
nents. 



314 7 Extremal Structure of Convex Sets: Components and Faces 

CoroUary 7.20.4. Let P be a polytope and ai' ... , an its vertices. Then P is a 
simplex if and only if 
(i) every join of the a's is a component of P, and 
(ii) every nonempty component of P is expressible as the join of a unique set 

of the a's. 

PROOF. Suppose P is a simplex. Then (i) holds by the preceding corollary. 
To prove (ii) let A be a nonempty component of P. By the preceding 

corollary, A is expressible in the form 

A = a; • ... a;,' I <; i1 < i2 < ... < iF <; n. (I) 

By Corollary 6.20.2, A cannot be expressed as the join of a set of a's 
distinct from {a;., ... , a;J. Thus (ii) holds. 

Conversely, suppose (i) and (ii) hold. Let A and B be formally distinct 
joins of the a's. By (i), A and B are components of P. But A and B are 
joins of distinct sets of the a's. Thus by (ii), A =F B. Hence A ~ B [Theorem 
7.1 I (c)] and P is a simplex (Corollary 6.20.2). D 

Finally we characterize extreme sets of a simplex. 

Corollary 7.20.5. Let P be a simplex and ai' ... ,an its vertices. Then A is 
an extreme set of P if and only if A is convex and a union of joins of the a's. 

PROOF. Apply Theorem 7.14 and Corollary 7.20.3. D 

EXERCISES 

I. Find a counterexample to show that Corollary 7.20.4 fails if condition (ii) is 
removed. (Hint. Try JGI6.) 

2. Suppose a, b, c are linearly independent, so that [a, b, c] is a simplex with 
vertices a, b, c (Coro1J,ary 6.19). Use Corollary 7.20.5 to verify your solution to 
Exercise 2 at the end of Section 7.3. Compare your proofs in Exercise I at the 
end of Section 7.10 with the development that results in Corollary 7.20.5. 

3. Suppose a, b, c, d are linearly independent, so that [a, b, c, d] is a simplex with 
vertices a, b, c, d. As in Exercise 2, reconsider Exercises 4 at the end of Section 
7.3 and 2 and 3 at the end of Section 7.10 in the light of Corollary 7.20.5. 

4. Suppose a, b, c, d are distinct and (ab) n (cd) is a point. 
(a) Prove: The vertices of [a, b, c, d] are a, b, c, d, but condition (i) of Corollary 

7.20.4 fails to hold. 
(b) Use Theorem 7.20 to find all the components of [a, b, c, d]. 

5. Prove: A polytope has no pathological extreme sets. 

6. Suppose PI and P2 are polytopes. 
(a) Prove: PI n P2 has finitely many components. 
(b) Show PI n P2, even if nonempty, need not be a polytope. (Hint. Consider 

JGI6.) 
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7.18 The Concept of a Face of a Convex Set 

Recall that in Section 7.10 we suggested that two types of extreme set 
deserved special examination. The first type, open extreme sets or compo­
nents, has received a great deal of attention-and indeed will merit more. 
The second type, which is a sort of dual to the first, is now considered. 

A component of a convex set K is an extreme set which is open. It is 
natural to inquire about an opposite type of extreme set-an extreme set A 
of K that is closed, one that satisfies the condition A ::J e(A) (Section 4.22). 
This however may be asking a bit too much. If A is a convex subset of K, it 
hardly can contain those of its contact points that are not in K. Thus it 
seems natural to impose the condition that A contains all its contact points 
that are in K. This property is given formal status in the following 
definition and then used to define the new type of extreme set. 

Definition. Let K be convex and A a convex subset of K. Then A is said to 
be relatively closed in K or closed relative to K or just closed in K if A 
contains all its contact points that are in K, that is, if A ::J e(A) n K. 

Note that 0 and K are closed in K. Moreover, if A is closed in K, then 
A = e(A) n K, since A c e(A). Finally observe that A is closed in J if and 
only if A is closed (Section 4.22). 

Definition. If an extreme set of convex set K is closed in K, it is called a 
face or closed component of K. 0 and K satisfy the defining property and 
are called trivial faces of K. A face of K properly contained in K is called a 
proper face of K. 

Observe that A is a face of K if and only if A is an extreme set of K and 
A ::J e(A) n K or A = e(A) n K. 

A point is a face of K if and only if it is an extreme point of K (Section 
4.14). 

Observe that the property "K is a face of K" specifically depends on the 
requirement in the definition that a face of K is closed in K. For example, 
if K is the interior of a circle in Euclidean geometry (Figure 7.20), K is not 
closed, but is of course closed in itself. 

Figure 7.20 
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At this point a few words may be in order to compare the theory of 
extreme sets presented here with current treatments. Usually the only type 
of extreme subset of a convex set studied is face.6 In our treatment the 
concept of extreme set has been introduced as a generalization of the 
standard notion of a face of a convex set in order to give a balanced theory 
of the extremal properties of convex sets involving faces and components. 

7.19 The Nonseparation Property of a Face 

A face of a convex set K is an extreme set of K which is closed in K. We 
have the following characterization of such a set: 

Theorem 7.21 (The Nonseparation Property of Faces). Let K be a convex 
set. Then A is a face of K if and only if A is a convex subset of K that 
satisfies 

A ~ .xy implies A ::J X,Y for x,y C K. (1) 

PROOF. Suppose A is a face of K. Then A is extreme in K, thus convex, and 
A = e(A) n K. By Corollary 7.6, A satisfies (1). 

Conversely, suppose A is a convex subset of K that satisfies (1). Then (1) 
and the convexity of A yield: A ~ xy for x, y C K implies A ::J .xy. By 
Theorem 7.7(b), A is an extreme set of K. It remains to show A is closed in 
K. Suppose pc e(A) n K. Then pq C A for some q C A (Theorem 2.20). 
Hence A ~ pq, where p, q C K. By (1), A ::J p. Thus A ::J e(A) n K, and the 
proof is complete. D 

The theorem is interesting and important. It recalls the definition of 
extreme set (Section 7.2) and the characterization of extreme sets in 
Theorem 7.7(b). The characteristic property (1) in the theorem can be 
employed with the ease and facility of Property (E) in the definition of 
extreme set, but has greater deductive power. In application the theorem 
has the advantage over the definition of face that the closure operation is 
dispensed with. 

To interpret the theorem geometrically, recall the notion of separation 
of points by a point (Section 4.25). Then property (1) can be stated as a 
nonseparation property: If a point of A separates two points of K, these 
points must be in A. Thus a point of A can never separate two points of 
K - A or a point of K - A and a point of A. 

Finally observe that property (1) implies a stronger property: A ~.xy 
implies A ::J [x, y 1 for x, y C K. Thus property (1) is a sort of closure 

6 It should be noted that the notion of component appears in Rockafellar [ll, p. 164, 
Theorem 18.2. 
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condition-a powerful one-since it implies that if A contains a single 
point of xy (x,y c K), it contains all points of xy, and indeed of [x,y]. 

This completes the discussion of the theorem-it's time to apply it. 
Recall that if A is extreme in K, then §(A) and e(A) n K also are 

extreme in K (Corollary 7.5.1, Theorem 7.6). §(A) is a component of K 
[Theorem 7.11(g)]. Does e(A) n K have any special status as an extreme 
set of K? 

Theorem 7.22. If A is extreme in the convex set K, then e(A) n K is aface 
ofK. 

PROOF. Certainly e(A) n K is a convex subset of K. But by Corollary 7.6, 
e(A) n K satisfies the Nonseparation Property: e(A) n K ~ xy implies 
e(A) n K:::> x,y for x,y C K. By Theorem 7.21, e(A) n K is a face of K. 

o 

Corollary 7.22. If A is a component of convex set K, then e(A) n K is aface 
ofK. 

EXERCISES 

1. Describe all the faces of each of the following convex sets in Euclidean 
geometry: 
(a) a closed triangular region; 
(b) a closed tetrahedral region; 
(c) a closed rectangular region; 
(d) a closed cubical region; 
(e) a closed circular region; 
(f) a closed spherical region; 
(g) a closed cylindrical region. 
(Compare Exercise I at the end of Section 7.15.) 

2. Prove: If A is a closed convex set and B is convex, then A n B is closed in B. 

3. Prove: If A is closed in B, and B is closed, then A is closed. 

4. Prove: If A is closed in B, and B is closed in C, then A is closed in C. 

5. Prove: If A is closed in B, and X is convex, then A n X is closed in B n X. 

6. Prove: If A and B are closed in K, then A n B is closed in K. 

7. If A and B are closed in K, is AB closed in K; AlB; (AI B) n K? Justify your 
answers. 

*8. Prove: If A is closed in B, and X is convex and linearly independent of B, then 
AX, A I X and X I A are closed in BX, B I X and XI B respectively. 

9. Can each face of convex set K be expressed as e(X) n K for some extreme set 
X of K? Justify your answer. (Compare Exercise 7 at the end of Section 7.15.) 
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10. Prove: If A is a face of K and A ~ al ... am where al> ... , an C K, then 
al' ... ' an cA. 

11. Prove: If A and B are faces of some convex set and A U B is convex, then 
A ::J B or B ::J A. (Compare Exercise 8 at the end of Section 7.15.) 

12. Prove Theorem 7.22 without employing Theorem 7.21. 

7.20 Elementary Properties of Faces of Convex Sets 

The results of Section 7.4 on extreme sets have valid analogues for faces. 
For example, Theorem 7.1 on the transitivity of extremeness has the 
following analogue: 

Theorem 7.23. If A is a face of B, and B is a face of C, then A is a face of 
C. 

(Compare Theorem 7.1.) 

PROOF. An extremely simple proof of this can be based on Theorem 7.21. 
Suppose 

A ~ xy, x,Y C C. (1) 
We show A:> x,Y and infer A is a face of C by Theorem 7.21. Since 
A cB, we have 

B ~xy, x,Y c C. (2) 

Thus B :> x, y by Theorem 7.21, since B is a face of C. Then 

A ~ xy, x,y c B 

implies A :> x, y again by Theorem 7.21, since A is a face of B. Thus A is a 
face of C by Theorem 7.21. 0 

Remark on the Proof. The proof is exactly analogous to that of Theorem 
7.1 with Theorem 7.21, the characteristic property of faces, playing the role 
of Property (E) in the definition of extreme set. 

You may wonder whether a proof can be based directly on the defini­
tion of face. It can, and the problem is left as an exercise. 

We continue by presenting additional analogues, for faces, of results of 
Section 7.4 on extreme sets. First come analogues of Theorems 7.2 and 7.3, 
for which proofs exactly analogous to those of Theorems 7.2 and 7.3 can 
be constructed by using Theorem 7.21. 

Theorem 7.24. The intersection of two faces of convex set K is also a face of 
K. 

(Compare Theorem 7.2, Exercise 3 at the end of Section 7.15.) 
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Theorem 7.25. The intersection of any nonempty family of faces of convex set 
K is a face of K. 

(Compare Theorem 7.3.) 

Next an analogue of Corollary 7.4.2. 

Theorem 7.26. Suppose A is a face of convex set K, A eX c K and X is 
convex. Then A is a face of X. 

(Compare Corollary 7.4.2.) 

PROOF. A is extreme in K, so that A is extreme in X (Corollary 7.4.2). Since 
A is a face of K, by definition A :::J e(A) n K. Certainly A :::J e(A) n X. By 
definition A is a face of X. D 

Several additional analogues, for faces, of extreme set properties are 
covered in the exercises below. They may be compared with corresponding 
analogues for components in the exercises at the end of Section 7.15. 

Finally a property of faces which fails for extreme sets in general. 

Theorem 7.27. If A is a face of convex set K, then K - A is convex and 
extreme in K. 

PROOF. First we show K - A is convex. Let u, v C K - A. Then uv C K. 
Suppose A ~ uv. By Theorem 7.21, A :::J u, v, which is impossible. Thus 
A r;e uv and uv C K - A. 

Next, to complete the proof, we show K - A satisfies Property (E). Let 
K - A ~ xy for xy C K. Suppose A ~ xy. Then since A satisfies Property 
(E), we have A :::J xy, which is impossible. Thus A r;e xy and xy C K - A. D 

EXERCISES 

1. Prove: If A is a face of B, and X is convex, then A n X is a face of B n X. 
(Compare Theorem 7.4.) 

2. Prove: If A is a face of B, and C is a face of D, then A n C is a face of B n D. 
(Compare Corollary 7.4.1.) 

3. Prove: If A is a face of B, and X is convex and linearly independent of B, then 
AX is a face of BX, A/X is a face of B/X, and X/A is a face of X/B. 
(Compare Theorem 7.8.) 

4. Prove: If A is a face of B, and C is a face of D, then AC is a face of BD and 
A / C is a face of B / D, provided Band D are linearly independent. (Compare 
Corollary 7.8.) 

5. Prove Theorem 7.23 without employing Theorem 7.21. 

6. Prove Theorem 7.24 by employing Theorem 7.21; without employing Theorem 
7.21. 
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7. Prove: If A is a face of convex set K, andp c K, then (A/p) n K equals 0 or A. 

8. Prove: If A is a convex subset of convex set K which has the property 

p C K implies (A/p) n K c A, 

then A is a face of K. 

9. Prove: If A and B are faces of convex set K, then A - B is convex and extreme 
in K. 

7.21 Additional Properties of Faces 

The forward implication in Theorem 7.21 can be restated so: a face of 
convex set K contains any closed segment [a, b] of K whose interior it 
meets. This is now generalized. 

Theorem 7.28. A face of a convex set K contains any convex subset of K 
whose interior it meets.7 

[Compare Theorems 7.7(c) and 7.21.] 

Figure 7.21 

PROOF. Suppose A is a face of K, B a convex set of K and A R:; §(B) 
(Figure 7.21). We show A:::J B. Letp c A, §(B). Suppose x c B. Then 

p c xy, where y c B. 

Thus 

A R:; xy, x,y c K. (1) 

By the nonseparation property (Theorem 7.21), (1) implies A :::J x. Thus 
A :::J B and the result is proved. 0 

Remark. We know by Theorem 7.7(c) that an extreme set of K is a sort 
of predatory subset that ingests any open set of K which it meets. The 
theorem shows that a face of K is even more predatory. 

7 The theorem is well known for R", see Rockafellar [I}. p. 163, Theorem 18.1. , 
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Corollary 7.28. If two faces of a convex set K meet in a common interior 
point, they are identical. 

[Compare Theorem 7.11(c).] 

7.22 Facial Structure of Convex Sets 

The faces of a convex set play an important role in its structure-though 
one which is not as obvious as that of its components. A convex set K 
always is the union of its faces-but in a trivial fashion, since K itself is a 
face of K. Furthermore, faces of K need not be disjoint-so a partition 
theorem for faces can't hold. Nevertheless the faces of K are building 
blocks of a sort for K: they are strongly involved in its structure. This will 
be seen in the results of the section and become increasingly evident as the 
theory is developed. 

To begin consider a most simple question: If p is a point of convex set 
K, is there a face of K that contains p? There is, of course, a unique 
component of K that contains p. There are, in general, many faces of K 
that containp. So we sharpen the question to inquire: Is there a least face 
of K that contains p? 

The question can be generalized to an arbitrary subset of K and still 
easily answered: 

Theorem 7.29. Let A be a subset of convex set K. Then there is a least face 
of K that contains A. 

PROOF. Let F be the family of faces of K that contain A. F is not empty, 
since K is a member of it. By Theorem 7.25 the intersection M of the faces 
of F is a face of K. Clearly M :J A. Certainly M is the least member of F. 

D 

If A is a point, a sharper result and a formula for the least face can be 
obtained. 

Theorem 7.30. Let p be a point of a convex set K. Then p is an interior point 
of the least face of K that contains p; and this face is (pi K) n K. 

(Compare Theorem 7.9.) 

PROOF. By Theorem 7.9, pc §«pi K) n K). We show (pi K) n K is a 
face of K. By Corollary 7.9, (pi K) n K satisfies the Nonseparation Prop­
erty: 

(pi K) n K ~ xy implies (pi K) n K :J x, y for x, y C K. 

By Theorem 7.21, (pi K) n K is a face of K. 
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Finally suppose X is a face of K and X :) p. We show 

X :) (p / K) n K. 

Let z C (p / K) n K. Then z c p / k where k c K. Thus 

X :) p ~ zk. 

(1) 

Then z, k C K implies X :) z. Thus (1) follows, and (p / K) n K is the least 
face of K that contains p. D 

A strong generalization of the first conclusion of Theorem 7.30 is now 
obtained. 

Theorem 7.31. Let A be a convex subset of a convex set K. Then §(A) is 
contained in the interior of the least face of K that contains A. 

PROOF. Let B be the least face of K that contains A. We show 

§(A) c §(B). 

Suppose p C § (A). Let C be the least face of K that contains p. Then 

C ~ §(A), 

so that C :) A (Theorem 7.28). This implies, since C is a face of K, 

C :) B. 
Similarly we argue that B :) P implies 

B :) C, 
and we have 

(1) 

C = B. (2) 
Butp c §(C) (Theorem 7.30). By (2),p c §(B) and (1) holds. D 

Corollary 7.31. Any non pathological convex subset of convex set K is con­
tained in a non pathological face of K. 

PROOF. In the theorem if A is nonpathological, then B is nonpathological. 
D 

An interesting relation between components and faces follows from the 
theorem. 

Theorem 7.32 (Component-Face Pairing Theorem). Let U be a component 
of convex set K, and F the least face of K that contains U. Then 

F = e( U) n K and U = §(F). 

PROOF. e(U) n K:) U and is a face of K (Corollary 7.22). Hence 

e(U) n K :) F. (1) 
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Moreover, F is closed in K (by definition), and e(F)::J e( U) (Theorem 
2.21). Thus 

F ::J e( F) n K ::J e( U) n K, 

and (1) implies F= e(U) n K. 
If U = 0, then F = 0 and U = g(F). Suppose U'I= 0. By Theorem 7.31, 

U c g(F). But g(F) is a component of K [Theorem 7. 11 (g)]. Hence 
U= g(F). 0 

Corollary 7.32.1. Let U be a component of convex set K. Then (i) e(U) n K 
is the least face of K that contains U; and (ii) g (e( U) n K) = U. 

Corollary 7.32.2. Let F be a non pathological face of convex set K. Then 

(i) g(F) is a component of K; 
(ii) F is the least face of K that contains g(F); and 
(iii) F= e(g(F» n K. 

PROOF. If F = 0, the result holds. Suppose F'I= 0. Theorem 7.11(g) implies 
(i). To prove (ii) let G be a face of K, G ::J g(F); then GR:- g(F) and G ::J F 
(Theorem 7.28). Conclusion (iii) follows from (ii) by the preceding 
corollary. 0 

EXERCISES 

1. What relation can you discover between U and F if U is the component of K 
that contains a given point p of K and F is the least face of K that contains p? 

2. Prove: If p is a point of convex set K, then the least face of K that contains p 
consists of precisely those points of K which p precedes with respect to K 
(Section 4.26). 

3. Find a formula for the least face of a convex set K that contains subset A of K. 

4. Prove: If F is a face of convex set K, A a convex subset of K and FR:!, g(A), then 
F~ e(A)n K. 

5. Prove: If KI and K2 are convex and F is a nonpathological face of KI n K 2, then 
there exist nonpathological faces FI of KI and F2 of K2 such that F = FI n F2. 

6. Prove: 
(a) If A is an open subset of convex set K, then g(e(A) n K) = A. 
(b) If A is a relatively closed nonpathological convex subset of convex set K, 

then A = e(g(A» n K. 

7. If A is extreme in convex set K, is e(A) n K the least face of K that contains A? 
Justify your answer. (Compare Exercise 3.) 
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7.23 Facial Structure Continued 

We improve on the triviality that a convex set is the union of its faces. 

Theorem 7.33. Any convex set K is a union of nonpathological faces of K. 

(Compare Theorem 7.12, the Partition Theorem.) 

PROOF. Let K be convex. We only need show that each point p of K is 
contained in a nonpathological face of K. Since p itself is nonpathological, 
Corollary 7.31 applies, and the proof is complete. 0 

Remark on the Theorem. There is a slight informality in the statement of 
the theorem, since there is no reference to a family of faces whose union is 
formed. It means that K is the union of some family F of nonpathological 
faces of K. The theorem can be made specific by taking F to be the family 
of all such faces of K. The theorem holds for certain subfamilies of this 
family. If K is not pathological, it is the union of the single term K. The 
substance of the theorem lies in the case where K is pathological, and it 
gives nontrivial information in this case. 

Corollary 7.33. Any face of a convex set K is a union of non pathological 
faces of K. 

(Compare Theorem 7.14.) 

PROOF. Let F be a face of K. Then by the theorem F is a union of 
nonpathological faces of F. But the transitivity property (Theorem 7.23) 
ensures that each face of F is a face of K. 0 

Theorem 7.34. Let K be a convex set. Then ~(K) is the union of all proper 
faces of K; and ~(K) is a union of proper nonpathological faceS' of K. 

PROOF. It suffices to show 

(I) ~(K) contains every proper face of K, and 
(2) every point of ~(K) is in a proper nonpathological face of K. 

To prove (I) let A be a proper face of K. If A ~ §(K), then by Theorem 
7.28 A ::J K, so that A = K. Hence A ~ §(K) and A c ~(K). 

To prove (2) let p c ~(K). By Theorem 7.30, p c §(A), where A is a 
face of K. Clearly A is not pathological. Finally, A is a proper face of K, 
for A = Kimpliesp c §(K). 0 
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If A is a component of K, we know e(A) n K is a face of K (Corollary 
7.22). Thus there is a correspondence 

A -7 e(A) n K 

which assigns to each component A of K a unique face of K, e(A) n K. 
The correspondence merits attention, since it relates the two basic types of 
extreme set. 

Theorem 7.35. Let K be a convex set. Let A be an arbitrary component of K. 
Then 

A -7 e(A) n K (1) 

is a one to one correspondence between the family F of components of K and 
the family G of non pathological faces of K. 

PROOF. First we show that for each member A of F the correspondent, 
e(A) n K, is a member of G. This is certainly so if A = 0. Suppose A =1= 0. 
Then 

(Corollary 7.32.1). 

Thus e(A) n K is nonpathological, is a face of K (Theorem 7.22), and thus 
is a member of G. 

Next we show that each member of G is the correspondent of some 
member of F. Let B be a member of G. We must find a component X in F 
such that B is the correspondent of X, that is, 

e(x) n K = B. (2) 

Suppose (2) holds. Then by Corollary 7.32.1, 

X = §(e(X) n K) = g(B), (3) 

in other words, if (2) has a solution X, it must be g(B). Since B is a 
nonpathological face of K, Corollary 7.32.2 yields g(B) is a component of 
K, that is, g(B) is in F, and B = e(g(B» n K. This proves that B is the 
correspondent of the member g(B) of fanilly F. 

Finally to show that the correspondence (1) is one to one, we must 
prove B is the correspondent of only one member of F. Suppose P and Q 
are members of F whose correspondent as determined by (1) is B. We 
show P = Q. Now (2) holds with P or with Q in place of X. Thus (3) holds 
for X replaced by P or by Q. We conclude then that P = Q. Thus B is the 
correspondent of a unique member of F, and the theorem is established. D 
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7.25 Faces of Polytopes 

Having discussed components of polytopes (Section 7.17), now we consider 
their faces. The treatment is based on the characterization (Theorem 7.20) 
of a nonempty component of a polytope as a maximal join a, ... an of 
points of a finite set of generators. One might then expect [a" ... , an] to 
be a face of the polytope. However, care must be exercised. The problem 
encountered is that it is possible to have 

p, ... Pm = q, ... qn 

where 

but moreover 

[PI' ... ,Pm] * [q" ... ,qn]. 

(JG 16 furnishes an example, see Exercises 6 and 7 at the end of Section 
2.24.) Therefore, in order to use Theorem 7.20, as indicated above, to 
characterize faces, we must impose a condition on a, ... an which ensures 
that [a" ... , an] will be the convex hull we desire. 

Theorem 7.36. Let P be a polytope and S a finite set of generators of P. 
Then A is a nonempty face of P if and only if A is expressible in the form 

A = [ a" ... , an] 

where the a's are distinct points of S and a I ... an is a maximal join of points 
of S expressed with a maximum number of factors n. 

(Compare Theorem 7.20.) 

(The number of factors n is said to be a maximum if a, ... an = 
b, ... bp for distinct b" ... , bp also in S implies n ~ p.) 

PROOF. Suppose A is a face of P, A *0. Let T=A n S. We show A is 
generated by T. Certainly 

[TJ C A. (1) 

Let x cA. Then x C P = [S] and 

xes, ... sm' where s" ... ,sm C S (Corollary 3.7.1). (2) 

Thus 

(Theorem 4.30). 

Hence since A is a face of P and lSi' ... , sm] C P, 

(Theorem 7.28). 
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Thus SI' ••• ,Sm C T, so that (2) implies x c [T] and we have 

A C [TJ. (3~ 

The relations (1) and (3) give A = [T]. Suppose T= {aI' ... , an}, where 
the a's are distinct. Then 

(4) 

But !teA) = al ... an is a nonempty component of P [Theorem 7. 11 (g)] and 
so by Theorem 7.20 a maximal join of points of S. 

Next we prove the maximum property of n. Suppose 

al ... an = bl ... bp ' (5) 

where the b's are distinct and in S. Equations (4) and (5) imply 

A ~ bl ••• bp • (6) 

Since A is a face of P and bl ••• bp = !t[b l , ••• ,bp ], (6) implies 

A ~ [b l , ••• , bpJ (Theorem 7.28). 

Thus A ~ bi' 1 ~ i ~ p, and 

bi cAn S = T = {al' .. . , an}. 

Therefore in (5) each of the b's equals one of the a's, and the distinctness 
of the b's implies n ~ p. This completes the verification of the forward 
implication: 

Conversely suppose 

A =[al' ... ' an], 

where the a's are distinct points of S, and al ... an is a maximal join of 
points of S expressed with a maximum number of factors n. We show A is 
a face of P by applying Theorem 7.21. Suppose 

A ~ xy, x,Y C P. 

We have 

~ ~ ~ n, 1 ~ j ~ r. 

Note that 

x C b l ••• bs' y C cl ••• Ct 

where the b's and c's are in S. Then 

and 

(Corollary 4.25.2). 

But al ... an is a component of P (Theorem 7.20), so that 

al ... an ~ bl ... bscl ... ctal ... an 

(7) 
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and 

(8) 

Thus a l ••• an is expressed as a join of points of S containing more than n 
factors. Hence in (8) each of the b's must equal one of the a's, and (7) 
implies that x is in some join of aI' ... ,an. Thus x c [aI' ... , an] and 
xc A. Similarly yeA, and we infer that A is a face of P (Theorem 7.21). 

D 

Corollary 7.36.1. A nonempty face of a polytope P is a polytope whose 
vertices are vertices of P. 

Corollary 7.36.2. The number of faces of a polytope is finite. Indeed, if it has 
n vertices, it has at most 2n faces. 

(Compare Corollary 7.20.1.) 

Corollary 7.36.3. A polytope has no pathological faces. 

Corollary 7.36.4. Let P be a simplex. Then A is a face of P if and only if 
A = [T], where T is a subset of the set of vertices of P. 

PROOF. For the reverse implication apply Theorem 7.20 and Corollary 
7.20.3; the maximum condition for n in the theorem follows readily from 
the linear independence of the vertices of P. D 

7.26 Covering in the Family of Faces of a Convex 
Set 

The faces of a convex set are naturally "ordered" by the set containment 
relation. For example, in a closed solid cube, a vertex is contained in an 
edge, an edge in a "face" and a "face" in the cube itself (Figure 7.22). In 
this example each face has been included in a covering face. The notion of 
covering for faces of a convex set is analogous to the notion of covering for 
linear spaces (Section 6.18) and is now formalized. 

cube 

Figure 7.22 
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Definition. Let A and B be faces of convex set K. Suppose A ::) B, A =!= B 
and no face of K "lies between" A and B, that is, A :l X :l B, where X is a 
face of K implies X = A or X = B. Then we say A covers B or B is covered 
by A (in the family of faces of K). 

Now an important formal criterion for covering of faces. 

Theorem 737 (The Facial Covering Theorem). Let A and B be faces of 
convex set K. Suppose A :l Band § (B) =!= 0. Then A covers B if and only if 
§(A) = (A - B)§(B). 

B 

" " 

, 
I q 
I J---------

Figure 7.23 

K 

PROOF. Suppose A covers B (Figure 7.23). First we show 

§(A) :l (A - B)§(B). 

Let x c (A - B)§(B); then 

x c pq, wherep c A - B, q C §(B). 

(1) 

Note that [p, q] cA. By Theorem 7.29 there is a least face F of K such 
that 

(2) 

This relation and q C § (B) give F Rj § (B). Applying Theorem 7.28, we 
have F:l B. Certainly A :l F, so that A :l F:l B. Hence the fact that A 
covers B implies 

F=B (3) 

or 
F= A. (4) 

But (3) cannot hold in view of (2), since p e: B. Thus (4) holds, and A is the 
least face of K containing [p, q]. By Theorems 7.31 and 4.30, 

§(A):l §[p,q] =pq:l x. 

Thus (1) holds. 
Next we prove the reverse inclusion 

§(A) C (A - B)§(B). (5) 

Let xC §(A). Since §(B) =!= 0, there exists y C §(B). Then yeA, and 
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A 

/ .67 
B~ Y 

Figure 7.24 

there exists z C A such that (Figure 7.24) 

x cyz. 

We show 
z C A-B. 

Suppose z c B; then by Theorem 2.15, 

yz C §(B). 

The relations (6) and (8) give 

§(A) ~ §(B). 

(6) 

(7) 

(8) 

Thus by Corollary 7.28, A = B, a contradiction to the covering hypothesis. 
Therefore (7) holds and relation (6) now yields (5). By (1) and (5) we 
conclude 

§(A) = (A - B)§(B). (9) 

Conversely, suppose (9) holds. We show A covers B. First A =l=B, since 
A=B implies §(A) = §(B) =1=0, but "with (9) implies §(A)=0. Next 
suppose X is a face of K and 

A ::) X ::) B. (10) 

Assume X =l=B (Figure 7.25). Then there exists x C X-B. Again since 
§(B) =1= 0, there exists y C §(B) C X, so that 

xy eX. 

But (10) implies x c A - B, so that ·by (9) 

xy c §(A). 

Hence 

X ~ §(A). 

By Theorem 7.28, X ::) A, and by (10), X = A. Therefore A covers B. 0 

;----/--
L'lx 7 

y CB 

Figure 7.25 
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Corollary 7.37. If A covers B (B =1= 0) in the family of faces of a convex set 
and B is not pathological, then A is not pathological. 

EXERCISES 

1. Prove: A convex set K is open if and only if its only faces are K and 0. 

2. Are your solutions to Exercise 1 at the end of Section 7.15 and Exercise I at 
the end of Section 7.19 in agreement with Theorem 7.35? 

3. Prove: If K is a convex set and A is an arbitrary nonpathological face of K, 
then 

A ~ §(A) 

is a one to one correspondence between the family of nonpathologica1 faces of 
K and the family of components of K. 

4. Is the correspondence X ~e(X) n K a one to one correspondence between the 
family of open subsets of convex set K and the family of relatively closed 
nonpathologica1 convex subsets of K? Justify your answer. 

5. Prove: If K is a pathological convex set, then K has infinitely many faces; 
infinitely many nonpathological faces. 

6. Prove: If K is convex and <K) has finite height (Section 6.19), then the family 
of components of K and the family of faces of K are in one to one correspon­
dence via X ~e(X) n K for arbitrary component X of K. 

7. Find a counterexample to show that Theorem 7.36 fails if we drop the 
assumption that n is a maximum. 

8. Prove: If FI and F2 are faces of a polytope and FI n F2 #' 0, then the set of 
vertices of FI n F2 is the intersection of the sets of vertices of FI and F2. 

9. Suppose P is a polytope, S is a finite set of generators of P and aI, ... , a" are 
distinct points of S. 
(a) Prove without using Theorem 7.36 that if al •.. a" is a maximal join of 

points of S expressed with a maximum number of factors n, then 

(b) Prove: If S is the set of vertices of P and e(al ... an) n P = [aI' ... , an], 
then as a join of points of S, al ... a" is expressed with a maximum 
number of factors n. 

10. Prove: The number of faces of a polytope equals the number of its compo­
nents. 

11. Prove that the proviso B #' 0 may be dropped from Corollary 7.37. That is, 
prove that if A covers 0 in the family of faces of a convex set, then A is not 
pathological. 

12. Prove: If A and B are faces of a convex set and 0 #' §(A) = (A - B)§(B), 
then A covers B. 
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7.27 Extreme Sets and Extremal Linear Spaces 

Extreme sets of convex set K have been studied essentially as internally 
related to K-as if no points existed outside K. But K is immersed in the 
universe J. What light does this shed on the extreme sets of K? More 
specifically, how are these extreme sets related to the linear subspaces of 
J? 

A simple start is made by examining the linear space generated by an 
extreme set. 

Theorem 7.38. Let A be extreme in convex set K. Then <A) n K is a face of 
K, namely, e(A) n K. 

(Compare Theorem 7.22.) 

PROOF. e(A) c <A) by Corollary 6.15.1 (Figure 7.26). Hence 

e(A) n K c <A) n K. (1) 

Conversely, let x C <A) n K. Then 

x C <A) = A/A (Corollary6.l1.1) 

and x C A / a, where a cA. Thus a, x C K and A ~ ax. By Theorem 
7.7(b), A ::J ax and so xc e(A). Thus x c e(A) n K, and we have 

<A) n K c e(A) n K. (2) 

The relations (1) and (2) yield <A) n K = e(A) n K, which is a face of K 
(Theorem 7.22). 0 

K 

Figure 7.26 

Corollary 7.38. If A is a face of a convex set K, then <A) n K = A. 

PROOF. e(A) n K= A. 0 

Let a convex set K be given. The last theorem says that if we choose an 
extreme set of K, its linear hull always intersects K in a face. Suppose we 
reverse the situation and choose a linear space L. When will L intersect K 
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in an extreme set of K? When in a face of K? The next two theorems 
provide answers to these questions. 

Theorem 7.39. Suppose K is convex and L is linear. Then L n K is extreme 
in K if and only if L satisfies 

L ~ xy implies L :J xy for xy C K. (I) 

PROOF. A straightforward set theoretic argument shows that L satisfies (1) 
if and only if L n K satisfies (I). Thus by definition L n K is extreme in K 
if and only if L satisfies (I). D 

That property (1) of L in the theorem is precisely Property (E) in the 
definition of an extreme set of K (Section 7.2) indicates a close relation 
between the convex subsets of K and the linear spaces that have property 
(1) in common. To signalize this relation we introduce the following 

Definition. Let K be a convex set and L a linear space. Suppose L ~ xy 
implies L :J xy for xy c K. Then we say that L is an extremal linear space 
to K or is extremal to K or is an extremal of K. 

Note that any linear set which contains K or (at the other extreme) fails 
to meet K is extremal to K, and that any extremal to K which is contained 
in K is an extreme set of K. 

Corollary 7.39. If A is extreme in convex set K, then <A) is extremal to K. 

PROOF. By Theorem 7.38, <A) n K is a face of K, so it is certainly extreme 
inK. D 

Now the precise nature of the connection between the extreme sets of a 
convex set K and its extremal linear spaces is established. First a char­
acterization of extremals to K which is a sort of generalization of Theorem 
7.38. 

Theorem 7.40. Let K be a convex set and L a linear space. Then L is 
extremal to K if and only if L n K is a face of K. 

PROOF. Suppose L is extremal to K. Suppose 

L n K ~ xy, x,y c K. 

Then L~xy, xy c K and by definition L:J xy. By Corollary 6.15.2, 

L :J e(xy) :J x,y. 

Then L n K:J x,y, and L n K is a face of K by Theorem 7.21. 
The converse is covered by Theorem 7.39, and the theorem is proved. D 
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Corollary 7.40.1. Let K be a convex set and L a linear space. Then L is 
extremal to K if and only if L satisfies 

L R:! xy implies L :::> x,y for x,y C K. (1) 

(Compare Theorem 7.21.) 

PROOF. Show that L satisfies (1) if and only if L n K satisfies (1). Apply 
the theorem and Theorem 7.21. D 

Now a new characterization of faces. 

Corollary 7.40.2. A is a face of convex set K if and only if A = L n K for 
some linear space L which is extremal to K. 

PROOF. LetA be a face of K. Then A = <A) n K (Corollary 7.38), and <A) 
is extremal to K by Corollary 7.39. The reverse implication holds by the 
theorem. D 

Note how the corollary supplements and contrasts with Theorem 7.21. 
The latter characterizes a face of K internally in terms of its relation to the 
points of K-the former externally as a section of K by linear spaces 
which in general are not subsets of K. Each states a nontrivial geometric 
property of faces of K. 

This characterization of faces singles them out from the family of 
extreme sets by a new and important property. You may wonder why 
other extreme sets do not enjoy this property of being a section by an 
extremal linear space. The question may seem silly: The theorem says they 
cannot. But sometimes after a result is proved and there is no question of 
its validity, it still may seem alien-not assimilated to our other knowl­
edge. An answer to the question can be given in this way: Let L be linear 
and K convex. By Corollary 6.15.3, L is closed, that is, L:::> e(L). Certainly 
then L n K should be closed in K (Exercise 2 at the end of Section 7.19). 
So if L n K is an extreme set of K, it cannot be other than a face. 

EXERCISES 

1. Prove: If K is convex and L is linear, then K - L is convex if and only if L is 
extremal to K. 

2. Prove: If K is convex, then A is a face of K if and only if K - (A) is convex and 
Kn(A)=A. 

3. Prove: The intersection of any family of extremals to a convex set K is an 
extremal to K. 

4. Prove: An extremal of a convex set K contains the closure of any convex subset 
of K whose interior it meets. 

5. Prove: If A is a face of B and X is convex and contained in (A), then AX is a 
face of BX, A/X is a face of B / X, and X/A is a face of X/B. 
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6. Prove: If A is a component of B, and X is open and contained in (A), then AX 
is a component of BX, A / X is a component of B / X, and X/A is a component 
of X/ B. 

7. Suppose A is extreme in B, and X is convex and contained in (A). Is AX 
extreme in BX; A/X extreme in B/X; X/A extreme in X/B? Justify your 
answers. 

7.28 Associated Extreme Sets 

Let A be an arbitrary extreme set of convex set K. Recall that A gives rise 
to a component of K, g(A), and a face of K, e(A) n K. Moreover, by 
Corollary 7.39, A gives rise to an extremal linear space to K, namely, <A). 
If two extreme sets of K give rise to the same extremal, they give rise to the 
same component and the same face: 

Theorem 7.41. Let A and B be extreme in convex set K. Then <A) = <B) 
implies (a) e(A) n K = e(B) n K, and (b) g(A) = g(B). 

PROOF. (a) Using Theorem 7.38 we have 

e(A) n K = <A) n K = <B) n K = e(B) n K. 

(b) The result certainly holds if both g(A) and g(B) are empty. Assume 
that one, say g(A), is not empty. Then 

g(A) ~ A C <A) = <B) = BIB, 

so that 

g(A)B ~ B. 

Thus 

g(A)b ~ B, where b C B. (1) 

Since g(A)b is an open subset of K (Theorem 4.27), (1) implies 

[Theorem 7.7(c)]. (2) 

Using Theorem 6.16, we have 

b C <A) = <g(A» = g(A)lg(A), 

so that 

g(A)b ~ g(A). (3) 

But g(A) is extreme in K (Corollary 7.5.1). Hence (3) implies 

g(A)b C g(A). (4) 

By (2) and (4), g(A) ~ B, so that 

g(A) C B. (5) 
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Since <1(A» = <B), (5) yields 

1(A) = 1(1(A» c 1(B) (Theorem 6.29). 

Thus 1(A)~ 1(B), and the result follows by Corollary 7.7.4. D 

Corollary 7.41. Suppose A and B are extreme in convex set K, and <A) = 
< B). Then A is pathological if and only if B is pathological. 

The theorem calls to mind Section 7.10 on classifying or sorting out 
extreme sets of a convex set. It is the basis for an effort to group or to 
associate extreme sets of a convex set. 

Definition. If A and B are extreme sets of convex set K and <A) = <B), 
we say A and B are equivalent or associated in K and write A =K B. 

The properties of =K are investigated in the exercises at the end of 
Section 7.29. 

7.29 Covering of Extremals Arising from Faces 

Suppose A and B are faces of a convex set K so that <A) and <B) are 
extremals of K. Is there any connection between the relation A covers B 
(as faces of K) and the relation <A) covers <B) (as linear spaces)? 

Theorem 7.42. Let A and B be Jaces oj convex set K. Then A properly 
contains B if and only if <A) properly contains <B). 

PROOF. Suppose A properly contains B. Then <A)::J <B). Suppose <A) = 
<B). By Corollary 7.38, 

A = <A) n K = <B) n K = B, 

a contradiction. Thus <A) properly contains <B). 
Conversely, suppose <A) properly contains <B). Then certainly A *B. 

Let x c B. Then 

x c <B) C <A) = AlA. 

Thus xA ~A, so that xy ~A for some yeA. But A is a face of K and 
x, y C K. Hence x C A, and we conclude that A ::J B, completing the proof. 

D 

Now we obtain a connection between the two types of covering relation. 

Theorem 7.43. Let A and B be Jaces oj convex set K. Then if <A) covers 
<B) in the Jamily oj linear spaces, A covers B in the Jamily oj Jaces oj K. 



7.30 Extremal Hyperplanes and Exposed Faces 337 

PROOF. By the preceding theorem, A properly contains B. Suppose A :::J X 
:::J B, where X is a face of K. Then <A) :::J <X):::J <B), so that <A) = <X) 
or <B)=<X). Then <A)nK=<X)nK or <B)nK=<X)nK and 
Corollary 7.38 implies A = X or B = X. Thus A covers B. 0 

EXERCISES 

1. Prove =K is an equivalence relation in the family of extreme sets of a convex set 
K. 

2. Let A and B be extreme in convex set K. Prove: A =K B implies e(A) = e(B). 
Does the converse hold? Justify your answer. 

3. Prove: If A is extreme in convex set K, then A =K e(A) n K. What then can we 
conclude about §(e(A) n K)? 

4. Let A be extreme in convex set K. Let F be the family of extreme sets X of K 
which satisfy X =K A. Prove: 
(a) §(A) c X c e(A) n K. 
(b) e(A) n K is a member of F, and so is §(A) if A is not pathological. 
(c) e(A) n K is the greatest member of F, and §(A) is the least member if A is 

not pathological. 
(d) Every member of F is pathological or every member of F is nonpathological. 

5. Prove: If KJ and K2 are convex with <KJ> = <K2> and every component of KJ is 
a component of K2, then 

6. Show that the converse of Theorem 7.43 is false in the Euclidean join geometries 
JG4 and JG5. 

7.30 Extremal Hyperplanes and Exposed Faces 

Now we return to the discussion of the relation between faces and 
extremals of a convex set begun in Section 7.27. 

Let A be a given face of convex set K. Recall that A = <A) n K 
(Corollary 7.38). Are there linear spaces other than <A) whose intersection 
with K is A? In formal terms, what can be said about the number of linear 
spaces L which satisfy 

A = L n K? (1) 

EXAMPLE I. In JG4, the planar Euclidean join geometry, let K be the closed 
triangular region [a, b, c] indicated in Figure 7.27, and A = a. It is evident 
that there are infinitely many lines L which satisfy (1). 
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b~------------~c 

Figure 7.27 

EXAMPLE II. Take K and A as above in JG5, the 3-dimensional Euclidean 
join geometry. 

Query. What new solutions L of (1) arise? 

Answer: Planes. 

The examples show that for a given face A of a convex set K there may 
be infinitely many linear spaces, even linear spaces of different dimension, 
whose intersection with K is A. All of these linear spaces though are 
extremal to K (Theorem 7.40). 

Suppose then a convex set K is given and we wish to obtain faces of K 
by sectioning K with linear spaces, which will be, of course, extremals to K. 
If we take all extremals, we get all faces (Corollary 7.40.2). But as the 
examples show, some faces may be obtained many times over. What 
happens if we choose a subfamily of the extremals? How should a 
subfamily be chosen? 

Consider a concrete case. Let K be a convex set in a Euclidean space. 
Suppose K is "planar" or 2-dimensional, that is, (K) is a plane (Figure 
7.28). Then it seems natural to choose lines as the sectioning extremals. 
Similarly suppose K is "solid" or 3-dimensional, that is, (K) is a 3-dimen­
sional space. Then it is natural to take the extremals to be planes. 

These considerations suggest, for the case where K is in an arbitrary join 
geometry, that extremals to K that are hyperplanes (Section 6.18) of (K) 
be taken as a natural subfamily to be used to obtain or generate faces of K. 
It turns out in general that not all faces of K can be generated by 
hyperplanes extremal to K. The ones that can be so generated are given a 
name. 

Figure 7.28 
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Definition. Suppose A is a face of convex set K such that A = H n K, 
where H is a hyperplane of <K). Then we say A is an exposed face of K. If 
the face A is a point, we say A is an exposed point of K. 

Observe that an exposed point of K is always an extreme point of K, 
since any single-pointed face is an extreme point (Section 7.18). Note that 
A is an exposed face of convex set K if and only if A is the intersection of 
K with a hyperplane of <K) which is extremal to K. You probably will 
find that your understanding of exposed points and faces will be height­
ened as you encounter and examine counterexamples: nonexposed extreme 
points and nonexposed faces (see the exercises at the end of Section 7.31). 

7.31 Supporting and Tangent Hyperplanes 

The notion of a supporting hyperplane to a convex set is related to the idea 
of a tangent line to a plane curve or a tangent plane to a surface. A 
supporting hyperplane to a convex K "bounds" K in the ambient space: it 
is in contact with K, but does not cut K; it is extremal to K. Figure 7.29 
illustrates in Euclidean 3-space a supporting plane L to each of three 
convex solids. If you think of L as the plane of a table top on which the 
solids rest, you will have the origin of this usage of the term "supporting". 
The concept is easily formalized using the notion of extremal linear space 
to a convex set. 

Figure 7.29 

Definition. Let K be a convex subset of linear space M, and L a hyper­
plane of M which is extremal to K and meets e(K). Then L is called a 
supporting hyperplane in M to K, and we say L supports K in M. If 
M = <K), the qualifying phrase "in M" is dropped, and we refer to L 
simply as a supporting hyperplane to K and say L supports K. 

Remark. If L is a supporting hyperplane to K, then the face L n K of K 
is a proper face; otherwise L n K = K, and so K C L, contradicting the 
fact that L is a hyperplane of <K). Then by Theorem 7.34, L n K c ~(K), 
so that L ~ § (K). Since L I::::: e( K) is required of L, it follows immediately 
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that Lne(K) is a nonempty subset of ~(K). Note that Ln K is an 
exposed face of K. Conversely, note if A is a nonempty exposed face of K, 
then there exists a supporting hyperplane to K that contains A. 

The definition of supporting hyperplane in M to K covers the case 
where <K) is a proper subset of M, as in Section 7.30, Example II, where 
M is taken to be Euclidean 3-space. In such a case there may exist a trivial 
supporting hyperplane in M to K, that is, one which contains K. This 
situation arises in the usual treatment of convex set theory in Rn, since the 
only hyperplanes considered are those of Rn. 

Finally we consider the notion of a tangent hyperplane to a convex set. 

Definition. Let K be convex and pc e(K) (Figure 7.30). Suppose there 
exists a unique supporting hyperplane L to K that contains p. Then Lis 
said to be the tangent hyperplane to K at p or to be tangent to K at p; p is a 
point of tangency of L. 

Note, by the remark above, that a point of tangency of L must be 
in ~(K). 

p L 
~---.::::::""'-=::--"'L 

K 

Figure 7.30 

ExERCISES 

1. Find the nonexposed extreme points (if any) for each of the closed convex 
planar regions diagrammed in Figure 7.31. 

D 
Q 

D 
o 

o 
{ 

Figure 7.31 
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2. Find the nonexposed faces (if any) for each of the closed convex solid regions 
diagrammed in Figure 7.32. 

9 8 
R A B 
U V B 

Figure 7.32 

3. Must a tangent hyperplane to a convex set have a unique point of tangency? 
Justify your answer. 

4. Find, among the diagrams of Exercise 2, examples of convex sets containing 
(a) an exposed point at which there exists a tangent hyperplane; 
(b) a nonexposed extreme point at which there exists a tangent hyperplane; 
(c) an exposed point at which there does not exist a tangent hyperplane; 
(d) a nonexposed extreme point at which there does not exist a tangent hyper­

plane. 

5. Prove: If A is a nonempty face of a convex set K such that (A) is a hyperplane 
of (K), then . 
(a) (A) is a supporting hyperplane to K; 
(b) A is an exposed face of K; 
(c) §(A):l p implies (A) is the tangent hyperplane to K atp. 

6. Suppose K is a nonpathological convex set and L is a linear subspace of (K) 
such that L~§(K). Prove that if L is a hyperplane of (K), then L is extremal 
to K. Does the conclusion hold if the hypothesis is not assumed? Justify your 
answer. 

7. Prove: If K is a nonpathological convex set and L is a linear space, then L is a 
supporting hyperplane to K if and only if L is a supporting hyperplane to e(K). 



8 Rays and Halfspaces I 

This chapter falls into two well-defined parts. First a study is made of rays 
(halflines). The emphasis is on rays which have a common endpoint. 
Among the concepts taken up is that of opposite rays which is suggested 
by the idea of opposite directions from a point. Secondly the notion of ray 
is generalized to that of half space. Then half spaces which have a common 
bounding linear space or edge are studied in a treatment that parallels that 
given for rays. 

8.1 Elementary Properties of Rays 

The term ray was introduced in Section 4.1 as a synonym for an extension 
a/b. But no systematic study of rays has yet been given. We begin by 
introducing a convenient terminology. 

Definition. A ray 0/ a is called an o-ray. 

The term o-ray is a contraction for "ray with endpoint 0" or "ray with 
origin 0" and is particularly useful in dealing with rays that have a 
common endpoint-our major concern here. 

By definition (Section 4.1) there is only one degenerate or improper 
o-ray, namely, 0/0 = o. All other o-rays 0/ a, a ~ 0, are proper o-rays. 
Each o-ray is a convex set (Corollary 4.16), indeed, an open convex set 
(Corollary 6.35.2). Moreover, a proper o-ray is also "open" in the sense 
that it does not contain its endpoint 0 (Corollary 4.9). 

1 Sections 8.1-8.6 may be read independently of Chapter 6. 

342 
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The results of this section correspond to familiar properties of rays in 
Euclidean geometry but are slightly more general since they cover im­
proper rays. The first theorem asserts that if two rays with a common 
endpoint intersect, they are identical. 

Theorem 8.1. If 0/ a~ o/b, then 0/ a = o/b. 

~--------~~'------b 
Figure 8.1 

PROOF. Suppose 0/ a ~ 0/ b (Figure 8.1). Then 

ob ~ oa 
and 

bcoa/o. 

Hence 

0/ b c 0/ (oa /0) c 00/ oa = 0/ oa = (0/0) / a = 0/ a, 

so that 0/ b c 0/ a. By symmetry 0/ a C 0/ b, and we conclude 0/ a = 0/ b. 
o 

Restatement of Theorem 8.1. If A and Bare o-rays and A ~ B, then 
A =B. 

Given a point p, we now ask, is there a ray with endpoint 0 that 
contains p (Figure 8.2)? 

o 

Figure 8.2 

Theorem 8.2. Let points 0 and p be given. Then there exists a unique ray 
with endpoint 0 that contains p. 

PROOF. Existence: We want to find a ray with endpoint 0 that contains p. 
Suppose 0/ a is to be such a ray (Figure 8.3). How can we find a point a 
with this property? We havep C o/a. Thenpa~o and a~o/p. Thus to 

• a • o 

Figure 8.3 

• 
p 
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find a ray with endpoint 0 which is to containp, we begin by choosing a to 
satisfy a c 0/ p. Does such a point exist? Yes. By J5, 0/ p 'F 0. Then 
a~ o/p, so that ap~ 0 and p~ 0/ a. Thus 0/ a is a ray with endpoint 0 
tha t contains p. 

Uniqueness: Suppose p ~ 0/ b. Then 

o/a ~ o/b, 

and Theorem 8.1 implies 

o/a=o/b. 

Thus 0/ a is the only ray with endpoint 0 that contains p. D 

Definition. Let 0 and p be any points. Then the unique o-ray which 
contains p is denoted by op (read "op arrow") and is called the o-ray 
determined by p, the ray op, the halfline op or the side of 0 which contains p. 

Corollary 8.2.1. Let A be an o-ray. Then A :J a implies A = ~. 

. ~ 

Corollary 8.2.2. Any o-ray can be represented in the form oa. 

PROOF. Let A be an o-ray. Then A 'F 0 and contains a point a. By the 
preceding corollary A = ~. D 

~ ~ 
Corollary 8.23. If 0 ~ ab, then 0/ a = ob and 0/ b = oa. 

PROOF. 0 ~ ab implies both 0/ a :J band 0/ b :J a (Figure 8.4). Apply the 
first corollary. D 

o/b = ~ o/a = ;;b 
0( I 

a o b 

Figure 8.4 

Remark on Terminology. We have employed both terms ray and halfline 
since they are in common usage. The term halfline was suggested by the 
principle in Euclidean geometry that a point on a line separates it into two 
rays. However, the term may be misleading since this separation principle 
may not hold in a join geometry-JG 16 furnishes a counterexample (see 
Exercise 5 below). 

EXERCISES 

~ ~ 
1. Prove: If oa = 0/ b, then ob = 0/ a and 0 ~ ab (Figure 8.5). 

0( 
b o a 

Figure 8.5 
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-2. Prove: 0;; = ob if and only if 0/ a = 0/ b (Figure 8.6). 

o/a = o/b 

o a b 

Figure 8.6 

-3. Prove: 0;; = ob if and only if oa R:! ob. 

4. Verify the results of Exercises 1,2 and 3 in JGI6. 

5. In JGI6 show that the basic set J is a line. Show further that for any point 0, J 
contains exactly 9 o-rays (8 proper o-rays). -6. Prove: In the join geometries IRn (Sections 5.6-5.9), ab is the set of all points x 
satisfying 

x = a + A(b - a), 

where A is positive. 

8.2 Elementary Operations on Rays 

The operations we have in mind are forming products and quotients of a 
ray and its endpoint. If A is an o-ray, then we have three basic combina­
tions to consider: oA, 0/ A and A / o. For the purpose of organizing results 
we find it convenient to consider 0/ A first. 

Theorem 8.3. If A is an o-ray, then 0/ A is an o-ray. Iniact 0/ A = 0/ a for 
acA. 

o/A = ola A 

o a 

Figure 8.7 

PROOF. Let a be a point of A (Figure 8.7). It suffices to prove 

o/A = o/a, 

for this implies 0/ A is an o-ray. Since A :::) a, certainly 

o/A :::) o/a. 

To show the reverse inclusion let x C 0/ A. Then Ax ~ 0 and 

A ~ o/x. 
By Theorem 8.1, 

A = o/x, 

(1) 

(2) 
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and a ~ 0/ x follows. Then xa ~ 0 and x ~ 0/ a. Thus 

o/A co/a, 

which with (2) implies (1), and the theorem holds. o 
Several corollaries follow which are easily interpreted geometrically, 

including a formula for ~. 

~ 

Corollary 8.3.1. 0/ oa = 0/ a. 

~ 
Corollary 8.3.2. oa = 0/ ( 0 / a). 

PROOF. By the theorem, 0/(0/ a) is an o-ray; by Corollary 4.7(c), 0/(0/ a) 
::> a. 0 

Corollary 8.3.3. 0/(0/ (0/ a» = 0/ a. 

PROOF. Apply the two preceding corollaries. 

Theorem 8.4. Let A be an o-ray. Then 

oA = A = A/o. 

PROOF. First we show A/ 0 = A. Let A = o/p. Then 

A/o = (o/p)/o = o/po = (%)/p = o/p = A. 

Next we have 

oA = o(o/p) c oo/p = o/p = A, 

so that oA cA. To prove the reverse inclusion we have 

oA = o(A/o) ::> A 

Now conclude oA = A. 

[Corollary 4.7(a)]. 

o 

o 
Remark. The theorem asserts that an o-ray is invariant under the 

operations of joining to 0 and extending from o. We may think of 0 as an 
"identity element" for these operations when applied to o-rays. Note the 
intuitive geometrical significance of the result. 

~ 

Corollary 8.4. oa::> oa U aU a/ o. 

PROOF. ~ = o(~)::> oa. Similarly ~ = ~ /0::> a/ o. o 
Remark. In a Euclidean join geometry the result becomes the equality 

(Figure 8.8) 
~ 
oa = oa U aU a/ o. 

This can be made the basis for a definition of ray in Euclidean or more 
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oa a/o --> 
--------------+-----------~.~oo o a 

Figure 8.8 

generally in classical ordered linear geometry. However, the equality does 
not hold in general (see Exercise 3 below). It does hold (Theorem 12.3) in 
an ordered join geometry (Section 12.1), a join theoretic analogue of an 
ordered linear geometry. 

Now a new formula for OZ can be derived. 

~ 
Theorem 8.5. oa = 0/(0/ a) = oaf o. 

PROOF. By Corollary 8.3.2, OZ = 0/(0/ a). It suffices to show 
~ 
oa = oa/o. 

We have 
~ 

oa = o/(o/a) C oa/o (Theorem 4.13). 

To prove the reverse inclusion we have 
~ 

oa C oa (Corollary 8.4), 

so that 
~ ~ 

oa/o C oa/o = oa (Theorem 8.4). 

This with (2) yields (l) as desired. 

EXERCISES 

1. Prove Corollary 8.3.3 directly (without using the theory of rays). 

2. Verify Corollaries 8.3.1, 8.3.2 and 8.3.3 in JG4 and in JGl6. 

(1) 

(2) 

o 

3. Show JG16 is a counterexample to the contention that equality holds in 
Corollary 8.4. 

4. Prove: In IRn (Sections 5.6-5.9), 
-,) 

oa = oa U au alo. 

5. Prove: If 01 A is an o-ray, then A is contained in some o-ray. 
-,) -,) 

6. Prove: ab::) bc if b Rj ac. 
-,) -,) 

7. If ab::) bc, must b c ac or b = c hold? Justify your assertion. 
-,) -,) -,)-,) 

8. Prove: b Rj ac and b Rj ad imply ac = ad and bc = bd. 

-,) -,) 

9. Prove: bRj ad and CRjad imply ab = ac and alb = al c. 
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8.3 Opposite Rays 

The notion of ray may be considered a formalization of the intuitive idea 
of a direction in space at a given point. One naturally wonders if the idea 
of opposite directions at a point can be formalized. 

Definition. Let A be an o-ray. Suppose A' is an o-ray such that 

AA'::::::: o. 
Then we say o-ray A' is opposite to o-ray A, or that A and A' are opposite 
o-rays. 

Note that if o-ray A' is opposite to o-ray A, then A is opposite to A'. 
Observe that the o-rays A and A I are opposite if and only if there exist 

points a and a' in A and A' respectively such that aa' ::::::: 0; or equivalently 
if and only if 0 separates some point of A and some point of A I (Section 
4.25). 

Note that 0, the degenerate o-ray, is opposite to itself. Can a proper 
o-ray be opposite to itself, or to o? 

Theorem 8.6. Let A and A' be opposite o-rays. Then both are proper and 
A :;e A I, or both are improper and A = A I = O. 

PROOF. We must show that it is impossible for one of the rays, say A, to be 
proper and the other to be improper. Suppose then that A is proper and 
A' = o. Then by definition 

0::::::: AA' = Ao 
and 

o=%:::::::A. 

Since A and 0 are o-rays, Theorem 8.1 implies A = 0, a contradiction. Thus 
A and A' are both proper or both improper. In the latter case A = A' = 0, 

while in the former case A :;eA' , for otherwise A = A', giving o:::::::AA' = 
AA = A, that is, A = o. 0 

Corollary 8.6. The only o-ray that is opposite to itself is 0, the degenerate 
o-ray. 

The following theorem gives a class of examples of opposite o-rays. 

Theorem 8.7. ~ and 0/ a are opposite o-rays. 

PROOF. Let x C 0/ a (Figure 8.9). Note that a C ~. We have xa::::::: 0, and 
the conclusion is immediate. 0 
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o/a 

o 

Figure 8.9 

Next a property of unique existence. 

-+ 
oa 

a 
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Theorem 8.8. If A is an o-ray, it has a unique opposite o-ray. In fact the 
o-ray opposite to A is 0/ A. 

(Compare Theorem 8.3.) 

PROOF. Existence: Certainly 0/ A is an o-ray (Theorem 8.3). Let x c 0/ A. 
Then xA R:l 0, so that 0/ A is opposite to A. 

Uniqueness: Let o-ray A' be opposite to A. Then A'A R:l o. Thus 

A'R:l o/A. 

Hence A I = 0/ A by Theorem 8.1, and the proof is complete. o 
The theorem throws light on Theorem 8.7. Recall that any o-ray can be 

put in the form ~ (Corollary 8.2.2). Hence the theorem implies that ~ 
and 0/ a are not just an example of a pair of opposite o-rays, but a 
"universal" example: Any two opposite o-rays can be expressed in the 

-+ 
form oa and 0/ a. 

Corollary 8.8. Suppose ab R:l o. Then 

-+ -+ 
(a) oa and ob are opposite o-rays; 
(b) o/a and o/b are opposite o-rays. 

(Compare Corollary 8.2.3.) 

-+ Db oa 
II( I ~ 

a 0 b 
o/b o/a 

Figure 8.10 

EXERCISES 

~ ~ 
1. Prove: If oa and ob are opposite o-rays, then 0 ~ abo 

2. Prove: If 01 a and 01 b are opposite o-rays, then 0 ~ abo 
~ ~ ~ ~ ~ ~ 

3. Prove: If oa and ob are opposite o-rays, then ao = ab and bo = ba. Show in 
JO IO that the converse of the result fails. 

4. Prove: If A and A' are opposite o-rays then AI A' = A. 
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5. Prove: If A and A' are opposite o-rays and Band B' are opposite o-rays, then 
(a) AlB = AB'lo; 
(b) oIAB=A'B'lo. 
Interpret these results geometrically. 

8.4 Separation of Two Rays by a Common Endpoint 

This section is concerned with separation properties of opposite rays. To 
start with we generalize the notion of separation of two points by a point 
(Section 4.25) to the case of separation of two sets of points by a point. 

Definition. Let A and B be nonempty sets of points. Suppose p separates 
each point of A from each point of B. Then we say p separates A and B (or 
A from B) or A and B are separated by p. If in additionp ~A, B, we say p 
strictly separates A and B (or A from B). 

Observe that p strictly separates A and B if and only if p strictly 
separates each point of A and each point of B. 

Obviously the notion of strict separation is the important case-it is 
easy to deduce that if p separates A and B but not strictly, then A = B = P 
(Exercise 3 at the end of Section 8.5). We permit nonstrict separation only 
to enable us to cover degenerate cases with ease. Compare Theorem 8.9 
and Corollary 8.9.2 below. 

Theorem 8.9. Let A and A' be o-rays. Then A and A' are opposite o-rays if 
and only if 0 separates A and A'. 

PROOF. Suppose 0 separates A and A'. Then AA'::::! 0, and by definition A 
and A I are opposite o-rays. 

Conversely, suppose A and A' are opposite o-rays. Let a c A, be A'. 
We show o::::! abo Note A = ~ (Corollary 8.2.1). But ~ has a unique 
opposite o-ray (Theorem 8.8), which must be 0/ a (Theorem 8.7). Thus 
A' = 0/ a. Hence b c 0/ a and o::::! abo By definition 0 separates A and A'. 

D 

Corollary 8.9.1. Let A and A' be opposite o-rays. Then 0 separates each point 
of A from each point of A'. 

The corollary asserts that if A and Bare o-rays and 0 separates a 
particular point of A from a particular point of B, then 0 separates every 
point of A from every point of B. 
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Corollary 8.9.2. Let A and A' be o-rays. Then A and A' are proper opposite 
o-rays if and only if 0 strictly separates A and A'. 

PROOF. Use the theorem in conjunction with Theorem 8.6. o 

8.5 The Partition of Space into Rays 

The rays with a given endpoint 0 fill out J, the set of all points, without 
overlapping. To state this result precisely we employ the definition of 
partition of a set (Section 7.12). Since this chapter is independent of 
Chapter 7, we restate the definition. 

Definition. Let S be an arbitrary set, not necessarily a set of points. A 
family F of subsets of S is a partition of S or partitions S if it satisfies the 
following conditions: 

(a) S is the union of the sets of F; 
(b) The sets of F are disjoint in pairs, that is, if A and B are distinct sets of 

F, then A n B = 0. 

Equivalently a family F of subsets of S is a partition of S if each point of S 
is in just one set of F. 

Theorem 8.10 (Partition Theorem for Rays). Let 0 be a point. Then the 
family of o-rays is a partition of J, the set of all points. 

PROOF. J is the union of the family of o-rays (Figure 8.11), since each point 
is in some o-ray (Theorem 8.2). Any two distinct o-rays A and Bare 
disjoint, since the contrary (A ~ B) implies A = B (Theorem 8.1). 0 

Figure 8.11 

Remark. This simple and attractive result would not hold if a ray were 
defined in a more conventional way to include its endpoint or the concept 
did not cover the degenerate case of a "point" ray. 
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EXERCISES 

1. Prove without applying the theory of rays: If 0 separates a and b, then 0 

separates 
(a) oa and ob; 
(b) a/o and b/o; 
(c) o/aando/b. 

2. Let A and B be nonempty. Prove that 0 separates A and B if and only if there 
exist opposite o-rays R and S such that A c Rand Be S. 

3. Prove: If p separates A and B, and peA or pcB, then A = B = p. 

4. Verify the Partition Theorem (Theorem 8.10) in JG5 and in JG16. 

5. Prove: A set of points S is linear (Section 6.2) if and only if 0 c S implies that 
the family of o-rays in S is a partition of S. 

8.6 Closed Rays 

In Euclidean geometry and in the theory of convex sets one often consid­
ers "closed" rays, that is, rays which include their endpoints, rather than 
the "open" rays which we have been studying. 

Definition. Let A be an o-ray. Then AU 0 is called an augmented or closed 
(o-)ray or halfline; and 0 is its endpoint. A U 0 is called proper if A is 
proper; otherwise it reduces to 0 and is improper or degenerate. 

Theorem 8.11. Any closed ray is convex. 

PROOF. Let A be an o-ray. Then using Theorem 8.4, we have 

(A U 0 )(A U 0) = A U Ao U oA U 0 = A U o. o 
Remarks on the Definition. The term closed ray has been retained 

because it is the familiar term of Euclidean geometry. However, like our 
usage of some other basic Euclidean terms, it may be misleading. It may 
suggest that a closed ray is not merely "closed" in the sense of containing 
its endpoint-but is a closed convex set (Section 4.22), as it would be in 
Euclidean geometry. This is not so, as evidenced by the following 

Counterexample. In JG 16 let 0 = (0, 0), a = (-1, -1) and A = 0/ a 
(Figure 8.12). Then A is the set of points (XI' x:z) such that XI' X2 > o. 
AU 0 is not closed, since, for example, any point (x, 0) where x > 0 is in 
e(A U 0) but not in AU o. 

Recall that the problem encountered here has already been observed for 
closed segments-a closed segment need not be a closed convex set 
(Section 4.22). 
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A 

(x, 0) 

Figure 8.12 

A Side Remark. The closure of an o-ray always contains the augmented 
o-ray. That is, if A is an o-fay, then 

e(A) ::J A U o. (I) 
(See Exercise 9(a) at the end of Section 4.11.) Whenever equality holds in 
(I), we have by Corollary 4.34.2 that a closed ray is a closed convex set. 
Certainly in Euclidean geometry (1) becomes an equality, and more 
generally this is the case (Exercise 9 at the end of Section 12.6) in ordered 
join geometries (Section 12.1). 

8.7 The Linear Hull of a Ray 

It is immediate from Theorem 6.13 that the linear hull of a proper ray is a 
line (Figure 8.13), that is, for a =1= b, 

<alb> = <a, b> = line abo 

Besides the ray, what else does this line contain? 

alb 

~-----.------ .. ------~.~ b a 
lineab 

Figure 8.13 

Theorem 8.12. Let A and A' be opposite o-rays. Then 

<A> = <A'> ::J AA' ::J A U A' U o. 

PROOF. First we show 
AA' ::J A U A' U o. 

By definition AA' ::J O. Thus since A is convex, 

AA' = AAA' ::J Ao = A (Theorem 8.4). 

By symmetry AA' ::J A', and (2) is established. 
Next we show 

<A> = <A'>. 

(I) 

(2) 

(3) 
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By (2), Theorem 8.8, Theorem 8.4 and Corollary 6.11.1 we have 

A' C AA' = A(o/A) c Ao/A = A/A = (A). 

Hence (A') C (A) follows. By symmetry (A) C (A'), so that (3) holds. 
Finally observe that (3) yields 

(A) = (A') ::J AA'. (4) 

Then (2) and (4) imply (l), and the theorem is proven. 0 

Remark. In Euclidean geometry (1) becomes a complete equality (Fig­
ure 8.14): 

(A) = (A') = AA' = A U A' U o. (5) 

However, (5) does not hold in general, as neither (2) nor (4) above can 
be strengthened (see Exercises 6 and 7 below). Yet (5) does hold in an 
ordered join geometry (see Exercise 15 at the end of Section 12.6, and also 
note the related result, Corollary 12.4.2). Compare ~e remark following 
Corollary 8.4. 

A A' 
o 

Figure 8.14 

EXERCISES 

1. Can a closed ray be open? What is the interior of a closed ray? Prove your 
assertions. 

2. Find in JGl6 the closure of a closed ray. Be sure to consider all cases. 

3. Prove: In IW' (Sections 5.6-5.9) a closed ray is a closed convex set. 

4. Prove: In IRn equality holds throughout (1) of Theorem 8.12. 

5. Prove: If equality holds throughout (1) of Theorem 8.~2, then Au 0 is a closed 
convex set. 

6. Fhtd a counterexample to the contention that equality holds in (2) of the proof 
of Theorem 8.12. 

*7. In JGl6let C (Figure 8.15) be the interior of the unit circle, that is, C is the set 
of all ordered pairs of real nUmbers (Xl> x:z) for which xi + x~ < 1. A join 

c 

Figure 8.15 
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operation . is defined in C by relativizing the join operation in JO 16 to C. That 
is, for a, b C C, 

a.'b = (ab)n C, 

where the join on the right is that in JOI6. Show that (C, .) is a join geometry, 
and that it furnishes a counterexample to the contention that equality holds 
throughout (4) of the proof of Theorem 8.12. 

8. Prove: 
(a) If A and A' are opposite o-rays, then [A, A'] = AA'. 
(b) If AI>"" An are o-rays and 0 ~AJ ..• An> then [AI>"" An] = 

AJ ... An • 

*9. Let L and M be Euclidean lines with L n M = 0 (Figure 8.16). The usual join 
operation on a Euclidean line is denoted by·. Ajoin operation 0 is defined in 
L U M as follows: 
(I) If a, beL, then a 0 b = a·b. 
(2) If a, b C: M - 0, then 

(i) if a·b '21 0, a 0 b = a·b, 
(ii) if a·b-::J 0, a 0 b=(a·b)u L. 

(3) If a C L, b c M - 0, then a 0 b = o· b. 
(4) If a C M - 0, beL, then a 0 b = a·o. 
Show that (L U M, 0) is a join geometry and that all points of L are 
endpoints of the same ray. Note then-a ray need not have a unique endpoint. 

L 

... --....... o,.---.... M 

Figure 8.16 

8.8 The Halfspaces of a Linear Set 

Now the theory of rays is generalized to a theory of halfspaces; these 
include the rays and form a family of convex sets that is quite important. 

In the historical development of Euclidean geometry halfspaces, as the 
name suggests, were defined in terms of the separation of a linear set. Thus 
a half1ine or a ray was defined as either of the two sets into which a line is 
separated by one of its points; and a halfplane similarly in terms of the 
separation of a plane by one of its lines (Figure 8.11). 

This type of characterization is not appropriate here. (Recall the remark 
on terminology in Section 8.1.) Our postulates 11-J7 are far too weak to 
imply the needed separation properties. (In Chapter 12 the postulate set is 
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~-------~.------~.~ 

Figure 8.17 

strengthened and separation results of the kind indicated here are obtained 
in Section 12.23.) Even in Euclidean geometry the proof of a rather 
complicated separation theorem would be required in order to treat the 
special case of a halfplane.2 

What shall we do? The answer is easily given. Our theory of rays is 
readily generalized. To illustrate this, let L be a line in Euclidean 3-space 
(JG5) (Figure 8.18). Let a be a point not in L. Then L / a consists of all 
points that are on the opposite side of L from a, and is a halfplane with 
edge L. By the proper choice of a we can obtain any given halfplane whose 
edge is L. Observe that the characterization requires no knowledge of the 
concept "plane" -it could be understood by someone who was innocent of 
the idea of a plane. 

Figure 8.18 

Here is the formalization of the concept of a halfspace. 

Definition. Let L be a nonempty linear set. Then L / a is called a haljspace 
of L or simply a haljspace, and L is its edge. 

Remark i. If L is a point 0, then a halfspace of L is an o-ray. Thus the 
definition of halfspace is a direct generalization of that of ray. 

Remark ii. Although we use the term halfspace, we do not mean to 
imply that such a set is "half" of anything. 

Remark iii. The definition imposes no restriction on the point a. What if 
a is in L? Then L/ a should correspond to the case of an improper ray. By 

2 See Prenowitz and Jordan [1], p. 225, Theorem 4. 
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Lemma 6.5, a c L implies L / a = L. But on the other hand, since L is 
nonempty, L / a = L yields L / a:::::; L, from which a:::::; L / L = L follows. 
Hence a c L if and only if L/ a = L. 

Definition. Let L be a nonempty linear set and a c L. Then the halfspace 
L = L / a is said to be an improper or degenerate half space of L. All other 
halfspaces of L are said to be proper. 

A few more observations: Any halfspace, be it proper or improper, is 
convex (Theorem 4.16)-in fact, open (Corollary 6.35.2). The family of all 
halfspaces includes all rays and all nonempty linear spaces. 

8.9 A Point of Terminology 

The idea of a halfspace is a strong generalization of the idea of a ray. 
Nevertheless the basic theory of rays that has been developed in this 
chapter applies to halfspaces. In order to highlight the analogy between 
halfspaces and rays and present it succinctly, it is desirable to introduce a 
contraction for "halfspace of L" analogous to the use of o-ray for "ray 
with endpoint 0". Since a halfspace of L will behave like an o-ray in the 
theory we are developing, it is very convenient to use the term "L-side" or 
"L-ray" for halfspace of L. 

This terminology may seem strange. But its usefulness is indicated by a 
certain use of the term "side" in Euclidean geometry. A ray is sometimes 
called a "side of a point", as in the phrase "the right side of point p on line 
L". Similarly a halfplane, that is, a halfspace of a line, is called a "side of a 
line", and the term "side of a plane" is used for a halfspace of a plane in 
Euclidean 3-space. This usage of the term side for halfspaces of different 
dimension (or halfspaces of linear spaces of different dimensions) has its 
origin in everyday language, as when we say two points are on the same 
side (or on opposite sides) of a point, or a line, or a plane (Figure 8.19). 

With no more ado we adopt the 

Definition. A halfspace of a nonempty linear set L is called an L-ray, or a 
side of L, or an L-side. 

p a b 

L • 
a 

Figure 8.19 

• a 
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The term L-ray may sound somewhat barbarous, as ray has a strong 
I-dimensional connotation. But even though this may be so, and even 
though we have made a case for the use of the term L-side, we will prefer 
the use of L-ray. Its use may serve as a reminder that halfspaces encom­
pass and generalize o-rays. We feel that as you use it and perceive its 
advantages it will seem less unnatural, and predict, or at least hope, it will 
achieve a kind of legitimacy in your lexicon of technical terms. 

8.10 Elementary Properties of L-Rays 

We proceed to develop a theory for halfspaces of an arbitrary nonempty 
linear space L that almost exactly parallels the theory of halfspaces of a 
point, that is, the theory of o-rays. 

First an analogue of Theorem 8.1. 

Theorem 8.13. Let L be a nonempty linear space. If L/a-;::::;L/b, then 
L/a=L/b. 

(Compare Theorem 8.1.) 

PROOF. Suppose L/a-;::::;L/b. Then 

Lb -;::::; La 
and 

b c La/ L. 

Hence 

L/b c L/ (La/ L) c LL/ La = L/ La = (L/ L)/a = L/a, 

so that L/ be L/ a. By symmetry L/ a C L/ b, and we conclude L/ a = 
0~ 0 

Restatement of Theorem 8.13. If A and B are L-rays and A -;::::; B, then 
A=B. 

Observe that the steps in the proof are the same as those for Theorem 
8.1 with point 0 replaced by the nonempty linear set L, and that the 
justification for a step is the same as, or a direct generalization of, the 
justification of a corresponding step in the proof of Theorem 8.1. 

It may be remarked that throughout the development of the theory of 
o-rays (Sections 8.1-8.7), the only properties of 0 employed which do not 
hold for an arbitrary set of points are 0 = 00 = 0/0 and 0 "1= 0-and these 
do hold for any nonempty linear set (Theorems 2.9, 6.1). 

Corollary 8.13. A proper L-ray does not meet its edge L. 



8.10 Elementary Properties of L-Rays 359 

The corollary asserts that a proper L-ray is "open" in the sense that it 
contains no portion of its edge L. 

Now an analogue of Theorem 8.2. 

Theorem 8.14. Let a nonempty linear space L and a point p be given. Then 
there exists a unique L-ray that contains p. 

(Compare Theorem 8.2.) 

a p 

Figure 8.20 

PROOF. Existence: Lip =1=0. Let a C Lip. Then a~Llp so that ap~L 
andp~Lla. Thus Lla is an L-ray that containsp. 

Uniqueness: Suppose p ~ LI b. Then 

Lla ~ Lib, 

and Theorem 8.13 implies 

Lla = Lib. 

Thus LI a is the only L-ray that contains p. o 
Observe, as for the last theprem, the exact parallelism between the steps 

in the proof and the essential steps in the proof of Theorem 8.2, the o-ray 
analogue. 

Continuing to parallel the treatment for o-rays, we introduce the follow­
ing 

Definition. Let L be a nonempty linear space and p a point. Then the 
~ 

unique L-ray which contains p is denoted by lp (read "lp arrow") and 
called the L-ray determined by p, the ray lp, the halfspace lp or the side of 
L which contains p. 

~ 

Note that if L is a point 0, the definition of lp is exactly the same as 
the definition (Section 8.1) of 0;. 

The following corollaries are analogues of, and can be proved by the 
methods of, the corollaries to Theorem 8.2. 
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~ 

Corollary 8.14.1. Let A be an L-ray. Then A::> a implies A = La. 

(Compare Corollary 8.2.1.) 

~ 

Corollary 8.14.2. Any L-ray can be represented in the form La. 

(Compare Corollary 8.2.2.) 

~ ~ 

Corollary 8.14.3. If L~ab, then L/a = Lb and L/b = La. 

(Compare Corollary 8.2.3.) 

L 

~=L/b 
-+ 
Lb = L/a 

a b 

Figure 8.21 

8.11 Elementary Operations on L-Rays 

The operations considered are forming products and quotients of a half­
space and its edge. 

Theorem 8.15. If A is all L-ray, then L/ A is an L-ray. In fact L/ A = L/ a 
for a cA. 

(Compare Theorem 8.3.) 

PROOF. Apply the method of Theorem 8.3. 

L 

L/A = L/a 

Figure 8.22 

A 

• a 

o 
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~ 

Corollary 8.15.1. If L is linear and not empty, L/ La = L/ a. 

(Compare Corollary 8.3.1.) 

~ 

Corollary 8.15.2. If L is linear and not empty, La = L/(L/ a). 

(Compare Corollary 8.3.2.) 

Corollary 8.15.3. If L is linear and not empty, L/(L/ (L/ a» = L/ a. 

(Compare Corollary 8.3.3.) 

Theorem 8.16. Let A be an L-ray. Then 

LA=A=A/L. 

(Compare Theorem 8.4.) 

PROOF. Apply the method of Theorem 8.4. 

Corollary 8.16. If L is linear and not empty, 
~ 

La ::J La U au a/ L. 

(Compare Corollary 8.4.) 

Theorem 8.17. If L is linear and not empty, 
~ 

La = L/ (L/a) = La/ L. 

(Compare Theorem 8.5.) 

PROOF. Apply the method of Theorem 8.5. 

8.12 Opposite Halfspaces 

Now the definition of opposite o-rays is generalized. 

Definition. Let A be an L-ray. Suppose A' is an L-ray such that 

AA'~L. 

361 

o 

o 

Then we say L-ray A' is opposite to L-ray A, or that A and A' are opposite 
L-rays. 

Note that if L-ray A' is opposite to L-ray A, then A is opposite to A'. 
A few observations. The L-rays A and A' are opposite if and only if 

there exist points a and a' in A and A' respectively such that aa' ~ L. The 
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degenerate L-ray L (Section 8.8) is opposite to itself. If L is a point 0, the 
definition reduces to that for opposite o-rays adopted earlier (Section 8.3). 

Theorem 8.18. Let A and A' be opposite L-rays. Then both are proper and 
A ~A', or both are improper and A = A' = L. 

(Compare Theorem 8.6.) 

PROOF. Apply the method of Theorem 8.6. D 

Corollary 8.18. The only L-ray that is opposite to itself is L, the degenerate 
L-ray. 

(Compare Corollary 8.6.) 

~ 

Theorem 8.19. La and L/ a are opposite L-rays. 

(Compare Theorem 8.7.) 

L 

L/a .c, 

• a 

Figure 8.23 

PROOF. Apply the method of Theorem 8.7. D 

Theorem 8.20. If A is an L-ray, it has a unique opposite L-ray. In fact the 
L-ray opposite to A is L / A. 

(Compare Theorems 8.8, 8.15.) 

PROOF. Apply the method of Theorem 8.8. D 

Corollary 8.20. Suppose L is linear and ab ~ L. Then 
~ ~ 

(a) La and Lb are opposite L-rays; 
(b) L/ a and L/ b are opposite L-rays. 

(Compare Corollaries 8.8, 8.14.3.) (See Figure 8.24.) 

For opposite o-rays A and A' the condition AA' ~ 0 is trivially equiv­
alent to AA'::J o. This equivalence is still true for opposite L-rays but is not 
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Lib 

L 

Figure 8.24 

b 

Lla 

a triviality-it represents a real strengthening of the definition and de­
serves to be a theorem interrupting the parallel development. 

Theorem 8.21. If A and A' are opposite L-rays, then AA'::) L. 

A_+-_ 

L 

Figure 8.25 

PROOF. We have (Figure 8.25) 

AA' = A(L/A) (Theorem 8.20) 

and 

A(L/ A) ::) L [Corollary 4.7(a)]. 

Thus AA I ::) L. o 

EXERCISES 

~ ~ 

1. Prove: If L is a nonempty linear space and La = L / b, then Lb = L / a and 
L R:: abo (Compare Exercise I at the end of Section 8.1.) 

2. Prove: If L is a nonempty linear space, then the following are equivalent: 
~ ~ 

(a) La=Lb; (b) L/a=L/b; 
(c) L/aR::L/b; (d) LaR::Lb. 
(Compare Exercises 2 and 3 at the end of Section 8.1.) 

~ ~ 

3. If L is a nonempty linear space, is La = Lb equivalent to a / L R:: b / L? Justify 
your assertion. Does equivalence hold if L is a point? 

4. Does equality hold in Corollary 8.16 if L is a line in JG4; a plane in J05? 
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5. Prove: If L/ A is an L-ray, then A is contained in some L-ray. (Compare 
Exercise 5 at the end of Section 8.2.) 

6. Prove: If Land Mare nonempty linear spaces, then L c M or LeMa implies 
~ ~ 

La c Ma. Interpret the result geometrically. 
~ ~ 

7. Prove: If La and Lb, or L/a and L/b, are opposite L-rays, then LR;ab. 
(Compare Exercises I and 2 at the end of Section 8.3.) 

8. Prove: If A and A' are opposite L-rays, then A/A' = A. (Compare Exercise 4 
at the end of Section 8.3.) 

9. Prove: If A and A' are opposite L-rays and Band B' are opposite L-rays, then 
(a) A/B=AB'/L; 
(b) L/AB=A'B'/L. 
Interpret these results when L is a line in JG5. (Compare Exercise 5 at the end 
of Section 8.3.) 

10. Prove: If A l' ... , An are L-rays and L R; AI' .. Am then LeA 1 ... An. 

8.l3 Separation of Two Halfspaces by a Common 
Edge 

The notion of separation of two sets of points by a set of points is now 
introduced and applied to the study of opposite L-rays. 

Definition. Let A and B be nonempty sets of points. Suppose a set of 
points S has the property that a c A, b c B implies ab ~ S. Then we say S 
separates A and B (or A from B), or A and B are separated by S. If in 
addition S~A, B, we say S strictly separates A and B (or A from B). 

Note that if S is a point p, the definition of "S (strictly) separates A and 
B" is equivalent to that of "p (strictly) separates A and B". Moreover, S 
(strictly) separates A and B if and only if S (strictly) separates each point 
of A and each point of B. 

Observation on Strict Separation. If S strictly separates A and B, then 
A ~ B; for peA, B implies p = pp ~ S, contrary to A ~ S. Thus for strict 
separation the sets S, A and B are disjoint in pairs-no two meet. 

Opposite L-rays can be characterized in terms of the relation of separa­
tion by L. 

Theorem 8.22. Let A and A' be L-rays. Then A and A' are opposite L-rays 
if and only if L separates A and At. 

(Compare Theorem 8.9.) 
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PROOF. Use the method of Theorem 8.9. o 
Corollary 8.22.1. Let A and A' be opposite L-rays. Then L separates each 
point of A from each point of A'. 

(Compare Corollary 8.9.1.) 

L 

A' 

A 

Figure 8.26 

Corollary 8.22.2. Let A and A' be L-rays. Then A and A' are proper opposite 
L-rays if and only if L strictly separates A and A'. 

(Compare Corollary 8.9.2.) 

8.14 The Partition or Space into Halfspaces 

Theorem 8.23 (partition Theorem for Halfspaces). Let L be a nonempty 
linear space. Then the family of L-rays is a partition of J, the set of all points. 

(Compare Theorem 8.10.) 

PROOF. Apply the method of Theorem 8.10. o 

L~----~~--------~~----~ 

Figure 8.27 
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8.15 Closed Halfspaces 

In Euclidean geometry and in the theory of convex sets, "closed" half­
spaces-halfspaces which include their edges-play an important role. In 
Chapter 13 we will characterize polytopes as intersections of closed half­
spaces. 

Definition. Let H be a halfspace of nonempty linear set L. Then H U L is 
called an augmented or closed halfspace (of L) of an augmented or closed 
L-ray; and L is its edge. H U L is called proper if H is proper; otherwise it 
reduces to L and is improper or degenerate. 

Theorem 8.24. Any closed haljspace is convex. 

(Compare Theorem 8.11.) 

PROOF. Apply the method of Theorem 8.11. D 

Remark. A closed halfspace is not necessarily a closed set. Recall the 
remarks on the definition in Section 8.6. 

8.16 The Linear Hull of a Halfspace 

We finish the chapter with the analogue of Theorem 8.12. Observe that the 
proof requires some care. 

Theorem 8.25. Let A and A' be opposite L-rays. Then 

<A) = <A') :J AA' :J A U A' U L. 

(Compare Theorem 8.12.) 

PROOF. Apply the method of Theorem 8.12, but use Theorem 8.21 for 
AA':J L. D 

Remark. In Euclidean geometry the result becomes a complete equality: 

<A) = <A') = AA' = A U A' U L. 

Although this equality does not hold in general, it does hold in ordered 
join geometries (see Exercise 4 at the end of Section 12.23). 

EXERCISES 

1. Prove without employing the theory of L-rays: If the nonempty linear space L 
separates a and b, then L separates 
(a) La and Lb; 
(b) a/Land b/ L; 
(c) L/ a and L/ b. 
(Compare Exercise 1 at the end of Section 8.5.) 
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2. Let A and B be nonempty. Prove that the nonempty linear space L separates A 
and B if and only if there exist opposite L-rays R and S such that A C R and 
B C S. (Compare Exercise 2 at the end of Section 8.5.) 

3. Prove: If L is linear and separates A and B, then A '!':::j L or B'!':::j L implies 
L::> A, B. (Compare Exercise 3 at the end of Section 8.5.) 

4. Prove: If L is a nonempty linear space contained in the linear space M, then 
there exists a family of L-rays which is a partition of M. 

5. Prove: If H is an L-ray, then 

H U L C e(H). 

6. Prove: If H is an L-ray, then 

§(HUL) = H. 

7. Prove: If H is an L-ray, A is an open set and A C H U L, then A C H or A C L. 

8. Prove: If equality holds throughout the conclusion of Theorem 8.25, then A U L 
is a closed convex set. (Compare Exercise 5 at the end of Section 8.7.) 

9. Prove: If AI"'" An are L-rays and L'!':::jA I ... An' then [AI"'" An] = 
AI ..• An' (Compare Exercise 8 at the end of Section 8.7.) 



9 Cones and Hypercones 

This chapter builds on the preceding chapter, and like its predecessor 
consists of two well-defined parts-a study of cones followed by a parallel 
study of their generalization, hypercones. A cone is defined to be a union 
of a family of rays that have a common endpoint. Cones which are convex, 
and of these, especially those which are "pointed", are of most importance. 
The problem of how convex cones are generated by their rays receives a 
major share of our attention. Naturally the case of the polyhedral cone-a 
convex cone generated by a finite family of rays-is considered. The 
notion of an extreme ray of a convex cone, as an analogue of an extreme 
point of an arbitrary convex set, is clarified and examined closely. Then 
the study of cones concludes with the determination of conditions for a 
polyhedral cone to be. generated by its extreme rays. 

9.1 Cones 

The theory of cones is a natural outgrowth of the study of rays. 

Definition. The union C of a family F of o-rays is called an o-cone or a 
cone; 0 is its apex. The family F is said to determine C. 

The examples in Figure 9.1 indicate that a cone need not be convex or 
come to a point as one might normally expect. Our definition, having been 
chosen for its simplicity, is much too general to require this. The concepts 
of convex and pointed cones will be introduced and studied later in the 
chapter. 

368 
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Note that any o-ray is an o-cone, and so are J (Theorem 8.10) and 0. 
In Euclidean geometry it is customary to define a cone so that it always 

contains its apex. The definition adopted here does not require this 
condition and does not preclude it-for 0 is an o-ray contained in no other 
o-ray. However, if C is an o-cone, C U 0 and C - 0 always are o-cones. 
Very often it is immaterial whether or not an o-cone contains its apex­
but in some situations it is very convenient to employ the type without 
apex, since then each point of the cone is contained in some proper o-ray 
of the cone. 

There are many useful criteria that a set of points be a cone. 

Theorem 9.1. A set of points A is an o-cone if and only if it satisfies one of 
the following conditions: 

(a) A = 0/ S for some set S; 
(b) A = oT /0 for some set T. 

PROOF. Condition (a) is equivalent to: A is the union of the o-rays 0/ x 
where xeS. Similarly, condition (b) is equivalent to: A is the union of the 
o-rays ox / 0 where x c T (Theorem 8.5). 0 

Theorem 9.2. A is an o-cone if and only if A ::) x implies A ::) lri. 
PROOF. If A is a union of o-rays and A ::) x, then x is in an o-ray R such 

~ ~ 
that A ::) R. By Corollary 8.2.1, R = ox and so A ::) ox. 

For the converse observe that if A ::) x implies A ::) lri, then A is the 
union of the o-rays lri for x cA. 0 

CoroUary 9.2.1. A is an o-cone if and only if A ::) x implies (i) A ::) ox / 0 or 
(ii) A::) o/(o/x). 

~ 

PROOF. ox = ox/o = o/(o/x) (Theorem 8.5). o 
CoroUary 9.2.2. Suppose A is an o-cone and R is an o-ray. Then A ~ R 
implies A ::) R. 
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-+ 
PROOF. Let x be common to A and R. Then R = ox, and the theorem 
applies. 0 

Theorem 9.3. A is an o-cone if and only if 
oA = A = A/o. (I) 

PROOF. Suppose A is a union of o-rays. Then (I) certainly holds if 
oR = R = R/o holds for each o-ray R contained in A. But Theorem 8.4 
verifies this. 

Conversely suppose (I). Then 

A = A/o = oA/o, 

and Theorem 9. 1 (b) yields that A is an o-cone. o 
Corollary 9.3. A is an o-cone if and only if (i) A = oA /0, or equivalently (ii) 
A:> oA/o. 

PROOF. Conditions (i) and (ii) are equivalent, since A C oA/o by Corollary 
4.7. The rest now follows by the theorem and Theorem 9.l(b). 0 

Given a set of points S, we can obtain a smallest o-cone that contains S 
simply by constructing o-rays through the points of S. 

Theorem 9.4. If S is any set of points, then there is a unique least o-cone that 
contains S, namely, oS / o. 

o 

Figure 9.2 

PROOF. By Theorem 9.l(b), oS /0 is an o-cone (Figure 9.2). By Corollary 
4.7, oS /0:> S. If an o-cone A:> S, then by the last corollary, 

A = oA/o :> oSlo. 

Hence oS /0 is a least o-cone containing S, and uniqueness follows as 
usual. 0 

Definition. Let S be a set of points. Then oS /0, the least o-cone that 
contains S, is called the o-cone generated by S, and is denoted by So or 
-+ 
oS. 
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Note the consistency of notation-if S = x, a point, then the least 
o-cone containing x is denoted by ~ and is in fact the o-ray determined 
by x. Note also the new notation Xo for the o-ray determined by x. 

EXERCISES 

1. Prove: That A is an o-cone is equivalent to each of the following: 
(a) A = 0/(0/ S) for some set of points S. 
(b) A :> x implies A ::> ox and A ::> x/ o. 
(c) A = 0/(0/ A), or equivalently, A::> 0/(0/ A). 
(d) A ~ R, where R is an o-ray, implies A ::> R. 

2. Prove: If A is an o-cone, then 0/ A is an o-cone which contains precisely those 
o-rays which are opposite to o-rays contained in A. 

3. Prove: If A and B are o-cones, then A U B, A n B and A - B are o-cones. 

4. Let A and B be o-rays. Verify AB is an o-cone in the Euclidean join geometry 
J04. Show that in general AB need not be an o-cone. (Hint. Consider J08.) 

5. Prove: In Rn (Sections 5.6-5.9), if A and B are o-rays, then AB is an o-cone. 

6. Prove: If A is an o-cone, then A / S is an o-cone for any set of points S. 
Interpret the result geometrically when A is an o-ray and S a point; A and S 
are o-rays; etc. Examine Exercise 5 at the end of Section 8.3 in this regard. 

7. (a) Find in Euclidean geometry examples of cones which have a unique apex 
and examples of cones which do not. 

(b) Prove: The set of apexes of a cone is a linear set. 

8. Let F and G be families of o-rays which determine, respectively, the o-cones A 
and B. Prove 

A = B if and only if F = G. 

(The result implies that an o-cone is the union of a unique family of o-rays.) 

9. Is the least o-cone which contains set S equal to (a) o/(o/S); (b) the 
intersection of the family of all o-cones containing S; (c) the union of the 
family of all o-rays meeting S? Prove your assertions. 

10. Prove: So ::> 0 if and only if S ::> o. 

9.2 Convex Cones 

Hereafter we shall be concerned almost exclusively with convex cones, that 
is, cones which are convex sets. 

The first theorem-that any halfspace is a convex cone-is neither 
glamorous nor trivial. 

Theorem 9.5. Let A be a halfspace of the nonempty linear space L (that is, A 
is an L-ray). Then 0 c L implies A is a convex o-cone. 
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A 

Figure 9.3 

PROOF. We have, by using Theorem 8.16 twice, (Figure 9.3) 

A = A / L = LA / L ::> oA /0, 
so that A is an o-cone by Corollary 9.3. The result follows because any 
L-ray is convex. 0 

The theorem yields three related types of cones. 

Corollary 9.5.1. Any linear space L is a convex o-cone for 0 C L. 

Corollary 9.5.2. Any closed L-ray is a convex o-cone for 0 C L. 

Corollary 9.5.3. Any union of L-rays is an o-cone for 0 C L. 

Is there a simple criterion for a set of points to be a convex o-cone? 
Suppose A is a convex o-cone. Then (1) A ::> a, b implies A ::> ab; and (2) 
A ::> S implies A ::> oS /0, the least o-cone containing S (Theorem 9.4). 
Putting (1) and (2) together, we have (3) A ::> a, b implies A ::> oab / o. This 
suggests 

Figure 9.4 

Theorem 9.6. A set of points A is a convex o-cone if and only if A ::> a, b 
implies A ::> oab / o. 



9.3 Pointed Convex Cones 373 

PROOF. The forward implication was established above. For the reverse 
implication suppose A:> a, b (Figure 9.4). Then A:> oab / 0 :> ab 
(Corollary 4.7), and A is convex. Finally suppose A:> x. Then A:> oxx/o 
= ox/o, and A is an o-cone (Corollary 9.2'.1). 0 

Remark. In Euclidean geometry, oab /0, the test set in the theorem, is in 
general the interior of an angle, the angle which is customarily denoted 
Laob. 

The interior and closure operations come into play. 

Theorem 9.7. If A is a convex o-cone, then g(A) is a convex o-cone. 

PROOF. If g(A) = 0 the result holds. Suppose g(A) =F 0. Then by Theo­
rems 4.31, 9.3, 6.34 and 9.3 a second time, 

og(A)/o = g(oA)/o = g(A)/o = g(A/o) = g(A). 

Thus g(A) is an o-cone (Corollary 9.3), and the theorem follows. 0 

Corollary 9.7. If A is a convex o-cone, then IJ(A) is an o-cone. 

PROOF. IJ(A) = A - g(A). Apply the easily shown principle that the dif­
ference of two o-cones is an o-cone (Exercise 3 at the end of Section 9.1). 

o 
Theorem 9.S. If A is a convex o-cone, then e(A) is a convex o-cone. 

PROOF. Suppose x c e(A). We show ox/o c e(A). Suppose z C ox/o. We 
have xy C A for some y. Then using Corollary 9.3 we have 

zy C (ox /o)y C oxy / 0 C oA /0 = A. 

Thus z c e(A), so that ox/o c e(A). Then e(A) is an o-cone (Corollary 
9.2.1), and the theorem follows. 0 

Corollary 9.S. If A is a convex o-cone, then ~ (A) is an o-cone. 

PROOF. ~ (A) = e(A) - g(A). Use the method of proof of Corollary 9.7. 0 

9.3 Pointed Convex Cones 

The cones in elementary geometry (and in everyday affairs, for that 
matter) are in a sense pointed or come to a point (Figure 9.5). In the 
present treatment it is desirable to distinguish between this type of cone 
and others such as linear spaces and closed halfspaces. 
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o 

Figure 9.5 

Definition. Let A be a convex o-cone. Suppose 0 is never contained in the 
join of two distinct points of A. Then we say A is pointed (at 0) and call it a 
pointed (convex) o-cone or simply a pointed cone.. 

Observe that 0, 0 and any proper o-ray are pointed o-cones. 
Let A be a convex o-cone. Suppose 0 cA. Then A is a pointed o-cone if 

and only if 0 is an extreme point of A (Section 4.14). If 0 e: A, certainly A 
is pointed. It follows that a convex o-cone A is pointed at 0 if and only if 
(1) 0 is an extreme point of A or (2) 0 e: A. 

Recall (Section 9.1, fifth paragraph) that if A is an o-cone, then AU 0 

and A - 0 are o-cones. If further, A is a convex o-cone, then it is easily 
seen (Exercise 3 below) that A U 0 is also a convex o-cone. But this 
principle fails for A - 0, since, for example, if ab::> 0, a =l=b, then the line 
<a, b) is a convex o-cone (Corollary 9.5.1) but <a, b) - 0 is not convex. 
The correct result is 

Theorem 9.9. A is a pointed convex o-cone if and only if A - 0 is a convex 
o-cone. 

PROOF. If A 25 0, all is trivial, as indicated above. If A ::> 0, the matter is 
still essentially settled by the preceding discussion and Theorem 4.17. 
(Examine Exercise 9 below in this connection.) D 

Another characterization of a pointed cone is given by 

Theorem 9.10. A convex o-cone A is a pointed o-cone if and only if it does 
not contain a pair of proper opposite o-rays. 

PROOF. The forward implication is essentially covered by Corollary 8.9.2. 
For the converse, suppose ab::> 0 where a, b CA. We show a, b are not 

~ 

distinct. By Corollary 8.8(a), ~ and ob are opposite o-rays, which must 
~ 

be contained in A by Theorem 9.2. By hypothesis ~ and ob are not a 
~ ~ 

pair of proper opposite o-rays, so that Theorem 8.6 yields oa = ob = o. 
Then a = 0 = b follows, and the theorem is proven. D 
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EXERCISES 

I. Prove: So is a convex o-cone if and only if S2 c So. 

2. Prove: If A and B are convex o-cones, then so is An B. 

3. Prove: If A is a convex o-cone, then so is A U o. 

4. Prove: If A is a convex o-cone and K is a convex set, then A / K is a convex 
o-cone. 

5. Prove: If A is a nonempty convex o-cone, then e(A)::J o. 

6. Prove: A nonempty convex o-cone A is linear if and only if g(A)::J o. 

7. Prove: The only possible extreme point of a convex o-cone is o. 

8. Prove: Any proper L-ray is a pointed o-cone for 0 c L. 

9. Prove that for a convex o-cone A the following are equivalent: 
(a) A is a pointed o-cone. 
(b) A U 0 is a pointed (convex) o-cone. 
(c) 0 is an extreme point of (convex) A U o. 
(d) [A - ol2l' o. 

10. Prove: If K is convex, then oK/o is a pointed o-cone if and only if 0 e: K or 0 

is an extreme point of K. 

II. Project. Let 0 be a fixed point. Consider the o-conar join operation * defined 
for arbitrary points a and b by 

a * b = oab/o. 

Compare the operation * with join. Consider also the o-conar extension 
operation / defined for arbitrary points a and b by alb is the set of points x 
that satisfy a c b * x. Compare the operation / with extension. Extend both * 
and / to operations on sets in the manner used for join and extension 
respectively. Do the operations * and / satisfy Jl-J7? Investigate the family 
of o-rays under the operations * and j. Can you find any interesting 
relationships? 

9.4 Generation of Convex Cones 

If a set of points is given, how can we form a convex o-cone from it? Is 
there an easiest or most natural way? 

Theorem 9.11. Let S be a set of points. Then there is a unique least convex 
o-cone that contains S, namely, o[S]/ 0 = [S]o' 

(Compare Theorem 9.4.) 
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PROOF. Certainly o[S]/ 0 is a convex o-cone. Moreover, o[S]/ 0 = [S]o' the 
o-cone generated by [S], so surely o[S]/ O::J S. On the other hand suppose 
A is a convex o-cone and A ::J S. Then the convexity of A implies A ::J [S], 
so that Theorem 9.4 yields A ::J o[S]/ 0, the least o-cone containing [S]. 
We infer o[S]/o is the least convex o-cone that contains S, and the 
theorem holds. D 

It is desirable to generalize the theorem from a set S to a family F of 
sets. To do this in the natural way we generalize the convex hull operation 
from a set to an arbitrary family of sets. I Let F be a family of sets of 
points. We define a convex extension of F to be a convex set which 
contains each set of F. By a familiar method one shows the set of convex 
extensions of F has a least member. We call it the convex hull of (the 
family) F and denote it by [F]. Let U be the union of the sets of F. Then a 
set is a convex extension of F if and only if it is a convex extension of U. 
Thus [F] = [U]. Now the argument of the theorem yields the following 
result. 

Corollary 9.11. Let F be a family of sets of points. Then there is a unique 
least convex o-cone that contains each set of F, namely, o[F]/ 0 = [F]o. 
Moreover if U is the union of the sets of F, then [F]o = [U]o' 

Following a well-traveled path, we introduce a new type of hull concept. 

Definition. Let S be a set of points. Then o[S]/ 0 = [S]o' the least convex 
o-cone that contains S, is called the convex o-cone generated by S or the 
convex o-conar hull of S. If S is finite and composed of aI' ... ,an' we say 
[S]o is generated by aI' ... , an' Similarly if F is a family of sets of points 
o[F]/o = [F]o' the least convex o-cone that contains each set of F, is called 
the convex o-cone generated by F or the convex o-conar hull of F. If F is 
finite and composed of SI' ... , Sn' we say [F]o is generated by SI' ... , Sn' 

oa/o 

o 
Figure 9.6 

EXAMPLE. A very simple case of [S]o arises if we choose S = {a, b}, a =l=b 
(Figure 9.6). Then the convex o-cone generated by {a, b} is 

[a, bL = o[ a, b]/o = o(ab U au b)/o = oab/o U oa/o U ob/o, 

1 In Section 3.13 we introduced the idea of the convex hull of a finite family of sets. 
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which would be described in Euclidean geometry as a closed angular 
region (a, b, 0 noncollinear) with vertex 0 omitted. 

Note that if K is convex, then [K]o' the convex o-cone generated by K, 
is merely Ko' the o-cone generated by K. 

Remark. A set of points may be used as a set of generators in four 
different ways: to generate a convex set, a linear set, an o-cone or a convex 
o-cone. If the term generate is used without qualification, the context will 
indicate the type of generation intended: "convex", "linear", "o-conar" or 
"convex o-conar". 

9.5 How Shall Convex o-Cones Be Generated? 

The question may seem silly. A convex o-cone is generated by a set of 
points, as is a convex set. No question of this. There does remain a 
question: Since a convex o-cone A can possibly be generated by a family 
of sets of points, is there a conceivable advantage in choosing a family of 
geometric figures of some specific type to generate A? One does not have 
far to look. It may be more natural and possibly simpler to generate a 
convex o-cone by a family of o-rays rather than by a set of points. 

For suppose A = [Slo for the set of points S (Figure 9.7). Then for any 
xeS, Theorem 9.2 yields o.i cA. Clearly then, if F is the family of o-rays 
determined by points of S, we have A = [F]o . Consider A = [F]o as 
opposed to A = [S]o' The rays of F are fundamental structural compo­
nents of A. When one conceives of A as being generated by o-rays rather 
than points, the problem of redundant points in S, such as distinct p and q 
in S for which 0; = oq, is not present. The points of S are not the basic 
entities that must be reckoned with in the generation of A. The o-rays of F 
play roles in the generation of A comparable to the roles points play in the 
generation of convex sets. 

o-e~----~~~--------~ 

Figure 9.7 
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We also point out that given any convex o-cone A there is at least one 
family of o-rays which generates A (as a convex o-cone)-namely, the 
family F of o-rays thit are contained in A. Any family of o-rays which 
generates A must be a subfamily of F. 

We have then answered the question. Convex o-cones should be gener­
ated by families of o-rays. 

9.6 Polyhedral Cones 

We study the generation of convex o-cones by families of o-rays. Follow­
ing a natural line of development, we consider first finite families. 

Definition. Let C be a convex o-cone. If 

where A" ... ,An are o-rays, we say C is a polyhedral o-cone or simply a 
polyhedral cone. 

Remark. In the definition choose a point a; in each o-ray A;, i = 
I, ... , n. Then clearly C = [A" ... ,An]o if and only if C = [a" ... , an]o. 
Thus C is "finitely generated" by o-rays if and only if it is "finitely 
generated" by points. 

It is natural to seek analogues, for polyhedral cones, of basic properties 
of polytopes. Is there an analogue of Theorem 3.2, the formula for a 
polytope in terms of joins of its generating points? Specifically, can a 
polyhedral o-cone be expressed as a union of joins of its generating o-rays? 
No, not in general. 

There is a simple counterexample. In JGS let 0 be a point and A" A2 
two proper o-rays which are distinct and not opposite. J, the basic set of 
points, is the interior of a circle C (Figure 9.S). It is not hard to see that an 
o-ray in JGS is a segment joining 0 to some point of C. Suppose A, is the 
segment oc, and A2 is OC2. Then 0, C, and C2 are three noncollinear points. 

Figure 9.8 
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Question. Is [AI' A2]o' the polyhedral o-cone generated by AI and A 2, 
representable in the form 

[AI' A2L = AI U A2 U AIA2? (1) 

The answer is no. The right member of (1) is not an o-cone, as shown in 
the left hand part of Figure 9.8. The left member of (1) is represented by 
the shaded region in the right hand part. This diagram suggests a correct 
formula: 

(2) 

The difficulty in (1) is that AIA2 in JG8 is not an o-cone (Exercise 4 at the 
end of Section 9.1), and so does not make a suitable contribution to the 
o-cone [A I' A 2]o' If we replace A IA2 in (l) by the o-cone which it generates, 
namely oA IA2/ 0, we get (2). Now invoking Theorem 8.4, we realize 
oAI = AI' Thus AIA2/ 0 is the o-cone generated by A IA2, and (2) takes the 
slightly simpler form 

[AI' A2L = AI U A2 U AIA2/ o. (3) 

In a Euclidean join geometry, the join of the o-rays A I and A2 would be 
an o-cone, and the formula (1) would be valid (see Exercise 4 at the end of 
Section 9.1). In this regard, a Euclidean join geometry is not a typical one. 

Summary. The formula (2) and its simplification (3) above indicate a 
valid polyhedral cone analogue of Theorem 3.2, the join formula for a 
polytope, which is now stated and proved. 

Theorem 9.12 (Polyhedral Cone Formula). Let AI' ... , An be o-rays. Then 

[AI"" ,AnL = AI U ... UAn U AIA2/0 

U ... UAn_IAn/o U ... UA I ... An/o. 

(Compare Theorem 3.2 and Corollary 3.10.) 

PROOF. 

[AI, ... ,AnL = o[AI,···,An]lo 

U ... UA I ... An)/o (Corollary 3.10) 

= oAI/o U ... UoAn/o U oA IA2/0 

U ... UOAn_IAn/o U ... uoA I ... An/o 

(Distributive Laws) 

= AI U ... UAn U AIA2/0 U ... UAn_IAn/o 

(Theorem 8.4). D 
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Note. The Polyhedral Cone Formula expresses a polyhedral o-cone as a 
union of convex o-cones. 

Next an analogue of the Polytope Interior Theorem (Theorem 4.30). 

Theorem 9.13 (polyhedral Cone Interior Theorem). Let A I' ... , An be 
o-rays. Then 

§([A I,··· , An 10) = AI·· . An/o. 

(Compare Theorems 4.30 and 4.33.) 

PROOF. First we record two preliminary results. Note that AI' ... , An are 
open and not empty. Then 

§[ AI' ... , An] = AI . .. An =1= 0 (Corollary 4.33.2). (1) 

By (1) and Theorem 4.31 

§(o[ AI' ... ' AnD = §(o)§[ AI' ... ' An] = oA I ... An =1= 0. (2) 

Now we have 

§([AI, ... ,An]J = §(o[AI,···,An]/o) 

= §(o[ AI' ... , AnD/§(o) 

= oA I ... An/o 

[Theorem 6.34, (2)] 

[(2) ] 

= Al ... An/o. o 
Query. Are Theorems 9.7 and 9.13 consistent? 

9.7 Finiteness of Generation of Convex Cones 

An analogue of Corollary 3.7.3, the principle of finiteness of generation for 
convex sets: 

Theorem 9.14 (Finiteness of Generation). Let F be a family of o-rays. Then 
xC [F]o if and only if there are finitely many o-rays AI' ... , An of F such 
that 

X c[A I,··· , An 10· 
(Compare Corollary 3.7.3.) 

PROOF. Suppose x C [F]o. Let U be the union of the rays of F. Then 

x C [Flo = [U]o = o[ U]/o (Corollary 9.11). 

Hence 

x c oy/o, (1) 
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where y c [U]. By Corollary 3.7.3, 

(2) 

Thus for each i, I .;;; i .;;; n, there is an o-ray Ai of F such that ai C Ai· 
Then (2) implies 

y c[A" ... ,An ]. (3) 

The conditions (I) and (3) imply 

xC o[A), ... ,An]/o =[A), ... ,An]o, 

and the forward implication is proved. The reverse implication is im­
mediate. 0 

CoroUary 9.14.1. Let F be a family of o-rays. Then [Flo is the union of all 
polyhedral o-cones generated by finite subfamilies of F. 

(Compare Corollary 3.7.2.) 

Corollary 9.14.2. Let F be a family of o-rays. Then xc [F]o if and only if 
xcA) ... Ar/o, (I) 

where A), ... ,Ar are o-rays of F. 

(Compare Corollary 3.7.1.) 

PROOF. Apply the theorem and Theorem 9.12. o 
Note. The condition (I) of the corollary can be restated: x is in the 

o-cone generated by a finite join of rays of F. 

EXERCISES 

l. Does [Slo = [Sol? Explain. 

2. Prove: If P is a polytope, then Po is a polyhedral o-cone. 

3. Prove: If C is a polyhedral o-cone, then C = Po for some polytope P. 

4. Prove: If A I> ... , An are o-rays, then 

[AI> . .. , An]o = [AI> ... , An1/o. 

5. Prove: If the join of any two o-rays is an o-cone, then the join of any finite 
number of o-rays is an o-cone. 

6. Prove: If AI> ... ,An are o-rays, then [A), ... , Anlo is linear if and only if 
o cA) ... An• 

7. Show in JO 16 that every nonempty convex o-cone is a polyhedral o-cone. 

8. Prove: If L is a finitely generated linear set and 0 C L, then L is a polyhedral 
o-cone. 
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9. Prove: If L is a finitely generated linear set and 0 C L, then any augmented 
L-ray is a polyhedral o-cone. 

10. Suppose L is a nonempty linear set which is not a point. Can a proper L-ray be 
a polyhedral cone? Can it not be? Explain. 

9.8 Extreme Rays 

Our object is to study rays in a convex cone which playa role somewhat 
analogous to that of extreme points (Section 4.14) in a convex set. The 
defining property for such an "extreme" ray is based on the notion that it 
cannot separate two points of the cone that are not in the ray itself. Put 
informally, the extreme ray does not "cut" the cone, it is "peripheral" to it. 
The extreme ray notion need not be restricted to cones-it can be defined 
in any convex set. 

, 
K " 

, 

Figure 9.9 

Definition. Let R be an o-ray in a convex set K. Then R is an extreme o-ray 
of K if 

R R:i xy implies R U 0 :::> x,y for x,y C K. (1) 

Notes. The definition does not require 0 to be a point in K (Figure 9.9). 
If K is the closed o-ray R U 0, or if K is the o-ray R, then trivially R is an 
extreme o-ray of K. If R is the degenerate o-ray 0, then the condition 
R U 0 :::> x, y becomes 0 = x = y, so that 0 is an extreme o-ray of K if and 
only if it is an extreme point of K. 

Remark. The condition (1) above, rather than the simpler condition 

R R:i xy implies R :::> x, y for x, y C K, (2) 

was chosen to permit a convex set K which contains 0 to contain proper 
extreme o-rays. For if 0 C K, it is easy to show that 0 is the only o-ray 
which can possibly satisfy (2). The conditions (1) and (2) are obviously 
equivalent if 0 e: K. 

Readers familiar with Chapter 7 may observe that if 0 e: K then an 
extreme o-ray is an example of a face of K. Relations between extreme rays 
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in the present sense and extreme sets in Chapter 7 are considered in a 
second set of exercises following Section 9.12. 

The defining property of an extreme o-ray can be generalized to any 
number of points. 

Theorem 9.15. Let R be an o-ray contained in convex set K. Then R is an 
extreme o-ray of K if and only if 

implies 

R U 0 :::> aI' ... , an' 

(Compare Corollary 4.18.) 

(1) 

(2) 

PROOF. Let R be an extreme o-ray of K. Suppose (1). We show R U 0:::> a\. 
This is trivial if n = 1. Assume n > 1. Then 

R ~ ala, where a C a2 ... an C K. 

By definition, R U 0:::> a\. By symmetry R U 0:::> aj , 2..;; i ..;; n. Thus (2) 
holds. 

Conversely, given that (1) implies (2), it is immediate that R is an 
extreme o-ray of K. Hence the theorem holds. 0 

CoroUary 9.15. Let R be an extreme o-ray of convex set K. Let A\, ... ,An 
be o-rays of K. Then 

(1) 

implies 

Aj = R or Aj = 0, i = 1, ... , n. (2) 

PROOF. The relation (1) implies R ~ a\ ... an' where aj C Aj' i = 1, ... , n. 
By the theorem, R U 0:::> aj, i= 1, ... ,n. Hence R U o~Aj, i = 1, ... , n, 
and (2) follows by Theorem 8.1. 0 

Now we give some results that throw light on the existence of extreme 
o-rays in a convex set. 

Theorem 9.16. If R is an extreme o-ray of convex set K and K:::> 0, then 0 is 
an extreme point of K. 

x 
K 

~~o::----"'" R 

Figure 9.10 
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PROOF. Suppose (Figure 9.10) 

o C xy, (1) 

where x,y C K. We show 

o = x = y. (2) 
Let peR. Then by (1), op c xyp. But op C R (Corollary 8.4), so that 

R ~ xyp. 

Note pc K, so that Theorem 9.15 yields 

R U 0 :J x,y. (3) 
If one of x,y is 0, it immediately follows from (1) that (2) holds. Hence in 
(3) we need only consider the case R :J x, y. In this case 

R :J xy :J 0, 

so that Theorem 8.1 yields R = o. Then (3) gives (2). Thus (2) holds, and 
since 0 C K, 0 is an extreme point of K by definition. D 

Theorem 9.17. If R is an extreme o-ray of convex set K, then K - R is 
convex. 

(Compare Theorem 4.17.) 

PROOF. Let 

Then 

unless 

x,y c K- R. 

xycK-R 

xy ~ R. 

Suppose (3). Then since R is an extreme o-ray of K, we have 

R U 0 :J x,y. 

(1) 

(2) 

(3) 

Hence (1) yields x = 0 andy = o. Then x = y, and (3) becomes x = y c R, 
a contradiction to (1). Thus (3) fails, (2) holds and K - R is convex. D 

x o 

K 

Figure 9.11 

y 
I • R 

Remark. The converse of the theorem does not hold, that is, we can find 
an o-ray R in a convex set K for which K - R is convex, but R is not an 
extreme o-ray of K. For example, let K be a Euclidean line which contains 
point 0, and let R be a proper o-ray of K. As Figure 9.11 discloses, K - R 
is convex, but R does not satisfy the defining condition for an extreme 
o-ray. 
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9.9 Extreme Rays of Convex Cones 

We now restrict our attention to the case of extreme o-rays of convex 
o-cones. Our goal is to relate the concepts of extreme o-ray and convex 
o-conar hull in a fashion analogous to that done for extreme point and 
convex hull in Section 4.14. Not all convex o-cones have extreme o-rays. 

Theorem 9.18. Only pointed convex o-cones can have extreme o-rays. 

PROOF. Suppose C is a convex o-cone and R is an extreme o-ray of C. We 
must prove C is pointed at o. If C 25 0, then certainly C is pointed at o. 
Assume then that C :> o. By Theorem 9.16, 0 is an extreme point of C. 
Again we conclude that C is pointed at o. 0 

Coronary 9.18. A convex o-cone C is pointed at 0 if and only if 0 is an 
extreme o-ray of C or 0 e: c. 

We now begin the investigation of the relationship between extreme 
o-rays and convex o-conar hulls with an analogue of the property that an 
extreme point of a convex set K is a member of every set of generators 
of K. 

Theorem 9.19. Let R be an extreme o-ray of the convex o-cone C, and Fa 
family of o-rays that generates C. Then R is a member of F. 

(Compare Theorem 4.19.) 

Figure 9.12 

PROOF. Choosep in R (Figure 9.12). Then 

p C C = [FJo. 

By Corollary 9.14.2 there exist o-rays AI' ... , Ar in F such that 

peAl .. . Ar/o. 

Thus 
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But op C R (Corollary 8.4), so that 

R ~ AI ... Ar • (I) 

By Corollary 9.15, 

Ai = R or Ai = 0, i = I, ... ,r. (2) 

If in (2), Ai = R for at least one i, then of course, R is a member of F. 
Suppose then 

Al = ... = Ar = o. 

Then (I) becomes R ~ 0, so that 

R = 0 = A I = . . . = Ar 

results, and again R is a member of F. o 

Corollary 9.19. Let R be an extreme o-ray of the convex o-cone C, and Fa 
family of o-rays that generates C. Then F - {R}, the family of o-rays of F 
other than R, does not generate C. 

(Compare Corollary 4.19.) 

9.10 The Analogous Development Breaks Down 

At this point in the development we naturally seek an analogue for 
Theorem 4.20. This theorem states that if a nonextreme point of convex set 
K is deleted from a set of generators of K, the resulting set still generates 
K. Theorem 4.20 played a crucial role in the study of generators of a 
polytope P-for it enabled us to delete from a generating set of P any 
nonextreme point of P; and led to Theorem 4.21: a polytope is generated 
by its extreme points. It would be hoped then that an analogue of Theorem 
4.20 would play a similar role and lead to a theorem dealing with the 
generation of a polyhedral o-cone by its extreme o-rays. 

The analogue of Theorem 4.20 for convex cones would assert: 

Let F be a family of o-rays which generates the convex o-cone C. Let R 
be a nonextreme o-ray of C. Then F - {R}, the family of o-rays of F other 
than R, generates C. 

This statement is not valid. For consider the following examples. 

EXAMPLE I. In JG4 let RI and R2 be proper opposite o-rays. Let F = 
{RI' R2}. Then C = [RI' R2]o is the line containing RI, R2. Neither RI nor 
R2 is an extreme o-ray of C, but C is not generated by the o-ray remaining 
if either RI or R2 is removed from F. 
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c 

EXAMPLE II. In JG4 let R 1, R2, R3 be o-rays each two of which make an 
angle of 120° (Figlfre 9.13). Let F= {Rl' R2, R3}' Then C = [Rl' R2, R3]0 
is the entire plane. None of R 1, R2, R3 is an extreme o-ray of C, but if any 
one of them is deleted from F, the resulting family of two o-rays does not 
generate C. 

EXAMPLE III. In JG4let R 1, R2 be proper opposite o-rays, and let the o-ray 
R3 be perpendicular to both (Figure 9.14). Let F = {Rl' R2, R3}' Then 
C = [Rl' R2, R3]0 is a closed halfplane. None of R 1, R2, R3 is an extreme 
o-ray of C, but if anyone of them is deleted from F, the resulting family of 
two o-rays does not generate C. 

c 
c 

o 

Figure 9.13 Figure 9.14 

If we analyze the above examples, we see in all three of them that C is 
not pointed at o. Recalling Theorem 9.18, we realize that in a nonpointed 
convex o-cone, every o-ray is a nonextreme o-ray. Thus in a nonpointed 
convex o-cone the analogue of Theorem 4.20 asks far too much-for if it 
held, we would be able to remove any o-ray from a family of generators 
and still have a generating family. Examples I-III show that this is absurd. 

Therefore we should restrict the analogue of Theorem 4.20 to pointed 
convex o-cones: 

Let F be a family of o-rays which generates the pointed convex o-cone 
C. Let R be a nonextreme o-ray of C. Then F - {R} generates C. 

However, this restricted statement is also invalid, as is attested by the 
following example. 

EXAMPLE IV. In JG16 let 0 = (0,0), a = (1, 1), b = (-1, 1) (Figure 9.15). 
~ 

Then ~ is open quadrant I and ob is open quadrant II. Let F = 
~ ~ ~ ~ 

{ oa, ob}. Then C = [oa, ob]o is the open upper halfp1ane, and so 

C 25 0, so C is pointed at o. Neither ~ nor ;;b is an extreme o-ray of C, 
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--+ --+ 
for observe: both meet abo But the deletion of either oa or ob from F 
leaves the other, which does not generate C. 

c 

b(-I,I) a(1, 1) 

-+ 
oa 

+--------- --------. 
Figure 9.15 

Example IV does more than establish the failure of the restricted 
analogue of Theorem 4.20. It shows that a pointed polyhedral o-cone need 
have no extreme o-rays, and so need not be generated by extreme o-rays. 
What shall we do? It is clear now that we cannot find for arbitrary 
polyhedral o-cones-nor even for pointed polyhedral o-cones-a theory of 
generation by extreme o-rays analogous to that for generation of polytopes 
by extreme points. Can we possibly set up some restricted theory with 
nontrivial content? 

Examining the proof of Theorem 4.20, we find that the crucial point is 
this: If p ~ pal . .. am' then p ~ al ... am. The corresponding property for 
o-rays R, A I' ... , Am' 

R ~ RAI ... Am implies R ~ AI . .. Am' (1) 

cannot be proved, since in Example IV 
--+ --+--+ 
oa ~ oa· ob, 

--+ --+ 
but oa ';6 ob. Therefore the key to progress in our search for an analogue 
of Theorem 4.20 is to find a property whose development has interesting 
content but which allows us to bypass the invalid property (1). This is what 
we will do next. 

EXERCISES 

1. Suppose R is an o-ray in convex set K such that R ~ xy implies R ::J x, y for 
x,y c K. Prove: If 0 c K, then R = o. 

2. Prove: If R is an extreme o-ray of convex set K, then R is an extreme o-ray of 
[K,o]. 

3. Prove: If R is an extreme o-ray of convex set K, then R is an extreme o-ray of 
Ko· 

4. Prove: The frontier of a convex set K contains its extreme o-rays provided K is 
neither an o-ray nor an augmented o-ray. (Compare Theorem 4.22.) 

5. Suppose R is an o-ray in convex o-cone C. Prove: R is a member of each 
family of o-rays that generates C if and only if C - R is convex. 
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6. Show that the converse of Theorem 9.17 fails for pointed convex a-cones. That 
is, find a pointed convex a-cone C and an a-ray R c C such that C - R is 
convex but R is not an extreme a-ray of C. 

7. Suppose R is an a-ray in convex a-cone C. Prove: R is an extreme a-ray of C if 
and only if 

implies 

Aj = R or Aj = a, i = 1,2. 

8. Prove: If R is an extreme a-ray of convex a-cone C, and F is a family of a-rays 
which generates C, then 

R IZ [F- {R}]o, 
or equivalently, 

C =F [F - {R } ]0' 

9. Show that the converse of Theorem 9.19 fails. That is, find a convex a-cone C 
and an a-ray R c C such that R is a member of each family of a-rays that 
generates C but R is not an extreme a-ray of C. (Compare Exercise 4 at the end 
of Section 4.14.) May such C be pointed at a? Must such C be pointed at a? 
Explain. 

10. Find examples of polyhedral a-cones which contain some extreme a-rays but 
are not generated by their extreme a-rays. 

11. Suppose p =F q but R is both a p-ray and a q-ray (see Exercise 9 at the end of 
Section 8.7). If R is contained in convex set K, can R be both an extreme p-ray 
and an extreme q-ray of K; an extreme p-ray but not an extreme q-ray of K? 
Explain. 

12. For any polyhedral a-cone C, must there always exist a minimal family 
of a-rays which generates C? A least family? Explain. Do the answers 
change if C is also require<;l to be pointed at a? [Hint. In the set T of all 
ordered triples (XI' X2, X3) of real numbers, define ajoin operation· as follows: 
(al> a2, a3)' (hi' h2' h3) is the set of all (XI' X2, X3) such that Xj C aj' hj , i = 
1,2,3; and . here is as defined in J013. Show that (T, .) is a join geometry, 
and compare it with J016. If a = (0,0,0), find and describe all a-rays in T. 
Study pointed polyhedral a-cones in T.] 

9.11 Regularly Imbedded Rays 

We consider in a convex a-cone those a-rays whose linear hulls intersect 
the cone essentially in the rays themselves. 

Definition. Let R be an a-ray in a convex a-cone C (Figure 9.16). Then R is 
regularly imbedded in C, or briefly, is regular in C, if 

<R> nee R U a. 
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(R> 
o 

Figure 9.16 

Notes. The definition does not require 0 to be in C, but is made to 
accommodate this case, as <R):J 0 always holds (Theorem 8.12). The 
degenerate o-ray 0 is regularly imbedded in any convex o-cone which 
contains it. 

How are extreme o-rays imbedded in convex o-cones? 

Theorem 9.20. An extreme o-ray R of a convex o-cone C is regularly 
imbedded in C. 

PROOF. Let xC <R) n c. By Corollary 6.11.1, <R) = R/ R, so that xC 
y /z wherey, z cR. Hencey ~xz, so R~xz. Note that x, z C C. Since R 
is an extreme o-ray of C, it follows that x C R U o. Therefore 

<R) n C c R U o. 

By definition, R is regularly imbedded in C. D 

An extreme o-ray of a convex o-cone is characterized by the property of 
being regularly imbedded and the fact that its removal from the cone 
leaves a convex set. 

Theorem 9.21. An o-ray R in a convex a-cone C is an extreme o-ray of C if 
and only if R is regular in C and C - R is convex. 

PROOF. Suppose R is an extreme o-ray of C. Then by the previous theorem 
R is regular in C, and by Theorem 9.17, C - R is convex. 

Conversely, assume R is regular in C and C - R is convex. Suppose 

R ~ xy forx,y C C. (1) 
Since C - R is convex, (1) makes it impossible for x,y C C - R to hold. 
Hence at least one of x,y, say x, is in R. Then (1) yields 

y ~ R/x c <R). 

Hence, since R is regular in C, 

y c <R) n C c R U o. 

Thus (1) implies x,y C R U 0, that is, R is an extreme o-ray of C. D 

Remark. One may interpret the theorem so: for R regular in C, the 
properties "R is extreme in C" and "c - R is convex" are equivalent. 
Examine again, in this light, the Remark that follows Theorem 9.17. 
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Are the o-rays of a pointed convex o-cone regularly imbedded in the 
cone? The answer to the question is no. In Example IV of Section 9.10 

~ 

( ~) and ( ob) equal the entire set of points J, so that neither ~ nor 
~ ~ 

ob is regularly imbedded in the pointed convex o-cone C = [~, ob Jo' 
The question suggests a sort of converse. Is a convex o-cone pointed if 

its o-rays are regularly imbedded? Yes, in fact a stronger result holds. 

Theorem 9.22. Suppose convex o-cone C is generated by the family of o-rays 
F, and each o-ray in F is regular in C. Then C is pointed at o. 

PROOF. Suppose 

o ~ xy, where x,y C C. (1) 
We show x = y. Since C = [Flo, Corollary 9.14.2 implies 

x cAl" . Am/o, y C Am+I .. . An/o, (2) 
where the A's are in F. By (1) and (2), 

o ~ xy C (AI' .. Am/o)(Am+1 ... An/o) cAl' .. An/o, 

so that 

o ~ AI" .An· (3) 

Note in (3) we can assume n > 2, so that (3) gives 

0/AI~A2···AncC. (4) 

But 0/ Al is the o-ray opposite to Al (Theorem 8.8). Thus 0/ Al c (AI) 
(Theorem 8.12). By (4) and the regularity of Al in C, 

0/ Al ~ (AI) n C c Al U 0, 

from which A I = 0 follows. By the symmetry in (3) we have 

A2 = ... = An = o. 

Hence (2) gives x = 0 and y = o. Therefore, x = y and by definition Cis 
pointed at o. D 

9.12 The Generation of Convex Cones by Extreme 
Rays 

The concept of regularly imbedded o-rays yields the sought-for analogue 
of Theorem 4.20. 

Theorem 9.23. Let F be a family of o-rays that generates the pointed convex 
o-cone C. Let R be a nonextreme o-ray of C that is regular in C. Then 
F - {R} generates C. 

(Compare Theorem 4.20.) 
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PROOF. We have to prove 

c = [ F - {R} Jo. 
Since 

it remains to prove 
c c [F - {R} Jo. (1) 

To establish (1) it suffices to show 

R c[F- {R}Jo. (2) 

Since R is a nonextreme o-ray of C, there exist p, q C C such that 
R F::;; pq but one of p, q, say p, satisfies 

p e: R u o. (3) 
Since pee = [F]o' Corollary 9.14.2 yields 

peA) .. . Am/o, 

where the A's are in F. Similarly 

q C Am+) ••• An/o, 

where the A's are in F. 

(4) 

(5) 

We claim that at least one A in (4) is distinct from both Rand o. 
Suppose otherwise. Then 

A), ... ,Am C R U 0, 

so that by Theorem 8.11, 
A) ... Am C R U o. 

Hence (4) and Theorem 8.4 yield 

p c (R u 0)/0 = R/o U % = R U 0, 

a contradiction to (3). Therefore the claim is established. Let us say 

A) ¥= R and A) ¥= o. (6) 

Combining (4) and (5), we have 

pq C (A) ... Am/o)(Am+) •• • An/D) C A) ... An/o. 

Since R F::;; pq, we have 
R F::;; A) ... An/o. 

Thus Ro F::;; A) ... An> and Theorem 8.4 gives 

RF::;;A) ... An. (7) 

We want to show that R meets a join of o-rays of F all of which are 
distinct from R. This is trivial if in (7) no A is R. Suppose in (7) some A is 
R. By (6), R occurs among A 2, •.. ,An. Since the order of these A's is 
immaterial, let us suppose 

R ¥= A), ... ,Ar but R = Ar+) = . . . = An' where 1 < r < n. 
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Then Theorem 2.9 and (7) imply 

R ~ AI .. . ArR, 

so that (Corollary 6.11.1) 

<R) = R/R ~ AI· .. Ar. (8) 

But since AI ... Ar C C, and R is regular in C, (8) yields 

AI . .. Ar ~ <R) nee R u o. 

Hence either R ~ A I ... Ar (which we want to show) or 

o ~ A I ... Ar" (9) 

Suppose the latter. Then 0 c C, and since C is pointed at 0, Corollary 9.18 
implies that 0 is an extreme o-ray of C. By Corollary 9.15 applied to (9), 

o = AI = ... = A r , 

which is a contradiction to (6). 
Therefore (9) fails, and R meets a join of o-rays of F all of which are 

distinct from R. Hence surely 

Then (2) follows by Corollary 9.2.2, and the theorem is proven. D 

Remark. Observe in the proof of the theorem how the use of the 
property of regularity allows us to bypass the invalid property (1) in the 
last paragraph of Section 9.10. 

We proceed now to an analogue of Theorem 4.21. In Section 9.1 0, 
following Example IV, it was observed that a pointed polyhedral o-cone 
need not be generated by extreme o-rays. Yet a polyhedral o-cone must be 
pointed at 0 in order to possess extreme o-rays (Theorem 9.18). Thus we 
see that to get a class of polyhedral o-cones which are generated by their 
extreme o-rays, we must restrict our attention to some proper subclass of 
the pointed ones. Theorems 9.22 and 9.23 suggest such a subclass. 

Theorem 9.24. Suppose P is a polyhedral o-cone. Then the family E of 
extreme o-rays of P is finite. Furthermore, if P is generated by a family F of 
o-rays each of which is regular in P, then E generates P. 

(Compare Theorem 4.21.) 

PROOF. By definition 

P = [ R I, ... , RmL 

where R I, ... , Rm are o-rays. By Theorem 9.19, 

so that E is finite. 

(1) 
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Assume next that 
(2) 

where F is a family of a-rays each of which is regular in P. First we show 
that P is generated by a finite subfamily F' of F. LetPi C R;, i = I, ... ,m. 
Then (I) and (2) yield Pi C [Flo' By the Finiteness of Generation Principle 
(Theorem 9.14), Pi C [F;lo' where F; is a finite subfamily of F. Let F' = 
FI U ... U Fm' Then Pi C [F'lo' and so R; ~ [F'lo,for i = I, ... , m. By 
Corollary 9.2.2, 

so that (I) gives 

P C[F'Jo C[FJo. 
Hence in view of (2), P = [F'lo for the finite subfamily F' of F. 

By Theorem 9.19 again, F'::J E. If F' = E, the theorem holds. Suppose 
then that F' contains nonextreme a-rays of P, and let {AI' ... ,An} be the 
family of these a-rays. Theorem 9.22 yields that P is pointed at a. Hence 
Theorem 9.23 may be applied to the family F' and the a-ray A I' which is 
regular in P. We obtain 

F' - {A I} generates P. 

But A2 is regular in P, so that (3) and Theorem 9.23 imply 

(F' - {Ad) - {A2} = F' - {AI' A2} generates P. 

Continuing in this way, we obtain finally 

E = F' - {AI' ... ,An} generates P, 

so that the theorem is proven. 

(3) 

o 
The regularity condition in the theorem which ensures that a polyhedral 

a-cone is generated by its extreme a-rays actually characterizes a-cones 
that are generated in this way. 

Theorem 9.25. A palyhedral a-cane P is generated by its extreme a-rays if 
and anly if P is generated by afamily af a-rays each afwhich is regular in P. 

PROOF. The forward implication is covered by Theorem 9.20, the reverse 
implication by Theorem 9.24. 0 

Final Remarks. We conclude our investigation of the connection be­
tween the concepts of extreme a-ray and convex a-conar hull by returning 
to a question in Section 9.11: Are the a-rays of a pointed convex a-cone 
regularly imbedded in the cone? The answer given was no. But the 
example which confirmed the answer is not from Euclidean geometry. Our 
Euclidean intuition would have us say that the answer to the question is 
yes. What is it about Euclidean geometry that ensures that the a-rays of a 
pointed a-cone are regular in the cone? The answer is not hard to find. 



9.12 The Generation of Convex Cones by Extreme Rays 

In Euclidean geometry if R is an a-ray, then 

<R) = R U R' U a, 
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(1) 

where R' is the a-ray opposite to R. If R is contained in the pointed 
convex a-cone C, it follows from (1) (Exercise 8 below) that R is regular in 
C. 

Thus in Euclidean geometry, or more generally in any join geometry 
where (1) holds for a-rays, each a-ray of a pointed convex a-cone is regular 
in the cone. In such a join geometry the assumption of regularity in 
Theorem 9.23 is then superfluous, so that the restricted analogue of 
Theorem 4.20 holds as stated preceding Example IV in Section 9.10. 
Furthermore, in such a join geometry a pointed polyhedral a-cone is 
obviously generated by a family of regularly imbedded a-rays, so that by 
Theorem 9.24, a pointed polyhedral a-cone is generated by its extreme 
a-rays. In Chapter 12 ordered join geometries are studied, and it can be 
shown that (1) holds in an ordered join geometry (Exercise 15 at the end of 
Section 12.6). Thus the above pertains to ordered join geometries. 

EXERCISES 

1. (a) Find in the Euclidean join geometry JG5 examples of convex o-cones 
(i) all of whose o-rays are regularly imbedded; 
(ii) none of whose proper o-rays are regularly imbedded; 
(iii) some of whose proper o-rays are regularly imbedded, while some are 

not. 
(b) In part (a), for each of the three types of cones, can you find examples 

which are pointed at 0 and also examples which are not? Explain. 
(c) In part (a), for each of the three types of cones, can you find examples 

which are polyhedral o-cones and also examples which are not? Explain. 

2. Do Exercise 1 with JG 16 in place of JG5. 

3. Suppose R is an o-ray in the convex o-cone C. Prove: R is regular in C if and 
only if 

(R) n C = (R U 0) n C. 

4. Prove: If R" ... , R,. are regularly imbedded o-rays in convex o-cone C, and 
o~RI ... R,., then 

5. Suppose convex o-cone C is generated by a family of o-rays each of which is 
regular in C. Must every o-ray in C be regular in C? Explain. 

6. Suppose C is a convex o-cone and F is the family of o-rays of C that are 
regular in C. Must [Flo be pointed at o? Explain. 

7. Suppose P is a polyhedral o-cone that is generated by a family of o-rays each 
of which is regular in P. Prove: P is open if and only if P is an o-ray. (Compare 
Exercise 1 at the end of Section 4.15.) 
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8. Suppose R is an o-ray for which 

<R) = R U R' U 0, 

where R' is the o-ray opposite to R. Prove: If R is contained in a pointed 
convex o-cone C, then R is regular in C. 

9. Suppose R is an o-ray for which 

<R) = R U R' U 0, 

where R' is the o-ray opposite to R. Let R be contained in the pointed convex 
o-cone C. Is R an extreme o-ray of C if 
(a) C - R is convex; 
(b) R is contained in each family of o-rays that generates C? 
Explain. 

10. Project. Consider a family F of o-rays which satisfies 

<R) ~ R) ... R" for R, R), ... ,Rn in F 

implies 

Investigate families of o-rays which satisfy (A). In particular, prove: 

(A) 

(a) If a family of o-rays satisfies (A), then its convex o-conar hull is pointed 
at o. 

(b) The family of extreme o-rays of a convex set satisfies (A). 
(c) The family of regularly imbedded o-rays in a convex o-cone satisfies (A). 
(d) If a polyhedral o-cone is generated by a family of o-rays satisfying (A), 

then it is generated by its family of extreme o-rays. 

EXERCISES (Chapter 7 required) 

I. Suppose R is an o-ray in convex set K. Prove: 
(a) If 0 fL K, then R is an extreme o-ray of K if and only if R is a face of K. 
(b) If 0 C K, then R is an extreme o-ray of K if and only if the closed o-ray 

R U 0 is a face of K .. 

2. Prove: An extreme o-ray of a convex set K is an extreme set of K, in fact, a 
component of K. Show that an o-ray which is an extreme set of K need not be 
an extreme o-ray of K. 

3. Prove: If A is an extreme set of a convex o-cone, then A is a convex o-cone. 

4. (a) Prove: If A is a face of B and 0 C <A), then Ao is a face of Bo. 
(b) Prove that (a) holds with the term face replaced by component. 
(c) Does (a) hold if the term face is replaced by extreme set? 

5. (a) Prove: If K is convex and X is an extreme set of Ko, then X = Ao for some 
extreme set A of K. 

(b) Prove that (a) holds with the term extreme set replaced by face. 
(c) Prove that (a) holds with the term extreme set replaced by component if in 

addition it is assumed K contains no pathological extreme set. 

6. The same as Exercise 4, with the assumption 0 C <A) replaced by "0 is linearly 
independent of B". 
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7. State and prove for polyhedral o-cones the analogue of 
(a) Theorem 7.20; 
(b) Theorem 7.36. 
What can be inferred as immediate corollaries? 

9.13 Hypercones 
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Now the theory of cones is generalized to a theory of hypercones. For a 
given nonempty linear set L, objects called L-cones will be studied. They 
bear the same analogy to a-cones as L-rays do to a-rays. 

Definition. Let L be a nonempty linear set (Figure 9.17). The union of a 
family F of L-rays is called an L-cane or generically a hypercone. The 
family F is said to determine the L-cone. 

L L 

----

Figure 9.l7 

Note that any L-ray is an L-cone, and so are J (Theorem 8.23) and 0. 

Remark. If L is a point a, then an L-cone is an a-cone. Thus the 
definition of hypercone is a direct generalization of that of cone. More­
over, we have the chain of relations: rays are halfspaces are cones are 
hypercones. 

We develop a theory of L-cones that parallels the theory of a-cones in 
the previous sections. The treatment is given in outline form and consists 
almost exclusively of definitions and of theorems and corollaries with 
proofs omitted. Each such theorem (corollary) will be an exact or restricted 
analogue of a theorem (corollary) in the theory of a-cones, and in most 
cases the reader can supply a proof by generalizing each step in the proof 
of the analogue. 



398 9 Cones and Hypercones 

9.14 Elementary Properties of Hypercones 

Theorem 9.26 (Analogue, Theorem 9.1). A set of points A is an L-cone if 
and only if it satisfies one of the following conditions: 

(a) A = LI S for some set S; 
(b) A = LTI Lfor some set T. 

Theorem 9.27 (Analogue, Theorem 9.2). A is an L-cone if and only if A ::> x 
---? 

implies A ::> Lx. 

Corollary 9.27.1 (Analogue, Corollary 9.2.1). A is an L-cone if and only if 
A::> x implies (a) A::> Lxi L or (b) A::> LI(LI x). 

Corollary 9.27.2 (Analogue, Corollary 9.2.2). Suppose A is an L-cone and H 
is an L-ray. Then A ~ H implies A ::> H. 

Theorem 9.28 (Analogue, Theorem 9.3). A is an L-cone if and only if 
LA=A=AIL. 

Corollary 9.28 (Analogue, Corollary 9.3). A is an L-cone if and only if (a) 
A = LA I L, or equivalently (b) A ::> LA I L. 

Theorem 9.29 (Analogue, Theorem 9.4). If S is any set of points, then there 
is a unique least L-cone that contains S, namely, LSI L. 

Definition. Let L be a nonempty linear set and S a set of points. Then 
LS I L, the least L-cone that contains S, is called the L-cone generated by 

---? 

S, and is denoted by SL or LS. 

Note the double consistency of notation-for either S or L may reduce 
to a point. Note also the new notation for an L-ray when S reduces to a 
point. 

9.15 Convex Hypercones 

A convex L-cone is, of course, an L-cone which is a convex set. 

Theorem 9.30 (Analogue, Theorem 9.5). Let A be an M-ray. Let L be a 
nonempty linear set such that L c M. Then A is a convex L-cone. 

Corollary 9.30.1 (Analogue, Corollary 9.5.1). Any linear space M is a 
convex L-cone for a nonempty linear set L c M. 
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Corollary 9.30.2 (Analogue, Corollary 9.5.2). Any closed M-ray is a convex 
L-cone for a nonempty linear set L C M. 

Before stating the analogue of Corollary 9.5.3, we observe that 
Corollary 9.5.3 can be restated. 

Restatement of Corollary 9.5.3. Any L-cone is an o-cone for 0 c L. 

Corollary 9.30.3 (Analogue, Corollary 9.5.3). Any M-cone is an L-cone for a 
nonempty linear set L C M. 

The restatement of Corollary 9.5.3 is interesting, since it indicates that 
in making the generalization from cones to hypercones we have not 
enlarged the original domain. However, it does not indicate that the theory 
of cones encompasses that of hypercones. For example, for 0 in linear set 
L, the L-cone SL generated by the set S is in general not the o-cone 
generated by S. Moreover, if S is finite, SL considered as an o-cone need 
not be generated by any finite set. The structure of an L-cone is highly 
dependent on the linear set L, and so the theory of o-cones can hardly 
yield much information on an L-cone's structure. 

Theorem 9.31 (Analogue, Theorem 9.6). A set of points A is a convex 
L-cone if and only if A :::) a, b implies A :::) Lab / L. 

Theorem 9.32 (Analogue, Theorems 9.7, 9.8 and Corollaries 9.7, 9.8). If A 
is a convex L-cone, then §(A) and e(A) are convex L-cones and ~(A) and 
~(A) are L-cones. 

9.16 Tapered Convex Hypercones 

Definition. Let L be a nonempty linear set and A a convex L-cone (Figure 
9.18). Suppose 

L ~ xy implies L :::) x,y for x,y cA. (1) 

Then we say A is tapered (at L) and call it a tapered (convex) L-cone or 
simply a tapered hypercone. 

: {\ _____ m _____ </\ .L 
Figure 9.18 

Observe that 0, L and any proper L-ray are tapered L-cones. 
If L reduces to a point 0, then certainly the condition (1) is equivalent to 

A's being pointed at o. Thus the term tapered o-cone is an alternative for 
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pointed o-cone. Also note that the condition (I) is the "correct" generaliza­
tion of the defining condition for a pointed o-cone. The linear set L should 
not separate two points of the L-cone that are not both in L. 

Readers familiar with Chapter 7 should realize that the condition (I) is 
equivalent to saying L is an extremal linear space to A (Section 7.27), so 
that in the case A :::> L, L is a face of A. 

Theorem 9.33 (Analogue, Theorem 9.9). A is a tapered convex L-cone if and 
only if A - L is a convex L-cone. 

PROOF. For the reverse implication, use the fact that if L~xy and L:::> x, 
then y ~ L / x c L, so that L :::> Y also. 0 

Theorem 9.34 (Analogue, Theorem 9.10). A convex L-cone A is a tapered 
L-cone if and only if it does not contain a pair of proper opposite L-rays. 

9.17 Generation of Convex Hypercones 

Theorem 9.35 (Analogue, Theorem 9.11). Let S be a set of points. Then 
there is a unique least convex L-cone that contains S, namely, L[S]/ L = 

[S]L' 

Corollary 9.35 (Analogue, Corollary 9.11). Let F be a family of sets of 
points. Then there is a unique least convex L-cone that contains each set of 
F, namely, L[F]/ L = [F]L' Moreover if U is the union of the sets of F, then 
[F]L = [U]L' 

Definition. Let L be a nonempty linear set and S a set of points. Then 
L[S]/ L = [S]v the le~st convex L-cone that contains S, is called the 
convex L-cone generated by S or the convex L-conar hull of S. If S is finite 
and composed of a l , • •• ,an' we say [S]L is generated by a l , ••• , an' 
Similarly if F is a family of sets of points L[F]/ L = [F]v the least convex 
L-cone that contains each set of F, is called the convex L-cone generated 
by F or the convex L-conar hull of F. If F is finite and composed of 
SI' ... , Sn' we say [F]L is generated by SI' ... , Sn' 

9.18 Polyhedral Hypercones 

Definition. Let L be a nonempty linear set and C a convex L-cone. If 

C = [ AI' ... ,An]L' 

where AI' ... , An are L-rays, we say Cis a polyhedral L-cone or simply a 
polyhedral hypercone. 



9.20 Extreme HaHspaces of Convex Hypercones 401 

Theorem 9.36 (Polyhedral Hypercone Formula: Analogue, Theorem 9.12). 
Let AI' ... ,Ali be L-rays. Then 

[AI"'" An]L = Al U ... UAn U AIA21 L U .•• UAn-IAnl L 

U . . . U A I ... Ani L. 

Theorem 9.37 (polyhedral Hypercone Interior Theorem: Analogue, The­
rem 9.13). Let AI' ... ,An be L-rays. Then 

9.19 Finiteness of Generation of Convex Hypercones 

Theorem 9.38 (Finiteness of Generation: Analogue, Theorem 9.14). Let F 
be a family of L-rays. Then xC [F]L if and only if there are finitely many 
L-rays A I' ..• , An of F such that 

Corollary 9.38.1 (Analogue, Corollary 9.14.1). Let F be a family of L-rays. 
Then [F]L is the union of all polyhedral L-cones generated by finite subfami­
lies of F. 

Corollary 9.38.2 (Analogue, Corollary 9.14.2). Let F be a family of L-rays. 
Then xC [F]L if and only if 

x cAl" .ATIL, 

where A I' ..• , AT are L-rays .of F. 

9.20 Extreme Halfspaces of Convex Hypercones 

In order to make more rapid progress in the theory of hypercones, we 
define extreme L-rays only for convex L-cones. 

Definition. Let L be a nonempty linear set. Suppose H is an L-ray in the 
convex L-cone C. Then H is an extreme L-ray of C if 

H ~ xy implies H U L :J x,y for x,y C C. (I) 

Note. If H is the degenerate L-ray L, then (I) becomes the defining 
condition for a tapered L-cone. Thus if Lee, then L is an extreme L-ray 
of C if and only if C is tapered at L. 
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Theorem 9.39 (Analogue, Theorem 9.15). Let H be an L-ray in convex 
L-cone C. Then H is an extreme L-ray of C if and only if H ~ al ... an for 
ai' ... , an C C implies 

Corollary 9.39 (Analogue, Corollary 9.15). Let H be an extreme L-ray of 
convex L-cone C. Let AI' ... ,An be L-rays of C. Then H ~AI ... An 
implies 

Ai = H or Ai = L, i = 1, ... , n. 

Theorem 9.40 (Analogue, Theorem 9.17). If H is an extreme L-ray of 
convex L-cone C, then C - H is convex. 

Theorem 9.41 (Analogue, Theorem 9.18). Only tapered convex L-cones can 
have extreme L-rays. 

PROOF. Suppose C is a convex L-cone and H is an extreme L-ray of C. We 
must show C is tapered at L. Suppose not. Then by Theorem 9.34, C 
contains a pair of proper opposite L-rays AI' A 2• Therefore L~AIA2' and 
so 

(1) 

Since AI' A2 =l=L, Corollary 9.39 and (1) yield Al = H and A2 = H, that is, 
Al = A2. But this contradicts Theorem 8.18. Hence we have shown C is 
tapered at L. 0 

Corollary 9.41 (Analogue, Corollary 9.18). A convex L-cone C is tapered at 
L if and~only if L is an extreme L-ray of Cor L e: c. 

A Side Remark. The result in Corollary 9.41 could have been in­
troduced earlier. A proof can be given which rests on two earlier results: 
the note following the definition of extreme L-ray, in the case L C C; and 
Theorem 9.33, in the case L e: C, since by Corollary 9.27.2, L e: C is 
equivalent to L -;;6 C. 

Theorem 9.42 (Analogue, Theorem 9.19). Let H be an extreme L-ray of the 
convex L-cone C, and F a family of L-rays that generates C. Then H is a 
member of F. 

Corollary 9.42 (Analogue, Corollary 9.19). Let H be an extreme L-ray of the 
convex L-cone C, and F a family of L-rays that generates C. Then F - {H}, 
the family of L-rays of F other than H, does not generate C. 
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9.21 Regularly Imbedded Halfspaces 

Definition. Let L be a nonempty linear set. Suppose H is an L-ray in a 
convex L-cone C. Then H is regularly imbedded in C, or briefly, is regular 
in C, if 

<H> n C c H U L. 

Theorem 9.43 (Analogue, Theorem 9.20). An extreme L-ray H of a convex 
L-cone C is regular in C. 

Theorem 9.44 (Analogue, Theorem 9.21). An L-ray H in a convex L-cone C 
is an extreme L-ray of C if and only if H is regular in C and C - H is 
convex. 

Theorem 9.45 (Analogue, Theorem 9.22). Suppose convex L-cone C is 
generated by the family of L-rays F, and each L-ray in F is regular in C. 
Then C is tapered at L. 

9.22 The Generation of Convex Hypercones by 
Extreme Halfspaces 

Thf!Orem 9.46 (Analogue, Theorem 9.23). Let F be a family of L-rays that 
generates the tapered convex L-cone C. Let H be a nonextreme L-ray of C 
that is regular in C. Then F - {H} generates C. 

Theorem 9.47 (Analogue, Theorem 9.24). Suppose P is a polyhedral L-cone. 
Then the family E of extreme L-rays of P is finite. Furthermore, if P is 
generated by a family F of L-rays each of which is regular in P, then E 
generates P. 

Theorem 9.48 (Analogue, Theorem 9.25). A polyhedral L-cone P is gener­
ated by its extreme L-rays if and only if P is generated by a family of L-rays 
each of which is regular in P. 

EXERCISES 

Many of the exercises below are L-cone analogues of o-cone exercises 
found in the exercises at the end of Sections 9.1, 9.3, 9.7 and 9.10 and in 
the first group at the end of Section 9.12. However, there are other 
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exercises contained in these groups that have generalizations to L-cones 
and that have not been selected. The reader is encouraged to find these, to 
generalize them and to solve them. The reader is also encouraged to supply 
proofs to resplts in Sections 9.14-9.22 that were stated without proof. 
Readers familiar with Chapter 7 are encouraged to generalize the exercises 
in the second group at the end of Section 9.12. 

I. Prove: If A and Bare L-cones, then A U B, A n B and A - B are L-cones. 
(Compare Exercise 3 at the end of Section 9.1.) 

2. Prove: If A is an L-cone, then A / S is an L-cone for any set of points S: 
(Compare Exercise 6 at the end of Section 9.1.) 

3. Prove: SL:::> L if and only if S R:l L. (Compare Exercise 10 at the end of Section 
9.1.) 

4. Prove: If A is a convex L-cone, then so is A U L. (Compare Exercise 3 at the 
end of Section 9.3.) 

5. Prove: If A is a nonempty convex L-cone, then 
(a) e(A):::> L; 
(b) A is linear if and only if §(A):::> L. ' 
(Compare Exercises 5 and 6 at the end of Section 9.3.) 

6. Prove: If A is a convex o-cone, L is linear and 0 C LeA, then A is a convex 
L-cone. Does the conclusion hold if A is a convex M-cone and MeL c A? 

7. Prove: If A is a tapered L-cone and 0 c L, then A is a pointed o-cone if and 
only if Lr;rBA or L = o. 

*8. Suppose A is an o-cone. Prove that there exists a greatest linear set L such that 
A is an L-cone. If in addition A is assumed convex, prove that A is a tapered 
L-cone. 

9. Prove: 
(a) If P is a polytope, then PL is a polyhedral L-cone. 
(b) If C is a polyhedral'L-cone, then C = PL for some polytope P. 
(Compare Exercises 2 and 3 at the end of Section 9.7.) 

10. Prove: If AI' ... ,An are L-rays, then [AI> ... ,An]L is linear if and only if 
LR:lAI ... An. (Compare Exercise 6 at the end of Section 9.7.) 

II. Prove: If L is a finitely generated linear set and 0 c L, then any polyhedral 
L-cone is a polyhedral o-cone. (Compare Exercises 8 and 9 at the end of 
Section 9.7.) 

12. Prove: The frontier of a convex L-cone C contains its extreme L-rays provided 
C is neither an L-ray nor an augmented L-ray. (Compare Exercise 4 at the end 
of Section 9.10.) 

13. Suppose H is an L-ray contained in convex L-cone C. Prove: H is a member of 
each family of L-rays that generates C if and only if C - H is convex. 
(Compare Exercise 5 at the end of Section 9.10.) 

14. Suppose P is a polyhedral L-cone that is generated by a family of L-rays each 
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of which is regular in P. Prove: P is open if and only if P is an L-ray. 
(Compare Exercise 7 in the first group at the end of Section 9.12.) 

15. Suppose H is an L-ray such that 

<H) = HuH' U L, 

where H' is the L-ray opposite to H. Let F be a finite family of such L-rays H; 
suppose [F]L is a tapered L-cone. Prove that [F]L is generated by its extreme 
L-rays. (See Exercise 4 at the end of Section 12.23.) 



10 Factor Geometries and 
Congruence Relations I 

In this chapter the family of halfspaces of a nonempty linear space is 
converted into a join system-called a factor geometry-by defining ajoin 
operation in it in a natural way. The theory of factor geometries has its 
roots in the problem of constructing a geometry out of the family of rays 
that emanate from a given point in a Euclidean space. Such a ray geometry 
is implicit in classical geometry and is closely related to spherical geome­
try. Factor geometries and join geometries share many common properties 
and can be studied by similar methods. Thus in a factor geometry 
convexity and linearity are treated in a familiar way. However a factor 
geometry, as an algebraic system, differs markedly from a join geometry 
since it contains an identity element and its elements have inverses. The 
development has strong-though unforced-analogies with algebraic theo­
ries of congruence relations and factor or quotient systems. 

10.1 Congruence Relations Determined by 
Halfspaces 

If M is a nonempty linear set in join geometry J, the family of halfspaces 
of M partitions J (Theorem 8.23). We find it pays to study the relation­
ships among points that this partition induces. 

The prerequisites for this chapter are Chapters 6, 8, Sections 9.1-9.4 and Sections 
9.13-9.17. 

406 
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Definition. Let M be a nonempty linear set in join geometry J. Suppose a 
~ ~ 

and b are in the same halfspace of M, or equivalently Ma = Mb. Then we 
say a is congruent to b modulo M and write a ::=: b (mod M). 

Geometric Interpretation. Let M be a line in JG5, the 3-dimensional 
Euclidean join geometry (Figure 10.1). Suppose a::=:b (mod M). Consider 
first the case where a, b e: M. Then a and b are in a proper halfspace of M, 
and so are on the same "side" of M. Suppose one of a, b is in line M. Then 
both are, since M is a (degenerate) halfspace of M. Thus a -=b (mod M) is 
seen to be equivalent to: a and b are on the same "side" of line M or are 
both in M. 

I 
I • I a I 
I I 
I I 
I I 
I a I 
I I 
I I 
I I 
I I 

l.., b ) 
/ , 

/ , 
" " 

, , 
" 

Figure 10.1 

Theorem 10.1. The relation congruence modulo M is an equivalence relation 
in set J: 

a -=a(modM), 

a -= b (mod M) implies b -= a (mod M), 

a -= b (mod M), b -= c (mod M) imply a -= c (mod M). 
~ ~ 

PROOF. Apply the definition: x -=y (mod M) means Mx = My. D 

The following theorem gives a simple criterion for congruence which 
does not involve the idea of halfspace. 

Theorem 10.2. a -= b (mod M) if and only if aM ~ bM. 

M 

Figure 10.2 
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PROOF. Suppose a == b (mod M) (Figure 10.2). By definition 
~ ~ 

Ma = Mb. 
Then 

aM/M = bM/M (Theorem 8.17), 

and the Transposition Law (Theorem 4.8) implies 

aM;:::::bM. 

Conversely, suppose (1). Then 
~ 

a;::::: bM/M = Mb (Theorem 8.17). 
~ ~ 

(1) 

Thus Ma = Mb (Corollary 8.14.1), and a ==b (mod M) by definition. D 

10.2 Pairs of Congruences 

Suppose a == a' (mod M) and b == b' (mod M). What consequences follow? 

Theorem 103. Suppose a == a' (mod M) and b == b' (mod M). Then the 
segments ab and a' b' are related in the following way: Each point of ab is 
congruent modulo M to some point of a' b', and each point of a' b' is congruent 
modulo M to some point of abo 

42t: M~ 
b' 

Figure 10.3 

PROOF. Let pc ab (Figure 10.3). We show p ==p' (mod M) for some 
p' C a' b'. Since a == a' (mod M), the previous theorem yields aM;::::: a'M, so 
that a c a' M / M. Similarly b c b' M / M. Then 

p c ab c (a' M/ M)(b' M/ M) c a'b' M/ M, 

which gives pcp' M / M for some p' C a' b'. Thus pM;::::: p' M and p ==p' 
(mod M). The second part of the conclusion follows by symmetry. D 

10.3 Congruence Relations between Sets 

The last theorem establishes a rather close relation between the sets ab and 
a'b', which may be described by saying that they are pointwise congruent 
modulo M, and suggests the following 
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Definition. Let M be a nonempty linear set. Suppose sets A and B have the 
property that each point of A is congruent modulo M to some point of B 
and each point of B is congruent modulo M to some point of A. Then we 
say A is congruent to B modulo M and write A == B (mod M). 

Note that if A and B reduce to single points, then the definition merely 
requires that A and B be congruent as points, that is, the definition is 
consistent with our agreement to identify {a} with a. Also note that A == b 
(mod M) is equivalent to "every element of A is congruent to b modulo 
M." 

In view of the definition, Theorem 10.3 may be stated in the following 
form: 

Restatement of Theorem 10.3. Suppose a ==a' (mod M) and b ==b' 
(mod M). Then ab == a' b' (mod M). 

Corollary 103.1. a == b (mod M) implies ax == bx (mod M). 

Corollary 103.2. a ==b (mod M) and a ==c (mod M) imply a ==bc (mod M). 

In JG4, the join geometry of the Euclidean plane, let M be a point m 
and consider the restatement of Theorem 10.3. As a typical case suppose a, 
band mare noncollinear as depicted in Figure 10.3. Then the rays ;ria 

~ 

and mb are distinct and form an angle, namely, Lamb. Moreover a', b' 
~ 

are in the respective sides ;ria, mb of the angle. What is the significance of 
ab ==a' b' (mod m)? It asserts that each point p of segment ab lies in the 
same ray from m as some point p' of segment a' b', and vice versa. It 
implies that any ray from the vertex m of Lamb which meets one segment 
joining the sides of the angle, meets all such segments. This is a subtle and 
important property of angles which is intimately related to the notion of 
angle interior. (See Prenowitz and Jordan [1], p. 246, Theorem 7.) 

To sum up: ab == a' b' (mod m) if and only if the family of the m-rays 
determined by ab is the same as that determined by a' b'. 

The result suggests the following theorem. 

Theorem 10.4. Let M be a nonempty linear set and A and B sets of points. 
Then A == B (mod M) if and only if the family of halfspaces of M determined 
by the points of A is identical to the family of halfspaces of M determined by 
the points of B. 

PROOF. Suppose A == B (mod M). Then each point of A is congruent 
modulo M to some point of B-and so determines the same halfspace as 
some point of B. Similarly each point of B determines the same halfspace 
as some point of A. Thus the indicated families of halfspaces are identical. 
The converse is proved as easily. 0 
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The geometrical significance of congruence of sets is easily given. Let M 
be a point m in JG5, the 3-dimensional Euclidean join geometry (Figure 
10.4). For simplicity suppose m e: A, B. Then A =.B (mod m) if and only if 
each ray from m which passes through a point of A also passes through a 
point of B, and vice versa. That is, A =.B (mod m) if and only if the cones 
with apex m and "bases" A, B (that is, the m-cones generated by A, B) are 
identical. (See Exercise 8 below.) 

m 
'" '" '" '" -------~--... 

.-.-
" 

Figure 10.4 
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/ 
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10.4 Properties of Modular Set Congruence 

Theorem 10.5. The relation of congruence modulo M for sets is an equiva­
lence relation. 

PROOF. By the definition and Theorem 1O.l, the corresponding result for 
points. 0 

Each point is congruent to the M-ray it determines. 

~ 

Theorem 10.6. a == Ma (mod M). 
~ 

PROOF. a is congruent modulo M to every point of Ma. 

Corollary 10.6.1. aM =. a (mod M). 
~ 

PROOF. aM c Ma (Corollary 8.l6). 

o 

o 
Every point of the modulus M acts as an identity element of the 

operation join with respect to the relation of congruence. 

Corollary 10.6.2. If linear set M :::> m, then am =. a (mod M). 
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Corollary 10.6.3. aj M::::a (mod M). 

~ 

PROOF. aj Me Ma (Corollary 8.16). o 

Corollary 10.6.4. If linear set M ::> m, then a j m :::: a (mod M). 

The following exercise set contains some deeper congruence properties 
which are not included as theorems because they are not used in the 
sequel. 

ExERCISES (CoNGRUENCE PROPERTIES) 

1. If a-=b (mod M) and c-=d (mod M), does a/c-=b/d (mod M) follow? 
Justify your answer. 

2. If a -=b (mod M), is a/ c -=b/ c (mod M); c/ a -=c/ b (mod M)? Justify your 
assertions. 

3. Let A and B be haHspaces of the nonempty linear set M and B' the haHspace 
of M opposite to B. 
(a) Prove: A/ B -=AB' (mod M). 
(b) Show that A / B = AB' does not hold. 

4. Let A and B be halfspaces of the nonempty linear set M. 
(a) Prove: (M/A)(M/B)-=M/AB (mod M). 
(b) Show that (M/ A)(M/ B) = M/ AB does not hold. 

*5. Prove: 
(a) aM/b-=a(M/b) (mod M). 
(b) ab/ M -=a(b/ M) (mod M). 

6. Suppose a -= b (mod M) an4 X is a haHspace of M. 
(a) Prove: X/a = X/b. 
(b) Is a/X= b/X? 
(c) Is a/X-=b/X(mod M)? 

7. Prove: If am-=a (mod M) for all a, then m c M. 

8. Prove: A -= B (mod M) is equivalent to each of the hypercone equalities: 
(a) MA/M= MB/M; 
(b)M/A=M/B. 

9. Prove: If A -=B (mod M) and C -=D (mod M), then AC -=BD (mod M). 

10. Prove: If A -=B (mod M), then [A] -= [B) (mod M). 

11. Prove: For any set A the family of all sets congruent to A modulo a nonempty 
linear set M contains a greatest member. Describe the greatest member. 

12. Prove: For a nonempty convex set K, aK Rj bK if and only if a -= b (mod (K». 
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10.5 Families of Halfspaces 

We shall find it necessary to study systematically families of halfspaces of 
a given linear set. The idea has appeared, of course, in Chapter 9 in 
formulating the definitions of o-cone and L-cone. Even if cones had not 
been introduced as a special object of study, there are situations in 
classical Euclidean geometry which involve the idea of a family of haIf­
spaces. For example, the interior of L aob is filled by the family of o-rays 

~ 

that are "between" ~ and ob, the sides of the angle (Figure 10.5). A 
halfplane similarly is filled by a family of o-rays. 

Figure 10.5 

Moreover, in the study of spherical geometry a systematic procedure 
involving o-rays is employed to represent spherical figures by "linear" 
figures in 3-space. Suppose a sphere S has center 0 (Figure 10.6). Then 
each point x of S is represented by the ray ~. To represent a figure Ton 
the sphere S, take the family of all o-rays that represent the points of T. 
Thus, for example, an open minor arc (ijj of a great circle of S is 
represented by the family F of rays ~ for all x in abo (Observe that F fills 
the interior of L aob.) Similarly the spherical triangle abc would be 

represented by the family of o-rays consisting of ~, ;;b, -;: and all rays 
~ 
ox that are "between" any two of these rays. 

Finally let us remark that this study of haIfspaces not only will shed 
light on the theory of congruence relations but will yield a deeper and 
more abstract theory of cones. 

Figure 10.6 
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10.6 New Notations 

First a notation for the family of all halfspaces of M or equivalently of all 
M-rays. 

Definition. Let M be a nonempty linear set in join geome~ J. Then the 

family of halfspaces of M, equivalently, the family of sets Mx for x c J is 
denoted by J : M (read J modulo M). Furthermore if A is any subset of J, 
A : M denotes the family of halfspaces of M determined by the points of 

~ 

A, that is, the family of sets Mx for x cA. 

The notation is applied in the following 

Restatement of Theorem 10.4. Let M be a nonempty linear set and A and 
B sets of points. Then A == B (mod M) if and only if A : M = B : M. 

~ 

Next an alternative to the arrow notation Ma which often will be more 
convenient in the sequel. 

~ 

Definition. Let M be a nonempty linear set. Then Ma, the halfspace of M 
determined by point a, is denoted by lalM' or if M is fixed throughout a 
discussion, simply by 14 It is also convenient to employ a similar notation 
for families of halfspaces of M, so that if S is a subset of J we write S : M 
as ISIM or simply as lSI. 

Remark. It is desirable to compare the notation for a family of M-rays 
with that for an M-cone. Recall (Section 9.14) that the M-cone generated 
by a set of points S is denoted by SM' whereas IS 1M denotes the family of 
M-rays determined by points of S. Vertical bars serve to distinguish 
families of M-rays from M-cones. There is a close relation between SM and 
ISIM' as SM is merely the union of the members of ISIM. This relation is 
studied in Section 10.13 below. Observe though that when S reduces to a 
point a, then lal M = aM is the M-ray determined by a. In this case we 
retain the vertical bars to emphasize that lal M is being considered as a 
member of J : M and not merely as a subset of J. 

10.7 A Join Operation in J : M 

We introduce now a join operation in the family J : M of halfspaces of M 
and so convert it into a join system, which turns out to have many 
similarities with join geometry J. 
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Definition. Suppose M is a nonempty linear set. Let lal and Ibl be members 
of the family of halfspaces J: M (Figure 10.7). The join of lal and Ibl, 
denoted lal·lbl, is defined to be the family of members Ixl of J : M for 
which xc abo Equivalently, lal·lbl is the subfamily labl of J : M. 

Ibl 

lal 
Figure 10.7 

Critique of the Definition. The join of lal and Ibl is defined in terms of 
the specific points a and b which are chosen to determine the halfspaces lal 
and Ibl. It is conceivable that if different determining points a' and b' were 
chosen, the resulting join might be different. We show this is not so. 
Suppose 

lal = la'l, Ibl = WI· (I) 

Then by definition lal·lbl = labl and la'l·WI = la' b'l. We prove labl = 
la'b'l. By definition (1) implies 

a == a' (mod M), b == b' (mod M), 

and Theorem 10.3 yields 

ab == a' b' (mod M). (2) 

The congruence (2) implies, by Theorem 10.4, ab : M = a' b' : M or, in the 
alternative notation introduced above, labl = la' b'l. 

Thus we may assert the following theorem. 

Theorem 10.7. The join of airy two members of J : M is independent of the 
choice of the points which determine them, and so is a uniquely determined 
subfamily of J : M. 

10.8 Factor Geometries 

Definition. Let M be a nonempty linear set in a join geometry J. Then the 
family J : M of halfspaces of M with join as defined above, that is, the 
pair (J : M, .), is called the factor geometry of J with respect to M and is 
said to arise by reducing J modulo M. In brief, J : M will be called a factor 
geometry. 
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We proceed to study factor geometries J : M in the same manner as 
join geometries J. In order to facilitate comparison we will refer to the 
halfspaces of M, that is, the members of the family J : M, as elements of 
J: M. J : M will be considered the basic set, and subfamilies of J : M will 
be called subsets of J : M or simply sets. Observe that· is a join operation 
inJ: M. 

In studying J : M we adopt the same notational conventions concerning 
the use of c, ::>, ~ as in J (Sections 2.3 and 4.5). For example, in J : M, 
lal c Ibl·lel or lal ~ Ibl·lel means that lal is an element (M-ray) of the set 
(of M-rays) Ibl·lei- Extension is defined in J : M as in J. 

Definition. If lal and Ibl are elements of the factor geometry J : M, then 
lai/lbl, the extension of lal from Ibl, is the set of elements Ixl of J : M 
satisfying lal C Ibl·lxl (Figure 10.8). 

Ixl lal 
lalllbi 

.----------- ~:;.....---~_-...... Ibl 

Since lal·lbl is the set of elements Ixl of J : M for which xC ab, one 
might conjecture that lalllbi is the set of elements Ixl of J : M for which 
x cal b. This is not the case. 

It turns out that 

lai/lbi is the'set of elements Ixl of J : M 
for which there exists a' in lal with x C a'i b. (I) 

Let us justify (I). By definition Ixl C lai/lbi is equivalent to lal C Ibl·lxl 
= Ibxl. But lal C Ibxl if and only if a' c bx for some a' in lal. Certainly the 
latter condition is equivalent to x C a'i b for some a' in laI- Thus (1) holds. 

A final word. Note in the key step: lal c Ibxl does not imply a C bx 
(Figure 10.8). 

The operations join . and extension I are extended to subsets of J : M. 

Definition. If IAI and IBI are subsets of the factor geometry J : M, then 
IA I·IB I, the join of IA I and IB I, is the set of all elements Ixl of J : M 
satisfying Ixl C lal·lbl for some lal in IAI and some Ibl in IBI; IAI/IBI, the 
extension of IAI from IBI, is the set of all elements Ixl of J : M satisfying 
Ixl C lai/lbi for some lal in IAI and some Ibl in IBI· 
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In view of these definitions, certain results on join geometries of 
Chapters 2, 3 and 4 that depend only on definitions automatically hold for 
J : M. These include corollaries to the monotonic laws for join and 
extension (Corollaries 2.1 and 4.1.1) and the Three Term Transposition 
Law (Theorem 4.4). Specifically, we have 

IAI c IBI and Ie! c IDI 
imply IAI'Ie! c IBI'IDI and IAl/le! c IBI/IDI, 

and 

IAI ~ IBI . Ie! if and only if IAI/IBI ~ Ie!· 
We conclude with a theorem that relates join of sets in J : M to join of 

sets in J. 

Theorem 10.8. Let IAI and IBI be sets in J : M. Then 

IAI·IBI = IABI· (1) 

PROOF. Note in (1) that IAI·IBI is a join in J : M, while AB is a join in J. 
Let I x I c IA I . I B I. By definition of join of sets, 

Ixl c lal . Ibl (2) 
where 101, Ibl satisfy lal c IAI, Ibl c IBI· Consider the relation lal c IAI· 
This asserts that lal is a member of IAI, the set of halfspaces (of M) 
determined by the points of A. Thus lal is determined by a point of A, that 
is, lal = la'l, where a' cA. Similarly Ibl = WI, where b' C B. Then (2) 
implies 

Ixl C la'l·WI = la'b'l C IABI· 
Conversely, suppose Ixl C IABI. Then Ixl = Ix'l, where x' cAB. Hence 

x' cab, where a C A, b c B. Consequently 

Ixl = Ix'i C labl = lal 'Ibl C IAI· IBI, 
and (l) is verified. o 

10.9 J : M Satisfies J1-J6 

Now we are prepared to substantiate the basic similarities between geome­
tries J : M and J. 

Theorem 10.9. A factor geometry J : M satisfies JI-J6. 

PROOF. The postulates are verified in order. 
J1. By definition, lal'lbl = labl. By JI, (for geometry J) ab * O. Hence 

lal·lbl*0. 
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12. lal-Ibl = labl = Ibal = Ibl-Ial· 
13. Using Theorem 10.8 we have 

(Ial-Ibl) - lei = labl - lei = label = lal - Ibel = lal -(Ibl-lel)­
J4. lal-Ial = laal = laI-

417 

JS. Observe that if in J, xC al b, then in J : M, Ixl C lai/ibl. Hence 
lai/lbi =1= 0. 

J6. Suppose lai/lbi ~ lel/14 Then for some Ixl 
lai/lbi ~ lxi, lei/idl ~ Ixl· 

Hence 
lal ~ Ibl - Ixl = Ibxl· 

Thus lal = la'l, where a' satisfies 
a' C bx. 

Similarly lei = le'l, where e' satisfies 

e' C dx. 

(1) 

(2) 

The relations (1) and (2) in J imply a'lb~e'ld and so a'd~be'. This 
yields, in J : M, la'l-ldl ~ Ibl-le'l or lal-Idl ~ Ibl-leI- Thus J6 is verified 
and the theorem proved. 0 

Remark. As you may have guessed, 17 cannot be proved for factor 
geometries (Corollary 10.16 below, see also Exercise 2 at the end of Section 
10.10 below). 

10.10 Geometric Interpretation of Factor Geometries 

Let J be the Euclidean join geometry JGS and M a point m in J. Then the 
family J : M is the set of all rays from point m in Euclidean 3-space 
including m as an improper ray. We have converted the family J : Minto 
a factor geometry by introducing the operation of join in J : M. What is 
the specific geometrical significance of the join of two rays? 

Let lal and Ibl be elements of J : M. Four cases may be considered 
(Figure 10.9): 

Case I. lal and Ibl are in general position, that is, lal and Ibl are proper 
rays which are distinct and not opposite. 

Case I/. lal and Ibl are distinct and opposite. 
Case II/. One of lal or Ibl is m. 
Case IV. lal = Ibl. 

~ ~ 
In Case I, lal and Ibl are the rays ma and mb, which form Lamb. The 

join lal-Ibl is the set of rays from m that meet ab-these are the rays that 
lie between lal and Ibl and cover the interior of Lamb. 
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m~lbl 

~Ial 
Ibl ... . 

b 

lal Ibl lal lal 
• .. • .. • •• m a m=b a m a b Ibl 

Case I Case II Case III Case IV 

Figure 10.9 

In Case II, 

lal-Ibl = labl = lam U bm U ml = {Ial, Ibl, m}. 

Thus the join of two opposite rays consists of the two rays and m. 
In Case III suppose, for example, Ibl = m = b. Then 

lal - Ibl = lal - Iml = laml = 14 
Finally, in Case IV we have lal-Ial = 14 
In summary: J : M, in the given instance, is the natural or intrinsic 

geometry of the family of rays from m in which the notion of join (or of 
betweenness of rays) is that naturally induced by the join operation in J. 
Briefly, J : M is a Euclidean ray geometry. 

The ray geometry J : M can be represented graphically (Figure 10.10) 
by taking a sphere S centered at m, and projecting each ray from minto 
the point in which it pierces S. Then if a and b are points of S in general 
position (that is, a and b are distinct and not opposite to each other), the 
rays of the join lal-Ibl will pierce S in the points of ;;b, the (open) minor 
arc of a great circle joining a and b. Thus the ray geometry J : M is 
representable essentially as the natural geometry of a sphere in which the 
join of two points (in general position) is the minor arc of a great circle 
joining them. 

lal 

Figure lO.lO 

To characterize more precisely this "spherical" representation of J : M, 
observe first that there is no point of S that represents the improper ray m 
of J : M. To remedy this we adjoin point m, as a sort of ideal point, to the 
points of S forming a set S'. Then we define the join a' bin S' as follows: 

(1) if a and b are points of S in general position a·b is the (open) minor 
arc of a great circle joining a and b; 
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(2) if a and b are opposite points of S, a· b = {a, b, m}; 
(3) a·a = a; 
(4) a·m = m·a = a. 
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This converts S' into what may be termed a "spherical join geometry" 
which is a representation of (or is isomorphic to) J : M. (For a join 
theoretic treatment of spherical geometries, see Prenowitz [2].) 

EXERCISES 

1. Find the significance of a/bin S', the spherical representation of factor 
geometry J : M given above, when 
(a) a and b are points of S in general position; 
(b) a and b are opposite points of S; 
(c) a = b; 
(d) one of a or b is m. 

2. Prove: If lal is an element of J : M, then lal/lal :J lal and lal/lal:J M. What 
can you conclude about the validity of J7 in J : M? 

3. Prove: If M is a nonempty linear set, then IAIM = IBIM if and only if 
M /(M / A) = M /(M / B). (Compare Exercise 8 at the end of Section 10.4.) 

4. Prove in J : M: 
(a) lal/lbl:J la/bl; 
(b) lal/lbl = laM/bl; 
(c) IAI/IBI:J IA/ BI; 
(d) IAI/IBI = IAM/ BI· 

5. Prove in J : M: 
(a) IAI C IBI and ICI C IDI imply IAI·ICI C IBI·IDI and IAI/ICI c IBI/IDI; 
(b) IAI-IBI = IBI-IAI; 
(c) IAHIBI-ICI) = (IAI-IBIHCI; 
(d) IAI~IBI-ICI if and only if IAI/IBI~ICI; 
(e) IAI/IBI~ICI/IDI implies IAI-IDI~IBI-Iq. 

6. Suppose J is JG3, the join geometry of the Euclidean line, and M is a point m. 
(a) Show that J : M consists of precisely 3 elements. 
(b) Make a table for the join operation - applied to the elements of J : M. 
(c) The same as (b) for the extension operation ;. 
(d) Is J : M a join geometry? (Hint: Theorem 4.29.) 

7. Suppose J is JGl6 and M is a point m. 
(a) Show that J : M consists of precisely 9 elements. 
(b) The same as 6(b). 
(c) The same as 6(c). 
(d) The same as 6( d). 

8. Suppose J is JG5, Euclidean 3-space, and M is a line. Give a geometric 
interpretation of J : M similar to that of J : M in the text of Section 10.10_ 
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10.11 Continuation of the Theory of Factor 
Geometries 

Since JI-J4 hold in a factor geometry J : M (Theorem 10.9), all the 
consequences of JI-J4 developed in Chapters 2 and 3 hold for J : M. (It is 
assumed, of course, that the definitions in Chapters 2 and 3 are adopted 
without change.) It follows that in J: M the join operation can be 
extended to n terms and satisfies the associative and commutative laws of 
Section 2.7. 

The principle IAI·IBI = IABI (Theorem 10.8) can now be extended to n 
terms. 

Theorem 10.10. In J: M, IAII' ... 'IAnl = IAI ... Ani. 

PROOF. By induction, using Theorem 10.8. D 

Corollary 10.10. In J : M, lall· ... 'Ianl = la l ... ani. 

Up till now we have consistently used the notation lal and IAI to 
represent elements and sets, respectively, of a factor geometry J : M. We 
will now use capital letters to represent both elements and sets of J : M. 
However, we will be careful to point out whether a specific capital letter 
represents an element of J : M or a subset of J : M. 

Let A be an element of J : M. Then A, being an M-ray, is a subset of J. 
Thus IAIM = IAI is significant and is, of course, the set of M-rays de­
termined by points of A. But since each a C A determines M-ray A itself, 
we have IAI is the set consisting of the single M-ray A and we write 
IAI = A. We now have an immediate consequence of Theorem 10.8. 

Theorem 10.11. Let A and B be elements of J : M. Then A . B = lAB I. 

PROOF. A· B = IAI·IBI = IABI· D 

The theorem gives an alternative to the definition for finding the join of 
two M-rays-to join M-rays A and B in J : M, find their join in J and 
then form the set of all M-rays determined by points of this join. 

Corollary 10.11. If A I' ... ,An are elements of J : M, then A I' ...• An = 

IA I ·· .Anl· 

10.12 Differences between J : M and J 

We have been emphasizing properties a factor geometry J : M shares with 
the join geometry J. There are some striking differences. First, J : M has 
an identity element. 
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Definition. Let I be an element of a factor geometry J : M such that 
A • I = A for each element A of J : M. Then I is an identity element of 
J:M. 

Theorem 10.12. J: M has a unique identity element, namely, M. 

PROOF. Let A be an element of J : M. Certainly M is an element of J : M, 
and 

A·M = IAMI 
= IAI 
= A. 

(Theorem 10.11) 
(Theorem 8.16) 

Thus M is an identity element of J : M. 
Uniqueness is easily proved. For if I and l' are identities of J : M then 

on the one hand l' . I = 1'. But on the other hand l' . I = I· l' = I. Thus 
1= 1'. 0 

Since J : M has an identity element, our experience with number 
systems leads us to wonder whether elements have inverses. 

Definition. Let A and X be elements of a factor geometry J : M such that 
A· X ::> M, that is, M is an element of A· X. Then X is an inverse of A, or A 
and X are inverse elements. 

Remark. The requirement A . X ::> M in the definition is reasonable in 
the present context. Since the join A . X is a set, the condition A· X = M 
would be unduly restrictive. 

Theorem 10.13. A and X are inverse elements in J : M if and only if in J, A 
.and X are opposite halfspaces of M. 

PROOF. For elements A and X of J : M, Theorem 10.11 implies A • X ::> M 
is equivalent to IAXI::> M. But the condition IAXI::> M holds in J : M if 
and only if the condition AX ~ M holds in J. By employing definitions, we 
obtain the result. 0 

Corollary 10.13.1. In J : M each element A has a unique inverse, which may 
be expressed as M / A. 

PROOF. A has a unique inverse, since it has a unique opposite (Theorem 
8.20). Hence the relation A • X ::> M has a unique solution X, which by the 
definition of extension is M / A. 0 

Remark. If in the corollary one replaces the extension operation in 
J : M by that in J, the corollary is still valid, since by Theorem 8.20, M / A 
is the halfspace opposite to A. 

Definition. If A is any element of a factor geometry J : M, then A-I 
denotes the inverse of A. Similarly, if S is any set of elements of J : M, 
S -1 denotes the set of inverses of the elements of S. 
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Corollary 10.13.2. (A -1)-1 = A jor any element A oj J : M. 

It seems rather remarkable that in J : M division (extension) can be 
reduced to multiplication Goin) as in elementary algebra: 

Theorem 10.14. Let A and B be elements oj J : M. Then A / B = A . B- 1• 

M 

Figure 10.11 
B 

PROOF. There is now sufficient information available to formulate a proof 
by reasoning wholly in J : M. Let X denote an element of J : M (Figure 
10.11). Suppose 

X c A/B. 

By Corollary 10.13.1, 

B- 1 = M/B. 

We eliminate B between (1) and (2). We have 

A/X ~ B ~ M/B- I. 

Hence by J6 and the identity property of M (Theorem 10.12) 

A . B -I ~ X' M = X, 

that is, X cA· B- 1• Thus A / B CA· B- 1• 

Conversely suppose 

(I) 

(2) 

(3) 

We eliminate B -I between (2) and (3), getting M / B ~ X/A, and there­
fore M·A ~B·X. Hence A ~B'X and X cAl B. Thus A·B- I CA/B, 
and the theorem holds. 0 

Corollary 10.14. Let Sand T be subsets oj J : M. Then S/T= S· T- I • 

We conclude this section by showing that the familiar algebraic princi­
ple for the inverse (or reciprocal) of a product is valid in J : M. 

Theorem 10.15. Let A and B be elements oj J : M. Then 

(A'B)-I = A-I'B- I. 



10.12 Differences between J : M and J 423 

~><=:y 
B- 1 A 

Figure 10.12 

PROOF. Let X, Y denote inverse elements of J : M (Figure 10.12). Suppose 

X C (A.B)-I. (1) 

By definition YeA· B. Then X· Y :) M implies 

X·A·B :) M. (2) 

We obtain from (2) by applying Corollary 10.13.1 and Theorem 10.14: 

X·A ~ MIB = B-1, 

X~ B-IIA = B-I·A- I = A-I·B- I. 

Thus (1) implies 
(3) 

Conversely, that (3) implies (1) is shown by essentially retracing steps, and 
so the theorem follows. 0 

Corollary 10.15. Let 8 and T be subsets of J : M. Then 

(8·T)-1 = 8-1. T- I • 

Theorem 10.16. Let A be an element of J : M. Then AI A:) {A, A -I, M}. 

PROOF. By Theorem 10.14, A I A = A • A -I. But 

. A ·A- I :) M. 
Hence A·A·A-I:)A·M=A, so that A·A-I:)A. Similarly A·A- I :) 
A - I, and the theorem follows. 0 

Corollary 10.16. J7 fails in J : M if M <FJ. 

EXERCISES 

Capital letters denote elements of a factor geometry J : M. 

1. Verify Theorems 10.14 and 10.15 in S', the spherical representation of J : M 
of Section 10.10. (See Exercise 1 at the end of Section 10.10.) 

2. The same as Exercise 1 for J : M of 
(a) Exercise 6, 
(b) Exercise 7, 
at the end of Section 10.10. 
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3. Prove: Join geometry J contains an identity if and only if J consists of a 
single point. 

4. Prove inJ: M: A/A =A if and only if A = M. 

5. Prove in J: M: A/ B = IAI BI. 
6. Prove in J : M: 

(a) A/B·C=(A/B)/C; 
(b) A·(B/C)=A·B/C; 
(c) A/(B/C)=A·C/B; 
(d) (A/B)·(C/D)=A·C/B·D; 
(e) (A/B)/(C/D)=A·D/B·C. 
({be same conventions as regards omission of parentheses that are used in J 
are used in J : M.) 

7. Prove in J : M: AI· ... ·An:J M if and only if 

AI· ... ·Aj_I·Aj+ l • ••• ·An :J Aj- I 

for 1 .;;; i .;;; n. Interpret geometrically. 

8. Prove that the converse of J6 is valid in a factor geometry J : M. 

9. (a) Let J be the Euclidean join geometry JG5. Verify in J : M that A/A = 
{A, A -I, M} when M is a point; a line; a plane. 

(b) Find a factor geometry J : M where A/A -=1= {A, A -I, M}. 

10. Prove: If a join system satisfies JI-J6 and has an identity element, then it has 
a unique identity element, and moreover every element of the system has a 
unique inverse. 

* 11. Prove: If every line in join geometry J is ordered (Section 4.24) and M is a 
nonempty linear set in J, then in the factor geometry J : M it follows that 
A/A = {A, A -I, M}. 

10.13 A Correspondence Relating J : M and J 

Any subset of a factor geometry J : M is a family of M-rays or halfspaces 
of M, and its union by definition is an M-cone in join geometry J. This 
relation between J : M and J is formalized in the following definition. 

Definition. Let S be a subset of a factor geometry J : M. Then the union of 
the members of S is denoted by S* (read S star). 

The symbol S* merely denotes the M-cone determined by S, and is 
introduced because the correspondence S ~ S* yields interrelations be­
tween J : M and J. As examples, observe first that if S = {A}, where A is 
an element of J : M, then S* = A; and secondly that (J : M)* = J. 

Elementary properties of the * operation are now formulated and 
proved. 
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Theorem 10.17. Let SI and S2 be subsets of a factor geometry J : M. Then 
S] C S2 if and only if Sf C Sf. 

PROOF. Suppose Sl C S2. Then Sf C S{ is the set theoretic fact that the 
union of the members of S] is contained in the union of the members of 
S2. Conversely, suppose Sf C Sf. Let A be a member of Sl. Then A C Sf, 
so that A C S{. Let peA. Then p is a point of the M-cone S{ and so 
belongs to some M-ray, say B, of S2. Hence A ~ B, and A = B follows. 
Thus A is a member of S2' and we infer S] C S2. 0 

Theorem 10.lS. The mapping (I) : S -7 S* effects a one to one correspon­
dence between the family F of subsets of a factor geometry J : M and the 
family G of M-cones of the join geometry J. 

PROOF. Let S be a member of F, so that S is a set of M-rays. Then S* is 
clearly an M-cone of J, that is, a member of G. Thus (I) associates with 
each member of F a specific member of G. 

Now let Sf be a member of G. We show that Sf is the correspondent [as 
determined by (I)] of some member of F. Sf is an M-cone and by 
definition the union of some set S of M-rays. Thus S is a subset of J : M 
and so a member of F. By definition S* = Sf, and Sf is the correspondent 
of S [as determined by (I)]. Thus (I) effects a correspondence between the 
families F and G. 

Finally we show the correspondence (I) is one to one. Suppose Sl and 
S2 are distinct members of F. Their correspondents in G are Sf and Sf. 
Assume Sf = Sf. By the previous theorem Sl = S2' contrary to supposi­
tion. Thus our assumption is false, and Sf and S{ are distinct. To 
summarize: distinct members Sl' S2 of F have distinct correspondents 
Sf, S{ in G. Hence the correspondence effected by (I) is one to one, and 
the proof is finished. 0 

A lemma is now introduced which relates the M-cone generated by a set 
of points S and the family of M-rays determined by the points of S. 

Lemma 10.19. Let S be a set of points of join geometry J and M a nonempty 
linear space. Then 

PROOF. By definition, SM = MS j M, and so is the union of all M-rays of 
the form Msj M where s C S. But (ISIM)* is precisely this union. Hence 
the lemma is proven. 0 

The lemma asserts: Let S be a set of points, take the M-rays determined 
by the points of S and form their union. The result is the M-cone 
generated by S. 
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Theorem 10.19. Let S be a subset of J : M. Then IS*IM = S. 

PROOF. Note that S* is a subset of J; IS*IM is significant and a subset of 
J : M. We apply the * operation to IS*IM. By the lemma (IS*IM)* = 
(S*)M. But since S* is an M-cone, (S*)M = S*, so that (IS*IM)* = S*. 
Since IS*IM and S have the same correspondent under the star correspon­
dence, the previous theorem implies IS*IM = S. D 

The theorem is not very deep. It simply says that the family of M-rays 
determined by points in the union of a given family of M-rays is precisely 
that given family. 

Corollary 10.19. Let S and T be subsets of J : M. Then s· T = 1 S* T*I M. 

PROOF. By the theorem, S = 1 S*I M = 1 S*I and T = 1 T*I. By Theorem 10.8, 
S· T= IS*I·IT*I = IS*T*I· D 

The corollary gives a means for constructing the join of two sets in 
J: M-take the M-cones determined by the given sets, find their join in J, 
and form the set of all M-rays determined by points of this join. 

Theorem 10.20. Let A and B be elements of J : M. Then 

(A· B)* = (AB)M. (1) 

PROOF. Note in (1) that in the left member A . B denotes a join of elements 
in J : M, while in the right member AB denotes a join of sets in J. By 
Theorem 10.11 and Lemma 10.19, 

(A·B)* = (IABIM)* = (AB)M· D 

The theorem may be described so: the star operation converts the join 
of two elements of J: M into the M-cone generated by their join as 
subsets of J. 

Corollary 10.20. Let AI' ... ,An be elements of J : M. Then 

(AI· ... ·An)* = (AI·· . An)M· 

PROOF. Apply the method of the theorem using Corollary 10.11 instead of 
Theorem 10.11. D 

10.14 Convexity in a Factor Geometry 

As we have observed above (Section 10.11, first paragraph) the theory 
developed in Chapters 2 and 3 for join geometries J is valid for factor 
geometries J : M. Specifically, the results on convex sets, their interiors 



10.14 Convexity in a Factor Geometry 427 

and closures and convex hulls in those chapters are valid in J : M. We 
derive now some relations between convexity in J : M and convexity in J. 
But first we find it convenient to state the definition of convexity in J : M 
and to set up notation for convex hulls. 

Definition. Let S be a subset of a factor geometry J : M. Then S is convex 
(in J : M) if for A and B elements of S, A • B c S. The convex hull of S (in 
J: M), denoted by [S], is the least convex set in J : M that contains S. 

Note that, as in J, the convex hull of a set S in J : M always exists and 
is the intersection of all convex sets containing S. 

Theorem 10.21. Let S be a subset of J : M. Then S is convex (in J : M) if 
and only if S* is convex (in J). 

PROOF. Suppose S is convex. Let a, b c S*. Then lal, Ibl c S. By the 
convexity of S, lal·lbl C S. Thus by Lemma 10.19 and Theorem 10.17, 

ab C {ab)M = (labI M)* = (Ial·lbi)* C S*, 

and S* is convex by definition. 

Conversely, suppose S* convex. Let A and B be elements of S. Then 
A, Be S*, and the convexity of S* yields AB C S*. Hence by Theorems 
10.11 and 10.19, 

A·B = IABIM c IS*IM = S, 
and S is convex by definition. o 
Corollary 10.21. S ~ S* effects a one to one correspondence between the 
family of convex subsets of a factor geometry J : M and the family of convex 
M-cones of the join geometry J. 

PROOF. Apply Theorem 10.18. o 
Next a relation between convex hulls in J: M and convex M-conar 

hulls in J (Section 9.17). 

Theorem 10.22. Let S be a subset of J : M. Then 

[S]* = [S*lM' 

PROOF. First we show 

(I) 

IS] is a convex set in J : M. Hence [S]* is a convex set in J (Theorem 
10.21). Certainly [S]* is an M-cone. Since (S] ::> S, we have 

[S]* ::> S* (Theorem 10.17). 
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Thus by definition [S]* must contain the convex M-conar hull of S*, that 
is, (l) holds. 

To prove the reverse inclusion, observe by Theorem 10.18 that [S*]M is 
the correspondent under the star correspondence of some subset T of 
J : M, that is, 

(2) 

Note that T*::J S*. Hence T::J S (Theorem 10.17). Since T* is convex in 
J, T must be convex in J: M (Theorem 10.21). Thus T::J [S] and 
T*::J (S]* (Theorem 10.17). By (2) 

[S*]M ::J [S]*, 
and the theorem holds. o 

Thus the star operation converts the convex hull of a subset S of J : M 
into the convex M-conar hull of S*, the M-cone determined by S, or in the 
terminology of Section 9.17, into the convex M-cone generated by the 
family S of M-rays. 

10.15 Linearity in a Factor Geometry 

Linear set and linear hull are defined in a factor geometry as in a join 
geometry. 

Definition. Let S be a subset of a factor geometry J : M. Then S is linear 
(in J : M) if for A and B elements of S, A· B c S and A / B c S. The 
linear hull of S (in J : M), denoted by <S>, is the least linear set in J : M 
that contains S. 

Note that as in J, the linear hull of a set S in J : M always exists and is 
the intersection of all linear sets containing S. Also the notion of linear 
hull extends, as in J, to n subsets of J : M. Thus if SI' ... , Sn are subsets 
of J: M, we use <SI' ... ,Sn> to denote the least linear set in J: M 
containing SI' ... , Sn' and call it the linear hull of SI' ... , Sn' 

It is interesting that the basic results on linear sets in J, Theorems 
6.1-6.6 and 6.8-6.14 and corollaries, can be proved without appealing to 
Postulate J7 and so are valid in J : M by Theorem 10.9. However, our 
treatment of subsequent material will not depend on the validity of these 
results for J : M. We now proceed to derive properties of linear sets in 
J:M. 

Theorem 10.23. In J : M, a set S is linear if and only if S is convex and 
S= S-I. 

(Compare Theorem 6.1.) 
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PROOF. Suppose S is linear. By definition S is convex and closed under 
extension. If S = 0 then S = S - I. Suppose S =1= 0; let A be an element of 
S. Then 

S-::;AIA-::;M (Theorem 10.16) 

and S-::;MIS=S-I. But this implies S-I-::;(S-I)-I=S, so that S= 
S-I. 

Conversely, let S be convex and S = S -I. By convexity of S and 
Corollary 10.14, 

S -::; S·S-I = SIS. 

Thus S is closed under extension and linear by definition. 

Corollary 10.23.1. In J : Many nonempty linear set contains M. 

Corollary 10.23.2. In J : M, let S and T be linear. Then 

(a) S· T is linear; 
(b) (S, T) = S· T provided S, T=I=0; 
(c) S· T= SIT. 

(Compare Theorems 6.5, 6.14.) 

PROOF. (a) S· T is convex, and (S· T) - 1 = S -I . T -I = S· T. 

o 

(b) S· T -::; S· M = S; similarly S· T -::; T. The result follows using (a). 
(c) S· T= S· T- I = SIT. 0 

Corollary 10.23.3. Let Sand T be nonempty subsets of J : M. Then (S, T) 
=(S) ·(T). 

PROOF. Using Corollary 1O.23.2(b), we have 

(S, T) = «S), (T) > = (S) ·(T). o 

Theorem 10.24. Let A be an element of J : M. Then A I A is linear; in fact, 
(A)=AIA. 

PROOF. First we prove AI A is linear. We have 

(AIA)'{AIA) = A·A-1·A·A- 1 = A·A·{A·A)-I 

= A ·A-1 = AlA, 

and so A I A is convex. Moreover 

{AIA)-I = {A'A-1)-1 = A-I'A = AlA. 

Thus AI A is linear (Theorem 10.23). By Theorem 10.16, AI A -::; A, and 
(A) = AI A follows. . 0 
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Corollary 10.24. Let AI' ... ,An be elements oj J : M. Then 

<AI' ... ,An> = (Ad AI) ..... (Ani An)· 
(Compare Theorem 6.9.) 

PROOF. By induction, using Corollary 10.23.3, we can prove 

<AI' ... ,An> = <AI> .... ·<An>· 
Application of the theorem then yields the result. 

EXERCISES 

l. Prove: If Sand T are subsets of J : M, then 
(a) (S U T)* = S* U T*; 
(b) (S n T)* = S* n T*; 
(c) (S - T)* = S* - T*. 

2. Prove: If A and B are elements of J : M, then 
(a) (A·B)*=ABIM; 
(b) (AI B)* = AI B; 
(c) (AIB)-I=BIA. 

3. Prove: If Sand T are subsets of J : M, then 
(a) (S· T)* = S*T* I M; 
(b) (SIT)* = S* IT*; 
(c) SIT= IS* IT*IM' 

o 

4. Prove: If A I' ... ,An are elements of J : M such that AI' .... An :J M, then 
<A I, .•. , An) = (A I' ... , An] = AI' .... An' Interpret the result geometrically 
in JG5. 

5. Let S be a subset of a factor geometry J : M. Prove S is linear (in J : M) if and 
only if S* is linear (in J). 

6. Prove: If S is a subset of J : M, then <S)* = (S*). 

7. Let S be a convex set in J : M. 
(a) Give in J : M definitions for the interior of S, denoted by ~(S), and the 

closure of S, denoted by e(S). 
(b) Prove: (i) ~(S)* = ~(S*); (ii) e(S)* = e(s*). 
(c) Give a proof of Theorem 9.32 based on the results in part (b). 

8. Prove: If S is a subset of J : M, then 
(a) [Sr 1 = [S -I]; 
(b) <S) = <S -I). 

10.16 The Cross Section Correspondence 

We return now to work in ajoin geometry J. Our aim is to establish results 
in J that lead to interesting correspondences between factor geometries. 
This section is devoted to a type of correspondence between certain 
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families of halfspaces, which has its origin in a simple sectioning operation 
on a halfspace. The correspondence is established in Theorem 10.27 and 
leads, in the next section, to an important isomorphism theorem. We begin 
with two theorems needed to prove Theorem 10.27. . 

The first theorem is a weak form of distributive law for intersection with 
respect to extension of sets. It is similar to the modular identity in lattice 
theory (see Mac Lane and Birkhoff [1], p. 491). 

Theorem 10.25 (Modular Law). In a join geometry let A and B be sets of 
points, L a linear space and BeL. Then 

(A/ B) n L = (A n L)/ B. 

L 

Figure 10.13 

PROOF. First we show (Figure 10.13) 

(AnL)/B c(A/B)nL. 

Certainly A n LeA implies 

(AnL)/BcA/B. 

Moreover the relations A n L eLand BeL yield 

(A n L)/ BeL. 

The relations (2) and (3) imply (l). 
To prove the reverse inclusion 

(A/ B) n L c (A n L)/ B, 

suppose 

x c (A/B) n L. 

Then 

x C alb, 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

where a C A, be B and also xc L. Solving (6) for a gives a ~ bx C L. 
Thus a cAn L, and (6) implies 

x c (A n L)/B. (7) 

Thus (5) implies (7), so that (4) is verified and the theorem follows. 0 
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Remark. The conclusion of the theorem may be written, in view of 
BeL, 

(A/ B) n L.= (A n L)/ (B n L), 
and so the theorem may be considered a weak form of distributive law for 
intersection with respect to extension. (See Exercise 1 at the end of Section 
10.17 below for a second modular law for extension, and Section 12.9 for 
similar principles involving operations other than extension.) 

Theorem 10.26 (The Cross Section Theorem). In a join geometry let H be a 
ha/fspace of the nonempty linear space A. Let linear space X intersect H and 
A. Then H n X is a ha/fspace of An X. 

x 

Figure 10.14 

PROOF. Note that A n X is a nonempty linear space (Figure 10.14). Let 
x e H n X. Choose x' such that x' e (A n X)/ x. Then xx' ~A and 
x~A/x'. Thus H~A/x', and H=A/x' by Theorem 8.13. Note x' eX. 
By Theorem 10.25, 

H nX = (A/x') n X = {A n X)/x'. 

Thus H n X is a halfspace of A n X by definition. o 
Theorem 10.27. In a join geometry let A and B be linear spaces such that 
A ~ B. Let H be in B : A. Then the cross section mapping 

H ~ H n B (l) 
effects a one to one correspondence between the family of ha/fspaces B : A 
and the family of ha/fspaces B : (A n B). 

PROOF. Suppose H is in B : A, that is, H is a halfspace of A determined by 
a point of B (Figure 10.15). Then B intersects H as well as A, so that 
H n B is a halfspace of An B (Theorem 10.26). Thus (1) associates with 
each member of B : A a specific member of B : (A n B). 

Now consider any member H' of B : (A n B). We show that H' is the 
correspondent [as determined by (1)] of some member of B : A. Suppose 
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AnB 
B~----~~T------J 

Figure 10.15 
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H' is determined by point b of B. Let HI be the halfspace of A determined 
by b. Then HI is in B : A, and its correspondent HI n B is in B : (A n B). 
But be HI n B. Hence HI n B = H' (Theorem 8.13), and H' is the 
correspondent of HI as determined by (1). Thus (1) effects a correspon­
dence between the families B : A and B : (A n B). 

Finally we show the correspondence is one to one. Suppose H2 and H3 
are distinct elements of B : A. Their correspondents in B : (A n B) are 
H2 n Band H3 n B. Suppose 

(2) 

Then H2 ~ H3, so that H2 = H3, contrary to supposition. Thus (2) is false, 
and H2 n Band H3 n B are distinct. Hence the correspondence effected 
by (1) is one to one, and the proof is finished. 0 

Next we show <A, B> : A = B : A, so that the cross section mapping 
relates <A, B> : A and B : (A n B). 

Theorem 10.28. In a join geometry let A and B be linear and A ~ B. Then 

<A,B>:A = B :A. 

Figure 10.16 



434 10 Factor Geometries and Congruence Relations 

PROOF. First we show 

<A, B) : A c B : A. (1) 

Let H be an element of <A, B) : A (Figure 10.16). By definition H is a 
halfspace of A that contains a point pc <A, B). Then by Theorem 6.14, 

p c A/Be A/<A, B) = A/ (A/ B). 

Then for some b c B, 
~ 

p c A/{A/b) = Ab (Theorem 8.17). 
~ ~ 

Hence H ~ Ab and H = Ab. Thus H is a halfspace of A that contains a 
point of B, that is, H is an element of B : A and (I) holds. The reverse 
inclusion B : A C <A, B) : A follows directly from Be <A, B). D 

Theorem 10.29. In a join geometry let A and B be linear and A ~ B. Then 
the cross section mapping H ~ H n B effects a one to one correspondence 
between <A, B) : A and B : (A n B). 

PROOF. Apply the last two theorems. D 

10.17 Isomorphism of Factor Geometries 

First we observe that if L is a linear space in a join geometry J, and L 
contains the nonempty linear space M, then L : M is indeed a factor 
geometry (as defined in Section 10.8) under the join operation· defined in 
Section 10.7. This result follows immediately from the observation that L is 
a join geometry with join and extension operations those of J, merely 
restricted in their application to points of L (Section 6.6). Hence if A and 
B are linear with A ~ B, then <A, B) : A and B : (A n B) are factor 
geometries. The last theorem is now extended to show that the factor 
geometries <A, B) : A and B : (A n B) have the same structure or are 
isomorphic. Recall that the notion of isomorphism was formulated in 
Section 5.5 for arbitrary join systems. 

Theorem 10.30 (Isomorphism Theorem). In a join geometry let A and B be 
linear spaces such that A ~ B. Then the factor geometries <A, B) : A and 
B : (A n B) are isomorphic. 

PROOF. By the last theorem the err ss section mapping H ~H n B effects a 
one to one correspondence between the sets <A, B) : A and B : (A n B). 
We have to show only that the correspondence is an isomorphism between 
the factor geometries <A, B) : A and B : (A n B). 

Let H be an arbitrary element of <A, B) : A. We have 

<A, B) : A = B : A (Theorem 10.28). 
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Hence H is an element of B : A and can be expressed in the form (Section 
10.6) 

xC B. (1) 

Now H n B, the correspondent of H, is an element of B : (A n B), and so 
a halfspace of An B determined by some element of B. But (1) implies 

H n B = IxlA n B :J x. 

Thus 

H n B = IxIAnB. 
The cross section mapping then takes on the simple form 

IxlA ~ IxlA nB' (2) 

where x is an arbitrary point of B. Suppose b, b' c B. Then 

IblA ~ IbIAnB, Ib'IA ~ Ib'IAnB' 
Now consider the product IblA '1b'IA' By definition 

IbIA" Ib'IA = Ibb'IA' (3) 
The right member of (3) is the set of IxlA for x ebb'. Similarly 

IblAnB "1b'IAnB = Ibb'IAnB' (4) 
and the right member of (4) is the set of IxlAnB for x ebb'. Hence by (2) 
the cross section mapping effects a correspondence between the products 
IbI A " Ib'IA and IbIAnB" Ib'IAnB' and is an isomorphism between 
<A, B> : A and B : (A n B). This establishes the theorem. 0 

Geometric Interpretation. Let J be JG5 the 3-dimensional Euclideanjoin 
geometry. Let A be a line and B a plane such that A n B is a point (Figure 
10.17). Then <A, B> = J, and <A, B> : A is the natural geometry of the 
halfplanes in J with edge A. Similarly B : (A n B) is the natural geometry 
of the rays in B with endpoint An B. The cross section mapping is easily 
pictured, and the two factor geometries are seen to be isomorphic-essen­
tially, each is the natural geometry of a circle. (Center a circle in plane B at 

H A 

Figure 10.17 
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point A n B and follow the procedure for the spherical representation of 
the ray geometry of Section 10.10. See also Exercise 8 at the end of Section 
10.10.) 

Note. The Isomorphism Theorem bears a close analogy to a well-known 
isomorphism theorem in the theory of groups. See Barnes [1], p. 55, 
Theorem 2.22, or Mac Lane and Birkhoff [1], p. 458, Theorem 2. For other 
analogies between the theory of join geometries and group theory see 
Prenowitz [3]. A join theoretic treatment covering several geometrical 
theories and the theory of abelian groups is found in Prenowitz and 
Jantosciak [1]. 

EXERCISES 

1. Prove a second modular law: In a join geometry if A and B are sets of points, L 
a linear set and A c L, then 

(A/B) n L = A/(B nL). 

Interpret the result geometrically. 

2. Convince yourself that the example of a factor geometry J : M given in Section 
10.10 is isomorphic to its spherical representation S'. 

3. Prove: J : M is isomorphic to itself under the correspondence A ~ A -I for each 
element A of J : M. 

4. Suppose every line in join geometry J is ordered (Section 4.24). Prove: 
(a) If a =fob then <a, b) : a contains exactly three elements. 
(b) If a =fob and c =fod, then the factor geometries <a, b) : a and <c, d) : care 

isomorphic. 

5. Prove for any isomorphism between factor geometries J : M and J' : M' that 
(a) M' is the correspondent of M; 
(b) if the element A of J : M corresponds to the element A' of J' : M', then 

A -I corresponds to (A,)-I. 



Exchange Join Geometries- 11 
The Theory of Incidence 

and Dimension 

A new postulate is now introduced which permits "exchange of points" in 
the generation of linear hulls. The postulate is equivalent to a most basic 
property of Euclidean geometry: two points determine a line. Join geome­
tries that satisfy the new postulate are called exchange join geometries or 
exchange geometries. It is in an exchange join geometry, rather than an 
arbitrary join geometry, that incidence relations among linear spaces can 
be satisfactorily studied. Under consideration will be the complex of 
relations suggested by familiar propositions of elementary geometry, such 
as, three noncollinear points belong to a unique plane or, in 3-space if two 
distinct planes meet their intersection is a line. The concept of dimension 
(or rank), which indicates the relative complexity of linear spaces and 
organizes them into a hierarchy, takes on a central position in the develop­
ment. A key result involving it, The Dimension Principle (Theorem 11.12), 
generalizes familiar properties of lines and planes in Euclidean geometry. 
Finally various notions of linear dependence are shown to be equivalent 
and the concepts of rank and height of a linear space are identified. 

11.1 Exchange Join Geometries 

The familiar incidence properties of Euclidean geometry) cannot be de­
rived from JI-J7 and do not hold in an arbitrary join geometry. Indeed, 
the property that two distinct points belong to a unique line is independent 
of J1-J7 (see Exercise 2 at the end of Section 11.2). It is necessary 

I See Hilbert [1], pp. 3-4; Prenowitz and Jordan [1], Chapter 7. 

437 
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therefore to postulate this property, or an equivalent, in order to obtain the 
familiar theory of incidence. It seems somewhat remarkable that the 
property is sufficient. Actually it is sufficient merely to assume the follow­
ing property: 

E. Exchange Postulate. If c c <a, b) and c =1= a, then < a, b) = <a, c) . 

• • • 
c a b 

Figure 11.1 

The Exchange Postulate says in effect that if c belongs to line ab, and is 
distinct from a, then line ab and line ac are the same (Figure 11.1). 
Postulate E may be described as an "exchange" principle, since it permits 
us to exchange b for c in <a, b) without affecting the result. 

Join geometries that satisfy Postulate E deserve a name. 

Definition. A join geometry that satisfies Postulate E is called an exchange 
join geometry or an exchange geometry. 

Observe that Euclidean geometry satisfies Postulate E and that JG3, 
JG4 and JG5 are exchange geometries. 

11.2 Two Points Determine a Line 

Postulate E is equivalent to the familiar Euclidean property that two points 
"determine" a line. Specifically we have the following result. 

Theorem 11.1. A join geometry is an exchange geometry if and only if a =1= b 
implies there exists a unique line containing a and b, namely, <a, b). 

PROOF. Suppose our join geometry is an exchange geometry, that is, 
Postulate E holds. Let a =1= b. Certainly < a, b) :::) a, b and is a line. Suppose 
line L:::) a, b. To show 

L = <a, b), (1) 

let L = <c, d), c =l=d. Then a, b c <c, d). The relation c =l=d implies a =l=c 
or a =l=d, let us say a =l=c. By Postulate E, 

L = <c, d) = <c, a) = <a, c). (2) 
Then b c <a, c) and b =1= a, so that Postulate E implies 

<a, c) = <a, b). (3) 

By (2) and (3), (1) holds and <a, b) is the unique line containing a and b. 
Conversely, suppose a =l=b implies <a, b) is the unique line containing a 

and b. Suppose p c <q, r) and p =l=q. Then q =l=r, since otherwise p = q 
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results. Hence <q, r) is a line and contains p, q. By uniqueness <p, q) = 
<q, r), and Postulate E holds, so that our join geometry is an exchange 
geometry. 0 

Corollary 11.1. In an exchange geometry, if a and b are distinct points, there 
exists a unique line containing a and b, namely, <a, b). 

EXERCISES 

1. Convince yourself that all the join geometries JGI-JGI5 are exchange geome­
tries. 

2. Show that JG 16 is not an exchange geometry. Is the Exchange Postulate 
deducible from Jl-J7? Do two distinct points determine a line in JGI6? 

3. Prove: In an exchange geometry, if two distinct lines meet, then their intersec­
tion is a point. 

4. Prove: In an exchange geometry, points a, b, e are distinct and not contained in 
a line if and only if they are linearly independent. 

5. Prove: A join geometry is an exchange geometry if and only if a, b, e are 
distinct points of a line implies 

ab, ae, be c abc. 

6. Prove that IRn (Sections 5.6-5.9) is an exchange geometry. (You may want to use 
the exercises on the Join Geometry IRn at the end of Section 6.18.) 

11.3 A Basis for a Linear Space 

Suppose that L is a finitely generated linear space in an arbitrary join 
geometry and aI' ... , an generate L, that is, 

L = <aI' ... ,an)' 

Then some of the a's may be redundant as generators of L, for L may be 
generated by fewer than all n of the a's. However, if aI' ... , an are linearly 
independent, then no fewer than all n of the a's generate L. This is easily 
seen. For suppose L is generated by r of the a's, where r < n. Since the 
order of the a's is immaterial, we may assume L = <aI' ... , ar ). Then 
an C L implies 

an C <aI' ... ,ar ) C <aI' ... ,an-I)' 

contrary to the linear independence assumption. 
Conversely, if no fewer than all n of the a's generate L, then the a's are 

linearly independent. This is also easily seen. For suppose aI' ... , an are 
linearly dependent, that is, for some i, 
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Then 

results, contrary to the minimal nature of the a's. 
Therefore a linearly independent set of generators of a linear space L 

can be characterized as a minimal set of generators of L. 

Definition. In any join geometry let {aI' ... , an} be a linearly independent 
set of generators for linear space L. Then {al' ... , an} is basis for L. 

Remark. Recall from Section 6.15 the convention that if {a I, ... , an} is 
specified to be a linearly independent set, then the a's are assumed distinct. 
This convention is applied to a basis: if {aI' ... , an} is specified to be a 
basis for some linear space, the a's are assumed distinct. 

Note that 0 is a basis for the linear space 0, and each point is a basis 
for itself as a linear space. 

It is our objective to show that in an exchange geometry if L is linear 
and has a basis, then any two bases of L contain the same number of 
points. This is not valid in an arbitrary join geometry (see Exercise 2 at the 
end of Section 11.4 below.) 

A linear space has a basis if it has a finite set of generators. 

Theorem 11.2. In any join geometry, if L is a finitely generated linear space, 
then L has a basis. 

PROOF. If L = 0, the theorem holds. Thus suppose L = <aI' ... , an)' 
Consider those subsets of {aI' ... , an} which generate L, and let S be one 
with a minimum number of a's. Then no proper subset of S can generate 
L, that is, S is a minimal set of generators of L. Thus as we saw above (the 
paragraph preceding the definition), S is linearly independent, and so a 
basis for L. D 

11.4 Incidence Properties 

We develop an incidence theory for exchange geometries. First Postulate E 
is generalized to apply to an arbitrary linear space. 

Theorem 11.3. In an exchange geometry let L be a linear space, be <L, a) 
and b e: L. Then <L, a) = <L, b). 

PROOF. If L = 0, then b = a and the theorem holds. Suppose L =1= 0. The 
relation be <L, a) implies <L, b) c <L, a). To prove the reverse inclu­
sion we show 

a C <L,b). (1) 
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Let a' C L. Then using Theorem 6.14 we have 

b c <L, a) = <L, <a', a» = L/<a' , a). 

Hence there exist p, q such that 

b c p/q, peL, q c <a', a). 

Suppose q = a'. Then b c p / q implies beL, contrary to hypothesis. 
Hence q=l=a' , and we have, using Postulate E and q cp/b, 

a c <a', a) = <a', q) c <a',p, b) c <L, b). 

Thus (1) holds, so that <L, a) c <L, b), and the theorem follows. D 

Corollary 11.3. In an exchange geometry, suppose be <aI' ... ,am) but 
be: <aI' ... ,am-I). Then <aI' ... ,am) = <aI' ... , am-I, b). 

PROOF. Let L = <aI' ... ,am-I). Then 

b c <aI, .. ·, am) = «aI, . .. , am-I)' am) = <L, am)' 

but b e: L. By the theorem, 

<aI' ... ,am) = <L, am) = <L, b) = <aI' ... ,am-I, b). D 

The corollary is generalized in the following theorem. 

Theorem 11.4 (Exchange Lemma). In an exchange geometry, suppose be 
<aI' ... ,am) but be: <aI' ... ,ar ) for some r satisfying I..; r <m. Then 
there is an ai' r < i ..; m, which may be exchanged for b without altering 
<a p ••• , am)' that is, 

<aI' ... ,am) = <aI' ... ,ai-I, b, ai+ I, ... ,am)· (1) 

PROOF. The hypothesis implies the existence of integer i, r < i ..; m, such 
that 

b c <aI' ... , ai), 

By the last corollary 

<aI' ... ,ai) = <aI' ... ,ai-I, b), 

so that 

from which (1) follows. D 

Corollary 11.4. In an exchange geometry, if be <aI' ... , am), then for some 
i, I..; i"; m, 

PROOF. If b = aI' let i = 1. If b =1= aI' then the theorem applies with r = 1. D 
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EXERCISES 

I. Interpret Corollary 11.3, Theorem 11.4 and Corollary 11.4 geometrically. 

2. In the set T of all ordered triples (XI' X2, X3) of real numbers, define a join 
operation . as follows: 

(al> a2, a3)' (hi' h2' h3) is the set of all (XI' X2, X3) such that Xi C ai' hi' i = 
1,2,3; and . here is as defined in JGI3. 

Show that (T, .) is a join geometry, and compare it with JGl6. Find two 
bases for T with different cardinal numbers. 

3. Prove: In any join geometry, if L = <ai' ... ,0.,,), then some subset of 
{ai' ... , an} is a basis for L. 

4. Prove: In an exchange geometry three noncollinear points belong to a unique 
"plane". That is, if ai' a2' a3 are distinct and not contained in a line and 
ai' a2, a3 C <hi, h2' h3), then <al> a2,o a3) = <hi' h2,o h3)' 

5. In an exchange geometry, let 8 be a set of points, he <8, a) and h g: (8). 
Prove <8, a) = <8, h). 

6. In any join geometry suppose linear spaces A and B have bases {ai' ... , a.",} 
and {hl>" ., hn }, respectively. Does <A, B) have a basis? If so, explain how to 
obtain one. 

11.5 The Exchange Theorem 

In an exchange geometry, if L is a finitely generated linear space, say 
L = (ai' ... ,an>' the Exchange Lemma (Theorem 11.4) enables us to 
change one point in the set of generators {ai' ... , an} of L and obtain a 
different set of generators. Sometimes we wish to change several or even all 
points in a set of generators of L to form a new set of generators. In 
Euclidean geometry, for example, let L be a plane <ai' a2' a3> (Figure 
11.2). It is often necessary to re-express L as (b l , b2, b3> where bl , b2, b3 

are points of L. Clearly bl , b2, b3 cannot be chosen arbitrarily-they must 
be distinct and noncollinear, and so independent. This and similar situa­
tions suggest the following Exchange Theorem, which is a key result in our 
theory of incidence and is a form of the well-known exchange theorem of 
Steinitz in the algebraic theory of dependence (see van der Waerden [1], p. 
101, Corollary 4). 

Figure 11.2 
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Theorem 11.5 (Exchange Theorem). In an exchange geometry let 

<ai' ... ,am> ::> bl •••• , bn• 

where bl , •.. ,bn are linearly independent. Then there exist n of the a's. 
a;., ...• a;., which 11UQI be exchanged for bl , ... ,bn respectively without 
altering <ai' ... , am>. that is, 

<a l • •••• am> = <bl' ...• bn, a.;.+.' ... , ai",>' 

where a,· •... , a,· denote the a's other than a,. , ... , a; . 
n+1 m I -n 

PROOF. Our procedure is to exchange a's for b's one at a time until n a's 
have been exchanged. Since bl C <ai' ...• am), Corollary 11.4 implies 
there is an a; which may be exchanged for b l , so that 

<ai' ... ,am> = <ai' ... ,a;_I' bl, a;+I' ...• am> = <bl' ah , ... ,ajm>. 

(I) 

where ~h' ...• ajm denote al' ... ,a;_I' a;+I' ... ,am' 
Similarly we find an a to be exchanged for b2• The relation (I) and the 

hypothesis imply 

b2 c <bl' ~2' ••• , aj ). (2) 

Since bl , ••• ,bn are linearly independent, so are b l , b2 (Theorem 6.18), 
and thus b2 rz:. <bl>' Hence the Exchange Lemma for r = I applies to (2), 
and we may exchange one of the a/s for b2, getting 

<bl' aN ... '~m> = <bl' b2, ak" ... , ak,.>' 

where ak" ... , ak,. denote the "unexchanged" a's. By (I), 

<ai' ... ,am> = <bl' b2, ak" ... , ak,.>' 

Since b l , b2, b3 are linearly independent, b3 rz:. <bl' b2), so the Exchange 
Lemma can now be used with r = 2, and then next with r = 3, etc. So we 
keep repeating the procedure until we finally get 

o 
An important corollary is immediate. 

Corollary 11.5.1. In an exchange geometry let <ai' ... , am> ::> bl , ••• , bn, 
where bl , .•. , bn are linearly independent. Then m ~ n. 

Thus in an exchange geometry the largest possible cardinal number of a 
linearly independent subset of the linear space <ai' ... , am> is m. 

The Exchange Theorem also yields a useful characterization of linear 
dependence of points. 

Corollary 11.5.2. In an exchange geometry, points ai' ... ,an are linearly 
dependent if and only if one of them is contained in the linear hull of the 
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preceding ones, that is, for some i, 1 < i ~ n, 

aj C <aI' ... ,aj_ I)· (l) 

PROOF. Suppose (1). Then 

and aI' ... , an are linearly dependent. 
Conversely, suppose aI' ... ,an are linearly dependent. Then since al 

itself is linearly indepenc:lent, there exists an i, 1 < i ~ n, such that 
aI' ... ,aj_1 are linearly independent but aI' ... ,aj are linearly depen­
dent. Then for some}, 

aj C <aI' ... , aj _ l, ~+I' •.• , aj) 

and so 

aI' ... , aj_1 C <aI' ... ,aj_l, ~+I' ••• ,aj). 

Using the Exchange Theorem, 

aj C <aI' ... , ~_I' aj+l, ... , aj) = <aI' ... ,aj_I), 

and (1) holds. o 
Corollary 11.5.3. In an exchange geometry aI' ...• an are linearly indepen­
dent if and only if aj e: <aI' ... ,aj_ I), 1 < i ~ n. 

11.6 Rank and Dimension 

In an exchange geometry the cardinal number of a basis for a linear set L 
is uniquely determined by L. 

Theorem 11.6. In an exchange geometry, if linear set L has a basis, then any 
two bases for L contain the same number of points. 

PROOF. The theorem holds if L = 0. Suppose L =1= 0 and {al' ... , am} and 
{b l , •••• bn } are bases for L. Then 

<al' ...• am) = L ::J bl' ...• bn· 

But bl' ...• bn are linearly independent. By Corollary 11.5.1, m "> n. By 
symmetry n "> m. Thus m = n and the theorem holds. 0 

The number of points in a basis is an important invariant of a linear 
space. 

Definition. Let L be a linear space in an exchange geometry. Suppose L 
has a basis. Then the cardinal number of a basis for L is called the rank of 
L and is denoted by r( L). The dimension of L, denoted by d( L), is given by 
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d(L) = r(L) - 1. L is said to have a rank or a dimension, or to be of finite 
rank or finite dimensional. If d(L) = n, we call Lan n-space; a 2-space is a 
plane. The rank (or dimension) of an exchange geometry (J, .) is merely 
the rank (or dimension) of J should J as a linear space have a basis. 

Note that in an exchange geometry 

(a) r(L) = 0 [d(L) = - 1] if and only if L = 0; 
(b) r(L) = 1 [d(L) = 0] if and only if L is a point; 
(c) r(L) = 2 [d(L) = 1] if and only if L is a line. 

Statements (b) and (c) assert that O-space and I-space are synonyms for 
point and line. 

Note also that L is finite dimensional if and only if L is finitely 
generated (Theorem 11.2). 

Remark. The notions of rank and dimension are mterconvertible, and it 
is a matter of convenience which is employed. Each serves as a "measure" 
of the relative degree of complexity of a linear space. 

The Exchange Theorem has further interesting and useful consequences. 

Theorem 11.7. In an exchange geometry let linear set L have rank n. Then 

(a) any set {aI' ... , an} which generates L is a basis for L; 
(b) any linearly independent subset of L with cardinal number n is a basis for 

L. 

PROOF. If L = 0, (a) is meaningless and (b) is trivial. Assume L =1= 0. 
(a) Let L = <aI' ... , an>' We show aI' ... , an are linearly independent. 

Suppose not. Then for some ai' 

ai C <a l ,· •• ,ai-I' ai+ l , ••• , an>, 
so that 

L = <aI' ... , ai-I' ai+ l , ••• ,an>' 

Since L has rank n, there exist linearly independent points 

bl' ... ,bn C L. 

(1) 

(2) 

But (1) and (2) contradict Corollary 11.5.1. Thus {aI' ... , an} is a linearly 
independent set and so a basis for L. 

(b) Let {aI' ... ,an} be a linearly independent subset of L. Since L has 
rank n, 

L = <bl' ... , bn> 
for some points bl' ... , bn• Then 

<bl' ... , bn> ::> aI' ... , an' 

and Theorem 11.5 implies 

L = <bl' ... ,bn> = <aI' ... , an>. 

Thus {aI' ... , an} is a set of generators of L and so a basis for L. D 
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The result (Corollary 11.1) that in an exchange geometry two distinct 
points determine a line is generalized-n points "in general position" 
determine an (n - 1 )-space. 

Theorem 11.8. In an exchange geometry let aI' ... , an be linearly indepen­
dent. Then there is a unique linear space of rank n that contains ap ••• , an' 
namely, <aI' ... , an). 

PROOF. Clearly <aI' ... , an) :J aI' ... ,an and has rank n. Suppose L is 
linear, r(L) = nand L:J aI' ... ,an. By (b) of the previous theorem 
{aI' ... , an} is a basis for L. Then L = <aI' ... , an)' and the uniqueness 
assertion holds. 0 

EXERCISES 

I. Convince yourself that the basic set J has a rank, and then find its rank for each 
of the exchange geometries JGI-JGI5. (See Exercise I at the end of Section 
11.2.) 

2. Prove: In an exchange geometry if ab ... ,an are linearly independent and 
an + 1 e: <a b •.• , an), then a .. ... , an + \ are linearly independent. 

3. Prove: In an exchange geometry, r«a\, ... , an» .;; n, and equality holds if and 
only if aI, ... , an are linearly independent. 

4. Prove: d(lRn) = n. (See Exercise 6 at the end of Section 11.2.) 

5. Find an exchange geometry that is not finite dimensional. 

6. Prove: In an exchange geometry, if L is linear and r(L) = n, then any n + I 
points of L are linearly dependent and any n - I points of L do not generate L. 

11.7 Rank and Linear Containment 

We prove some basic results on the connection between set containment 
and ranks of linear spaces. 

Theorem 11.9. In an exchange geometry, suppose A and B are linear, A c B, 
and B has a rank. Then A has a rank and r(A) < r(B). Furthermore, any 
basis for A is a subset of some basis for B. 

PROOF. The theorem holds if A = 0. Assume A =1= 0. Since any point 
of A is linearly independent, A contains linearly independent sets of 
points. But if points aI' ... , ak of A are linearly independent, then since 
aI' ... , ak C B, Corollary 11.5.1 implies r(B) ~ k. Thus the number of 
points in any linearly independent subset of A can not exceed r(B). It 
follows that there is a maximum m for the number of points in a linearly 
independent subset of A; that is, A contains linearly independent points 
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ai' ... ,am' and any finite subset of A consisting of more than m points is 
linearly dependent. 

We claim {ai' ... , am} is a basis for A. Let a cA. Then the points 
ai' ... , am' a must be linearly dependent. Hence by Corollary 11.5.2, 

(1) 

or for some i, 1 < i ..;; m, 

(2) 

But (2) and Corollary 11.5.2 imply ai' ... , am are linearly dependent. Thus 
(2) fails, (1) holds and we may conclude 

A c <ai' ... , am>· 

Thus A = <ai' ... , am>, and our claim is valid. We have established then 
that A has a rank and that rCA) = m ..;; reB). 

Suppose finally that {XI' ... ,xm} is a basis for A. Let reB) = n and 
{b l, ... , bn } be a basis for B. Then XI' ... , Xm are linearly independent, 
and 

XI' ... ,Xm C <bl' ... ,bn> = B. 

By the Exchange Theorem 

<XI' ... , Xm, bi , ••• , bi > = B. 
m+1 n 

By Theorem 11.7(a) since reB) = n, {XI' ... , Xm' bi , ••• , bi } is a basis 
m+l n 

~a D 

CoroUary 11.9.1. In an exchange geometry, suppose A and B are linear, 
A C B, and B has a rank. Then A has a rank, and A = B if and only if 
rCA) = reB). 

PROOF. The theorem ensures that A has a rank. We need only show 
rCA) = reB) implies A = B. But this follows readily from the fact that a 
basis for A is a subset of some basis for B. D 

The proof of the theorem suggests a corollary that will be useful in 
Section 11.11. 

CoroUary 11.9.2. In an exchange geometry, let A be a linear space. Then A 
is of finite rank if and only if there exists a maximum m for the cardinal 
numbers of the linearly independent subsets of A, and in this case rCA) = m. 

PROOF. The result is trivial if A = 0. Assume A =F 0. The proof of the 
theorem shows that if such an m exists, then A has finite rank and 
rCA) = m. Conversely, suppose A has finite rank n. Then A is the linear 
hull of n points, and Corollary 11.5.1 implies that no linearly independent 
subset of A contains more than n points. Thus such an m exists: indeed, 
m=n. D 
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11.8 Rank and Covering 

The covering relation between linear spaces of finite rank (Section 6.18) is 
characterized in terms of their ranks. 

Theorem 11.10 (Point Spanning Principle). In an exchange geometry, linear 
space A covers linear space B if and only if A = (B, a) for some a C A-B. 

(Compare Theorem 6.21.) 

PROOF. In view of Theorem 6.21, we need only assume A = (B, a) for 
some a C A - B, and prove A covers B. Certainly the assumption gives 
A :J B and A =1= B. Suppose for linear space X we have 

A :J X :J B and X =1= B. 

Let x eX - B. Then x c A = (B, a), and we can exchange a for x, 
getting (B, a) = (B, x) (Theorem 11.3). Hence 

A :J X :J (B, x) = A, 

so that X = A, and A covers B by definition. o 
Remark. In view of Theorem 11.3, if A = (B, a) for some a C A - B, 

then A = (B, a) for all a cA - B. 

Theorem 11.11 (Rank Covering Principle). In an exchange geometry, let 
linear spaces A and B he of finite rank. Then A C()f)ers B if and only if A :J B 
and r(A) = r(B) + 1. 

PROOF. The theorem holds if B = 0. Assume B =1= 0. Suppose A covers B. 
Then A = (B, a), where a c A-B. Let {hi' ... ,hn} be a basis for B. 
Then . 

A = «hi' ... ' hn), a) = (hi' ... ' hn' a). 

Hence A is finitely generated, and by Theorem 11.2 has a basis 
{ai' ... ,am}· Then (hi' ... ' hn' a) :J ai' ... ,am. By Corollary 11.5.1, 
r(A) = m <; n + 1 = r(B) + 1. Since we have A :J B and A =l=B, Theorem 
11.9 and its first corollary imply r(A) > r(B). Thus r(A) = r(B) + 1. 

Conversely, suppose A :J B and r(A) = r(B) + 1. Let the set of points S 
be a basis for B. Then S is a subset of a basis T for A (Theorem 11.9). 
Since r(A) = r(B) + 1, we obtain T = SUa, where a e: S. Note that 
a e: B = (S), for otherwise T is a linearly dependent set of points. Hence 

A = (T) = (S, a) = «S), a) = (B, a) 

and Theorem 11.10 yields that A covers B. o 
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EXERCISES 

1. Prove: In an exchange geometry, if the linear spaces A and B both have a rank, 
then any linear subset of <A, B) has a rank. 

*2. Prove: In an exchange geometry, if A and L are finite dimensional linear 
spaces and A c L, then there exists a finite dimensional linear space B such 
that A ~ B, L = <A, B) and r(A) + r(B) = r(L). Interpret geometrically. 

3. Prove: In an exchange geometry, if a), ... ,an are linearly independent points 
of a finite dimensional linear space L, then {a), ... ,a,,} is a subset of some 
basis for L. (Compare Exercise 3 at the end of Section 11.4.) 

4. Prove: In an exchange geometry, if A and B are linear, A covers B, and B has 
a rank, then A has a rank. 

*5. Prove: In any join geometry if A and B are linear and A ~ B then A covers 
A n B if and only if <A, B) covers B. 

6. Prove: In an exchange geometry, if A and B are linear, then "A covers A n B" 
implies "<A, B) covers B". Does the converse implication hold? Justify your 
answer. 

7. Prove: In an exchange geometry, if A, B and C are linear, A *B, and both A 
and B cover C, then <A, B) covers both A and B. (Do the given conditions 
determine C?) 

11.9 The Dimension Principle 

Familiar intersection properties of lines and planes in Euclidean geometry 
are covered and generalized in the following theorem. 

Theorem 11.12 (The Dimension Principle). In an exchange geometry let A 
and B he finite dimensional linear spaces. Then <A, B) and An B are finite 
dimensional and 

d(A, B») + d(A n B) ~ d(A) + d(B). (1) 

Furthermore, if A ~ B, then 

d«A, B») + d(A n B) = d(A) + d(B). (2) 

PROOF. First we show (1). We have A nBc A, B. Hence by Theorem 
11.9, A n B is finite dimensional and A n B, A, B have respective bases 
which take the forms 

{PI"" ,Pal, {PI"" ,Pa, al"'" at}, {PI"" ,Pa, hI"'" hu}' (3) 
Note that in (3) we will allow s = 0, that is, no p's need be present-the 
basis of A n B may be 0. Similarly (with obvious interpretation) t = 0 or 
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u = 0 may occur. We have 

rCA n B) = s, (4) 

rCA) + reB) = s + t + s + u = 2s + t + u. (5) 

Moreover, 

<A, B) = «PI> ... ,PS' ai' ... , at), <PI' ... ,Ps' b l , ••. , bu» 

Hence <A, B) is finitely generated. Thus by Theorem 11.2, <A, B) has a 
basis and is finite dimensional. By Corollary 11.5.1, r«A, B» .;;; s + t + u. 
This with (4) and (5) implies 

r«A, B») + rCA n B) .;;; rCA) + reB), 
and (1) follows. 

We now prove (2) under the given additional assumption A ~ B. Ob­
serve now that s ;;;. 1. We prove 

r( <A, B») = s + t + u (6) 

by showing PI' ... ,PS' ai' ... , at' b l , .•• ,bu are linearly independent. 
Suppose the latter false. Then by Corollary 11.5.2, one of the points in the 
sequence is in the linear hull of the preceding ones. Since 
PI' ... ,PS' ai' ... , at are linearly independent, such a point must be one 
of the b's, say bi. Thus 

bi C <PI'··· ,Ps' a l ,···, at' b l ,···, bi_ l ) 

= <A, <PI' ... ,Ps' b l , .•• , bi _ I» 
= A/<PI' ... ,Ps' b l , ... ,bi _ l ) (Theorem 6.14). 

Hence 

bi C x/Y, (7) 

where x C A and 

(8) 

We have, by (7), xc biy. Since bi,y C B, we have x C B. Thus 

x cAn B c <PI' ... ,Ps' b l , ••• ,bi - I). (9) 

The relations (7), (8), (9) imply bi C <PI' ... ,PS' b l , ••• ,bi_ I). This con­
tradicts Corollary 11.5.3, since PI' ... ,Ps' bl , ••• , bu are linearly indepen­
dent. Thus our supposition is false, and (6) holds. Equations (4), (5) and (6) 
imply 

r«A, B») + rCA n B) = rCA) + reB), 
and (2) follows. o 
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EXERCISES 

1. Prove: In an exchange geometry, if two distinct planes contained in a 3-space 
meet, their intersection is a line. 

2. Prove: In an exchange geometry, if two distinct planes contained in a 4-space 
meet, then their intersection is a point or a line. 

3. Prove: In an exchange geometry, if A and B are lines and A n B is a point, then 
<A, B) is a plane. What can be said if A and B are planes and A n B is a point? 

Definition. In any join geometry, suppose A and B are linear spaces. Then 
A and B are independent or skew if whenever aI' ... ,am are linearly 
independent points of A and b l , ••• , bn are linearly independent points of 
B, it follows that aI' ... , am' bl , •.• , bn are linearly independent. If A and 
B are not skew and A -;;6 B, then A and B are said to be parallel. 

4. Prove: In any join geometry, if linear spaces A and B are skew, then A r;6 B. 

5. Prove: In an exchange geometry, if A and B are finite dimensional linear 
spaces, then A and B are skew if and only if r«A, B» = r(A) + r(B). 

6. Prove: In an exchange geometry, if A and B are finite dimensional linear 
spaces and A r;6 B, then A and B are parallel if and only if r«A, B» < r(A) + 
r(B). 

7. Prove: In an exchange geometry, if A and B are skew linear spaces and a c A, 
then A n <B, a) = a. 

8. Prove: In an exchange geometry, if A and B are linear, A r;6 B, and An <B, a) 
= a for some point a, then A and B are skew. 

*9. Prove in W the following parallel property: If A is linear, d(A) > 0, and p !Z A, 
then there exists a linear space B containing p such that A and B are parallel 
and d(A) = d(B). Is B unique? Explain. 

11.10 Characterizations of Linear Dependence 

In Section 6.14 alternatives to the chosen definition of linear dependence 
of points were considered. In an exchange geometry these alternatives are 
equivalent to the adopted definition. 

Theorem 11.13. In an exchange geometry, given the points aI' ... , an' the 
following statements are equivalent: 

(1) aI' ... , an are linearly dependent. 

(2) <ail' ... , ai) R:: <ai,+I' ... , ai) for some permutation iI' ... , in of the 
integers 1, ... , n and some r, 1 .,;; r < n. 
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(3) There exist points xI>' .. , xn _ I such that 

ai' ... ,an C <XI' ... ,Xn- I>· 

PROOF. Suppose (1). Then for some i, 

so that 

and (2) holds. 
Suppose (2). Since the order of the given points a l, ... , an is im­

material, we may assume 

<ai' ... , aT> ~ <aT+ I, ... ,an>' 

Let x be a point common to both members of the last relation. Then by 
Corollary 11.4, 

and 

Hence 

= «al,.·., ai-I' x, ai+ I,···, aT>' <aT+ I, ... , aj _ l , x, aj + I,···, an» 

= <x, ai' ... , ai-I, ai+ I' ... , aT' aT+ I, ... , aj _ l , aj + I' ... , an>, 

and (3) holds. 
Finally, suppose (3). Then Corollary 11.5.1 implies (1). Thus the three 

statements are equivalent. D 

11.11 Rank of a Set of Points 

The notion of finite rank was defined for certain linear spaces in an 
exchange geometry. Could the idea be generalized to apply to certain sets 
in an arbitrary join geomety? Yes, Corollary 11.9.2 is a key. The characteri­
zation of finiteness of rank given there is applicable to sets in any join 
geometry. 

Definition. Let S be a set of points in an arbitrary join geometry. Suppose 
there is a maximum m for the cardinal numbers of linearly independent 
subsets of S. That is, S has a linearly independent subset of m points, and 
no linearly independent subset of S contains more than m points. Then S 
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is said to be of finite rank, m is called the rank of S, and we write 
r(S) = m. 

Note that r(0) = 0, r(a) = I for any point a, and r(S) equals the number 
of points in S for any linearly independent set of points S. 

Observe that in an exchange geometry this new notion of rank applied 
to a linear set coincides with the old notion (Corollary 11.9.2). 

In an exchange geometry a set of points has the same rank as its linear 
hull. 

Theorem 11.14. In an exchange geometry, let S be a set of points. If either S 
or (S) is of finite rank, both are of finite rank and r(S) = r«S». 

PROOF. The theorem is trivial if S = 0. Assume S * 0. If (S) is of finite 
rank, then certainly S is of finite rank, since any linearly independent 
subset of S is a linearly independent subset of (S). Hence it suffices to 
show for nonempty S that S is of finite rank implies <S) is of finite rank 
and r(S) = r«S». 

Suppose then that S is of finite rank and r(S) = n. Let aI' ... ,an 
be linearly independent points of S. Suppose xeS. Then the points 
aI' ... , an' x are linearly dependent. By Corollary 11.5.2 some point p of 
this sequence is in the linear hull of the preceding ones. The linear 
independence of aI' ... , an implies p = x; hence 

x C (aI' ... , an)' 

It follows that 

Thus 

(S) = (aI' ... , an), 

SO that (S) is of finite rank and 

r(S») = n = reS). 

11.12 Rank and Height of Linear Spaces 

D 

In Section 6.19, a measure of the relative complexity of a linear space, 
known as height, was introduced. In this section the relationship between 
height and rank is settled. 

Theorem 11.15. In any join geometry, if linear space A is of finite height, 
then it is of finite rank and r(A) .;;; h(A). 
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PROOF. Suppose ai' ... ,an are linearly independent points of A. Consider 
the sequence of linear spaces 

<ai' ... ,an), <ai' ... ,an-I>' ... , <ai' a2>' <al>' 0. (1) 
We assert (1) is a decreasing sequence of linear spaces of A. Suppose 

<ai' ... ,ai+l> = <ai' ... ,a;), 1 ~ i ~ n - 1. (2) 

Then 

contrary to the linear independence of ai' ... , an' Thus (2) is false, so that 
each term of (1) properly contains its successor, and our assertion holds. 
Note that (1) has length n. It follows from the definition of height of A that 

n ~ h(A). 

Thus there must be a maximum for the cardinal numbers of linearly 
independent subsets of A, and this maximum cannot exceed h(A). By 
definition, A is of finite rank and r(A) ~ h(A). 0 

Theorem 11.16. In an exchange geometry, let A be a linear space of finite 
height or finite rank. Then A is of both finite height and finite rank, and 
r(A) = h(A). 

PROOF. In view of the last theorem we need only show that if A is of finite 
rank, it is of finite height and h(A) ~ r(A). Suppose A is of finite rank. Let 

A = Ao> A I' ... , An 

be a decreasing sequence of linear spaces. Let 

Observe that 

ai' ... ,ai C An- i , ai+1 e: An- i , 

Hence for 1 ~ i < n, 

and 
ai+1 e: <ai' ... ,a;). 

1 ~ i < n. 

By Corollary 11.5.3, ai' ... , an are linearly independent (and so distinct). 
Thus {al"'" an} is a linearly independent subset of A with cardinal 
number n. By definition (and Corollary 11.9.2), 

n ~ r(A). 

By definition, A is of finite height and 

h(A) ~ r(A). o 
CoroUary 11.16. In an exchange geometry, let A be a linear space. Then the 
following are equivalent: (a) A is finitely generated; (b) A is finite dimen­
sional; (c) A is of finite height. 



11.12 Rank and Height of Linear Spaces 455 

EXERCISES 

1. Prove: In the join geometry Tof Exercise 2 at the end of Section 11.4, pairs of 
statements (1), (3) and (2), (3) of Theorem 11.13 are each nonequivalent pairs 
of statements. 

2. In the set Q of all ordered quadruples of real numbers, define a join operation 
. analogous to that defined in Exercise 2 at the end of Section 11.4. Show that 
(Q, .) is a join geometry and that the pair of statements (1), (2) of Theorem 
11.13 is a nonequivalent pair in Q. 

3. Prove: In an exchange geometry, if linear set L is of finite rank and a fZ L, 
then La, L / a and a / L are all of finite rank and each has rank equal to 
r(L) + 1. 

4. Prove: In an exchange geometry if sets 8 and T are of finite rank, then so are 
8 U T and 8 n T, and moreover 

r(8 U T) + r(8 n T) ..; r(8) + r(T). 

5. Prove: In an exchange geometry, if K is a convex set of finite rank, then §(K) 
and e(K) are of finite rank, and moreover 

r(K) = r(§(K» = r(e(K». 

Definition. In any join geometry, let Ao, AI' ... ,An be a sequence of 
linear spaces such that A;_I covers A;, i = 1, ... , n. Then Ao> AI' ... ,An 
is called a chain of length n that connects Ao and An. 

6. Prove (Jordan-Dedekind Chain Condition): In an exchange geometry, if A is a 
linear space of finite rank, then there exists a chain that connects A and 0, and 
the length of any such chain equals r(A). 

7. Prove: In an exchange geometry, if A and B are linear spaces of finite rank and 
A R:j B, then the length of any chain that connects A and A n B equals the 
length of any chain that cODl).ects <A, B) and B. 

*8. In the join geometry (R*, .) (Section 5.12), let 0 = (0,0, ... ) and e; = 
(0, ... , 0, 1,0,0, ... ) (I is the ith entry). Let L; = <0, e;), and let J be the 
union of all 1" i = I, 2, . .. . A join operation 0 is defined in J as follows: 

(I) aoo=ooa=a·oforallaeJ. 
(2) If a, b eJ - 0, a, beL; for some i, and a·br;to, then a 0 b = a·b. 
(3) If a, b e J - 0, a, beL; for some i, and a· b R:j 0, then 

a 0 b = a· b U L\ U . . . U L; _I. 

(4) Ifa,beJ-o, ae1"beL;,andi>j,thenaob=a·o. 
(5) If a, b e J - 0, a e 1" beL;, and i <j, then a 0 b = 0· b. 

(a) Show that 0 is indeed a join operation in J and that (J, 0) is a join 
geometry (see Exercise 9 at the end of Section 8.7). 

(b) Show that J is of finite rank by showing any three points of J are linearly 
dependent. 

(c) Show that J is not of finite height. 
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In this chapter, as in the previous one, a new postulate is introduced. The 
postulate is equivalent to the familiar Euclidean property of linear order: 
If three distinct points are collinear, then one of the three is between the 
other two. Join geometries which satisfy the new postulate are called 
ordered join geometries or ordered geometries. Ordered geometries are 
exchange geometries studied in the last chapter, but the results there will 
not be used in the present investigation. A flood of results is produced. 
First come formulas for lines, rays and segments, expressing how they are 
divided into subrays and subsegments by their points. Next come many 
properties of polytopes' familiar in Euclidean geometry and easily accessi­
ble to intuition. Then follow properties of convex sets, less familiar in 
classical geometry but no less important, the theorems of Radon, Helly 
and Caratheodory and related results. These flow from a sharpened 
expansion formula for the linear hull of a finite set mediated by a new type 
of dependence of points. This new type of dependence is defined in terms 
of the convex hull operation and is called convex dependence. It implies 
linear dependence in any join geometry and is equivalent to linear depen­
dence in an ordered geometry. Finally, separation of linear spaces by 
linear subspaces is studied, and results familiar in Euclidean geometry are 
obtained for ordered geometries. 

Chapter 8 is a prerequisite for this chapter. However only Sections 8.1-8.7 are needed until 
Section 12.23. 

456 
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12.1 Ordered Join Geometries 

The following postulate states a familiar property of Euclidean lines injoin 
theoretic language. 

O. Order Postulate. Let a, band c be distinct points of a line. Then 

a C be, b cae, or c cab. 

Postulate 0 may be de.scribed as a comparability property, since it 
asserts that one of a, b, c must bear an order or betweenness relation 
(Section 4.23) to the other two: 

(bac), (abc) or (acb). 

Note in view of Corollary 4.39 that exactly one of these betweenness 
relations holds. The postulate also is related to the notion of an ordered set 
of points (Section 4.24) and may be restated: 

Any line is an ordered set of points. 

For this reason Postulate 0 will be called the Postulate of Linear Order or 
simply the Order Postulate. 

Join geometries that satisfy Postulate 0 deserve a name. 

Definition. A join geometry that satisfies Postulate 0 is called an ordered 
join geometry or an ordered geometry. 

Observe that a Euclidean geometry satisfies Postulate 0 and that JG3, 
JG4 and JG5 are ordered geometries. 

12.2 Two Points Determine a Line 

Theorem 12.1. In an ordered geometry, if a =fob, there is a unique line that 
contains a and b, namely, <a, b). 

PROOF. Certainly <a, b) ::J a, b and is a line. Suppose line L::J a, b. Then 
L::J <a, b). To show 

L c <a, b), (1) 

let x C L. If x = a or x = b, certainly x c <a, b). Suppose x =foa, b. Then 
x, a, beL, and Postulate 0 implies 

x cab, a C xb or b c xa. 
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In any case 

xc ab u ajb U bja c <a, b), 

and (1) holds. Thus L = <a, b), and the theorem is proved. o 
Remark. In Chapter 11, exchange geometries were studied, and it was 

shown that the familiar theory of incidence and dimension of linear spaces 
in Euclidean geometry is valid for exchange geometries. The above theo­
rem together with Theorem 11.1, which characterizes an exchange geome­
try as one where two points "determine" a line, imply that an ordered 
geometry is an exchange geometry. Consequently, all of the resultS of 
Chapter 11 are valid in an ordered geometry. This important fact, however, 
will not be used in the present chapter, which is intended to be indepen­
dent of Chapter 11. 

An interesting point is that exchange geometries need not be ordered 
geometries. The triode join geometry JG 10 is an example. In JG 10, it is 
easily seen that J is the only line-it is the linear hull of any pair of 
distinct points. Thus any pair of distinct points is contained in a unique 
line, the line J, and Theorem 11.1 yields that JG 10 is an exchange 
geometry. But if in JGIO points a, b, e are taken (Figure 12.1), one from 
each of the three rays used to define J, then a, b, e are in line J, but 
a e: be, b e: ae and e e: ab.2 

o 

c 

Figure 12.1 

EXERCISES 

1. Determine which of the join geometries JG I-JG 16 are ordered geometries. 
(See Exercise 1 at the end of Section 6.10.) 

2. Prove: In any ordered geometry, if two distinct lines meet, their intersection is 
a point. 

3. Prove that IRn (Sections 5.6-5.9) is an ordered geometry. (You may use any of 
the exercises on the Join Geometry n;tn at the end of Section 6.18.) 

2 For other examples similar to Rn but based on a partially ordered field, see Prenowitz [3), 
pp.62-68. 
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4. Prove in an ordered geometry: 
(a) (pxq) and (pyq) imply exactly one of x = y, (pxy) or (pyx); 
(b) (pqx) and (pqy) imply exactly one of x = y, (pxy) or (pyx). 
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5. Prove: In an ordered geometry a line covers (Section 6.18) each of its points. 

*6. Prove: In an ordered geometry no segment contains a proper ray. 

12.3 A New Formula for Line ab 

Line ab you recall was defined, if a -:fob, to be <a, b), and shown to be 
represented by the formula: line ab = ab I ab (Section 6.10). In an ordered 
geometry a sharper formula can be obtained which is equivalent to a 
familiar Euclidean characterization of line. 

1beorem 12.2. In an ordered geometry 

<a, b) = ab U alb U bla U au b. (1) 

alb ab b/a 
• • 
a b 

Figure 12.2 

PROOF. If a = b the theorem is trivial. Suppose a -:fob (Figure 12.2). Cer­
tainly <a, b) ::> R, where R is the right member- of (1). To prove the reverse 
inclusion, let x c <a, b). If x = a or x = b, then x c R. Suppose x -:foa, b. 
Then x, a, b are distinct points of the line <a, b). By Postulate 0 

x cab, a C xb or b c xa. 
In any case 

x C ab U al bUb I a c R. 

Thus R ::> <a, b), and (1) follows. o 
Corollary 12.2. In an ordered geometry 

line ab = ab U a I bUb I a U a U b, a -:fob. (1) 

Observe that (1) is a familiar characterization of line in Euclidean 
geometry expressed in join terminology [Section 6.1, (1)]. Interpreted in 
Euclidean geometry (Figure 12.3), it asserts that line ab, a -:fo b, is the set 

y x z 
• • 
a b 

Figure 12.3 
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composed of a, b and all points x between a and b, all points y such that a 
is between y and b and all points z such that b is between a and z. It is, of 
course, intuitively obvious that none of the members (ab, a/ b, b / a, a, b) 
of the right side of (1) meets another. This is indeed the case in any join 
geometry (Exercise 1 at the end of Section l2.6 below). Thus by (1) we 
may say that ab, a / b, b / a, a, b form a partition (Section 8.5) of line abo 

12.4 A Formula for a Ray 

Theorem 123. In an ordered geometry 
~ 

oa = oa U au a/ O. (1) 

00 ~ ~ 
•• ----------~.--------~--------~. oa o a 

Figure 12.4 

PROOF. By Corollary 8.4, ~::> oa U a U a/o (Figure l2.4). Let x c ~. By 
Theorem 12.2, x C < 0, a> = oa U 0/ a U a /0 U 0 U a. If x C oa U a U a / 0 

for all x, then (1) holds. Otherwise x Co / aU 0 for some x, so that 
o C ax U x C ~. Hence 0 = a, and (1) is trivial. D 

Note by an observation above (the last sentence of Section 12.3), we see 
that if a '1=0, then oa, a, a/o form a partition of the ray ~. 

~ ~ 
Corollary 123. In an ordered geometry let oa = ob. Then 

a cob, b c oa or a = b. 

(See Figure 12.5.) 

• • • • • . .. • 
o a b o b a o 

Figure 12.5 

12.5 Another Formula for a Line 

• a=b 

A line breaks down into two rays with a common endpoint. 

Theorem 12.4. In an ordered geometry let 0:::::: abo Then 

<a, b> = 0/ au o/b U O. (1) 
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olb 
• 
a 

• 
o 

Figure 12.6 

ola 
• 
b 

PROOF. If a = b, then 0 = a and (1) is trivial. Suppose a -=l=b (Figure 12.6). 
Then 0 -=1= a, and <a, b) is a line containing 0, a. By Theorem 12.1, 

<a, b) ::::; <0, a). (2) 

The condition 0:::::: ab implies a C 0/ b, which is an o-ray. Thus 0/ b = ~, 
and Theorem 12.3 implies 

o/b=oauaua/o. (3) 

By Theorem 12.2, 

<0, a) = oa U o/a U a/o U 0 U a. 
Then (2) and (3) yield (1), as desired. 

Corollary 12.4.1. In an ordered geometry let 0:::::: abo Then 
-+ -+ 

<a, b) = oa U ob U O. 

PROOF. Apply Corollary 8.2.3. 

Corollary 12.4.2. In an ordered geometry let 0 be a point of line L. Then 

L = R U R' U 0 

where R and R' are proper opposite rays with endpoint O. 

(See Figure 12.7.) 

• • b o 

Figure 12.7 

R' 
• a 

.L 

D 

D 

PROOF. Let a C L, a -=1=0. Choose be 0/ a. Then 0:::::: abo Let R = 0/ a, 
R' = o/b. Then R, R' are opposite o-rays by Corollary 8.8. Note that 
0, a, b are distinct points of L. Thus R, R' are proper o-rays, and L = 
<a, b) by Theorem 12.1. Apply the theorem. D 

Note it follows from Theorem 8.6 that R, R', 0 form a partition of L. 

Remark. The corollary says: In an ordered geometry any point of a line 
"divides" it into two rays. This does not hold for arbitrary join geometries 
-JGI6 is a counterexample (see Exercise 2 below). 
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12.6· An Expansion Formula for a Segment 

A familiar Euclidean representation of a segment in terms of two 
subsegments holds in an arbitrary ordered geometry. 

Theorem 12.5 (Segment Expansion Theorem). In an ordered geometry let 
pc abo Then 

ab = pa U pb u p. (1) 

PROOF. If a = b, (1) is trivial. Suppose a =l=b (Figure 12.8). Let S = pa U pb 
Up. We show Scab. Note that pc ab implies pa c aba = abo Similarly 
pb cab. Thus Scab. 

pa 

• 
a 

• 
p 

Figure 12.8 

pb 
• b 

To show the reverse inclusion let x cab. This implies by Theorem 12.4 

(a,b> = x/aux/bUx. 

Since p c ab c (a, b>, we have 

p c x/a U x/b U X. 

Thus 
x C pa or x C pb or x = p, 

so that xeS and the theorem follows. 0 

Note that pa, pb, p form a partition of ab if a =1= b (Exercise 3 below). 

Remark. The theorem implies that in an ordered geometry any point of 
a proper segment "divides" it into two proper segments. This result does 
not hold for arbitrary join geometries. (See Remark above following 
Corollary 12.4.2.) 

EXERCISES 

l. Prove: In any join geometry, if a =1= b, then ab, a / b, b / a, a, b are pairwise 
disjoint. 

2. Show that Corollary 12.4.2 and Theorem 12.5 do not hold for an arbitrary 
join geometry and that JG16 is a counterexample in each case. 

3. Prove: In any join geometry, if a=l=b andp cab, thenpa,pb,p are pairwise 
disjoint. 



12.7 An Expansion Formula for a Join of Points 

4. Prove: If J is a join geometry which satisfies 

< a, b> = ab U a / bub / a U a U b 

for all a, b C J, then J is an ordered geometry. 

5. Prove: If J is a join geometry which satisfies 
~ 

ab = ab U b U b/a 

for all a, b C J, then J is an ordered geometry. 

6. Must join geometry J be an ordered geometry if 
(a) 0 C ab implies <a, b> = 0/ a U 0/ b u 0 for all 0, a, b C J? 
(b) pc ab implies ab =pa upb Up for allp, a, b cJ? 
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7. Prove: In an ordered geometry, if A and B are convex subsets of a line and 
A ~ B, then A U B is convex. 

8. Prove: In an ordered geometry C(ab) = [a, b]. 

9. Prove: In an ordered geometry C(a/b) = a U a/b. 

10. Prove: In an ordered geometry ab = cd implies {a, b} = {c, d}. This is 
essentially equivalent to: Any proper segment has a unique pair of endpoints. 
[Compare Exercise 4(b) at the end of Section 5.3.] 

II. Prove: In an ordered geometry a / b = c / d implies a = c, that is, any ray has a 
unique endpoint. (Compare Exercise 9 at the end of Section 8.7.) 

*12. Prove: In an ordered geometry, if three proper rays are contained in a line, 
then one of the rays is a subset of a second. 

* 13. Prove: In an ordered geometry, if two segments meet, then their intersection 
is a segment (possibly degenerate). 

*14. Prove: In an ordered geometry, if n points are given on a line, then the points 
can be labeled to form a sequence, PI' ... , Pm such that i <j < k (i,j, k in 
the range I, ... , n) implies Pj CPih. Are there other such labelings of the 
points? If so, how many? 

15. Prove: In an ordered geometry, if Rand R' are opposite o-rays, then 

<R> = <R') = RR' = R U R' U o. 

(Compare Theorem 8.12, and Exercises 6, 7 at the end of Section 8.7.) 

12.7 An Expansion Formula for a Join of Points 

A sequence of theorems is now developed which culminates in several 
important properties of polytopes. 

First the segment expansion theorem is generalized from the join of two 
to the join of n points. 
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Theorem 12.6 (Join Expansion Theorem). In an ordered geometry let 
peal . .. an' n> 1. Then 

al···an =p(alu··· UanUala2U··· Uan_Ian 

U··· Ual ... an_IU··· ua2 ... an)UP. (1) 

That is, al ... an is obtained by joining p with the union of all joins of n - 1 
or fewer a's and a4joining p to the result. 

PROOF. To begin we express (1) in a more convenient form. Using 
Theorem 2.8 and J4, it can be shown that 

{al, ... , any-I = al U ... U an U a la2 U ... U an-Ian 

U··· U al ·· .an_ 1 U··· U a2 ·· . an· 

Thus (1) becomes 

a l ... an = p{ ai' ... ,any-I Up. 

Restricting our attention to ordered geometries, the theorem may be 
stated: 

If peal ... an then al ... an = p{al,.·., anr- I Up. (A) 

This will be proved by induction on n. 
(A) holds for n = 2 by the Segment Expansion Theorem (Theorem 12.5), 

which yields 

ala2 = pal U pa2 up = p(al U a2) up = p{al, a2} up. 

Assume (A) for n = k: real . .. ak implies 

{ } k-I al ... ak = r al,· .. , ak U r. 

Now we suppose (Figure 12.9) 

peal·· .ak+ 1 (2) 

and prove 

(3) 

Figure 12.9 
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In order to apply the inductive assumption we "project" p from ak+ I onto 
al ... ak' Formally, the relation (2) implies the existence of q such that 

p C qak+I' q C al ... ak' (4) 

By the Segment Expansion Theorem, (4) implies 

qak+1 = pq U pak+1 Up. 

By the inductive assumption for r = q, (4) implies 

al ... ak = q{al, ... , adk- I U q. 

Multiplying both members of (6) by ak+ I' we get 

al'" ak+1 = qak+l{al , ... , adk- I U qak+I' 

Now using (7), (5) and (6) we have 

al ... ak+1 = (pq Upak+1 up){al, ... , ak}k-I 

upq U pak+1 up 

{ }k-I { }k-I = pq a l ,· •• , ak U pak+1 a l ,···, ak 

{ } k-I 
up al,.··,ak UpqUpak+IUP 

({ }k-I { }k-I = pal' ... , ak U al,···, ak ak+1 

({ } k-I { }k-I = pal' ... , ak U al,···, ak ak+1 

= p{al, .' .. , ak+dk Up. 

Thus (3) follows, and (A) holds by induction. 

(5) 

(6) 

(7) 

D 
Remark. The theorem may be described as follows. Let P be the 

polytope [ai' ... , an]' and let the union of all joins of n - 1 or fewer a's be 
called the quasifrontier of P. Suppose p is a point of §(P) = al ... an' Then 
§(P) is obtained by joiningp to the quasifrontier of P and adjoiningp to 
the result. Note the application to a simplex (see Corollary 6.20.3). 

Corollary 12.6. In an ordered geometry let pc [ai' ... , an], n> 1. Then 

{ } n-I 
al ... an C pal' ... , an U p. (1) 

PROOF. P C aj ••• aj , some join of the a's. There is no loss of generality if 
t , 

we assume 

peal'" ar' 
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If r = 1 (that is,p = a), certainly (1) holds. Assume r > 1. By the theorem, 

a) ... ar = p{a), ... , arY-) up. 

Hence 

{ }
r-) = p a), ... , ar ar+) ••• an U par + ) ... an 

{ }
n-) 

cpa), ... , an up. o 

12.8 An Expansion for a Polytope 

Now an elementary and very useful expansion for a polytope can be 
obtained. 

Theorem 12.7 (Polytope Expansion Formula). In an ordered geometry let 
pc [a), ... , anl. Then 

u ... U [a), ... , an-),p]. (1) 

PROOF. If n = 1, then (1) is trivial. Assume n > 1. Let Land R be the left 
and right members of (1) respectively. Then L::J R. We show R ::J L. Let T 
be the union of all joins of n - 1 or fewer a's; equivalently, T = 
{a), ... , an}n-). Then 

R ::J p, T, pT. 

This relation and the ll\.st corollary imply 

R ::J pT U P ::J a) ... an. 

Thus R contains all joins of the a's, so that R ::J L and the theorem 
follows. 0 

12.9 Modularity Principles 

We begin with two theorems which are weak forms of distributive laws, 
so-called modular laws. (They are similar to Theorem 10.25.) 

First a modular law for join and intersection. 

Theorem 12.8 (Modular Law). In a'9' join geometry let A and B be sets of 
points, L linear and A C L. Then 

(AB) n L = A(B n L). 
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L 

B 

Figure 12.10 

PROOF. A(B n L) CAB, L (Figure 12.10). Therefore 

A(B n L) c (AB) n L. 

Let x C (AB) n L. Then x cab, where a C A, be B. Hence 

b~x/acL. 

Therefore 

and 

x c A(B n L). 

Thus 
(AB) n L c A(B n L), 

and the theorem holds. 
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o 
Remark. The conclusion of the theorem may be written, in view of 

A cL, 

(AB) n L = (A n L)(B n L), 

and so the theorem may be cOllSidered a weak form of distributive law for 
intersection with respect to join. 

Now the following modular law involving convex hull and intersection 
is easily obtained. 

Theorem 12.9 (Modular Law). In any join geometry let A and B be convex, 
A C L, and L be linear. Then 

[A,B] n L =[A,BnL]. 

(See Figure 12.11.) 

.L 

Figure 12.11 
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PROOF. 

[ A, B] n L = (A U B U AB) n L 

= (A n L) U (B n L) U «AB) n L) 

= A U (B n L) U A(B n L) 

= [A, B n L] 

(Corollary 3.10) 

(Theorem 12.8) 

(Corollary 3.10). 0 

12.10 The Section of a Polytope by a Linear Space 

This section is devoted to a key result on polytopes: that a nonempty 
intersection of a polytope and a linear space must be a polytope. The proof 
makes use of the following lemma. 

Lemma 12.10. In any join geometry the union of a finite family of polytopes 
is a polytope, provided it is convex. 

PROOF. Let PI' ... , Pn be polytopes and PI U ... U Pn be convex. Let Q 
be the polytope generated by the vertices of the P's. Then 

Q ~ PI U ... uPn • 

Conversely PI U ... U Pn ~ Q, since it is convex and contains a set of 
generators of Q. Thus PI U ... U Pn = Q, and the lemma holds. 0 

Theorem 12.10 (The Polytope Section Theorem). In an ordered geometry let 
P be a polytope and L a linear space. Then P n L is 0 or a polytope. 

PROOF. We apply induction on n, the number of elements in a set of 
generators of P. The theorem is restated to assert that the desired property 
holds for any polytope P that has a generating set composed of n elements. 

The theorem certainly holds for n = 1. 
Suppose it holds for n = k. Let polytope P have a generating set 

composed of k + 1 elements. Then 

P = [aI' ... ,ak+d, where the a's are distinct. 

We may assume P n L =1=0. Let 

pcPnL. 

Since pcP we have, by the Polytope Expansion Formula (Theorem 12.7), 

P =[aI,· .. , ak+d =[p, a2,···, ak+I] U ... U[a I,···, ak,pl 

Let 

Then 
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and 

P n L = (PI n L) u ... U (Pk+1 n L). (1) 

We show each of the intersections in the right member of (1) is a polytope. 
The case PIn L is typical: 

PI n L = [p, a2,.··, ak+d n L 

=[p, [a2, •.• ,ak + l ]J n L 

= [p, [a2' ... , ak+d n L] (Theorem 12.9) 

= [p, P'], 

where P' = [a2, ... , ak+d n L and by the inductive assumption is 0 or a 
polytope. If P' = 0, then PI n L = [p, 0] = [p], a polytope. Otherwise 
P' = [bl' ... , br] for some points bl' ... , br, hence 

PI n L = [p, [bl, ... , br ]] = [p, bl' ... , br ], 

and PI n L is again a polytope. We infer from (1) that P n L is a union of 
polytopes and so is a polytope by the preceding lemma. Hence the theorem 
holds by induction. 0 

Counterexample. The theorem fails for an arbitrary join geometry. In 
JG 16 let a = (-1, - 1), b = (1, 1), and L be the line y = 0 (Figure 12.12). 
Then [a, b] n L is not a polytope: it is the open segment with endpoints 
(1,0) and (-1,0). (See Exercise 1 at the end of Section 4.15.) 

b 

L 

a 

Figure 12.12 

12.11 Consequences of the Polytope Section Theorem 

We begin with a lemma whose proof does not depend on the Polytope 
Section Theorem. 

Lemma 12.11. In an ordered geometry any polytope P contained in a line 
must be a closed segment. 
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PROOF. If P is a point, it is a (degenerate) closed segment. Suppose P not a 
point. Then it has two distinct extreme points, a and b (Corollary 4.21). 
Suppose P has a third extreme point c. By Postulate 0, 

a C bc, b c ac or c cab, 
contrary to the definition of extreme point. Thus a and b are the only 
extreme points of P, and P = [a, b] by Theorem 4.21. D 

Now several results on the intersection of a polytope or its frontier with 
a line, a ray and a closed segment are obtained. 

Theorem 12.11. In an ordered geometry let a line L meet a polytope P. Then 
their intersection is a closed segment. If the intersection is a proper closed 
segment, its endpoints are in I§'(P). 

PROOF. The Polytope Section Theorem implies that L n P is a polytope, 
and the lemma, that it is a closed segment (Figure 12.13). Suppose L n Pis 
the closed segment [a, b], a *b. Does a c g(P) hold? Suppose it does. 
Then a c bc, where c c P. Thus c c alb eLand c C [a, b]. But a is an 
extreme point of [a, b] (Theorem 4.20). Hence b = c, so that a = b which is 
impossible. Thus a e:. g(P) and a C I§'(P). By symmetry b C I§'(P), and the 
proof is finished. D 

L 

L 

Figure 12.13 

Corollary 12.11. In an ordered geometry let a line intersect a polytope P in 
two distinct points. Then the line intersects I§'(P) in at least two points. 

Next the section of a polytope by a closed segment. We prove an 
elementary characteristic property of a polytope. 

Theorem 12.12. In an ordered geometry let a closed segment meet a polytope. 
Then their intersection is a closed segment. 

(a, b).---u-- • 
a 

p 

Z:v0r--~ ---'b --- '!---------------. 

Figure 12.14 
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PROOF. Suppose P is a polytope and [a, b]~P (Figure 12.14). The conclu­
sion is trivial if a = b. Suppose a =l=b. Let S = [a, b] n P. Then by Theorem 
12.11 

S = [a, b] n <a, b) n P = [a, b] n [c, d], 

where [c, d] = <a, b) n P. Let ° c S. By the Polytope Expansion Formula 

S = [ a, b] n [ c, d] = ([ 0, a] U [ 0, b J) n ([ 0, c] U [ 0, dJ), 

so that 

S = ([ 0, a] n [0, c J) u ([ 0, a] n [0, dJ) u ([ 0, b] n [0, c J) 

U ([ 0, bJ n [ 0, dJ). (I) 

We assert that each term on the right is a closed segment. Consider 
[0, a] n [0, c] as a typical case. The assertion is true if 0, a, c are not 
distinct. Suppose then 0, a, c are distinct. Note that 0, a, c C <a, b). Hence 
by Postulate 0 

o C ac, a C oc or c C oa. (2) 

If a C oc then [0, a] C [0, c] and [0, a] n [0, c] = [0, a]. Similarly, if c C oa, 
then [0, a] n [0, c] = [0, c]. 

Finally suppose a e:: oc and c e:: oa. Then (2) implies 0 C ac. We show 

oa ~ oc. (3) 

Suppose oa ~ oc. We eliminate a between this relation and 0 C ac. We 
have 

oc/o ~ a ~ o/c, 

and, therefore, oc ~ 0 and 0 = c, which is false. Thus (3) holds. Then 

[0, a] n [0, c] = (0 U a U oa) n (0 u c U oc) = o. 

In all cases then [0, a] n [0, c] is a closed segment, and our assertion is 
justified. Now (1) implies that S is the union of four closed segments and 
so is a polytope (Lemma 12.10). Finally, S C <a, b) implies S is a closed 
segment (Lemma 12.11). D 

Now another case where a line meets a polytope. 

Theorem 12.13. In an ordered geometry suppose line L contains an interior 
point 0 of polytope P and L C <P). Then L intersects Cff(P) in exactly two 
points, and these points are separated by o. 

oif ,g' • -'L 
p fa: 

Figure 12.15 
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PROOF. Let peL, p =1=0 (Figure 12.15). Then 0 c §(P), p c <P) imply 
op ~ §(P) (Theorem 6.27); say q is in both. Then L n P:::> 0, q and 0 =l=q. 
By Theorem 12.11, L n P is a proper closed segment [a, b] and a, b C 
~(P). Since 0 C [a, b] and 0 =1= a, b, we have that 0 separates a, b; that is, 

o ~ abo (1) 
To complete the proof we argue as follows. Since ab is open, (I) implies 

ab = oab (Corollary 4.25.1). But 0 c §(P) implies oab C §(P) (Corollary 
2.15.1). Hence 

ab C §(P). 

Then 

Ln~(P) = Ln P n~(p) =[a,b] n~(p) = {a,b}. 0 

Finally the case where a ray emanates from an interior point of a 
polytope and pierces its frontier. 

Theorem 12.14. In an ordered geometry suppose P is a polytope, R a proper 
ray with endpoint 0 in §(P), and R C <P). Then R meets ~(P) in a unique 
point. 

p 

L .. --------:--------~------~R--~.~ 
Figure 12.16 

PROOF. Let R = 0/ a, 0 =l=a. Let L = <R) = <0/ a) = <0, a) (Theorem 
6.13). Then L is a line containing R, O. Moreover, L c <P), since R c 
<P). By Theorem 12.13, 

L n~(P) = {p, q}, p =1= q, (1) 
and 

o ~ pq. (2) 

Theorem 12.1 and Corollary 12.4.1 applied to (1) and (2) respectively yield 
~ ~ 

L = <p, q) = op U oq U O. 

Since R eLand R is a proper o-ray, we have R ~ 0; or R ~ oq. Thus 

R = 0; or R = oq (Theorem 8.1), and R:::>p or R:::> q. Note R :::>p, q is 
impossible, since otherwise, R :::> pq and (2) yields R :::> 0, contrary to "R is 
proper." Hence R contains exactly one of p, q, say R :::> p. Then employing 
(1), we obtain 

R n~(P) = R n L n~(P) = R n {p, q} = p, 

and the theorem is proved. o 
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12.12 Polytopes Are Closed 

The last theorem has the consequence that polytopes are closed convex 
sets. 

Theorem 12.15. In an ordered geometry any polytope is closed. 

Figure 12.17 

PROOF. Let P be a polytope (Figure 12.17). We must show e(p) c P. It 
suffices to show 

Ii(P) c P. (1) 

Let x C Ii (P). Choose a in g(P). Then 

xa C g(P) (Theorem 2.23). 

Let b C aj x. Then xc aj b. Since a, x c e(p), 

b c <e(p) = <P) (Theorem 6.15). 

Thus aj be <P). Since a =l=x, we have a =l=b, and aj b is a proper ray. 
Then the preceding theorem implies that aj b meets qf(P) in a point p. 

~ ~ 

Thus x, pea j b and ax = ap . By Corollary 12.3 

x cap, p C ax or x = p. (2) 
Consider the possibilities in (2). xc ap is false, since it implies xC g(P) 
(Theorem 2.15). Similarly pc ax is false. Thus (2) implies x = p and 
xC qf(P) c P. This justifies (1), and the theorem follows. 0 

Corollary 12.15. In an ordered geometry any closed segment is closed, that is, 
era, b] = [a, b]. 

[Compare Exercise 4(a) at the end of Section 5.3.] 

12.13 The Interior of a Polytope-Another View 

Theorem 12.16. In an ordered geometry let P be a polytope and 0 C g(P). 
Then 

g(P) = oqf(P) U o. 
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Figure 12.18 

PROOF. 

otff(P) U 0 c g(P) (Corollary 2.15.1). 

To show the reverse inclusion let xC g(P) (Figure 12.18). If x = 0, 

certainly 

x c otff(P) U o. (1) 

Suppose x =1=0. Then xlo is a proper ray with endpoint x in g(P). 
Moreover xlo C <P). By Theorem 12.14, (xlo) n tff(P) = p, a point. But 
pc xlo implies 

x C op C otff(P), 

which implies (1) and yields the result. D 
Remark. The theorem gives a simple geometric procedure for obtaining 

the interior of a polytope. It calls for comparison with Theorem 12.6, the 
Join Expansion Theorem, which can be stated so: Let P = [aI' ... , an], 
n> 1,0 C g(P), and Q be the union of all joins of n - 1 or fewer a's. Then 

g(P) = oQ U o. 

How is tff(P) related to Q? The answer is: tff(P) C Q. For 

tff(P) = (Q U a l .•. an) - a l ••• an C Q. 

12.14 Separation Property of the Frontier of a 
Polytope 

We make use of the definition of the separation of two sets by a set 
(Section 8.13) to define the separation of a set into two sets by a set. 

Definition. Suppose S, T, A and B are sets of points (Figure 12.19) such 
that S (strictly) separates A and Band 

T = SUA U B. 
Then we say S (strictly) separates T into A and B or simply S (strictly) 
separates T. 
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I-------IS 

Figure 12.19 

In Euclidean geometry, for example, a line of a plane separates the 
plane into two halfplanes, and a triangle separates its plane into its interior 
and its exterior. 

Observation on Strict Separation. If S strictly separates A and B, then in 
addition to S ~ A, B we have A ~ B (Section 8.13). Thus if S strictly 
separates T into A and B, then S, A, B form a partition of T. 

Theorem 12.17 (The Polytope Separation Theorem). In an ordered geometry 
let P be a polytope which is not a point. Then the frontier of P strictly 
separates <P) into the interior of P and the exterior of P. 

PROOF. Clearly §(P) =1= 0. Note that lb (P) =1= 0 by Corollary 6.28.2. 

\f(P)} 

~ P~--~~-----•• 
5(P) 

Figure 12.20 

First we show §'(P) separates §(P) and lb(P) (Figure 12.20). Let 
--+ 

ac§(P), bclb(P). Note that a=l=b, so that ab is a proper ray, and 
--+ 
ab C <P). By Theorem 12.14, 

--+ 
ab n §'(P) = p. 

--+ --+ 
Then ab = ap, and Corollary 12.3 yields 

b c ap, p c ab ,or p = b. (1) 

But be ap and p = b each yield b C P, contrary to be lb (P). Hence (1) 
implies p cab and so ab ~ §'(P). By definition §'(P) separates §(P) and 
lb(P). The separation is strict, since §'(P)~§(P) and §'(P)cP~lb(P). 

To complete the proof we have lb (P) = <P) - e(p) = <P) - P (Theo­
rem 12.15), so that 

<P) = P U lb(P) = §'(P) U §(P) u lb(P), 

and the result holds by definition. o 
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This completes the development of the first constellation of results in 
the chapter, the elementary geometric properties of polytopes-elementary 
in the sense not of simplicity of proof but of ready accessibility to 
intuition. 

EXERCISES 

1. Verify Theorem 12.6, its corollary and Theorem 12.7 in several cases chosen in 
JG4 and JG5. 

2. Prove: In an ordered geometry 

e(al ... an) = lab ... , anl· 

3. Prove: In any JOlll geometry, if al"'" an are linearly independent and 
peal' .. am then every pair of 

p,paJ, ... ,pan,pa la2,· .. ,pan-lam" . , pal' .. an-b' .. ,pa2" . an 

is a disjoint pair. 

4. Prove: In an ordered geometry no polytope contains a proper ray. 

5. Prove: In any join geometry, if K is convex and L is linear, then every extreme 
point of K n L is in ~(K) provided K n L contains at least two points. 

6. Prove: In an ordered geometry if K is convex and pc !J(K), then segment pq 
and ray p / q cannot intersect ~(K) in more than one point. 

7. Prove: In an ordered geometry, if K is convex, 0 C !J (K) and x, y C ~(K), then 
ox ~ oy implies x = y. How does this result relate to Theorem 12.16? 

8. Prove: In an ordered geometry, if K is convex and has nonempty interior and 
exterior, then !J(K) = o~(K) U 0 for 0 c !J(K) only if 'i(K) separates !J(K) 
and ~(K). 

9. Prove: In an ordered geometry any point of 
(a) a line strictly separates the line into two rays. 
(b) a proper segment strictly separates the segment into two subsegments. 
(c) a proper ray strictly separates a ray into a segment and a subray. 

10. Prove: In an ordered geometry any closed segment contained in 
(a) a line strictly separates the line into two rays. 
(b) a proper segment strictly separates the segment into two subsegments. 
(c) a proper ray strictly separates the ray into a segment and a subray. 

11. Must the conclusion of Theorem 12. 17 hold if P is 
(a) convex and has nonempty interior and exterior? 
(b) closed and has nonempty interior and exterior? 

12.15 A New Formula for Linear Hulls 

The object of this section is to derive a sharpened formula for the linear 
hull of a finite set. The result, Theorem 12.20, follows from two pre­
liminary theorems. 



12.15 A New Formula for Linear Hulls 

Theorem 12.18. In an ordered geometry 

abl a = ab U bl au b. 

(Compare Theorem 12.3.) 

... ------.... e__-----... ab/a 
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Figure 12.21 
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(1) 

PROOF. By Theorem 8.5, ab I a = ab. Then (1) is immediate by Theorem 
12.3. D 

Remark. The formula (1) is easily recalled by a graphical mnemonic: 
To traverse the ray ab I a (see Figure 12.21), move from a to b, pass 
through b and continue moving indefinitely in the direction opposite to a. 
There is also a simple formal mnemonic: To obtain the three terms in the 
expansion of ab I a: (1) suppress a in the denominator; (2) suppress a in 
the numerator; (3) suppress a in both. 

Corollary 12.18. In an ordered geometry 

aB I a = aB uBI a U B. 

The next theorem, which follows readily from Theorem 12.18, is the key 
to* the structure of linear sets in an ordered geometry. 

Theorem 12.19 (Common Factor Principle). In an ordered geometry 

ablae = able U blae U ble. 
(See Figure 12.22.) 

~" 
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PROOF. 

c a 

Figure 12.22 

ab I ae = (ab I a) I e 

= (abublaub)le 

= able U (b I a) leu b Ie 

= able ubi ae ubi e. 

(Theorem 12.18) 

(Theorem 4.2) 

D 



478 12 Ordered Join Geometries 

CoroUary 12.19 (Common Factor Principle). In an ordered geometry 

aB/aC = aB/C U B/aC U B/C. 

The formal mnemonic for Theorem 12.18 is valid for its corollary and 
for Theorem 12.19 and its corollary. 

In an ordered geometry the formula for the linear hull of a finite 
nonempty set (Theorem 6.9) can be sharpened significantly. 

Theorem 12.20. In an ordered geometry <ai' ... , an) is the union of all sets 
expressible in the following forms: 

aj ••• aj / aJ. • •• a" 
1 r 1 J~ 

(Compare Theorem 12.2.) 
Thus in particular 

<ai' a2' a3) = al U a2 U a3 U a la2 U a la3 U a2a3 U ala2a3 

Ua l/a2 U al/a3 U a2/al U a2/a3 U a3/al U a3/a2 

U a l/ a2a3 U a2/ a la3 U a3/ a la2 

U ala2/ a3 U ala3/ a2 U a2a3/ aJ• 

Figure 12.23 

(I) 
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PROOF. Note that <aI' ... , an> certainly contains all sets expressible in the 
forms (I) or (II). We have 

(Theorem 6.9). (1) 

We apply the Common Factor Principle (Corollary 12.19) to the right 
member of (1) in order to eliminate repetition of the factor a l • We get 

<al,···, an> = al .,. anla2'" an U a2 ··· anlal ··· an 

U a2 ... ani a2 ... an' 

Similarly we eliminate repetitions of the factor a2 in each term of this set 
union; for example, 

is reduced to 

al ... ani a3 ••• an U ala3 ••• ani a2 ... an U ala3 ••• ani a3 ••• an' 

Continuing to eliminate repeated factors in this way, we eventually obtain 
an expansion for <aI' ... ,an> in which all terms are expressed in the 
forms (I) or (II). It should be noted that in dealing with an expression such 
as al ... ani aI' in which the repeated factor constitutes the denominator, 
the same process applies but is justified by Corollary 12.18. If the repeated 
factor is the numerator, the argument is even simpler; for example, 

all al ... an = (all al)1 a2 ... an = ad a2 ... an" 

Thus <aI' ... , an> is precisely the union of all expressions (I) and (II). 0 

12.16 CQnvex Dependence and Independence 

The notion of convex dependence is related to that of linear dependence 
and plays an important role in the theory of ordered geometries. 

Definition. In any join geometry, points aI' ... , an are convexly dependent 
or C-dependent if there exist distinct integers iI' ... , ir,jl' ... ,j. in the 
range 1, ... , n such that 

(1) 

In the contrary case aI' ... , an are convexly independent or C-independent. 

Note that if aI' ... ,an are not distinct, they are C-dependent. Thus 
C-independent points are distinct, and it is natural to refer to a C-indepen­
dent set of points. Therefore, we introduce the 

Definition. Let 8 be a finite set of points. Suppose whenever 8 1 and 82 are 
disjoint subsets of 8 it follows that [81] ~ [82]. Then 8 is said to be 
convexly independent or C-independent. 
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Note that 0 is C-independent and that any subset of a C-independent 
set is C-independent. {Compare Section 6.15.) 

Note that a's which do not appear in (1) may be inserted into either 
member of (1) without affecting the validity of (1). Thus ai' ... ,an are 
Codependent if and only if there exists a permutation 1', ... , n' of 
1, ... , n such that for some r, 1 .e;;; r < n, 

Figure 12.24 illustrates in Euclidean geometry the C-dependence of 
a, b, c and of a, b, c, d. 

• • • .x: a c b 

Figure 12.24 

The term convexly independent is sometimes used in a different sense, 
but the present definition is the natural and useful one in the present 
context. 

Hereafter the term linear independence will be abbreviated to L-inde­
pendence, as convex independence was to C-independence, and similarly for 
linear dependence. 

Independence concepts give rise naturally to notions of rank or dimen­
sion of linear spaces, of convex sets, or in general of sets of points. 

Definition. In any join geometry let S be a set of points. Suppose there is a 
maximum m for the cardinal numbers of L-independent [C-independent) 
subsets of S. That is, S has an L-independent [C-independent) subset of 
cardinal number m, and no L-independent [C-independent) subset of S 
has cardinal number greater than m. Then S is said to be of finite L-rank 
[C-rank) and m is called the L-rank [C-rank) of S, denoted rL(S) [rdS)). 
The L-dimension [C-dimension) of a set is its L-rank [C-rank) diminished 
by unity.3 

Note that 0 is of both finite L-rank and finite C-rank with rL (0) = 
rC<0) = O. 

C-dependence of points can be characterized without employing the 
convex hull concept. 

3 The L-rank of a set is defined exactly as the rank of a set in Section 11.11. 
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Theorem 12.21. In any join geometry ai' ... ,an are C-dependent if and 
only if there exist distinct integers PI' ... ,PI' ql' ... ,qu in the range 
1, ... , n such that 

(1) 

PROOF. Suppose ai' ... ,an C-dependent. Then by definition there exist 
distinct integers ii' ... , ir,jl' ... ,js in the range 1, ... ,n such that 

This relation and Theorem 3.2 imply that some join of the a;'s meets a join 
of the a/so Hence 

where the subscripts are distinct and in the range 1, ... , n. 
Conversely, suppose (1), where the subscripts are distinct and in the 

range 1, ... , n. Then 

This relation asserts that ai' ... ,an are C-dependent, and the proof is 
finished. D 

12.17 How Are C-Dependence and L-Dependence 
Related? 

C-dependence implies L-dependence. 

Theorem 12.22. In any join geometry, if ai' ... , an are C-dependent, they 
are L-dependent. 

PROOF. Suppose ai' ... ,an are C-dependent. By Theorem 12.21 there exist 
distinct integers PI' ... ,PI' ql' ... , qu in the range 1, ... , n such that 

By Corollary 6.20.1, a p .•• , an are L-dependent. D 

Remark. The result may be described by saying that the relation of 
C-dependence is at least as strong as L-dependence-whenever a sequence 
of points satisfies the first relation, it must satisfy the second. Actually the 
converse of Theorem 12.22 is not valid, and C-dependence is "stronger" 
than L-dependence (see Exercise 6 below). 

Corollary 12.22.1. In any join geometry, if ai' ... ,an are L-independent, 
then they are C-independent. 
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Corollary 12.22.2. In any join geometry let S be of finite C-rank. Then S is 
of finite L-rank and rL(S) " rC<S). 

PROOF. The result is trivial if S = 0. Assume S =1= 0, and let r c(S) = m. 
Suppose points a), ... , an of S are L-independent. By the previous 
corollary a), ... , an are C-independent. Hence by definition of m, we have 
n "m. Thus there must be a maximum for the cardinal numbers of 
L-independent subsets of S, and this maximum cannot exceed m. By 
definition, S is of finite L-rank and rL(S) "rC<S). D 

EXERCISES 

1. Interpret Corollaries 12.18 and 12.19 in Euclidean geometry for various choices 
of sets Band C. 

2. Verify Theorem 12.20 in Euclidean geometry for n = 4 if a), a2' a3, a4 are 
vertices of 
(a) a tetrahedron; 
(b) a convex quadrilateral. 

3. Prove: In any join geometry, if a), ... , an are linearly independent, then any 
pair of expressions each of which occurs in (I) or (II) of Theorem 12.20 is a 
disjoint pair. 

4. In a Euclidean plane let a, b, c, d be C-dependent distinct points that are 
noncollinear. Draw figures to illustrate how a, b, c, d are related. How many 
different types of figures can you find? Do the same for 5 noncoplanar points in 
Euclidean 3-space. 

5. Find the L-rank and the C-rank of the basic set J in each of the join geometries 
JGI-JGI6. 

6. Show JGlO and JGI6 are counterexamples for the converse of Theorem 12.22. 
What are the L-rank and the C-rank of the basic set J in JGlO; in JGI6? 

12.18 Convex Dependence and Independence in an 
Ordered Geometry 

In an ordered geometry convex dependence (independence) is equivalent 
to linear dependence (independence). 

Theorem 12.23. In an ordered geometry a), ... , an are C-dependent if and 
only if they are L-dependent. 

PROOF. In view of Theorem 12.22 we need only show the L-dependence of 
a), ... , an implies their C-dependence. Suppose a), ... , an are L-depen­
dent. Then one of the a's is in the linear hull of the remaining a's. Since the 
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order of the a's is immaterial, let us say 

an C <aI' ... ,an-I)· 

By Theorem 12.20 applied to <aI' ... ,an-I)' we have 

an ~ ai, ... ai,' 1 « i l < ... < ir « n - 1; (1) 

or 

an ~ ai ... ai / ai ••• ai , 
1 r J I JS 

1 « il < ... <is « n - 1, ik =1= if. (2) 

Relation (2) implies 

(3) 

Thus we have (1) or (3) and so an intersection relation of two joins of the 
a's with no repeated subscript. By Theorem 12.21, aI' ... , an are C-depen­
dent, and the result follows. 0 

Corollary 12.23. In an ordered geometry aI' ... ,an are C-independent if 
and only if they are L-independent. 

Theorem 12.24. In an ordered geometry let S be oj jinite C-rank or jinite 
L-rank. Then S is oj both jinite C-rank and jinite L-rank, and rcCS) = 
rL(S). 

PROOF. In view of Corollary 12.22.2 we need only show that if S has finite 
L-rank then S has finite C-rank and rcCS) « rL(S). But since C-indepen­
dent points are L-independent (Corollary 12.23), this is shown by the 
method used for Coroliary 12.22.2. 0 

The theorem suggests the following simplification in terminology. 

Definition. In an ordered geometry the L-rank of a set S is called its rank. 

The equivalence result in Theorem 12.23 for convex and linear depen­
dence leads to the generalization to ordered geometries of several well­
known theorems on convex sets in IRn. 

The first of these is due to Radon. 

Theorem 12.25. In an ordered geometry let linear space A have L-rank n. 
Then any n + 1 points oj A are C-dependent. 

PROOF. Since A has L-rank n, its C-rank is n by Theorem 12.24. Hence any 
n + 1 points of A are C-dependent. 0 

The theorem applies to Euclidean geometry and gives interesting infor­
mation on Euclidean spaces of arbitrary dimension. Since a Euclidean 



484 12 Ordered Join Geometries 

-----..... a4 

Figure 12.25 

plane has L-rank 3, the theorem asserts: Any four points of a Euclidean 
plane are C-dependent. (See Figure 12.25; also Exercises 12 and 17(a) at 
the end of Section 3.4.) 

Radon's Theorem as usually stated is now generalized. 

Corollary 12.25 (Radon). In an ordered join geometry if S is a set of n + 1 
points in a linear space of rank n, then there exist disjoint subsets SI and S2 
of S such that [Sd~[S2]. 

12.19 Convex Dependence and Polytopes 

Convex dependence plays a role in the theory of polytopes. 

Theorem 12.26. In any join geometry let ai' ... ,an be C-dependent. Then 
the polytopes generated by sets of n - 1 of the a's, 

(1) 

have a common point. 

(See Figure 12.26.) 

Figure 12.26 

PROOF. Since ai' ... , an are C-dependent, 

(2) 

where ii' ... , ir,jl' ... ,js are distinct integers in the range 1, ... ,n. Letp 
be a common point of the members of (2). Then each polytope in (1) 
contains one of the members of (2) and so contains p. 0 
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The result may be restated thus: If a polytope is generated by n 
C-dependent points, then there is a point comon to the subpolytopes 
generated by sets of n - 1 of these points. 

12.20 Helly's Theorem 

Theorem 12.26 leads readily to a generalized form of a w~ll-known 
theorem of Helly on convex sets in Rn. 

1beorem 12.27. In any join geometry let XI' ... ,Xn+1 be convex sets in A, 
a linear space of C-rank n ;> 1. Let each n of XI' ... 'Xn+1 have a common 
point. Then there is a point common to XI"'" Xn+l • 

PROOF. We pick a point which is common to the members of each set of n 
X's. Specifically, let Pi' 1 C;;; i C;;; n + 1, be in all of the X's with the possible 
exception of Xi: 

Pi C ~, j =1= i, 1 C;;; j C;;; n + 1. 

Then 

Hence 
Xi :::> [PI' ... ,Pi-I,Pi+I' ... ,Pn+d· (1) 

But the C-rank of A is n. Hence the points PI' ... ,Pn+ I must be C-depen-
dent. Thus by Theorem 12.26 the sets 

1 C;;; i C;;; n + 1, 

have a common point. Hence by (1) the Xi' 1 C;;; i C;;; n + 1, have a common 
point. 0 

Coronary 12.27 (Helly). In an ordered geometry let linear space A have 
L-rank n;> 1. Then if XI' ... ,Xn+1 are convex sets in A each n of which 
have a common point, all must have a common point. 

12.21 Decomposition of Polytopes into 
Subpolytopes: Caratheodory's Theorem 

In an ordered geometry Theorem 12.26 yields a simple but nontrivial 
decomposition for a polytope. 

Theorem 12.28. In an ordered geometry let ai' ... ,an be L-dependent. Then 
[ai' ... , an] is the union of the polytopes generated by sets of n - 1 of the 
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a's: 

PROOF. For any pc [aI' ... , an]' Theorem 12.7, the Polytope Expansion 
Formula, yields 

[aI,···,an] =[p,aI, .. ·,an-d u··· u[p,a2, .•• ,an]. (2) 

We aim to make a judicious choice for p. By Theorem 12.23, aI' ... ,an 
are C-dependent. Hence by Theorem 12.26, the terms in the right member 
of (1) have a common point. We choose such a point for p. Then p is 
redundant in each term of the right member of (2), and (2) reduces to (1). 

o 

The following corollary is essentially a restatement of the theorem. 

Corollary 12.28. In an ordered geometry, if a polytope P has n vertices and is 
not a simplex, it is the union oj the polytopes generated by sets oj n - 1 oj its 
vertices. 

The corollary suggests the following result. 

Theorem 12.29. In an ordered geometry any polytope P is expressible as a 
jinite union oj simplexes whose vertices are vertices oj P. 

PROOF. First note that if a simplex is generated by vertices of P, its vertices 
are vertices of P (Theorem 4.19). Suppose P has n vertices. If P is a 
simplex the theorem holds. Suppose P is not a simplex. By the preceding 
corollary 

P=PIu···uPn 

where PI' ... , Pn are the polytopes generated by sets of n - 1 vertices of 
P. If each Pi is a simplex, we stop here. Suppose this is not so. Then P is 
the union of a family, possibly empty, of simplexes generated by n - 1 
vertices of P and a family of polytopes generated by n - 2 vertices of P. 
Continuing in this way, we see that after at most n - 1 steps, P will be 
expressed as a finite union of simplexes generated by vertices of P. 0 

Corollary 12.29.1. In an ordered geometry [S] is expressible as a union oj 
simplexes whose vertices are points oj S. 

(Compare Corollary 3.7.2.) 

PROOF. Recall that [S] is a union of polytopes generated by points of S 
(Corollary 3.7.2) and that the vertices of these polytopes must then be 
points of S (Theorem 4.19). Now apply the theorem. 0 
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Corollary 12.29.2. In an ordered geometry x C [S] if and only if x is a point 
of a simplex whose vertices are in S. 

(Compare Corollary 3.7.3.) 

In the theorem and its corollaries no information is given about the 
ranks of the simplexes involved. If however we impose a restriction on the 
rank of the convex set which is expressed as a union of simplexes, then 
information can be obtained on the ranks of these simplexes. 

Theorem 12.30. In an ordered geometry suppose K is a convex set of rank r 
and K = [S]. Then K is the union of a family of simplexes of ranks not 
exceeding r whose vertices are in S. 

PROOF. Apply Corollary 12.29.1, and observe since each simplex is a subset 
of K, it cannot have a linearly independent subset of more than r points. D 

Corollary 12.30.1. In an ordered geometry let L be a linear space of rank r. 
Suppose S C L. Then [S] is the union of a family of simplexes of rank not 
exceeding r whose vertices are in S. 

A generalized form of Caratheodory's Theorem is immediate. 

Corollary 12.30.2 (Caratheodory). In an ordered geometry let L be a linear 
space of rank r. Suppose S C L. Then x C [S] if and only if x is in ajoin of 
at most r points of S.4 

(Compare Corollary 3.7.1.) 

Theorem 12.31. In an ordered geometry suppose S C L, a nonempty linear 
space of rank r. Then [S] = sr. 

(Compare Corollary 3.6.1 and Theorem 3.8.) 

PROOF. Let x c [S]. By the preceding corollary 

(1) 

where the a's are in Sand m ..;; r. Note that r - m factors am can be 
inserted in the right member of (1) so as to convert it into a join of r points 
of S. Then (1) implies xC sr and so [S] C sr. The reverse inclusion 
follows by Theorem 3.8, and so the theorem follows. D 

4 It should be noted that Bryant and Webster [I] generaIize the theorems of Radon, Helly 
and Caratheodory in IRn to a type of join geometry. 
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12.22 Equivalence of Linear and Convex 
Independence 

Theorem 12.32. A join geometry J is ordered if and only if L-independence 
and C-independence are equivalent in J. 

PROOF. In an ordered geometry the concepts of linear and convex indepen­
dence are equivalent (Corollary 12.23). Suppose conversely that J is a join 
geometry in which these concepts are equivalent. We show every line in J 
is ordered. First we prove that the conclusion of Theorem 12.2 is valid in 
J: 

<a, b) = abualbublauaub. (1) 
Let S denote the right member of (1). Then S C <a, b). Suppose 

x C <a, b). (2) 
Then x, a, bare L-dependent, and so C-dependent. Thus 

x C [a, bJ, a C [ x, b] or b C [ x, a J. 
If x C [a, b], then xeS. Suppose a C [x, b]. Then 

a C x U b U xb. (3) 
If a = b, then (2) implies x = a C S. Suppose a =l=b. Then (3) implies a = x 
or a C xb and xeS in either case. Similarly be [x, a] implies xeS. Thus 
<a, b) c S, and (1) is verified. 

Next we prove the following property: 

p C <a, b), p =1= a, implies <a, b) = <a,p). (E) 

pc <a, b) implies <a,p) c <a, b). By (1) andp =l=a we have 

p cab U alb U bla U b. 

This yields 

b c pia U a I p u ap U p C <a, p). 

Hence <a, b) c < a, p) and (E) is verified. 
Now let L be any line of J, and suppose p, q, r are distinct points of L. 

We have to show 

p C qr, q cpr or r C pq. (4) 

This will follow readily from L = <p, q), which we proceed to prove. Let 
L = <a, b), a =l=b. Then p, q C <a, b). The relation p =l=q implies p =1= a or 
q =1= a; let us say p =1= a. Using (E) we have 

L = <a, b) = <a,p) = <p,a). (5) 

Then q c <p, a) and q =l=p, so that (E) implies 

<p, a) = <p, q). (6) 
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Equations (5) and (6) imply L = <p, q>. Thus using (1), 

rc<p,q> =pqup/quq/pupuq. 

This relation implies, since r ¥=p, q, 

r C pq U p / q u q / p, 
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and (4) follows. Thus J is an ordered geometry, and the theorem holds. 0 

Remark. Readers familiar with Chapter 11 will note that the property 
(E) in the proof is Postulate E of Section 11.1. 

EXERCISES 

1. Show that the results in Corollary 12.27, Theorem 12.28 and Theorem 12.31 do 
not hold in JG16. 

2. Verify Theorem 12.31 for some of the sets presented in the set of exercises on 
Convex Hulls of Euclidean Sets at the end of Section 3.2. 

3. Prove: Sl and S2 in Corollary 12.25 are uniquely determined if and only if every 
n points of S are linearly independent. 

4. Prove the following extension of Theorem 12.27. In any join geomery let 
Xl, ... ,Xm be convex sets in A, a linear space of C-rank n <m. Let each n of 
Xl' ... , Xm have a common point. Then there is a point· common to 
Xl,···,Xm· 

5. In 1R2 let Sh S2' S3, S4 be vertical segments (i.e., each segment has endpoints 
with equal first coordinates). Suppose every three of Sl, S2, S3' S4 meet a 
common line. Show that there is a line which meets each of Sl> S2' S3, S4' [Hint. 
1R2 has rank 3. Let Cj , i = 1, 2, 3, 4, be the set of all ordered pairs (m, b) of real 
numbers such that the line having equation y = mx + b meets Sj' Prove each Cj 
is convex.] 

6. Show that the conclusion of Theorem 12.31 cannot be sharpened. That is, show 
in any nonempty linear space L of rank r that there exists a set S such that 
[s]~sm for m <r. 

12.23 The Separation of Linear Spaces by Linear 
Spaces 

The final theme of the chapter is now treated: The separation of linear 
spaces by linear spaces in an ordered geometry. The results are typical of 
Euclidean geometry but not of arbitrary join geometries: a line is separated 
by any of its points, a plane by any of its lines, and in general a linear 
space by any linear space it covers. 

First a formula for the linear hull of a nonempty linear space and a 
point. 
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Theorem 12.33. In an ordered geometry let L be a nonempty linear space. 
Then 

<L, a) = La / L U L / a U L. (1) 

(See Figure 12.27.) 

-a La/L 
11( .L 

L/a 

Figure 12.27 

PROOF. 

<L, a) = <La) (Theorem 6.13) 

= La/La (Corollary 6.11.1) 

= La/L U L/La U L/L (Corollary 12.19) 

= La/L U (L/L)/a U L 

= La/L U L/a U L. D 

Remarks on the Theorem. If a.e: L, the case where the theorem has 
nontrivial content, then La/ Land L/ a are proper L-rays (halfspaces of 
L), indeed, they are opposite L-rays (Theorems 8.17, 8.19). Furthermore 
since no two of La/ L, L/ a and L meet, they form a partition of <L, a) 
(Section 8.5). Finally by employing Corollary 8.22.2 and the theorem, we 
obtain that L strictly separates <L, a) into La/ Land L/ a (Section 12.14). 

Corollary 12.33. In an ordered geometry let L be a nonempty linear space 
which is covered by linear space M. Then L strictly separates Minto Hand 
H', where Hand H' are proper opposite halfspaces of L. 

(Compare Corollary 12.4.2.) 

PROOF. Since M covers L, we have M = <L, a) for some a.e: L (Theorem 
6.21). Apply the above remarks. D 

Corollary 12.33 has a converse which holds in any join geometry. 

Theorem 12.34. In any join geometry suppose L is a nonempty linear space 
which strictly separates the linear space M into sets A and B. Then M covers 
L, and A and B are proper opposite halfspaces of L. 

PROOF. Each of L, A, B is nonempty, and these sets form a partition of M 
(Figure 12.28). Let a be a point of A, and b a point of B. Then for any 
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x eA we have xb~L, so that x~Llb. Hence 

A e Lib eM, 

and similarly 

BeLla e M. 
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(1) 

(2) 

Next a, beL imply L I a, Lib are proper halfspaces of L. Since ab ~ L, 
Corollary 8.20 yields that L I a and Lib are opposite halfspaces of L. Then 
no two of L, L I a, Lib meet, so that (1) and (2) together with 

M = L U AU B (3) 

imply A = Lib and B= Lla. Thus A and B are proper opposite half­
spaces of L. 

It remains to be shown that M covers L. Clearly M properly contains L. 
Suppose X is linear, X =1= L and LeX e M. Then by (3), X ~ A or X ~ B. 
Suppose X~A = Lib. Then b~LIX eX, so that 

A = Lib e LIX eX. (4) 

Moreover, since ab~L, we have by (4) a~Llb eX. Hence 

B = LI a e LI X e X. (5) 
Similarly X ~ B = LI a implies (4) and (5). By (3), (4) and (5), X = M. 
Thus M covers L and the theorem is proven. 0 

We may combine results. 

Corollary 12.34. In an ordere4 geometry let Land M be nonempty linear 
spaces. Then L strictly separates M if and only if M covers L. 

Our final result is a point spanning principle in ordered geometries for 
the linear covering relation. 

Theorem 12.35. In an ordered geometry let A and B be linear. Then A 
covers B if and only if A = (B, a) for some a e B. 

(Compare Theorem 6.21.) 

PROOF. Suppose A covers B. Then Theorem 6.21 certainly yields A = 
(B, a) for some a e B. Conversely suppose A = (B, a) and a e B. If 
B = 0 then A = a, so that A covers B. If B =1= 0, then the Remarks on 
Theorem 12.33 imply that B strictly separates A. Thus Corollary 12.34 
implies A covers B. 0 
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EXERCISES 

1. Prove: In an ordered geometry, if a, b, e are linearly independent and L is a 
line contained in <a, b, e), then <a, b, e) covers L. 

2. Prove Pasch's Postulate: In an ordered geometry, if a, b, e are linearly indepen­
dent and L is a line such that L c (a, b, e) but L 25 a, b, e, then L:::::! ab implies 
L:::::! ae or L:::::! be but not both. Interpret the result in Euclidean geometry. 

3. Prove: In an ordered geometry, if L is linear, then 
(a) e(L/ a) = L U L/ a. 
(b) eeL u L/ a) = L U L/ a. 
(Compare the Remark in Section 8.15.) 

4. Prove: In an ordered geometry, if L is a nonempty linear space, and H and H' 
are opposite L-rays, then 

<H) = <H') = HH' = HuH' U L. 

If H is a proper L-ray, does <H) cover L? Explain. (Compare Exercise 15 at 
the end of Section 12.6.) 

*5. Prove: In an ordered geometry if five points, no three of which lie on a line, are 
contained in a linear space of rank 3, then there exist at least four of these 
points which are vertices of some polytope. (For a generalization see Griin­
baum [ll, p. 22, Exercise 12.) 



The Structure of Polytopes 
in an Ordered Geometry 13 

This chapter falls into three parts. First the theory of extreme sets and 
extremal linear spaces for convex sets is employed to elicit basic facial 
structural properties of polytopes in ordered geometries. The chief result is 
that a nontrivial polytope can be represented as the intersection of a 
certain finite family of closed halfspaces. These halfspaces have edges 
which are linear hulls of the maximal proper faces, or facets, of the 
polytope. Secondly, conditions are obtained, involving intersection proper­
ties with lines and segments, for a convex set to be the convex hull of its 
extreme points. Thirdly two characterizations of polytopes as types of 
convex set are obtained. One is based on the intersection properties 
mentioned above, the other on the representation of a polytope as an 
intersection of closed halfspaces. The second characterization yields the 
result that two polytopes which meet intersect in a polytope. 

13.1 Enclosing Convex Sets in Closed Halfspaces 

Given a linear space L and a convex set K not contained in L (Figure 
13.1), we seek conditions under which K will be contained in a proper 
closed halfspace of L. Our first result observes that L must be extremal to 
K (Section 7.27). 

Theorem 13.1. In any join geometry let K be convex, La nonempty linear 
space and H a proper halfspace of L. Then K c L U H implies L is extremal 
to K. 

493 
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Figure 13.1 

PROOF. Suppose 

L ~ xy for xy C K. (1) 

Then K C L U H implies 

xy C L U H. (2) 

We show 

xycL. (3) 

Suppose (3) fails. Then (2) yields xy ~ H. Let p c xy, H. Since xy is open, 
Corollary 4.25.1 yields 

xy = pxy c H(L U H) = HL U H = H (Theorem 8.16). (4) 
But (I) and (4) imply L ~ H, which is impossible given that H is a proper 
halfspace of L. Thus (3) holds, and L is extremal to K by definition. D 

Suppose L is extremal to K. Is there a closed halfspace of L which 
contains K? Here is an answer. 

Theorem 13.2. In an ordered geometry let K be convex and L a nonempty 
extremal to K which does not contain K. Then L has a proper haljspace H 
such that K c L U H if and only if <K, L) covers L (in the family of linear 
spaces). 

PROOF. Suppose 

K c L U H, (1) 

where H is a proper halfspace of L. Since L 25 K, there exists 

acK-L. W 
Then (I) and (2) yield a C H, so that 

H = Lal L (Theorem 8.17). (3) 
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Then (1), (3) and (2) imply 

<K, L) C <L U H, L) = <La/ L, L) = <a, L) C <K, L), 

so that 

<K, L) = <a, L). (4) 

By Theorem 12.35, (2) and (4) imply 

<K, L) covers L. (5) 

Conversely suppose (5) holds. Then since L =1= 0, Corollary 12.33 im­
plies 

<K, L) = L U H U H', (6) 

where H and H' are proper halfspaces of L which are separated by L. 
Then certainly (6) gives 

K c L U H U H'. (7) 

We show that it is impossible for both K ~ Hand K ~ H' to hold. 
Suppose otherwise. Then there exist points p and q with p common to K 
and Hand q common to K and H'. Since L separates H and H', we 
obtain L ~ pq. But this implies L:J p, q, since L is extremal to K 
(Corollary 7.40.1). Then L~H and L~H', which is in contradiction to 
the fact that H and H' are proper halfspaces of L. Thus either K -;;6 H or 
K (;16 H'; say K (;16 H'. Then (7) implies (1) and the theorem is proven. 0 

13.2 Interpreting the Results 

Let us interpret Theorems 13.1 and 13.2 in Euclidean geometry. First we 
take K to be a closed convex planar region and L to be a line in the plane 
of K (Figure l3.2). In Theorem l3.1, the situation in the right hand 
drawing is ruled out. In both the left hand drawing and the center drawing, 
L is extremal to K and K C L U H. But the situation depicted in the center 
seems desirable. Here, in a certain sense, L U H 'just covers" K -or 
contains it "most economically". For if Land H were slid upward, L U H 
would fail to contain K, and if downward, L U H would be unnecessarily 
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"large". In this Euclidean case the relation of L U H to K can be described 
so: There is no closed halfspace between the sets L U Hand K. Intuitively 
speaking, we require L to be in "contact" with K. 

Secondly, we take K to be a closed convex planar region and L to be an 
extremal linear space in contact with K. In Theorem 13.2, the situation in 
the right hand part of Figure 13.3 is ruled out-<K, L) does not cover L. 
In both the left hand PaJt and the center part K C L U H, but the situation 
depicted in the center is again the desirable one. In the left hand part there 
is too much "space" in L U H; L U H can contain solid regions. Thus it 
seems desirable for L to be contained in the plane of K, and in general for 
L C <K) to hold. Notice that in this Euclidean example the desirable 
situation, the center drawing, can be obtained from the left hand drawing 
by finding the intersections of <K) with L and with H. The resulting linear 
space L n <K) and its halfspace H n <K) are precisely those of the center 
drawing. Hence to require L C < K) is not unduly restrictive. 

Figure 13.3 

Under the assumption L C <K) the condition "<K, L) covers L" of 
Theorem 13.2 reduces to "<K) covers L", or equivalently, "L is a 
hyperplane of <K)". Having observed first that L is extremal to K and 
L R:: e.(K) should also hold, we see that L should be a supporting hyper­
plane to K (Section 7.31). 

Hence we are led to study halfspaces of supporting hyperplanes to 
convex sets. 

Theorem 13.3. In an ordered geometry let L be a supporting hyperplane to 
the convex set K. Then there exists a unique proper halfspace H of L such 
that 

K c Lu H. (I) 

Moreover <K) ::J L U H. 

PROOF. The existence of a proper halfspace H of L that satisfies (1) is a 
consequence of Theorem 13.2. 
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To show uniqueness suppose H' is a proper halfspace of L that satisfies 
(1). The relation (1) implies 

K - L C H, H'. (2) 

Since <K) covers L, K e L. Thus K - L =fo 0. Then (2) implies H R:! H' 
and H = H' (Theorem 8.13). 

Finally we show <K) ~ L U H. Certainly <K) ~ L. The relation (2) 
and K-L=fo0 imply KR:!H. LetpcK,H. Then using Theorem 8.l7, ..... 
<K) ~ Lp / L = I.p = H and the theorem holds. 0 

13.3 Supporting Halfspaces to Convex Sets 

The theorem suggests the following 

Definition. In any join geometry let K be a convex set and L a supporting 
hyperplane to K. Suppose H is a proper halfspace of L such that 
K C L U H. Then we call H a supporting haljspace to K and L U H a 
supporting closed haljspace to K. We also say H or L U H supports K. 

The following corollary is essentially a restatement of Theorem 13.3. 

Corollary 13.3. In an ordered geometry let L be a supporting hyperplane to 
the convex set K. Then there exist a unique haljspace H of L and a unique 
closed haljspace H' of L that support K. Moreover 

H' = L U H c <K). 

Remarks on the Definition. 

(1) The notion could have been introduced in Chapter 8 when halfspaces 
were defined. It can be studied in any join geometry, but has a richer 
aggregate of properties in an ordered geometry. 

(2) We call H a supporting halfspace to K, even though it may not contain 
all points of K, for convenience of expression and for the substantive 
reason that H ~ §(K), the "core" of K. This we now prove. 

Theorem 13.4. In any join geometry let H be a supporting haljspace to 
convex set K. Then H ~ § (K). 

PROOF. H is a proper halfspace of a supporting hyperplane L to K, and 

K c L U H. (1) 

Suppose § (K) R:! L. Then certainly § (K) R:! L n K. But L is extremal to K, 
so that L n K is a face of K. Then by Theorem 7.28, K c L n K; that is, 
K C L. This contradicts the fact that L is a hyperplane of <K). Thus 
§(K)~ L. Then (1) yields §(K) C H, as desired. 0 
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Remark I. The proof shows that a supporting hyperplane L to K does 
not meet the interior of K. Since L -::::::! e( K) (by definition), we must have 
L -::::::! ~ (K), and so L meets K in points.of I!i(K), if at all. 

Remark II.' The theorem implies that the interior of a convex set K is 
contained in the intersection of the halfspaces that support K. This 
immediately raises the question: Is §(K) the intersection of the supporting 
halfspaces to K? Similarly: Is K the intersection of its supporting closed 
halfspaces? In general, and even in ordered geometries, the answer to both 
questions is no (see Exercises 5 and 7 below). (The question of the 
existence of supporting hyperplanes and halfspaces to K is in many join 
geometries related to the topological notion of completeness of the space­
a notion we do not develop here.) Still there are interesting and important 
situations where the answers are yes. One of these, the case of polytopes 
(which are not simply points) in an ordered geometry, will be taken up 
next. 

EXERCISES 

I. Show that JGl6 provides a counterexample for the contention that the forward 
implication in Theorem 13.2 holds in an arbitrary join geometry. 

2. Prove: In an ordered geometry, if K is convex and L is a supporting hyper­
plane to K, then there exists a unique proper haHspace H of L satisfying 
H C ~(K) (Section 6.21). 

3. Prove: In an ordered geometry, if K is convex, L is linear and H is a proper 
halfspace of L, then H is a supporting haHspace to K if and only if L ~ e( K) 
and 

K C L U H C <K). 

4. In an ordered geometry suppose K is convex and L is a supporting hyperplane 
to K. Prove: 
(a) LK/ L is a supporting closed haHspace to Kif K ~ L. 
(b) LK / L is a supporting halfspace to K if K ~ L. 

5. In JG 15, let K be the set of all rational numbers between V2 and V3 . Show 
that K is convex and both open and closed. Use this to conclude that there do 
not exist any supporting hyperplanes to K. 

*6. In JGl6 let Jf consist of the origin (0,0) together with all points not on the 
x-axis or y-axis (Figure 13.4), that is, Jf is the set of points x = (XI' x~ 
satisfying XI = 0 if and only if X2 = O. A join operation· is defined in Jf by 
relativizing thejoin operation in JGl6 to J'. That is, for a, b C J f , 

a' b = (ab) n Jf, 

where thejoin on the right is that in JGI6. Show that (J', .) is a join geometry, 
and that it provides a counterexample to the contention that Theorem 13.3 
holds for an arbitrary join geometry. Does the reverse implication in Theorem 
13.2 hold in an arbitrary join geometry? (Compare Exercise I.) 
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*7. In an ordered geometry let p be an extreme point of convex set K. Show that 
there does not necessarily exist a supporting hyperplane to K that contains p. 
[Hint. Let J = Q2 (Exercise 14 at the end of Section 5.9), p = (0,0) and K be 
the set of points x = (XI> X2) satisfying (XI - V2)2 + (x2 - OZ .;;; 3.] 

13.4 Supporting Hyperplanes to Polytopes Exist I 

Given a polytope, we wish to produce supporting hyperplanes to it. First 
let us examine the case of a polyhedron P in Euclidean 3-space (Figure 
13.5). We see that (j(P), the surface of P, is composed of planar faces. 
These planar faces have linear hulls which are supporting hyperplanes to 
P. Thus in the general setting of a polytope in an ordered geometry, the 
example suggests a search for faces of the polytope which have supporting 
hyperplanes as linear hulls. Our search is somewhat indirect, but it is 
rewarded. We begin with a lemma which seems unrelated to our problem. 

Figure 13.5 

Lemma 13.5. In any join geometry suppose K is convex and L), ... , Ln are 
linear. Then K c L) U ... U Ln implies K C L j for some i in the range 
1, ... ,n. 

PROOF. We first consider the case where K is a segment. Suppose the 
lemma is false for segments. Then there exists a segment ab and linear 

'This section is an adaptation to join geometries of Griinbaum [I], Theorem 3.1.1 and its 
proof. 
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spaces L" ... ,Ln such that 

ab c L, U . . . U Ln, 

but ab!L. L; for each i in the range 1, ... , n. Furthermore such a counter­
example can be chosen to be minimal in the sense that, if a' b' is a segment 
and Li, ... ,L;" are linear spaces with 

a'b' c Li U ... UL;", 

then m < n implies a' b' c L; for some j in the range 1, ... , m. Let 
ab, L" .•. , Ln> as given above, furnish such a minimal counterexample; 

Clearly n ~ 2, and there exists p c ab satisfying 

peL, - (~u ... ULn). (1) 

Consider segment ap. We claim 

ap c ~ U ..• ULn' (2) 

Let x cap, and suppose 

x C LI' (3) 

Then acx/p, so that (1) and (3) yield acL,. Then bcp/acL,. and 
the contradiction ab c L, results. Hence (3) fails. But 

x c ap C aab = ab, 

so that 

x c L, U ..• ULn' 

This and the failure of (3) yield 

x C L2 U ..• ULn' 

so that (2) holds as claimed. But (2), in view of the minimality condition, 
implies ap c L; for some i in the range 2, ... , n. Then 

p c e(L;) = L; (Corollary 6.15.3), 

a contradiction to (1). Thus no counterexample exists, and the lemma 
holds for segments. 

We now consider the case of an arbitrary convex set K. We have the 
relation 

K c L, U ... ULn' 

We may assume in this relation that n is minimal, but n'l= 1. Then there 
exists 

(4) 

Let x C K. We show 

(5) 

Certainly ax C K. Hence 
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By the case just considered, ax C Li for some i in the range 1, ... , n. 
Hence 

a, x C eeL;) = Li• 

The relations (4) and (6) yield i =1= 1. Then (6) yields (5). Thus 

K c L2 U ... ULn. 

This is impossible, and the lemma holds. 

(6) 

o 
The next theorem enables us to produce supporting hyperplanes to 

polytopes in ordered geometries. It is the key to the representation of 
polytopes as intersections of supporting closed haIfspaces. 

Theorem 13.5. In an ordered geometry let P be a polytope and let a C 
S (P). Then there exists a face F of P such that <F) is a supporting 
hyperplane to P and a!f(P)~F. 

(See Figure 13.6.) 

.... 
a 

PROOF. Note that P is not a point, since S(P) =1=0. P has only a finite 
number of faces (Corollary 7.36.2). Let AI' ... ,An be the proper faces of 
P. Let 

x C !f(P). 

Theorem 12.17 applies and yields ax ~ lff"(P). By Theorem 7.34, 

ax ~ Al U ... UAn' 

Thus 
x ~ (AI U ... uAn)la = Alia U ... uAnla, 

so that (1) yields 

(1) 

!f(P) cAlia U ... uAnla. (2) 

In the right side of (2) we eliminate unnecessary terms and obtain 

!f(P) C FIla U ... uFrla, (3) 

where each F is an A and 

!f(P) ~ FJ a for i = 1, ... , r. (4) 

From (3) we obtain 

!f(P) C <FI, a) U ... U <Fr, a). 
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By the lemma, 

!f(P) c <F, a), (5) 

where F is one of F I , ••• , Fr' From (5) we obtain, by Theorem 6.16, 

<P) = <!f(P» c <F, a). 

But F, a c <P), so that 

<P) = <F, a) = «F), a). (6) 

Suppose a C <F). Then (6) becomes <P) = <F), a contradiction to Theo­
rem 7.42. Thus a 5L. <F), and (6) and Theorem 12.35 yield that <P) covers 
<F). Finally, since F is an F;, (4) yields a!f(P) R:i F. Note F* 0. Since F is 
a face of P, <F) is extremal to P (Corollary 7.39). But <F) R:i P, and so is 
a supporting hyperplane to P. 0 

Corollary 13.5. In an ordered geometry let P be a polytope which is not a 
point. Then there exists a face F of P such that < F) is a supporting 
hyperplane to P. 

PROOF. Since P is not a point, F;(P) is nonempty (Corollary 6.28.2). Apply 
the theorem. 0 

13.5 Polytopes Are Intersections of Closed 
Halfspaces 

Consider Corollaries 13.3 and 13.5. The latter ensures that a polytope P 
has a face whose linear hull L is a supporting hyperplane to P. Then the 
former ensures that L has a unique halfspace that supports P. Together 
they enable us to represent a polytope as an intersection of supporting 
closed halfspaces. 

Theorem 13.6. In an ordered geometry let P be a polytope which is not a 
point. Let FI, ... , Fn be the faces of P whose linear hulls L I, ... , Ln are 
supporting hyperplanes to P. Let HI' ... , Hn be the haljspaces of L 1, ••• , Ln 
which support P. Then 

(a) P = (LI u HI) n ... n (Ln U Hn); 

(b) !f(P) = HI n ... nHn; 

(c) 

PROOF. By definition of supporting halfspace 

P eLi U Hi' i = 1, ... , n. (1) 
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By Theorem 13.4 

i = 1, ... ,n. (2) 

Thus by (1), P c U, where U denotes the right member of (a), and by (2), 
g(P) c V, where V denotes the right member of (b). 

To show the reverse inclusions, first suppose xC U. Then xC <P), 
since for each i, Li U Hi C <P) by Corollary 13.3. Suppose x!Z P. Then 
xC t9 (P), since P is closed (Theorem 12.15). By Theorem 13.5 there exists 
a face A of P such that <A) is a supporting hyperplane to P and 

xg(P) ~ A. (3) 

Then A = FJ for some j, and (3) becomes 

xg(P) ~ FJ. 
But (4) in view of x C U and (2) yields 

(Lj U ~)~ ~ L1' 

(4) 

which implies, by Theorem 8.16, ~ ~ Lj • But this is contrary to the fact 
that ~ is a proper halfspace of Lj . Thus our supposition is false, and x C P 
holds, so that U = P and (a) is proven. 

Next observe that V C U = P. But V is the intersection of the open sets 
HI' ... , Hn and so is open (Corollary 4.26). Thus the relation g(P) C V 
and the fact that g(P) is a component of Pimply g(P) = V (Theorem 
7.15). Hence (b) is proven. 

Finally, for (c), suppose x C ~(P) and x !Z LI U ... U Ln. Then (a) 
yields x C Hi for each i, so that (b) gives x C g(P), a contradiction. Thus 
(c) is proven. D 

Corollary 13.6. In an ordered geometry let P be a polytope which is not a 
point. Then there exist faces of P such that P is the intersection of closed 
haljspaces of the linear hulls of these faces, g(P) is the intersection of these 
haljspaces, and ~(P) is contained in the union of these linear hulls. 

13.6 Covering of Faces of a Polytope and Their 
Linear Hulls 

A study of the relationship between the covering concept for faces of a 
convex set (Section 7.26) and the covering concept for linear spaces, as it 
applies to the linear hulls of these faces, was begun in Section 7.29. We 
obtain an improved result for a polytope in an ordered geometry. 

Theorem 13.7 (The Polytope Facial Covering Theorem). In an ordered 
geometry let A and B be faces of a polytope P. Then A covers B (in the 
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family of faces of P) if and only if <A) covers <B) (in the family of linear 
spaces). 

(See Figure 13.7.) 

Figure 13.7 

PROOF. By Theorem 7.43, <A) covers <B) implies A covers B. Suppose 
conversely that A covers B. We consider two cases. First assume B = 0. 
Then A is a polytope whose vertices are vertices of P (Corollary 7.36.1) 
and so faces of P. Thus A has only one vertex, say a, and A = a. Then 
<A) = a, which covers <B) = 0. Secondly assume B =F 0. Again A is a 
polytope, but this time A cannot be a point. By Theorem 13.6, 

(1) 

where each L; is a hyperplane of <A) and the linear hull of a face F; of A. 
Observe that B is a face of A, indeed a proper face, so that B C t,;(A) by 
Theorem 7.34. Then (1) yields 

B C L\ U ... ULn' 

and consequently Lemma 13.5 implies B eLi for some i. Furthermore by 
Corollary 7.38, 

B C Li n A = <F;) n A = F;. 

Note that F; is properly contained in A and that F; is a face of P. By 
applying the covering hypothesis we obtain F; = B. Thus Li = <B) is a 
hyperplane of <A), that is, <A) covers <B). 0 

13.7 Facets of a Polytope 

Theorem 13.6 calls our attention to an important family of faces of a 
polytope P. Can these faces be characterized intrinsically in P? The 
Polytope Facial Covering Theorem suggests faces of P which are covered 
by P. This notion can be defined for any convex set. 

Definition. In any join geometry, if A is a face of a convex set K and K 
covers A, then we call A a facet of K. 
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The definition is used to formulate an important corollary of Theorem 
13.7. 

Corollary 13.7. In an ordered geometry let F be a face of polytope P. Then F 
is a facet of P if and only if <F) is a hyperplane of <P). 

Theorem 13.8. In an ordered geometry let F be a face of a polytope P. Then 
<F) is a supporting hyperplane to P if and only ifF is a nonempty facet of P. 

PROOF. Since <F) is an extremal to P, which meets e(p) = P if and only 
if F =1= 0, the result is a consequence of Corollary 13.7. D 

Corollary 13.8. In an ordered geometry let F be a nonempty facet of a 
polytope P. Then P is supported by a unique halfspace of <F). 

PROOF. Apply Corollary 13.3. D 

The treatment of supporting halfspaces to polytopes culminates in the 
next theorem, which is essentially a recasting of Theorem 13.6 based on the 
results of this section. 

Theorem 13.9. In an ordered geometry let P be a polytope which is not a 
point. Then: 

(a) P is the intersection of the supporting closed halfspaces to P of the linear 
hulls of its facets. 

(b) g(P) is the intersection of the supporting halfspaces to P of the linear 
hulls of its facets. 

(c) Each point of ~(P) is in a supporting hyperplane to P which is the linear 
hull of a facet of P. 

PROOF. Since P is not a point, Corollary 13.5 yields faces of P whose linear 
hulls are supporting hyperplanes to P. By Theorem 13.8 each such face is a 
facet of P. On the other hand, since P is not a point, no facet of P can be 
empty. By Theorem 13.8 each facet of P has a linear hull which is a 
supporting hyperplane to P. Thus the facets of P are precisely those faces 
of P whose linear hulls are supporting hyperplanes to P. Then (a), (b) and 
(c) follow from Theorem 13.6. D 

Corollary 13.9. In an ordered geometry let P be a polytope which is not a 
point. Then P (g(P» is the intersection of a finite family of closed (open) 
halfspaces of hyperplanes in <P). 

EXERCISES 

1. Prove in an ordered geometry that a polytope which is not a point is the 
intersection of the family of all its supporting closed halfspaces. Show by 
examples in Euclidean geometry that this family may contain closed halfspaces 
of hyperplanes which are not linear hulls of facets of the polytope. 
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2. Prove: In an ordered geometry, if P is a polytope which is not a point, then 
fb (P) is the union of a finite family of halfspaces of hyperplanes in <P). 

3. Prove: In an ordered geometry, any polytope not a point contains at least two 
facets. 

4. Using Theorem 12.16 instead of Theorem 12.17, convert the proof of Theorem 
13.5 into a proof of Corollary 13.5. 

5. Prove: In any join geometry, if A is a nonpathological convex set contained in 
a union of faces of a convex set K, then A is contained in one of these faces. Is 
the result still true if A is not assumed nonpathological? Justify your assertion. 

6. Show that Corollary 13.5 and Theorem 13.7 are false if the join geometry is not 
assumed to be ordered. 

7. Prove: In an ordered geometry, if F is a facet of polytope P and L I , ••• , Ln 
are linear spaces properly contained in <P) such that ~(P) c LI U ... U Ln, 

then there is an i in the range I, ... , n such that L; = <F). 

8. Prove: In an ordered geometry, if F is a nonempty facet of polytope P, then 
(a) P / F is a supporting closed halfspace to P; 
(b) §(P)/ F is a supporting halfspace to P. 

*9. Prove: In an ordered geometry the intersection of all the facets of a polytope is 
empty. Show that the result is false if the join geometry is not assumed to be 
ordered. 

10. Prove: In an ordered geometry, if the polytope P is the intersection of a finite 
family F of supporting closed halfspaces to P, and A is a facet of P, then some 
member of F is a closed halfspace of <A). 

13.8 Facial Structure of a Polytope 

We begin a brief investigation into the facial structure of a polytope in an 
ordered geometry. First we obtain formulas which express a facet and its 
interior in terms of halfspaces and hyperplanes. 

Theorem 13.10. In an ordered geometry let P be a polytope which is not a 
point. Let FI, ... ,Fn be the facets of P; L I, ... ,Ln the linear hulls of 
FI, ... , Fn; HI' ... , Hn the halfspaces of L I, ... , Ln that support P. Then 

(a) F; = (LI u HI) n ... n(L;_1 u Hi-I) n L; 

n(Li+ 1 u Hi+ 1) n ... n(Ln U H n), 

(b) g(F;)=H1n'" nHi-lnLinHi+ln'" nHn' 

(See Figure 13.8.) 
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PROOF. (a) 

F = P n (F) = P n L I I, I 

= (LI u HI) n ... n (Ln U Hn) n Lj (Theorem 13.9) 

= (LI U HI) n ... n (Lj _ 1 u Hj _ l ) n (Lj U Hj) n Lj 

n (Lj + 1 u Hj + l) n ... n (Ln U Hn) 

= (LI U HI) n ... n (Lj _ 1 u Hj _ l ) n Lj 

n (Lj + 1 u Hj + l ) n ... n (Ln U Hn). 

(b) Let 

R = HI n ... nHj _ 1 n Lj n Hj + 1 n ... nHn. 

Suppose x c §(F;). Then since L j = (F;), 

xC L j • 

Now suppose 

x c~, wherej =1= i. 

Then 

x C ~ n P = (F) n P = Fj. 
Thus Fj ~ § (F;), and Theorem 7.28 gives 

507 

(1) 

(2) 

Fj :::> F;. (3) 

But since Fj and F; are distinct facets of f, (3) is impossible. Thus (2) is 
false, so that 

x lL ~ for eachj =1= i. (4) 

But it follows from (a) that 

x C Lj U ~ for eachj =1= i. 

Thus by (4), 

x C ~ for eachj =1= i. (5) 
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The relations (I) and (5) imply x c R, and we have 

g(~) C R. (6) 

Since P is not a point, ~ =1= 0, so that g(~) =1= 0. Thus (6) yields 
g (F;) ~ R. But by (a), R c~, moreover, since R is an intersection of open 
sets, it is open. Hence Theorem 7.11(b) yields g(~)::> R, and the proof is 
finished. 0 

Theorem 13.11. In an ordered geometry let P be a polytope. Let A be a 
proper face of P which is not a facet of P. Then there are at least two facets 
of P which contain A. 

PROOF. Note the hypothesis implies that P is not a point. Let then 
FI, ... , Fn be the facets of P; L I, ... , Ln their linear hulls; HI' ... , Hn 
the halfspaces of these linear hulls which support P. 

Since A is not P and not a facet of P, A is properly contained in some 
facet of P, say F;. We first consider the possibility that A = 0. Since ~ is 
not P, there exists a vertex of P not in ~. This vertex must also be 
contained in a facet of P, and clearly this facet must be distinct from ~. 
Thus A is contained in at least two facets of P. 

Now assume A =1=0. Then g(A) =1=0; say pc g(A). Supposep C g(~). 
Then g(A)~ g(F;), and Corollary 7.28 implies A =~, which is impossible. 
Thusp ~ g(~). By Theorem 13.10, 

p ~ HI n ... nH;_1 n L; n Hi+1 n ... nHn' (I) 

Note that peL; holds, so that (I) yields 

p ~ ~ for somej =1= i. (2) 

Butp c~, so that Theorem 13.10 implies 

p C (LI u HI) n ... n (L;_I U H;_I) n L; 

n (Li+1 U H;+I) n ... n (Ln U Hn). 

Thus p c 4 u ~, and (2) gives p C Lj" Then 

p C Lj n P = Fj. 

(3) 

Thus g (A) ~ Fj, so that A C Fj. Since Fj =1= F; the theorem is proved. 0 

13.9 Facets of a Facet of a Polyope 

We improve on Theorem 13.11 for the case where a face of P is covered by 
a facet of P. 

Theorem 13.12. In an ordered geometry let F be a face of a polytope P which 
is covered by a facet A of P. Then there is exactly one proper face B of P 
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distinct from A which properly contains F. Moreover, B is also a facet of P, B 
covers F, and F= An B. 

(See Figure 13.9.) 

Figure 13.9 

PROOF. We first show that at most one proper face of P other than A can 
properly contain F. Suppose Band C are proper faces of P distinct from A 
which properly contain F. Let 

b c B - F, c c C - F. (1) 

In order to show B = C, it suffices to show 

bee, c c B. (2) 

We first observe that A n B and A n C are properly contained in A and 
contain F. Since A covers F, we have 

AnB=F=AnC. (3) 

Since A is certainly a nonempty facet of P, we have by Corollary 13.8 that 
PeL u H, where L = <A) and H is a halfspace of L. Thus 

b, c c L U H. (4) 
Suppose beL. Then by (3), 

bcLnB=LnPnB=~)nPnB=AnB=R 

This contradicts (1), and we conclude be: L. Similarly c-e: L. Then (4) 
yields 

'b,c c H. 

By Theorem 8.17, H = Lei L, and so (5) gives 

bcLeIL. 

(5) 

(6) 

However, since A covers F, Theorem 13.7 implies L = <A) covers <F). 
Choose 

acA-F., 

Then a e: <F), since <F) n P = F. By Theorem 6.21, 

L = «F), a) = <F, a). 

(7) 

(8) 

We consider the possibility that F = 0. In this case (8) gives L = a, so 
that (6) becomes b C acla. By Theorem 12.18, 

b c ac ucla u c, 

so that b Rj ac or c Rj ab or b = c. But b Rj ac implies B Rj ac. Since B is a 
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face of P, we get B :J a, which is impossible given (3) and (7). Hence 
b ~ ae fails, and by symmetry e ~ ab fails. Thus b = e and (2) is verified. 

Next suppose F =F 0. Then by Theorem 6.13 and Corollary 6.11.1, 

(F, a) = (Fa) = Fa/Fa, 

so that (8) and (6) yield 

b c (Fa/ Fa)e/ (Fa/ Fa) C (Fae/ Fa)/ (Fa/ Fa) C Fae/ Fa. (9) 

But (9) in view of Corollary 12.19 becomes 

b C Fae/ F U Fe/Fa U Fe/F. (10) 

Suppose b ~ Fae / F. Then 

ae ~ Fb/F C (B), 

so that 

ae ~ (B) n P = B. 

Again B :J a follows, contrary to (3) and (7). Similarly the supposition 
b ~ Fe/Fa yields 

ab ~ Fe/F c (C), 

which by symmetry is also impossible. Thus (10) yields 

b ~ Fe/F C (C), (11) 

from which b C (C) n P = C follows. But in addition, (11) gives 

e ~ Fb/F C (B) 

from which e C B follows. Thus (2) holds and B = C. 
Hence we have shown that there is at most one proper face of Pother 

than A which properly contains F. But Theorem 13.11 applies and yields 
the existence of a proper face, indeed a facet, B of P which is not A but 
which contains F. Certainly B properly contains F. It remains to be shown 
that B covers F and that A n B = F. But both of these follow immediately 
from the status of B as the only proper face of P other than A that 
properly contains F. 0 

EXERCISES 

l. In an ordered geometry let P be a polytope which is not a point. Suppose a is in 
each supporting closed haHspace to P of the linear hull of a facet of P except for 
the supporting closed halfspace to P of the linear hull of the facet F of P. 
Suppose b c P - F. Prove that ab ~ F in a unique point. 

2. Prove: In an ordered geometry each proper face of a polytope P is the 
intersection of facets of P. 

3. In an ordered geometry let P be a polytope and A a proper face of P. Suppose 
there exists a sequence 



13.10 Generation of Convex Sets by Extreme Points 511 

of faces of P such that 

Ai covers Ai- h i = I, ... , n. 

Prove that A is covered by at least n faces of P. 

13.10 Generation of Convex Sets by Extreme Points 

A polytope in any join geometry is generated by (that is, is the convex hull 
of) its vertices or extreme points (Theorem 4.21). The focus of interest is 
shifted now from the structure of polytopes to a broader question of when 
a convex set is generated by its set of extreme points. Elementary geometri­
cal conditions are obtained (Theorem 13.22) which ensure that a convex 
set is generated by its extreme points. The conditions are satisfied by 
polytopes in ordered geometries, and the development concludes with 
applications of these conditions to convex sets to characterize polytopes 
independently of the usual defining property of finiteness of generation. 

We adapt to the theory of join geometries concepts and results on the 
generation of convex sets by extreme points given by Klee [1]. Klee's aim 
in this paper is to generalize a classical result of Minkowski: In Rn a closed 
and bounded convex set is generated by its set of extreme points. [Recall 
that a set of points is bounded if it is contained in a polytope (Section 
3.11)]. The point of departure in the paper is the introduction of a criterion 
that indicates how dispensable a point is in forming a set of generators of a 
convex set. 

Let K be convex and S a subset of K which is to generate K. Suppose 
we start by taking S = K and inquire: When can a point of K be deleted 
from S without destroying the property [S] = K? A simple answer: If 

p cab, a, b c K, a =1= b, (1) 

then [S - p] = K. In other words, ifp, a, b satisfy (I). thenp is dispensable 
as a member of S if a and b are retained in S. But a (or b or both) may be 
just as dispensable as p. For example, if a cpq, then a is dispensable if p 
and q are retained as members of S. So we must find a condition for p to 
be "more" dispensable than a, and perhaps even better, a condition for p 
to be "more" dispensable than a and b. 

First a condition involving a andp is stated (Figure 13.10): 

peaK but a!Z pK. (2) 

This condition implies that p is dispensable if a and some point b also of K 
are retained-but we cannot say a is dispensable if p and another point x 
of K are retained, that is, a c px is false for any x C K. Observe that (2) is 
concerned with the notion of precedence in K (Section 4.26). The condi­
tion (2) can be restated: p precedes a with respect to K, but a does not 
precede p with respect to K. 
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~/ 0( a 
K\ b/a 

Figure 13.10 Figure 13.11 

Next a condition involving a, b and p is given (Figure 13.11): 

pcab, a/b~K, b/a~K. (3) 

The condition (3) implies that p is dispensable if a and b are retained, but 
(3) also implies (2). [For suppose a cpK. Then K ~ alp, so that 

K ~ a/ab = (a/a)/b = alb, 

contrary to (3).] Since (3) is symmetrical in a and b, (3) also implies (2) for 
b in place of a. Thus (3) does indeed ensure that p is "more" dispensable 
than a and b. 

13.11 Terminal Segments and Dispensability of 
Generating Points 

Our discussion suggests two definitions. 

Definition. In any join geometry let K be convex and a, b c K (Figure 
13.12). Then ab is called a terminal segment of Kif alb, b/a~K. 

·E j>. (I 
Figure 13.12 

Note that if ab is a terminal segment, then a -:l=b. Observe also that, 
since a / b ~ K is equivalent to a ~ bK, we have (i) if a and b are distinct 
extreme points of K then ab is a terminal segment of K, and (li) if ab is a 
terminal segment of K then a, b are in IJ(K). 

Definition. In any join geometry let K be convex and x,y c K. If x cyK 
but y rL xK, then we say x is more dispensable than y (in K) or x is deeper 
than y (in K) and write x -< y. 

The second reading given for x -< y is intended to signalize that x is 
embedded in K "more deeply" than y: x is "more interior" to K than y, y 
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is "more peripheral" than x. This property is characterized in terms of the 
precedence relation on points in K as indicated above. 

Relative dispensability and terminal segments are strongly related no­
tions. 

Theorem 13.13. In a join geometry let K be convex, a, b C K and P C abo 
Then ab is a terminal segment of K if and only if p -< a and p -< b. 

PROOF. Suppose ab is a terminal segment of K. Then p -< a and p -< b 
follow from the observations in the last section concerning conditions (2) 
and (3). Conversely if p -< a and p -< b, then a ~ pK and b ~ pK, or 
equivalently, a I p ~ K and b I p ~ K. But P C ab yields 

alp C alab = (ala}lb = alb. 

Since alp and alb are a-rays, alp = alb. Thus alb~K. Similarly, 
b I a ~ K, and ab is a terminal segment of K by definition. 0 

EXERCISES 

1. Can you find in Euclidean geometry examples of convex sets K such that 
(a) no point of K is in a terminal segment of K? 
(b) each point of K is in a terminal segment of K? 
(c) neither (a) nor (b) holds? 
(d) (a) holds but some points of K are more dispensable than others? 

2. Prove: In a join geometry, if K is a convex set, then for points in K, 
(a) x~x. 
(b) x -< y implies y ~ X. 

(c) x -< y andy -< z imply y -< Z. 

3. Choose a few convex sets in a Euclidean plane and find a few sequences 

XI -< Xl> X2 -< X3, ••• ,Xn-I -< xn 

in each. Make a conjecture as to how many terms such a sequence can have. 
Do the same for a Euclidean 3-space. 

4. In a join geometry suppose K is convex and ab is a terminal segment of K. 
Must 

[a, b] = K n (a, b>? 

Justify your answer. If your answer was no, reconsider the exercise for an 
ordered geometry. 

5. In a join geometry suppose K is convex, L is linear and 

K n L = [a, b] 

for distinct points a and b. Must ab be a terminal segment of K? Justify your 
answer. If your answer was no, reconsider the exercise for an ordered 
geometry. 

6. In a join geometry suppose K is convex and ab is a terminal segment of K. 
Must ab be a maximal member of the family of all segments contained in K? 
Justify your answer. If your answer was no, reconsider the exercise for an 
ordered geometry. 
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7. In a join geometry suppose K is convex and [a, b), a *b, is a maximal 
member of the family of all closed segments contained in K. Must ab be a 
terminal segment of K? Justify your answer. If your answer was no, recon­
sider the exercise for an ordered geometry. 

8. In a join geometry suppose K is a convex set in which p -< q. Let A be the 
least face of K that contains p (Section 7.22). Prove q cA. Which of 
q c §(A), q c f"(A) holds? Justify your answer. 

9. Prove: In a join geometry, if K is convex and a, b c K, then ab is a terminal 
segment of K if and only if there exist faces A, B of K such that a c A - B 
and b c B-A. 

*10. Prove: In a join geometry, if K is a convex set in which 

then Xl> ••• ,Xn are convexly independent (Section 12.16). 

13.12 Dispensability Sequences 

Now we can describe a program for finding a set of generators for a given 
convex set K. Let X C K. We seek a terminal segment x I X 2 which contains 
x. Suppose there is one. Then by the last theorem 

x -< XI' X -< X2' 

Similarly we seek containing terminal segments for XI and X 2, say XIIX12 

and X21X22' If they exist, we have 

X2 -< X21 ' X2 -< X22' 

Continuing in this way, we obtain a sequence of points X, XI' x2, ••• and a 
series of pairs of relations u -< v, u -< v' connecting the points, such that 00' 

is a terminal segment of K containing u. 
This process can be pictured by the use of a tree diagram (Figure 13.13). 

In the tree each branch at any given stage has stopped growing or splits 
into exactly two new branches. Consider the case where the whole tree 
stops growing-where the sequence of points terminates after a finite 

x 

Figure l3.l3 
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number of steps. Then x will be in the join of the "final points" in the 
sequence, that is, the points of the sequence which are not contained in a 
terminal segment of K. In this case the final points will be included in the 
desired set S of generators of K. If the sequence does not terminate, there 
is no satisfactory way to construct S. 

Hence we must develop conditions which ensure that the sequence for 
each point xC K will terminate. We find that it pays to consider the facial 
structure of K. 

Theorem 13.14. In a join geometry let K be convex and a, b C K. Suppose 
the least face of K that contains a is A, and the least face that contains b is 
B. Then in K, a < b if and only if A properly contains B. 

bl. ~ Ie 

B,," , 

PROOF. By Theorem 7.30 

and 

~----------- ---
Figure 13.14 

a C §(A) 

b c §(B). 

A=K 

Preparatory to proving the theorem we show 

a C bK is equivalent to A ~ B. 

To establish (3), first assume 
a C bK. 

(I) 

(2) 

(3) 

(4) 
Then since a C A, (4) implies 4 ~ bc for some c C K. Since A is a face of 
K, Theorem 7.21 yields A ~ b. Then (2) implies 

A ~ §(B), 

which yields (Theorem 7.28) 
A ~ B. (5) 

Next assume (5) holds. Then be B gives b cA. Hence ,(I) implies 
a c bc for some c cA. Clearly c C K and (4) holds. Therefore we have 
established (3). 

By the symmetry in the hypothesis of the theorem we have the validity 
of the statement which is symmetrical to (3): 

beaK is equivalent to B ~ A, 
or 

b ~ aK is equivalent to B 2f A. (6) 

From (3) and (6) it is immediate that in K, a < b if and only if A 
properly contains B. Thus the theorem is proven. 0 
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We employ the last theorem to give two conditions under which 
dispensability sequences will terminate. 

Theorem 13.15. In ajoin geometry let K be convex and have mfaces. Then 
in K, 

implies n < m. 

PROOF. For i = 1, ... , n, let Ai be the least face of K that contains Xi' 

Then Theorem 13.14 implies 

is a sequence of faces of K each member of which properly contains its 
successor. In particular the members of the sequence are distinct, and 
n < m follows. D 

Theorem 13.16. In ajoin geometry let K be convex and <K) be of height h. 
Then in K, 

implies n "h. 

PROOF. Again for i = 1, ... , n, let Ai be the least face of K that contains 
Xi' Then again 

is a sequence of faces of K each member of which properly contains its 
successor. By Theorem 7.42, 

is a decreasing sequence of linear subsets of <K) (Section 6.19). Hence its 
length n can not exceed the height of <K), that is, n "h. D 

Compare the theorem with Exercise 3 at the end of Section 13.11. 

13.13 Generation Conditions 

Now we obtain a set of generators for a convex set K that depends on the 
family of terminal segments contained in K. 

Theorem 13.17. In a join geometry let K be convex. Suppose there is a 
positive integer m such that in K, 
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implies n ;;;; m. Then the set S of points of K that do not belong to any 
terminal segment of K generates K, that is, K = [S]. 

PROOF. Obviously [S] c K. We show 

K c[ SJ. (1) 

Suppose (1) is false. Then there exists x I satisfying 

Xl C K, Xl e:[sJ. (2) 

Thus Xl e: S, so that 

Xl c x2Y2, (3) 

where X2Y2 is a terminal segment of K. Now if both X 2, Y2 c [S], then (3) 
implies 

Xl C [S][ S] c [S], 
contrary to (2). Thus one of x2' Y2 is not in [S]; say X2' Then X 2 satisfies 

X2 C K, X 2 e:[ SJ. (4) 
By Theorem 13.13, 

Xl -< X2' (S) 
Therefore (2) implies the existence of x2 satisfying (4) and (S). By a 
comparison of (2) and (4), it is evident that (4) implies the existence of X3 

satisfying 

and 

X2 -< x3• 

The process may be repeated any number of times. In particular, for the 
positive integer m + 1 we have a sequence of points Xl' ••• , xm + I of K 
satisfying 

This clearly contradicts the hypothesis of the theorem, so (1) is not false, 
and the theorem follows. 0 

Corollary 13.17.1. In ajoin geometry let K be convex and havefiniteiy many 
faces. Let S be the set of points of K that do not belong to any terminal 
segment of K. Then K = [S]. 

PROOF. Apply Theorem 13.1S. o 
Corollary 13.17.2. In a join geometry let K be convex and <K) be of finite 
height. Let S be the set of points of K that do not belong to any terminal 
segment of K. Then K = [S]. 

PROOF. Apply Theorem 13.16. o 
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Remark. The theorem and its corollaries do not automatically yield 
nontrivial sets of generators for convex sets K satisfying their hypotheses. 
They are completely hypothetical as regards the existence of terminal 
segments in K. For example, if K is open, it certainly has finitely many 
faces, but it also has no terminal segments, and so S = K. To obtain 
significant applications of the theorem and its corollaries, conditions must 
be imposed on K to ensure the existence of terminal segments. 

13.14 Segmental Closure and Linear Boundedness 

Following Klee [1], we introduce two elementary geometrical properties of 
a convex set which imply an existence theorem (Theorem 13.21) for 
terminal segments. 

Definition. In a join geometry a convex set K is said to be segmentally 
closed if its intersection with each closed segment that meets it is a closed 
segment: that is, 

[p, q] ~ K 

implies 

[p,q] n K =[u,v] 
for some points u and v (Figure 13.15). 

Definition. In a join geometry a convex set K is said to be linearly bounded 
provided its intersection with each line L that meets it is contained in a 
closed segment of L: that is, 

L~K, 

where L is a line, implies 

L n K c[ a, b], 

where a, beL (Figure 13.16). 

p K 

q 

Figure 13.15 

L 

Figure 13.16 

Remark. Trivially, in any join geometry, 0 and any point are both 
segmentally closed and linearly bounded. In an ordered geometry every 
polytope is segmentally closed (Theorem 12.12) and linearly bounded 
(Theorem 12.11). 
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To continue we prove some elementary results on segmental closure and 
linear boundedness. 

Theorem 13.18. In a join geometry, if convex sets A and B are segmentally 
closed, then A n B is segmentally closed. 

Figure 13.17 

PROOF. Suppose (Figure 13.17) 

[p, q] ;:::::0 A n B. 

Then [p, qj;:::::oA, and the segmental closure of A implies 

[p, q] n A =[u, v] 

for some points u and v. Then by (1) and (2), 

o *[p,q] nAn B =[u,v] n B. 

Hence [u, v j;:::::o B, and the segmental closure of B gives 

[u, v] n B =[x,y] 

for some points x and y. 
By (3) and (4), 

[p,q] nAn B =[x,y], 

and A n B is by definition segmentally closed. 

(1) 

(2) 

(3) 

(4) 

o 
Corollary 13.18. In a join geometry the intersection of finitely many segmen­
tally closed convex sets is segmentally closed. 

Theorem 13.19. In a join geometry, if A and B are convex, A ::J B and A is 
linearly bounded, then B is linearly bounded. 

PROOF. Suppose L is a line and L;:::::o B (Figure 13.18). Then since A::J B, 
we have L;:::::o A. Since A is linearly bounded, we have 

L n A c[p, q], wherep, q c L. (1) 
But 

L nBc L n A. 

The relations (1) and (2) yield 

L nBc [p, q], where p, q c L, 

and so B is by definition linearly bounded. 

(2) 

o 
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L ~L 
Figure 13.18 Figure 13.19 

Theorem 13.20. In a join geometry suppose convex set K is segmentally 
closed and linearly bounded. Then for afV' line L that meets K, 

L n K = [ a, b] (1) 

for some a and b. 

PROOF. Suppose L ~ K (Figure 13.19). Then since K is linearly bounded, 
there exist points p, q such that 

o '#= L n K c [p, q] c L. (2) 

Then (2) implies K ~ [p, q]. Since K is segmentally closed, there exist 
points a, b such that 

[p,q] n K =[a,bJ. 

But by (2), 

L n K c[p, q] n K c L n K. 

The relations (3) and (4) yield (1), as desired. 

13.15 Convex Sets Generated by Their Extreme 
Points 

(3) 

(4) 

o 

A convex set K which satisfies the intersection properties of the last section 
has-with trivial exceptions-an abundance of terminal segments. 

Theorem 13.21. In a join geometry let the convex set K be segmentally 
closed and linearly bounded. Then any nonextreme point x of K is in a 
terminal segment of K. 

PROOF. Since x is a nonextreme point of K, we have (Figure 13.20) 

xC ab, (1) 

where a and b are distinct points of K. Let L = <a, b). Then L is a line 
which meets K. By Theorem 13.20, 

L n K = [p, q] (2) 

for some points p and q. Note that p, q C K. 
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K ,....-_,," 

L 

Figure 13.20 

We show pq is a terminal segment of K. Suppose 

plq ~ K. 

In view of (2), pi q c L, and so (3) yields 

plq~LnK. 

By (2), 
pi q ~[p, q], 

which implies 
p ~[p, q]q = (p u qupq)q = pq u q. 

Thus p = q results. But note that a, beL n K, so that by (2), 
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(3) 

a,b c[p,qJ. (4) 

Since a ¥= b, it is impossible for p = q to hold. Thus (3) fails; pi q 'i6 K. By 
symmetry q I p 'i6 K, and we infer pq is a terminal segment of K. 

Finally we show 
x cpq. (5) 

The relation (4) gives 
a, b cpu q u pq, 

so that a ¥=b is seen, through simple case by case set theoretical considera­
tions, to imply 

ab c pq. 

Then (1) yields (5), and the theorem is proved. o 
Now we come to the key theorem in the development. 

Theorem 13.22. In a join geometry let the convex set K be segmentally 
closed and linearly bounded. Let K have finitely many faces, or let <K) have 
finite height. Then K is the convex hull of its set of extreme points. 

PROOF. Applying either Corollary 13.17.1 or Corollary 13.l7.2 as the case 
may be, we have 

K =[ S], (1) 

where S is the set of points of K that are in no terminal segment of K. By 
Theorem 4.19, S contains each extreme point of K. On the other hand, by 
Theorem 13.21, no point of S is other than an extreme point of K. Hence 
S is precisely the set of extreme points of K, and the theorem follows 
from (1). 0 



522 13 The Structure of Polytopes in an Ordered Geometry 

EXERCISES 

1. Find in Euclidean geometry examples of convex sets K such that the set S of 
points of K that do not belong to any terminal segment of K satisfies 
(a) S = K; (b) S = ~(K); 
(c) S = §(K); (d) S = K, ~(K) =1= 0. 

2. Prove: In ajoin geometry, if K is convex, (K> is of finite height and every point 
of K that does not belong to a terminal segment of K is in §(K), then K is open. 

3. In IR* (Section 5.12) let K be the convex set which consists of all elements of R* 
in which there are no negative entries. For each positive integer i, let Xi be that 
element of K whose first i entries are ° and whose other entries are each 1, 
i.e., Xl = (0, 1, 1, I, ... ), X2 = (0, 0, 1, 1, 1, ... ), . .. . Show that for each i, 
Xi-<Xi+l· 

4. Prove: In ajoin geometry, the requirement in the definition of segmental closure 
that K be a convex set is actually implied by the intersection condition. 

5. Prove that in a join geometry a segmentally closed convex set is closed. Show 
JG15 provides a counterexample to the converse of this result. 

6. Prove: In an ordered geometry a bounded (Section 3.11) convex set is linearly 
bounded. 

7. Prove: In an ordered geometry a convex set is linearly bounded if and only if it 
does not contain a proper ray. 

8. Prove: In an ordered join geometry a convex set is segmentally closed if its 
intersection with each line that meets it is a closed segment. Find an example in 
JG 10 which shows that the result is false if the assumption that the join 
geometry is ordered is deleted. 

9. In a join geometry, is the intersection of any family of segmentally closed 
convex sets segmentally closed? Justify your answer. If your answer was no, 
reconsider the exercise for an ordered geometry. 

13.16 A Characterization of a Polytope 

The last theorem is employed to characterize polytopes in an ordered 
geometry. First a condition is given under which a convex set in any join 
geometry is a polytope. 

Theorem 13.23. In ajoin geometry let K be a nonempty convex set. Then K 
is a polytope if it is segmentally closed, is linearly bounded and has a finite 
number of faces. 

PROOF. By Theorem 13.22, K is the convex hull of its set of extreme points. 
Since K has a finite number of faces, it certainly has a finite number of 
extreme points, and so K, being nonempty, is a polytope by definition. 0 
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We have observed (Section 13.14, Remark) that in an ordered geometry 
every polytope is segmentally closed and linearly bounded. Hence we have 
in ordered geometries a new characterization of a polytope. 

Theorem 13.24. In an ordered geometry let K be a nonempty convex set. 
Then K is a polytope if and only if it is segmentally closed, is linearly bounded 
and has a finite number of faces. 

13.17 Polytopes and Intersections of Closed 
Halfspaces 

The characterization of polytopes in Theorem 13.24 may be described as in 
the spirit of elementary geometry since it leans heavily on intersection 
properties with lines and closed segments. A different type of characteriza­
tion of polytopes-as intersections of closed halfspaces-is suggested by 
Theorem 13.9 and its corollary. The characterization (Theorem 13.28 
below) is a consequence of the following results on linear spaces and 
closed halfspaces. 

Theorem 13.25. In an ordered geometry a linear space is segmentally closed. 

PROOF. Let L be a linear space, and suppose [a, b]~L. Then by Theorem 
12.10, [a, b) n L is a polytope. If the polytope is a point, it is a closed 
segment. Thus we may assume [a, b) n L is not a point. Then <a, b) is a 
line and 

[a, b] n L C <a, b). 

By Lemma 12.11, [a, b) n L is a closed segment. o 
Remark. It may be tempting to conjecture that the theorem holds in 

any join geometry. However, this is false, for the counterexample following 
Theorem 12.10 is also a counterexample here. 

Theorem 13.26. In an ordered geometry a closed halfspace is segmentally 
closed. 

PROOF. Let L be a nonempty linear space, and let H be a halfspace of L, 
so that L U H is a closed halfspace (Figure 13.21). By the previous theorem 
we may assume H is a proper halfspace of L. Suppose [p, q] ~ L U H. We 
have to show 

[p, q] n (L U H) is a closed segment. (I) 

It is therefore not restrictive to suppose 

[p, q] n (L U H) ::) u, v, U::f= v. (2) 
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p 

Figure 13.21 

Note then that p =1= q. Let H' be the halfspace of L which is opposite to H. 
Then (2) implies 

u, veL U HuH'. (3) 

But since H = La/ Land H' = L/ a for some a, Theorem 12.33 implies 
that L U HUH' is linear. Then (3) implies 

<u, v) c L U HUH'. (4) 

But (2) implies u, v c <p, q), so that Theorem 12.1 gives <p, q) = <u, v). 
Then (4) implies 

p, q c L U HUH'. (5) 

We now consider alternatives. If p, q c L U H, then (1) holds. Thus we 
may assume one of p, q is not in L U H; say q. Then by (5), 

q c H'. (6) 
We show 

pc H. (7) 
Suppose peL u H'. Then 

pq c (LU H')H' = LH' U H' = H' (Theorem 8.16). (8) 

Using (6), (8) and the disjointness of H' and L U H we have 

[p, q] n (L U H) = (p U q U pq) n (L U H) c (p u H') n (L U H) 

= p n (L U H) c p, 

a contradiction to (2). Thusp e: L U H', and so by (5) we infer (7). Since H 
and H' are opposite halfspaces of L, they are separated by L. H~nce (6) 
and (7) give pq ~ L; say r is a common point. Then by Theorem 12.5, 

pq = r U pr U qr. (9) 

But r c L, and so pr C HL = H; similarly qr c H'. Then using (6), (7), (9) 
and the disjointness of L U Hand H', 

[p, q] n (L U H) = (p U q U r U pr U qr) n (L U H) 

c (p U r U pr U H') n (L U H) 

= (p U r U pr) n (L U H) 

= pur U pr 

=[p,r]. 

Hence again (1) holds, and the theorem follows. D 
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CoroUary 13.26. In an ordered geometry, if AI' ... ,An are closed halj­
spaces, then AI n ... nAn is segmentally closed. 

PROOF. Apply Corollary 13.18. o 
Theorem 13.27. In any join geometry let H be a haljspace of the nonempty 
linear space L. Then the components of the closed haljspace L U Hare 0, L 
and H. 

PROOF. Note that L is open. If H = L, the result is trivial. If H is proper, 
then Theorem 13.1 may be applied with K chosen as L U H to conclude 
that L is extremal to L U H, and so a component of L U H. Since H is 
open, it must be contained in a component of L U H, and this component 
must be disjoint to L. Thus H is itself a component of L U H. The result 
now follows. 0 

Corollary 13.27. In any join geometry, if AI' ... ,An are closed haljspaces, 
then A In' . . n An has finitely ma19' faces. 

PROOF. Apply repeatedly Corollary 7.17.2-that if each of K I , K2 is a 
convex set with finitely many components, then so is KI n K2-to con­
clude that A In' . . n An has finitely many components. Since any face of 
AI n ... nAn is a union of a family of these components (Theorem 7.14), 
the result follows. 0 

We have now developed enough information to characterize polytopes 
in ordered geometries in a new way. 

Theorem 13.28. In an ordered geometry let K be a nonempty convex set. 
Then K is a polytope if and only if K is a linearly bounded intersection of 
finitely many closed haljspaces. 

PROOF. Suppose K is a polytope. Then K is linearly bounded, by Theorem 
13.24. By Corollary 13.9, K is the intersection of finitely many closed 
halfspaces, provided K is not a point. But if K is a point p, then K may be 
considered to be the closed (improper) halfspace p of linear space p. Thus 
in any case the desired conclusion holds. 

Conversely, suppose K is linearly bounded and K = A In' . . nAn' 
where each A is a closed halfspace. By Corollary 13.26, K is segmentally 
closed. By Corollary 13.27, K has finitely many faces. Therefore K is a 
polytope by Theorem 13.24. 0 

The theorem can be applied to the intersection of two polytopes. 

Theorem 13.29. In an ordered geometry let PI and P2 be polytopes. Then 
PI n P2 is ° or a polytope. 

PROOF. We may assume PI n P2 *0. Since PI n P2 C PI and PI is linearly 
bounded, Theorem 13.19 implies PI n P2 is linearly bounded. Since PI and 
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P2 are both intersections of finitely many closed halfspaces (Theorem 
13.28), so is PI n P2• Therefore, PI n P2 is a polytope by Theorem 13.28. 0 

Compare the theorem with Exercise 6 at the end of Section 7.17. 

EXERCISES 

1. Prove: In an ordered geometry, if L is linear and L~[a, b] in more than a 
single point, then L:::> [a, b]. Use this result to construct a different proof of 
Theorem 13.25. 

2. In any join geometry determine the faces of a closed balfspace. Prove your 
assertion. 

3. Prove: In an ordered geometry, if aI' .•. ,a" are linearly dependent, then 

[aI' ... ,an-I] n ... n [a2' ... ,an] 

is a polytope. 
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