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Introduction

This book is an introduction to higher algebra for students with a background of a
year of calculus. The first edition of this book emerged from a set of notes written
in the 1970'sfor a sophomore-junior level undergraduate course at the University at
Albany entitled “Classical Algebra’.

The objective of the course, and the book, is to offer students a highly motivated
introduction to the basic concepts of abstract algebra—rings and fields, groups,
homomorphisms—by devel oping the algebraic theory of the familiar examples of
integers and polynomials, and introducing the abstract concepts as needed to help
illuminate the theory. By building the algebra out of numbers and polynomials, the
book takes maximal advantage of the student’s prior experiencein algebraand arith-
metic from secondary school and calculus. The new concepts of abstract algebra
arisein afamiliar context.

An ultimate goal of the presentation is to reach a substantial result in abstract
algebra, namely, the classification of finite fields. But while heading generally to-
wardsthat goal, motivation is maintained by many applications of the new concepts.
The student can see throughout that the concepts of abstract algebra help illuminate
more concrete mathematics, as well as lead to substantial theoretical results.

Thus a student who asks, “Why am | learning this?’ will find answers usualy
within a chapter or two.

While our courseis called “Classical Algebra’ and the book begins with mathe-
matics dating from Euclid (300 BC) and before, the book also includes a substantial
amount of mathematics discovered only within the past three generations. Thusthis
book is explicitly offered as a counterexample to Alan Hammond's (1980) remark
that “Mathematics is one of the few subjects that a student can study through high
school and even a few years into college without coming into contact with any re-
sultsinvented since 1800.”

The extent and variety of applications in the book have led to the book being
used in coursesrather different than the course for which it was originally designed.
The book has been used for coursesin Applied Algebra or Applicable Algebra, in
Elementary Number Theory, and in Algebrafor Teachers. Possible outlinesfor such
courses are described bel ow.

vii



viii Introduction

Notes on the Third Edition

Thefirst and second editions of this book were published in 1979 and 1995, a grati-
fyingly long time ago. The second edition was an extensive revision and expansion
(160 pages) of the first edition. Thisthird edition is an extensive revision and some-
what more modest expansion (around 85 pages) of the second edition.

The new edition is organized into seven parts, as follows:

I. Numbers. Chapters1-5 present the elementary theory of theintegers—induction,
divisibility, Euclid’s Algorithm, unique factorization into prime numbers and con-
gruence modulo m. These ideas and techniques lay the groundwork for the
mathematics and applications in the remainder of the book. Section 4D begins a
discussion of prime numbers, and Sections 5C and 5D introduce two applications
of congruenceto error detection—casting out nines and Luhn’s formula.

I1. Congruence classes and rings. Chapter 6 introduces the ring of congruence
classesmodulo m, and Chapter 7 introduces some basic conceptsof abstract algebra-
rings, fields, groups, homomorphisms—that can be used to help identify properties
and features of congruence classes. Chapter 8 reviews elementary ideas of matri-
ces and linear equations needed for subsequent applications. Applications include
Karatsubamultiplication, the use of modular arithmetic to the design of tournaments
and to factoring by trial division, and the use of matrices with entriesin the integers
modulo m to error-correcting codes (Hamming codes) and to cryptography (the Hill
cryptosystem).

II1. Congruences and groups. Chapters 9-11 focus on the multiplicative group of
units of the integers modulo m. Chapter 9 obtains Fermat’s and Euler’s Theorems,
with two distinctly different proofs; Chapter 11 develops some finite group theory,
enough to prove Lagrange's Theorem and to introduce quotient groups. Lagrange's
Theorem yields a third proof of Fermat’'s and Euler’s Theorems. Sections 9E and
9F introduce useful techniques for computing modulo m. Chapter 12 presents the
Chinese Remainder Theorem, an important result in modular arithmetic. The CRT
yieldsinformation on the size of groups of units modulo acomposite number. Appli-
cationsinclude the connection between Euler’s Theorem and the period of repeating
decimals, and the application of Euler’s Theorem to the famous RSA cryptosystem.
The RSA cryptosystem motivates the search for methods for identifying possible
prime numbers, for factoring large numbers, and for multiplying large numbers.
Approaches to al three problems (pseudoprime testing, the Pollard p — 1 method,
using the CRT for multiplying) are presented in Sections 10B, 10C, 11D, and 12C.

IV. Polynomials. Chapters 13-18 introduce the elementary theory of polynomials
in one variable over afield, atheory that closely parallels the theory of the integers
presented in Chapters 2-12—divisibility, Euclid’s Algorithm, unique factorization,
congruence. For integers, prime numbers are the “atoms’ that generate all num-
bers; in a similar way, irreducible polynomials are the atoms for al polynomials.
So Chapters 15 and 16 are devoted to studying irreducible polynomials and factor-
ization of polynomialsover the rational numbers, the real numbers and the complex
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numbers (Fundamental Theorem of Algebra). Chapter 17 introduces congruencefor
polynomials and the Chinese Remainder Theorem, which in turn leads to interpo-
lation and a proof that factoring polynomials over the rational numbers is a finite
process. Chapter 18 presents a fast method of multiplying polynomials, based on
the Chinese Remainder Theorem and a method for evaluating polynomials known
as the Fast Fourier Transform.

V. Primitive Roots. Withtheavailability of D’ Alembert’'s Theoremin Section 14A,
Chapters 19-22 return to the study of groups of units of integers modulo m.
Chapter 19 introduces enough additional finite group theory (the exponent of an
abelian group, finite cyclic groups) to provethe Primitive Root Theorem. Chapter 21
appliesthe Primitive Root Theorem and quotient groups from Section 11G to deter-
mine how to decide whether a number is a square modulo m—the famous Law of
Quadratic Reciprocity. These results are applied to cryptography—Diffie-Hellman
key exchange, Blum-Goldwasser cryptography and refinements of RSA cryptog-
raphy; to pseudorandom numbers—the linear congruential and Blum-Blum-Shub
methods; and to primality testing and factorization of integers—strong pseudo-
primes, Carmichael numbersand Rabin’s Theorem, the Pollard rho factoring method.

VL. Finite Fields. Chapters 23-25 continue the theory for polynomials that paral-
lelsthe theory for integersin Chapters 6—7. The construction of congruence classes
for polynomialsyields many new fields, fields that can be used to split polynomials
defined over subfields into linear factors. The construction yields a complete clas-
sification of finite fields in Section 24C. Applications of finite fields include Latin
sguares (Section 25D) and multiple error-correcting (BCH) codes (Chapter 26).

VII. Factoring Polynomials. Chapters 26 and 27 extend the ideas of Chapters 16
and 17 on factoring polynomials over the rational numbers and integers. Chapter
26 reproves that factoring polynomials over the rationals is a finite process, and
then presents methods to make the process more efficient—Berlekamp'’s factoring
algorithm and the Hensel factoring method. Chapter 27 extendsthe ideas of Sections
24B and C to give a count of irreducible polynomials of every degree over the field
of p elementsfor every prime p, then uses ideas of Section 16B and Chapter 26 to
obtain a result of Van der Waerden that in a certain sense, ailmost all polynomials
over the rational numbersare irreducible.
Changes in the new edition not already noted include:

e Material on solving equations in the integers and modulo m has been rewritten
and placed in separate sections (3E, 6F).

e Theaxiomsfor afield are motivated by looking at how to solve linear equations
(7A).

e Thereisagreater emphasis on homomorphismsof polynomial rings (starting at
13D)

e The section on congruence modulo a polynomia has been rewritten and ex-
panded (17A).

e Thereis more emphasis on the exponent of an abelian group (Chapter 19)

e The section on finite cyclic groups has been rewritten (19B)
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e The material on bounding the roots and factors of polynomials with integer co-
efficients has been greatly improved (26 A, B).

e There are new sections on cosets and solutions of equations (11E) and on quo-
tient groupsand the “ fundamental homomaorphismtheorem” , with applicationsto
groups of units (11G), quadratic reciprocity (21G), and (via Cauchy’s Theorem),
the cardinality of finite fields (24C).

e Thereis anew application of Eisenstein’s irreducibility criterion to Chebyshev
polynomials (16B)

e Thereisanew proof of aweak form of Rabin’s Theorem using subgroups and
cosets (20C), and a new proof of quadratic reciprocity (due to G. Rousseau) that
uses the Chinese Remainder Theorem and different coset representatives of a
quotient group (2IC)

In order to keep this edition from getting any larger than it already is, a few sec-
tions found in the second edition have been omitted in the third: the connection
between Euclid's algorithm and incommensurability, Sturm’s Algorithm, knapsack
cryptosystems, a proof of Rabin’s theorem in its full strength, and Reed-Solomon
codes. Thislast topic wasaclose cal, but | finally decided that to do Reed-Solomon
well would stray too far from the main objective of the book.

Prerequisites

The explicit prerequisite consists of precalculus algebra. However, long experience
suggests that three or four semesters of college-level mathematics, such as the cal-
culus sequence and a semester of linear algebra, is helpful. Only afew sections of
the book use calculus or linear algebra. Elementary row operations show up with
the extended Euclidean algorithm in Chapter 3, but otherwise a course can easily
be designed to avoid linear algebra (used in 8E, 8F, 11H, 18, and 25). On the other
hand, if linear algebra is a prerequisite, then a number of the applications can be
done more efficiently.

Designing a course

For an Introduction to Abstract Algebra course that seeks to reach the classification
of finite fields, the theoretical core of the courseisfound in sections 2B, 3A-E, 4A,
5A-B, E-F, 6A-F, 7A, C-D, 9A-C, 11A-C, E-G, 13, 14, 17A, 19A-B, 23, 24A-C.

For our Classical Algebracourse, most instructors do chapters 2, 3A-E, 4, 5, 6A-F,
7A,C,D,9A-D, 10A, 11A-C, most of 12A-D, 13, 14, 16A,B, 17A, 19A-B, plusother
topics astime allows.

A course in Number Theory could follows chapters 2, 3, 4, 5, 6, 7A, 9, 12, 13A,
14, 20, 21, 22B and 23ABC (plus handouts on specia topics of interest to the
instructor).
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A course on Applicable Algebra could follow chapters 2, 3, 4, 5, 6, 7ACD, 8E,
9ABC, 10A, 11A-C, E-H, 12ABD, 13, 14, 17ABC, 19AB, 23, 25 (plus supplemen-
tal notes on error-correcting codes).

A course emphasizing polynomials (e.g. for future secondary teachers) could do
chapters 2, 5A-B, 6C, 7A, C, 13-18, 23-27.
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Chapter 1
Numbers

Mathematics grows through the development and study of new concepts. The his-
tory of numbersillustrates this growth.

Ancient cultures began mathematics by counting, keeping tallies. In the ancient
Near East an increasingly urban economy the need to keep records, at first by the
use of tokens, small clay objects, to correspond to quantities of goods. Sometime
around 3100 B.C. ancient accountants began abstracting quantity from the objects
being counted, and written numberswere born (see Schmandt-Besserat (1993)).

Oncethe natural numbers, 1,2, 3, ... were available, manipulating them and solv-
ing problems involving numbers led to positive fractions, known to the ancient
Babylonians (2000 B.C.), who also knew some sguare roots and cube roots. The
classical Greek geometers (400 B.C.) studied positive quantities that could be ob-
tained from natural numbers by the processes of addition, subtraction, multiplica-
tion, division, and taking squareroots. The number 0 did not comeinto use, however,
until after 300 B.C.; negative numbers first arose around A.D. 600, but became ac-
ceptable only in the 1600's (Descartes, in 1637, called them “false”); and complex
numbers gradually won acceptance between the early 1500's and 1800. A precise
understanding of the real numberswas reached only in the 1870's.

As the domain of numbers broadened, so did mathematics, and its applica-
tions. For example, with only the natural numbers available, calculus would be
unthinkable.

Since 1800 mathematics has devel oped many new systems of objects that can be
mani pulated in the same way asthese classical setsof numbers. Just aswith classical
numbers, once the domain of numbersis expanded, so do the uses that can be made
of them.

This book is about these new sets of numbers and some of their uses.

In this chapter we'll set up some notation for classical sets of numbers, and in-
troduce the idea of an equivalence relation, which will be the basis for constructing
new sets of numbersin later chapters.

First, notation.

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 3
in Mathematics, (© Springer Sciencet+Business Media LLC 2009



4 1 Numbers
N isthe set of natural or counting numbers:
1,2,3,45,...,
7 isthe set of integers
..,—3,-2,-10,1,234,...,

obtained from N by including O (zero) and the negatives of the natural numbers.

Q isthe set of rational numbers, that is, the set of al fractions a/b, where a and
b areintegers, and b # 0. We shall look at @ in more detail shortly. We think of Z
as being a subset of Q by identifying the integer a with the fraction «/1. Q islarge
enough so that every nonzero integer has an inverse, or reciprocal, in Q, as does
every nonzero fraction. Thus Q is an example of afield (see Chapter 7).

R isthe set of real numbers. A useful way to think of R isasthe set of al infinite
decimals, or asthe set of coordinates on a line (such as the x-axis used in calculus).
Any rational number is a real number—the decimal expansion of a fraction a/b is
obtained by the familiar process of dividing 4 into a. So is every quantity that can
be constructed by straightedge and compass from a natural number.

The real numbers form a complete Archimedean ordered field.

“Ordered” means that for any two numbers » and s, either » < s or r = s or
r > s. This property corresponds to the intuitive representation of the real numbers
as coordinates on a line, where » > s if the point with coordinate  is to the right of
the point with coordinates.

“Archimedean” means that for every positive real number » there is a natural
number n with n > r.

“Complete” can be described by the Least Upper Bound axiom: given any non-
empty set of real numberss, if thereisan upper bound C for S, that is, areal number
C so that for every rin S, r < C, then there is a least upper bound B for S, that is,
an upper bound B so that any upper bound C for S satisfies B < C. These properties
imply the existence of limits, which in turn enables the definition of continuous
functions and the Intermediate Value Theorem.

Readers who have had calculus (or even precalculus) should be comfortable
about working with the real numbers, and so we will say no more about them here.

C denotes the complex numbers, which we will describein Chapter 15D.

The 19th century effort to formulate a satisfactory definition of real numbersled
to the idea that sets should be the primitive mathematical objects from which all
numbers should be defined.

The general procedure for the construction of new sets of “numbers’ isto take a
set, call it S, consisting of mathematical objects, such as numbers you are aready
familiar with, split the set S up (“ partition the set S”) into a collection of subsetsin a
suitable way, and then attach names, or |abels, to each of the subsets. These subsets
then will be elements of a new number system: new “numbers.”

We'll use this procedure to construct many new sets of numbersin this book.

We illustrate the idea by defining the set Q of rational numbers, or fractions.
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Rational Numbers. Rational numbers are fractions of integers, numberslike g or

g But they have the curious property, different from integers, that two fractions,
like § and %, arereally equal:

6 72

9 108’
even though they look different. So any definition of rational numbers must deal
with the problem that the same rational number can be expressed as a fraction of
two integersin many different ways.

This problem was solved by the ancient Greeks (500-300 B.C.) in their develop-
ment of the ratio of two numbers. For numbers ¢ and b, the ratio of a to b is the
same astheratio of c tod if ad = bc. Thustheratio of 1to 2 isthe same astheratio
of 3t0 6. Theratio of 2to 1+ +/7 isthe same astheratio of /7 —1t0 3.

From thisidea of ratio we can give a set-theoretic definition of the rational num-
bersasfollows.

Tekethe set S of all ordered pairs (a,b) of integers, where b £ 0. Partition the set
S into subsets, by therule:

two pairs (a,b) and (¢,d) are in the same subset if the ratio of « to b isthe same
as the ratio of ¢ to d, that is, if and only if ad = bc (or, in fractional notation, if
a/b = c/d — but using fractional notation assumes that we have defined fractions
already!)

We give the name a/b to the set of ordered pairs containing the pair (a,b). Thus
the symbol a/b isalabel for the set of all ordered pairs (m,n) such that the ratio of
m to n isthe same asthe ratio of a to .

For example, 6/9 is a label for the set of al pairs (m,n) with 6n = 9m: in set
notation,

= {(m,n)|6n = 9m},

o o

and
72

108
Since the set {(m,n)|6n = 9m} = {(m,n)|72n = 108m}, it follows that 6/9 =
72/108. In fact, if (¢,d) isany ordered pair in the set {(m,n)|6n = 9m}, then

= {(m,n)|72n = 108m},

{(m,n)|6n = 9m} = {(m,n)]cn = dm}

(intuitively, becauseif 6/9=c¢/d then6/9=m/n if and only if ¢/d = m/n) and so
we can hame the set {(m,n)|6n = 9m} by ¢/d.
Thus we define equality of fractions by:

a
b

So0 6/9 = 72/108 because 6/9 and 72/108 are names for the same set. On the
other hand, the fractions 1/2 and 3/4 are not equal, because the sets they are names
for,

= CCZ if and only if {(m,n)|an = bm} = {(m,n)|cn = dm}.

{(m,n)|n =2m} and {(m,n)|3n = 4m},
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are different—in fact, are digoint: if (m,n) isapair with n = 2m, then 3m # 4m.

To summarize, elements of Q may be defined as certain subsets of the set of
pairs (m,n) of integerswith » # 0. The subset containing the pair (a,») we label by
the fraction a/b; then the subset containing the pair (a,b) is {(m,n)|an = bm}. Two
fractionsa/b and ¢/d areequal if and only if {(m,n)|an = bm} ={(m,n)|cn = dm},
whichisthe caseif and only if ad = bc.

Fractions in lowest terms and arithmetic. When we learn fractions, we develop
abias towards using fractions a/b that are reduced, that is, such that « and » have
no common factor except 1. Thuswe prefer 1/2 over 5/10, and 3/5 over 6/10. But
when adding fractions, the use of nonreduced fractions is unavoidable, because we
need to find acommon denominator for the fractions we are adding. For example:

1 3 8 18 26

678 48" 48 a8
Thusit is often necessary to replace a fraction, for example, a reduced fraction, by
afraction equal to it that is not reduced, in order to do arithmetic.

But thereisanicefact about the arithmetic of fractions: arithmetic operationsare
not affected by replacing fractions by equal fractions. For example, 1/2 = 3/6, and
3/5=12/20; multiplying 1/2 and 3/5 gives 3/10; multiplying 3/6 and 12/20 gives
36,120, and the resulting fractions are equal. Similarly 1/6 + 3/8 = 8/48 +18/48 =
26/48, and also 1/6 + 3/8 = 4/24 + 9/24 = 13/24, and the results are the same.
Choosing different labels, or representatives, for the set of pairs represented by a
fraction, such as choosing 8/48 instead of 4/24 for the set

{(m,n)|n = 6m}

does not affect the result of doing arithmetic on these sets. Thisisan important point
that we will need to consider when we define other sets of numbersin later chapters.

Equivalence classes. The basic mathematical strategy at work in the definition just
given of therational numbers Q is the notion of dividing a set S up into equivalence
classes.

AN equivalence relation is arelation on a set S that satisfies the following three
properties:

(R) an element in S'is equivalent to itself (reflexive property);

(S) if one element in S is equivalent to a second element in S then the second
element is equivalent to the first (symmetry property); and

(T) if oneelement in S is equivalent to a second element in S, and the second to
athird, then thefirst is equivalent to the third (transitivity property).

If we denote the equivalencerelation by ~, then, in symbols, we have:

(R)foradl ains,a~a;

(S9foralaandbins,ifa~ bthenb ~ a; and

(Mfordla,bandcinS,ifa~bandb ~ c,thena ~ c.

When a set S has an equivalence relation on it, then the set S is partitioned
into subsets, called equivalence classes, which are defined by the property that two
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elements are in the same equivalence class if they are equivalent. The three prop-
erties of an equivalence relation listed above imply that if two equivalence classes
have any elements at all in common, then they coincide. (See Exercise 3.)

In the case of the rational numbers, we consider the set S of al ordered pairs of
numbers (a,b) with b # 0, and say that the ordered pair (a,b) is equivalent to the
ordered pair (¢,d), (a,b) ~ (c,d), if ad = bc. Therelation, (a,b) ~ (¢,d) if ad = bc,
isan equivalencerelation onthe set S of all ordered pairs of numberswith the second
number not 0. (See Exercise 1.) The set S of all ordered pairs (a,b) with 5 # 0 is
split up, or partitioned, into equivalence classes by that equivalence relation. The
fraction a/b isthelabel for the equivalence class containing the ordered pair (a,b).

The strategy of taking a set of elements, partitioning the set up into a set of
equivalence classes by means of some equivalence relation, and then thinking of
the equivalence classes, or the labels of the equivalence classes, as hew objects, in
our case new “numbers’, is fundamental in mathematics. All three of the ways of
defining the real numbers R (infinite decimals, Cauchy sequences, Dedekind cuts)
use that strategy. It is the strategy we will use to construct new sets of numbers as
we proceed in the book.

Exercises.

1. Verify that therelation, two ordered pairs (a,b) and (¢,d) are equivalent if ad =
bc, is an eguivalencerelation on the set S of al ordered pairs (a, ) of integerswith
b +#0.

2. Consider the following relations on Z. In each case, decide if the relation is an
equivalence relation. If so, describe the corresponding partition of Z. If not, deter-
mine which properties of an equivalencerelation fail:

)a~bifab>0;

(il)ya~bifa—bisdivisbleby 3;

(iiiya~bifab>0;

(iv)a~bif a+bisdivisibleby 3; and

V)ya~bifa>b.

3. Supposeaset S has an equivalencerelation on it. Use the properties of an equiv-
alence relation to show that two equivalence classes of S which have any elementin
common, must be equal. (Two subsets 4 and B of S are equal if every element of 4
isan element of B and vice versa.)






Chapter 2
Induction

This chapter describes the method of proof by induction, in several versions. The
last section presents the Binomial Theorem.

A. Induction

Inductionisthe basic method of proof for facts involving natural numbers. It allows
us to obtain, in afinite number of steps, proofs of statements about all the numbers
intheinfinite set N.

Induction comesin various formulations. Here is the best-known version.

Theorem 1 (Induction). Fix an integer ng and let P(n) be a statement which makes
sense for every integer n > ng. Then P(n) is true for all n > ny, if the following two
statements are true:

(a) P(ng) is true,; and

(b) for all k > no, if P(k) is true then P(k+ 1) is true.

When using induction to prove a theorem, proving (a) is called the base case,
and proving (b) is called the induction step.

You have ailmost certainly seen this principle used before, perhapsin calculus, in
evaluating sums arising in connection with the definite integral.

Hereisasimple example.

Example 1. For all n > 1,
14+3+45+...+(2n—1)=n?
Proof. Let P(n) bethe statement

14+3+45+4...+(2n—1)=n?

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 9
in Mathematics, (© Springer Sciencet+Business Media LLC 2009



10 2 Induction
or in words, “the sum of thefirst » odd numbersis »?”. Thus P(1) is the statement
1=12

P(2) isthe statement
1+3=2

P(5) isthe statement
1+3+54+7+9="5

and so on. All of these are clearly true, but just looking at P(n) for many specific
values of n does not suffice to prove P(n) for every natural number n > 1. So we let
no = 1 and useinduction to prove P(n) for al n > 1.
The base case P(1) istrue, since 1 = 12.
For the induction step, let k& be some unspecified number >1, and assume that
P(k) istrue, that is,
14344 (2%k—1) =4

We want to show that then P(k + 1) istrue, that is,
14+34...+ (2k— 1)+ (2k+1) = (k+ 1)
To do so, we can add (2k + 1) to both sides of the equation P(k) to get
14344 (2k— 1)+ (2k+1) = K2 4 (2k + 1). (2.1)

Theleftsideof (2.1) istheleft side of the statement P(k+1), and, sincek?+ 2k +1=
(k+1)?, theright side of (2.1) isequal to (k+1)?, the right side of P(k +1). Thus
assuming P(k) istrue, it followsthat P(k+ 1) istrue.

By induction, P(n) istruefor al n > 1. O

The rationale behind induction is that if the base case () and the induction step
(b) are true, then for any n > ng, one can prove, in n — ng logical steps, that P(n) is
true. For example, if P(n) isthe equation of Example 1, above and we wish to prove
that P(5) istrue, we can arguelogically asfollows:

P(1) istrue, by the base case.

Since P(1) istrue, P(2) istrue, by theinduction step with k = 1;

Since P(2) istrue, P(3) istrue, by theinduction step with k = 2;

Since P(3) istrue, P(4) istrue, by the induction step with & = 3;

Since P(4) istrue, P(5) istrue, by the induction step with k£ = 4.

This same reasoning can be used to show that P(n) is true for any given num-
ber n. We simply start with the base case, which says that P(no) is true, and then
successively infer that P(ng+ 1), P(ng+2),...,P(n) is true by n — ng uses of the
induction step. The principle of induction simply asserts that given the validity of
the base case and of the induction step for al n > ng, then for any n > ng, P(n) can
be shown true, and therefore is true.

Here are some more examples.

Example 2. Foraln>1,2">1+n.
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Proof. Hereng = 1.
The statement
P(n):2">1+n

is clearly true when n = 1, so the base case istrue.
For the induction step, let & be a number >1 and assume
P(k):2*>1+k
istrue. Then multiplying both sides by 2 gives

282> (1+k)-2,

21 =28.2> (1+k)-2=24+2k> (1+1)+k=1+ (k+1).

Thus the statement
P(k+1): 257 > 14 (k+1)

is true. We've shown that for every k > 1, the induction step is true. Hence the
inequality P(n) istruefor al n > 1 by induction. O

Example 3. The number 8 divides 3% — 1 for al n > 0. That is, for every n > 0,
32" _ 1 = 8m for some natural number 1.

Proof. The statement P(n): 8 divides 32" — 1, istrue for n = 0 since 8 divides 3° —
1=0. Theinduction step involvesalittle “trick” of subtracting and adding the same
quantity. Suppose 8 divides 3% — 1. We examine 32(k+1) — 1:

32(k+l) 1= 32k . 32 -1
—3%k.32_ 32,32
=32(3% 1)+ (32-1).
Since 8 divides 3% —1 and 8 divides 32— 1, therefore 8 divides 32(3% —1) +
(82 —1) = 32k+1) _ 1, Thusthe statement P(n) istruefor al n > 0. o
Example 4. The number 2123 — 3n2+n+ 31> Oforal n > —2.

Proof. Let usset f(n) = 2n® — 3n2 4 n+ 31. Then for each n > —2, the statement
P(n) isthe inequality
P(n): f(n)>0.

In particular, for the base case, P(—2) is the inequality f(—2) > 0, which is true
because f(—2) = 1. For the induction step, suppose that for some k > —2, the state-
ment P(k) istrue, that is, f(k) > 0. Then expanding f(k + 1) and collecting terms,
wefind
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Sle+1)=2(k+1)°—3(k+1)%+ (k+1)+31
= 2(kK3 4+ 3k° + 3k + 1) — 3(kK*+ 2k +1) + (k+1)+31
= 2k + 6k® + 6k +2— 3k —6k—3+k+1+31

=2k34+3k% +k+31
= (k) +6k* > f(k) > O.
So P(k+ 1) istrue. Thus P(n) is true for all n > —2, that is, f(n) > 0 for al
n>-—2. O

Example 5. In calculus, after the rulesfor the derivative of a constant and of x, and
the product rule are presented, the rule for the derivative of x” can be proved by
induction:

dx" n—1

dx = nx .
Proof. Let P(n) be the statement

dx" n—1

dx = nx .

Then P(0) is the statement that the derivative of the constant function 1 is 0, and
P(1) isthe statement that the derivative of x is 1. To prove P(n) by induction, sup-
pose that for some £ > O,

P(k): =kt

dx

istrue. Then consider "";;1 . By the product rule, we have

dx L d(x-xb)
dx  dx

dx dxr

Tax T e dx

S

since we know P(1) istrue and we have assumed P(k) is true. Collecting terms, we

obtain
dkarl

dx
and so P(k+ 1) istrue. Thus by induction,

= (k+ 1

d n
P(n): ; =1
x

istruefor all n > 0. 0
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Exercises. Intheexercises, n isaways an integer.

1. Provethat 1+2+3+...+n=n(n+1)/2fordl n> 1.

2. Provethat 13+ 234 ...+ 1% = [n(n+1)/2)*foral n > 1.

3. Provethat
1424224 42rl_or 1

forevery n > 1.
4. Provethat foraln>1,

n(n+1)(2n+1)(3n?+3n—1)

P40 nt=
+2°+...+n 30

5. Provethat for any real number x and for all numbersn > 1,
K—1=x—1)" X2 X T x4 D).

6. Using thelast exercise, provethat for all n > 1,

7. (Askey) Show that ‘Zﬁ: = nx""1 asfollows: by the definition of the derivative,

dxn . o \n
=lim” "
dx y—x y—x

Set y = rx and compute the limit using the last exercise.
8. Provethat n! > 2" for all n > 4.

9. Provethat 22" > n* foral n > 4.
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10. Let
n(n+1)
="
be the n-th triangular number. Definezp = 0.
(i) Show that the odd square number (21 +1)% = 8¢, + 1 for al n > 1.
(it) Provethat

=14+2+...+n

1 1 1 2
+ 4.4+ =2- )
ISR ) ty n+1
(Hint: observe that n(nil) =1- 10
(iii) Provethat forall n > 1,
1+ 1+ 1 T 1 - 57 1
1 9 25 7 (2n+1)2 4 4n+1)

in two ways: directly by induction, and by using (i) and (ii).

11. Let a be a natural number >1. Prove that for al integers rg,r1,...,r,—1 With
0<r;<a,
ro+ra+ral + ... +ryd < d.

When n = 10 this saysthat 10" islarger than any n-digit number.
12. Let » beanumber >2. Provethat for al n > 1,

(B" = 1) (B" = b) (B —b?) ... (b —b"72) > b (=D)L

13. Provethat for every n > 1, 24 divides 16" — 16.
14. Provethat for every n > 1, 5 divides 8" — 3".
15. Provethat for every n > 1, 5 divides 3% — 1.
16. Provethat for every odd number n > 1, 9 divides 4" + 5".
17. Provethat for every n > 0, 3 divides 22+1 + 1.
18. Using the addition formulas
cos(a + b) = cos(a) cos(b) — sin(a) sin(b)
and
sin(a+ b) = sin(a) cos(b) + cos(a) sin(b),

provethat for each n > 1 thereare polynomials f, (x) of degreen and g,,(x) of degree
n—1so that

cos(nx) = f,(cos(x))

and
sin(nx) = g,(cos(x))sin(x).
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19. For any real number a, define® = 1, and for every number k > 0, define a1 =
a* - a. Using induction, prove that for all natural numbers m and n, " = a™ - a".

20. Consider the puzzle called the Tower of Hanoi (attributed to the French math-
ematician Edouard Lucas, 1883). The puzzle consists of n disks of decreasing di-
ameters placed on a pole. There are two other poles. The problem is to move the
entire stack of disks to another pole by moving one disk at atime to any other pole,
except that no disk may be placed on top of a smaller disk. Find a formulafor the
least number of moves needed to move a stack of » disks from one pole to another,
and prove the formulaby induction.

21. (Neal Hill). Suppose in the Tower of Hanoi, the three poles arein arow, and a
disc can only be moved from a pole to an adjacent pole. All other rules apply. How
many moves does it take to move a stack of n discs from the leftmost pole to the
rightmost pole?

22. Show that for every positive integer n, one of the numbersn,n+1,n+2,...,2n
isthe square of an integer.

23. What iswrong with the proof of the following (true) theorem?
Theorem 2. A/l new 1922 Ford Model T cars had the same exterior color.

Proof. Thecasen = lisobvious.

Suppose that in any set of » new Model T's, al had the same exterior color.
Consider aset of n+ 1 new Model T's, lined up from left to right.

We may assume by induction that in the set L of the » Model T’s to the left all
had the same exterior color, and similarly that in the set R of the » Model T's to
theright all had the same exterior color. But then evidently all then+ 1 Model T's
had the same exterior color, for the leftmost and rightmost Model T's had the same
exterior color as all the Model T'sin between.

By induction, for every number #, in every set of n new Model T's all had the
same exterior color. Since the set of al new 1922 Model T's was one such set, the
theorem is proved. O

(Henry Ford was reputed to have said of theModel T, “You can paint it any color,
so long asit’s black.”)

24. Show that forn > 1,

1+74+13+...(6n—5)=3n%—2n.

B. Complete Induction

Complete Induction is a reformulation of induction that is often more convenient
to use.
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Theorem 3 (Complete Induction). Let ng be a f xed integer and let P(n) be a state-
ment which makes sense for every integer n > ng. Then P(n) is true for all integers
n > no, if the following two statements are true:

(a’) (base case) P(ng) is true, and

(b’) (induction step) For all m > ngp:

if P(k) is true for all k with no < k < m, then P(m) is true.

Complete induction appears more complicated than ordinary induction, but in
fact it is easier to use. Compare the induction step (b’) with the induction step (b)
for ordinary induction:

(b) For all m > ny,

if P(m — 1) is true, then P(m) is true.

In attempting to provethe induction step in aproof by induction, completeinduc-
tion allows us to assume more than we can with ordinary induction. With complete
induction, in order to prove P(m), you may assume that P(k) is true for every &,
no < k < m. In ordinary induction you are allowed only to assumethat P(m — 1) is
true. So complete induction is more flexible than ordinary induction.

For certain kinds of results involving multiplication, ordinary induction is awk-
ward to apply, while complete induction is quite natural. The next exampleis such
aresult.

Recall that a natural number n is prime if n > 2 and does not factor into the
product of two natural numbers each smaller than n. Also, a number ¢ divides a
number n, or n is divisible by g, if n = qr for some natural number r. Thus 3 divides
12, but 3 does not divide 14.

Proposition 4. Every natural number n > 2 is divisible by a prime number.

Proof. Let P(n) bethe statement, “n isdivisible by a prime number.” Then the base
case P(2) istrue, because 2 is prime and 2 dividesitself.

We'll use complete induction for the induction step. Thus we assume that P(k)
istruefor al k where 2 < k < m: that is, we assume that every natural number >2
and <m is divisible by a prime number. Now consider m. If m is prime, then m is
divisible by a prime number, namely itself, and P(m) istrue. If m is not prime, then
m factorsasm = ab, where2 < a <mandaso 2 < b < m. Since2 < a < m, by
assumption P(a) is true, that is, a is divisible by a prime. Since a is divisible by a
prime, and a divides m, m is divisible by the same prime. So P(m) istrue.

Thus P(n) istruefor all n > 2 by complete induction. O

Notice that had we tried to use ordinary induction to prove P(m): “m is divisible
by aprime” for al m > 2, then in the induction step we would have been permitted
only to assume that m — 1 is divisible by a prime, in order to try to prove that m is
divisible by a prime. But knowing about factors of m — 1 is of little direct help in
finding factors of m, since no factor of m — 1 other than 1 can possibly be a factor
of m. (Why?) Thusif we wanted to prove Proposition 4 by ordinary induction, we
would need to change the statement P(n). See the proof of Theorem 6, below.
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If we want to prove something using induction, complete induction will work
just aswell. For suppose we can prove

For al k > ng, if P(k) istrue, then P(k+1) istrue.
Then we can prove

For al k > ng, if P(m) istruefor al m with ng < m < k, then P(k+ 1) istrue,
For if we can prove P(k+ 1) assuming only P(k), then we can prove P(k+ 1)
assuming P(m) for al ng <m < k.

Hence:

Theorem 5. If a statement P(n) can be proved for all n > ng by ordinary induction,
it can be proved by complete induction.

It turnsout, however, that the two forms of induction arelogically equivalent. We
prove

Theorem 6. If a statement P(n) can be proved for all n > no by complete induction,
it can be proved by ordinary induction.

Proof. Suppose we know that:

(@) P(np) istrue, and

(b") if P(k) istruefor al k, no < k < m, then P(m) istrue.

Then P(n) is true for all n > ng by complete induction. We show how to prove
P(n) for al n by ordinary induction. To do so, we consider a new statement

O(n): P(m) istruefor al m, no <m < n.

We prove Q(n) is true for all n > ng by ordinary induction. Note that if Q(n) is
true, then P(n) istrue.

For the base case, we need to show:

(@ O(no) istrue.

But because Q(no) is the statement “P(m) is true for al m, no < m < ng,” we
havethat O(ng) istrue because by (&), P(no) istrue.

For the induction step, we need to show:

(b) If Q(m —1) istruethen Q(m) istrue.

To see this, observe that if Q(m — 1) is true, then P(k) is true for al & with
np < k <m— 1. So since we assumed (b’) holds for al n > no, therefore P(m) is
true. But then P(k) istruefor al k with ng < k < m, and so Q(m) istrue.

Thus by ordinary induction, Q(n) istrue for al n > ng. But if O(n) istrue, then
P(n) istrue. So P(n) istruefor al n > ny. O

This theorem implies that whenever we want to prove a statement about natural
numbers, we can use whichever version of induction is most convenient. Henceforth,
when we refer to “induction”, we mean either version.
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Exercises.

25. Prove“For al n > 2, every number m with 1 < m < n isdivisible by a prime
number” by ordinary induction.

26. Provethat any natural number n > 2 either is prime or factorsinto a product of
primes.

27. Provethat the sum of the interior angles of an n-sided convex polygon is 180 x
(n—2).

28. Let f: N — N be a function with the properties that (1) = 1 and for all
numbersn > 1, f(n) < n. Prove that for every n there is some k so that the func-
tion /¥, obtained by composing f with itself & — 1 times, maps n to 1. (Thus
SO () = f(n), f@(n) = f(/(n)), SO (n) = [(f(/(n))), etc)

29. Russian peasant arithmetic. Here is a way of multiplying which has been at-
tributed to Russian peasants who could only add, and multiply and divide by 2.
In fact this method of multiplying was also used by the ancient Egyptians (2000
B.C.) (see[Gillings (1972)]) and is of interest also to computer programmers (since
computersare especially efficient in multiplying and dividing by 2).

To multiply two numbers @ and b/ set up four columns, labeled “left”, “right”,
“sum” and “summand”. In the top row place a in the left column, 4 in the right
column, and 0 in the sum column. If 4 is odd, place a in the summand column. If 5
iseven, place 0 in the summand column.

Then fill in successive rows of the array. If a, b, s and d arethe entriesin agiven
row, then fill in the next row asfollows:

If b is even, set the entries in the left, right and sum columns of the next row to
be 2a,b/2and s +d.

If bisodd, set the entriesin the left, right and sum columns of the next row to be
2a, (b—1)/2ands+d.

Then set the entry in the summand columnto be O if the entry in theright column
(either b/2 or (b—1)/2) in the same row is even; set the entry in the summand
column to bethe entry in the left column (2a) of the new row if the entry in the right
column in the new row (either »/2 or (b —1)/2) isodd.

left right sum summand

a b s d
2a b/2or (b—1)/2s+d 2ao0r0

Continue until you reach the row in which the entry in the right column is 0. Then
the entry in the sum columnisa- b.
Here is an example, showing that 116 - 311 = 36076:
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left right sum summand
116 311 O 116
232 155 116 232
464 77 348 464
928 38 812 0
1856 19 812 1856
3712 9 2668 3712
7424 4 6380 0
14848 2 6380 0
29696 1 6380 29696
59392 0 36076

Given two numbersa and b, prove by induction that for each row,
(theleft entry) - (the right entry) + (thesum entry) = a - b,

and therefore a - b is equal to the last entry in the sum column.

30. The Fibonacci sequenceisdefinedby a; = 1,a, =1landforaln>2,a,,1 =
a, + a,_1. Thusthe sequence begins

1,1,2,3,5,8,13,21,34,55, ...

Provethat foral n > 1, a, < (3)".
31. A composition of anatural number » is adescription of » as an ordered sum of
natural numbers. For example, the compositions of 3 are:
3,24+ 1,1+2,1+1+1
and the compositions of 4 are

43+1,2+22+1+1,1+3,1+2+1,1+1+2,1+1+1+1

Let ¢(n) be the number of compositionsof n. Guessaformulafor ¢(n) foral n > 1
and prove your formulaby induction.

C. Well-Ordering

The formulations of induction in the two previous sections were developed in the
seventeenth century by Pascal and others. However, some results about natural
numbers were obtained many centuries earlier, by the ancient Greek mathemati-
cians whose work was collected in Euclid’s Elements (300 B.C.) For example,
Proposition4, above, is found in Euclid, Book 1X, Proposition 31. Here is how
Euclid proved:

Theorem 7. Every composite number is divisible by some prime number.
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Proof. Suppose 4 is a composite number. Then 4 is divisible by some number B.
If B is prime, we're done, so assume B is composite. Then B is divisible by some
number C, so Cisadivisor of 4. If C isprime, we'redone, so assume C iscomposite.
Then C isdivisible by some number.

“Thus, if the investigation be continued in this way, some prime number will be
found which will measure [divide] the number beforeit, which will also measure 4.
For if it is not found, an infinite series of numberswill measure the number 4, each
of which isless than the other: which isimpossible in numbers.” ad

Thus Euclid provesthe result by what might be called “infinite descent”: thereis
no infinite descending chain of natural numbers.
The principle of infinite descent can be expressed more affirmatively as the

Theorem 8 (Well-Ordering Principle). Any nonempty set of natural numbers has
a least element.

We can rephrase Euclid’s proof in terms of the well-ordering principle. For any
number 4 > 2, let .7 be the set of numbers >2 which divide 4. Since 4 isapositive
divisor of itself, . is nonempty. Euclid’'s argument using infinite descent is that if
we select a strictly decreasing sequence of proper divisors of 4, and noneis prime,
then we get an infinite descending chain of elements of ., impossible. Using well-
ordering, we can say: . has aleast element C, that is, 4 hasaleast divisor C > 2.
If C isnot prime, then C has a smaller divisor D > 2 which is then a divisor of 4,
contradicting the assumption that C isleast. So C must be prime.

Well-ordering and infinite descent are different forms of induction. We can in
fact prove the well-ordering principle using induction. To do so, we prove that if
thereisaset of natural numberswith no least element, then it must be empty. (This
approach uses the standard logical strategy for proving statements of the form “if
A then B”-we prove that if B is false, then A must be false. The reason that the
strategy works is that the only situation under which the statement “if A then B” is
false occurs when A istrue and B is false. If we assume B is false and are able to
show thereby that A is false, then the situation “A true and B false” cannot occur
and so “if A then B” istrue.)

Proof of the Well-Ordering Principle. Let . be a set of natural numbers with no
least element. Let P(n) be the statement: “Every number in .~ is >n.” Observe that
if P(m) istrue, thenm isnotin .. So by showing that P(n) istruefor al n, we will
show that . is empty, which will prove the well-ordering principle.

Evidently P(1) istrue, forif not, 1isin.#, and sinceal natural numbersare >1,
therefore . would have aleast element.

Suppose P(k) istrue for some k > 1. If P(k+ 1) isfase, then . contains some
number < k+ 1. But P(k) istrue. So every number in .~ is > k. But then k + 1, the
only number <t + 1 whichis > k, would bein . and would be the least element of
., impossible. Thusif P(k) istrue, then P(k+ 1) istrue. By induction, P(n) istrue
foral n> 1, and . isempty. That finishes the proof. O
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One important use of the well-ordering principle is that it permits us to define
a number by the property that the number is the smallest number in a certain non-
empty set.

For example, consider the set . of numbersthat are multiples of both 24 and 90.
That set of common multiples of 24 and 90 is non-empty, for it includes 24 -90 =
2160. Thus by well-ordering, the set . has a smallest number, the least common
multiple of 24 and 90. Some computation verifies that the least common multipleis
360. But with no computation, well-ordering tells us immediately that

Proposition 9. Any two numbers a and b have a least common multiple, that is, a
number m which is a common multiple of a and b and which is < any other common
multiple of a and b.

Proof. Since the set . of common multiples of @ and b contains a - b, .7 is non-
empty. So by well-ordering, . has a smallest element, which is the least common
multiple of a and b. a

Exercises.

32. Show that there is no rational number 5/a whose sguare is 2, as follows: if
b% = 24%, then b iseven, so b = 2¢, 0, substituting and canceling 2, 2¢? = ¢?. Use
that argument and well-ordering to show that there can be no natural number a > 0
with 52 = 24 for some natural number b.

33. Prove that the well-ordering principle implies induction, as follows: suppose
P(n) is a statement which make sense for every n > ng. Suppose (a) P(no) is true,
and (b) for any n > no, if P(n) istruethen P(n+1) istrue. Let . be the set of
n > no for which P(n) isfalse. Using well-ordering, show that . must be empty.

34. Show that the well-ordering principle is equivalent to “there is no infinite de-
scending chain of natural numbers’.

35. Fix N, some integer, and suppose . is a nonempty set of integers such that
every a in . is <N. Show that ./ has a maximal element. (Hint: Let 7 =
{ninNjn>aforadlain.s}.)

D. The Binomial Theorem

The Binomia Theorem describes the coefficients when the expression (x + y)" is
multiplied out. Recall that n! (“n factorial”) is defined by n! =1-2-3-...-n for
n>0.Weset 0 =1.

Theorem 10 (The Binomial Theorem). For every integer n > 1,

(x+y)"= (g>x”+...+ (Z)xnryr+...+ <Z>yn
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where

for0<r<n.
Examples:

(r+3)2 =X+ 200407 (x+)° =22+ 3%+ 3P +)°.

The proof is by induction on n. In order to carry through the argument passing
fromn — 1to n (the induction step) we first set up Pascal’s triangle,

We number the elements ¢(n, ) of Pascal’striangle by the row » and the position
r of the element within the row, both indices starting from 0. Thus Pascal’s triangle
islabeled

where
¢(0,0) =¢(n,0) =c(n,n) =1

foral n,andfor1<r<n-1,
c(n,r)=c(n—1r—1)+c(n—1,r).
That is, ¢(n,r) isthe sum of the termsto the upper left and to the upper right:
cn—1r-1) + c(n—1yr)
=c(n,r)
The entries ¢(n,r) have acombinatorial interpretation.

Proposition 11. Let S be a set with n elements. Then c(n,r) is the number of
r-element subsets of S.

Proof. We do this by induction on 7, the case n = 1 being obvious.
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Let S be aset with n elements. The statement istrue when » = 0 or n, since there
isonly one subset of S with n elements, namely S, and only one with no elements.

Assume, then, thatn > 1and 1 <r <n—1.Letybeanfixed element of S. Let Sp
bethe set of all the elementsof S except y. Spisthen aset with n — 1 elements. Divide
the collection of all r-element subsets of S into two piles, one consisting of those
subsets containing y, the other consisting of those subsets not containing y. Thefirst
pile consists of exactly those subsets of S obtained by taking an (» — 1)-element
subset of Sp and adjoining y. By induction applied to So, there are ¢(n — 1,7 — 1)
of these. The second pile consists exactly of the r-element subsets of Sp, of which
thereare ¢(n — 1,r), again by induction. Thus the number of »-element subsets of S
isc(n—1,r—1)+c(n—1,r) = c(n,r), which iswhat we wished to show. O

The entries of Pascal’s triangle can be computed by the following:

clnr) = (:) o (nn! )

Proof. Induction on n. The case n = 0 isobvious:

Lemma 12.

0]
ool = 1=1¢(0,0),

Givenn > 0, assumethat for all r withO<r<n-—1,

_ (n=1)
c(n—21,r)= A1)
Now nl n!
O =1= g0 op ==y

so thelemmaistruefor ¢(n,r) whenr=0o0rn. For1<r<n-1,

c(myr)=cn—1,r—=1)+c(n—1,r)
(n—1)! (n—1)!
(r=Dln—=r)!  M)n—1-r)

aswas to be shown. The lemmais therefore proved by induction. O

Corollary 13. (fj) + ("71) =(").

r r
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We therefore know that for each n, (5) = (!) =1, and (%) = (”’1) + (’Zj) for

”

1 <r < n— 1. Using these facts we can prove the Binomial Theorem by induction
onn.

Proof of the Binomial Theorem. Forn =1, (x+y) = (é)er (i)y so the binomial
theoremistruewhenn = 1. Assumen > 1 and the theoremistruefor n — 1, that is,

-1 -1
= (75t (1)

-1 -1
+ (I’l )xnlryr o+ < )ynl.
r n—1

We compute (x +y)" asfollows:
()" = (@ y) - (Hp)" = xot )" T yay)

Multiplying the expansion of (x4 )", above, by x and by y, and adding, we get

(x+ )n_ n—1 X'+ n—1 xnfl + + n—1 x"*l
y)'= 0 1 V... . y
n n—1\ ,_1 T n—1 -1 n—1\ ,
X X .
0 Y n—2)" n—1)"
Thusthe coefficient of x"~"y" forr=1,...,n—1is
n—1 n n—=1\ (n
r r—1) \r

by Lemma 3. Since

we see that
(x+y)"= <g>x” +.+ (n)x"rerr ot (n>y",
r n
which provesthe Binomia Theorem by induction. O
Exercises.

36. Prove that the sum of the elements of the nth row of Pascal’s triangleis 2" for
each n. (How many subsets of a set with n elements are there?)
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37. Provethat

fordl sandall n > s.

38. Provethat forall n > 1,

25






Chapter 3
Euclid’s Algorithm

This chapter begins with the Division Theorem, a result that describes the result
of long division of numbers. Repeated use of the Division Theorem yields the de-
scription of any number in base a (e.g. a = 2, or a = 16 or a« = 60). Repeated use
also yields Euclid’s Algorithm for finding the greatest common divisor of two num-
bers. Euclid's Algorithm dates from the 4th century B. C., but remains one of the
fastest and most useful algorithmsin modern computational number theory, and has
important theoretical consequencesfor the set Z of integers.

A. The Division Theorem

Theorem 1 (Division Theorem). Given nonnegative integers a > 0 and b, there
exist integers q > 0 and r with 0 <r < a such thatb = aq +r.

Based on the roles of a,b,q and r in long division, we call a the divisor, b the
dividend, q the quotient, and r the remainder.

Proof. We provethe Division Theorem by well-ordering.
Let
% = {b— ax|x isanonnegativeinteger and b — ax > 0}.

Then . is a set of nonnegative integers and is non-empty because b =b—a-0is
in .. So by well-ordering, . has a least element r. Clearly r = b — ag for some
integer ¢ > 0. We must show that 0 < r < a. Sincerisin., r > 0. 1sr < a?If not,
thenr —a >0, and

r—a=b—qa—a=b—(q+1)a>0.

Sor—aisin.”. This contradictsthe assumption that » was the least element of the
set .. Thusr < a, and so

b=gqa+r
with 0 < r < a, aswe wished to show. O
L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 27
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To complete the story, we have

Proposition 2 (Uniqueness). Let a > 0,b > 0 be integers and suppose b = aq +r
for some quotient ¢ > 0 and some remainder r with 0 < r < a. Then q and r are
unique.

Proof. Supposeb =aq+randasob=as+t, whereqg>0,s>0and0<r<a
and 0 <t < a. Supposer > t. Then

O0=b—-b=(ag+r)—(as+t)=(r—t)—al(s—q),

o)
a(s—q)=r—t.

But0<r—¢ <r<a.Sodividingby a gives0<s—g= (r—t)/a < 1. Sinces —gq

isan integer, we must haves — ¢ = 0. Hences =g and r = 1. ad

We can also use well-ordering to prove uniqueness—see Exercise 1.

Given numbers a > 0 and b, we say that a divides b if b = aq for some integer
q > 0. Thusa dividesb if in the equation b = ag + r given by the Division Theorem,
theremainder » = 0.

Exercises.

1. (i) Prove that if S is a non-empty set of non-negative integers, then the least
element of S isunique.

(i) Use @) to prove Proposition 2, that the quotient and remainder in the Division
Theorem are unique.

2. Let a,b be natural numbers. For the fraction °, let [°] be the greatest integer
<’, and let {®} be the fractional part: {®} = > —[?]. Thus, for example, [%] =
3{#t=3andZ=3+1=[Z]+{#}.Ifb=ag+rwhere0<r<aasinthe
Division Theorem, how do ¢ and  relateto [°] and { ©}?

3. Show that if b = ag+r and d is a number that divides both a and b, then d
dividesr.

4. Let m betheleast common multiple of ¢ and b, and let ¢ be a common multiple
of @ and b. Show that m divides c. Hint: use the division theorem on m and ¢, and
show that the remainder » is acommon multiple of « and 5, hencer = 0.

5. Let
J={einN|e = ar+ bs for someintegersr,s}

and let d bethe least element of J. Show that d dividesa and d dividesb.
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Bases. Asalfirst application of the Division Theorem, we look at decimal notation.
The normal way we write numbers uses powers of 10. When we take a number
b, like b = MCMLXXVI, and writeit as b = 1976, we mean that

h=1x10°+9x10°+7x 10+6.

We call thisway of writing b the representation of b in base 10, or radix 10. This
notation comes from India some 1500 years ago. More generally, for any number
a > 2, if we write anumber b using powersof a (a > 2),

b=ryd" +ry1d" 4 ...+ra+ro

with each of rg,...,r, between 0 and a — 1, thisisthe representation of b in base (or
radix) a.

There is no particular reason except convention, based on physiology, why we
have a bias towards a number system based on the number 10. Some cultures have
had number systems based on 20, and our culture retains remnants of the ancient
(1800 B.C.) Babylonian number system based on 60: for example, the way we mea-
sure time in hours, minutes and seconds, or the way we measure angles.

We would write b = MCMLXXVI in base 20 as follows:

b=4x20%°+18x 20+ 16

and in base 60 as
b =32 x 60+ 56.

In the United States, large numbers are often written in base 1000 by inserting com-
mas. For example, the U. S. Public Debt on May 9, 2007 was

8,822,507,474,425= 8- (10%)* + 822 (10%)3 4 507 - (10%)2 4 474 10% + 425

dollars.

Base 2 is commonly used in computing. At the beginning of the evolution of the
electronic computer in the mid 1940’s, von Neumann recognized that the binary, or
base 2 system, was more natural than the decimal system for computers, for sev-
eral reasons [see Goldstine (1972), p. 260]: the elementary operations of addition,
subtraction, and multiplication can be performed more rapidly in base 2, electronic
circuitry tends to be binary in character, and the control structure of a computer is
logical in nature, not arithmetical, and logic is a binary kind of system (true-false).
Our example number 5 = MCMLXXVI inbase 2is

h=1x2011x2%941x284+1x2"+1x2®%+1x2%+1x28

or b =11110111000.
Numbersthemselveshave no biasin favor of one base or another, asthefollowing
theorem shows.
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Theorem 3. Fix a natural number a > 2. Every integer b > 0 may be represented in
base a: that is, b may be written uniquely as

b=ryd" +ry1d" 1 +...4+ra+ro
with 0 <r; <aforalli.
We denote a number b written in base a as
b= (ryrp-1...12r170)a-

Thus (1976)10 = (11110111000),. We omit ()10 in decimal notation when there
isno possibility of confusion.
Here isaproof of the theorem, using induction and the division theorem.

Proof. Suppose al numbers <5 may be written in base a. To write b in base a, first
divide a into b, using the division theorem to get b = aq + ro for unique numbers
q,70 With 0 < g < a. By induction, the quotient ¢ may be written in base a:

g=rad" Lt ry1d" 4 A ra+tr
for uniqueintegersry,ro, ..., r, With0 <r; < a. Then

b=qa+ro= a(r,,a’Fl trp1d 2+ roa+ r1)a+ro
=rad" +rp1d" T ra+ro
with all 7; satisfying 0 < r; < a. O

Notice that the proof shows how to get » in base a. First divide b by a, then,
successively, divide the quotients by a:

b =aq+roy,
q=aq1+ri,
q1=aqz+r,

qn-2=aqp-1+7p-1
qn-1=a-0+r,.

The process stops when a quotient is reached which is 0. The digits are the remain-
ders: b = (rprp—1...72r170)a-

Example 1. To get 366 in base 2:
366 =2-183+0,

183=2.91+1,
91=2.45+1,
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45=2.2241,

22=2.11+0,

11=2.5+1,
5=2.2+1,
2=2.1+0,
1=1-0+1,

s0 366 = (101101110)s.
The conversion of a number to base 2 can be set up as a specia case of Russian

Peasant Arithmetic (RPA) (Chapter 2, Exercise 29). We set up RPA to multiply 1 by

366:
left right sum  summand

1 366 0 0

2 183 0 2
4 91 2 4

8 45 6 8
16 22 14 0
32 1 14 32
64 5 46 64
128 2 110 0
256 1 110 256
512 O 366 0

Thelast entry in the sum column is the sum of the entries in the summand column,
namely:
366 = 256+ 64 + 32+ 8+ 4+ 2= (101101110)5.

(In general, to convert m to base 2, the array is constructed as follows. Start with the

row
1m00

if miseven, or
1m01

if m isodd. Proceeding down the array, suppose we have arow

basd.
The next row is
2b 5 s+d2b
if aisevenand § isodd;
2b ‘2’ s+d0

if aisevenand  iseven;
2b St s+d 2b
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if @ isodd and “,* is odd;
2b St s+d0

if a isodd and “51 is even. Stop when the entry in the “right” columnis0.)

Operations in base a. We can add, subtract, multiply, and dividein any base, using
the same operations learned in grade school. The only change is that to multiply or
divide in base a we must know the multiplication table in base a.

It is very easy to remember multiplication tables in base 2. On the other hand,
to do multiplication in base 60 is rather more difficult. Babylonian mathematicians
kept clay tablets on hand containing base 60 multiplication tables. (See Section 12B
for an aternative approach to base 60 multiplication.)

Long division works in any base aswell. In fact, in base 2 it is particularly easy,
because in determining the correct digits of the quotient, no guesswork is involved.

On the other hand, in base a where a islargeit is harder to determine the digits
of the quotient. Since computers do multiple precision arithmetic in large bases,
some study has been done of long division, and it was observed by D.A. Pope and
M.L. Stein in 1960 that the closer the first digit of the divisor is to the base «, the
easier guessing the digits of the quotient is. For a more precise description of this
phenomenon, see Knuth (1998), Theorem B, p. 272. See also Section 9G.

Exercises.

6. Write 1987 in base 1000.
7. Write 1987 in base 2, and in base 8.
8. Inbase 2 write the numbers from 29 through 35.

9. One seventh of an hour is 514 seconds, to the nearest second. Write it in minutes
and seconds.

10. Write one eleventh of a day in hours, minutes and seconds (to the nearest
second).

11. If arunner completesa 50 mileracein 7 hours, 33 minutes and 15 seconds, and
he were to run a marathon (26 miles, 385 yards) at the same pace, how long would
it take him? (There are 1760 yards to the mile).

12. If anangle 6 isoneradian, how muchis 6 in degrees, minutes and seconds (to
the nearest second)?

13. Write 176 and 398 in base 2 and multiply them. Check the multiplication by
multiplying them in base 10 and converting the answer to base 2.

14. Multiply (253)g and (601)g. Check the answer.
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15. If your calculator carries 8 decimal digits, and you wish to multiply two 20 digit
numbers, you have to write the numbersin base 10” for some n and write a program
to do the multiplication in base 10”. Which » would be appropriate? Can you use
n=8?

16. Divide (110110011); into (1100000100101), using long division in base 2.

17. Divide (1,4,25,46)¢o by (1, 38)e0, using long division in base 60. Then multi-
ply both numbers by 32 and do the division. Isit any easier?

B. Greatest Common Divisors

What do we mean by the greatest common divisor of two numbers? We deal with
the three words, “greatest”, “common”, “divisor”, in reverse order:

Let a, b beintegers, with a not equal to zero. Say that a divides b, or a is a divisor
of b, if b =aq for someinteger ¢, that is, b is equal to some integer multiple of a.

Thus, 15 divides 45, because 45 = 15- 3, whereas 15 does not divide 42, because
thereisnointeger ¢ so that 42 = 15¢. (Itistruethat 42 = 15-(14/5), but 14/5is not
an integer.)

The words “divisor” and “factor” mean the same thing.

If we are looking for divisors of a natural number, once we find the positive
divisors, then the negative divisors will just be the negatives of the positive divisors.
For example, 6 hasdivisors1, 2, 3,6 and also —1, —2, —3 and —6. So when looking
for divisors of a number in this section, we'll just write down the positive divisors.

We can find the divisors of a small humber easily. For example,

thedivisorsof 15 are 1, 3, 5, and 15;

thedivisorsof 28 are 1, 2, 4, 7, 14, and 28;

thedivisorsof 42 are 1, 2, 3, 6, 7, 14, 21, and 42.

Notice that 1 divides every integer (as does —1), and every integer dividesO.

We will often use the notation a | b to mean, a divides b. Thus 15 | 45.

(The notation | can be confusing. If we write 4 | 28, it is a statement, “4 divides
28" If we write 4/28, with / rather than |, we are writing a fraction, a number, “4
over 28" So | isaverb, “divides’, while / is apreposition, “over”.)

If a and b are integers, a common divisor of a and b is an integer e such that e
dividesa and e divides b.

For example, the common divisors of 28 and 42 are 1, 2, 7 and 14 (and their
negatives), aswe can see by comparing the lists of divisors of 28 and 42.

The common divisorsof 15 and 42 are 1 and 3.

Note that 1 is acommon divisor of any two integers.

A number d isthe greatest common divisor (g.c.d.) of a and b if:
(i) d isacommon divisor of a and » and
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(it) no common divisor of @ and 5 islarger than d.

We denote the greatest common divisor of a and b by (a,b).

To continue the examples above, the greatest common divisor of 28 and 42 is 14,
that is, (28, 42) = 14. Also, (15, 42) = 3, while (28, 15) = 1.

Since 1isacommon divisor of every number, every two numbersa and b always
have a common divisor. On the other hand, there can be only a finite number of
common divisors of a and b since every common divisor of « must divide a, hence
is <a. So thereisagreatest common divisor of ¢ and b.

One final bit of terminology. Two numbers a and b are coprime or relatively
prime if their greatest common divisor is 1. Thus 15 and 28 are coprime, but 15 and
42 are not coprime, and 28 and 42 are not coprime.

Exercises.

18. Find all positive common divisors of:;
(i) 16 and 48,
(i) 30 and 45,
(iii) 18 and 65.

19. Find the greatest common divisor of:
(i) 35and 65,
(ii) 135 and 156,
(iii) 49 and 99.

20. Find the greatest common divisor of 17017 and 19210.

21. Find the greatest common divisor of 21331 and 43947. (You may wish to use a
calculator.)

22. Find the greatest common divisor of 210632 and 423137. (You may wish to use
acomputer.)

23. Show that for any number », n and n + 1 are coprime.
24. Show that if a | b, then (a,b) = a.

25. Givennumbersa and b, supposethere are integersr, s so that ar + bs = 1. Show
that ¢ and b are coprime.

26. Show that the greatest common divisor of a and b4 is equal to the greatest com-
mon divisor of ¢ and —b.

27. Show that (a,m) < (a,mn) for any integers a, m and n.

28. Show that if (a,b) = 1 and ¢ dividesa, then (c,b) = 1.
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29. Show that of any three consecutive integers, exactly oneis divisible by 3.
30. Show that of any m consecutiveintegers, exactly oneisdivisible by m.

31. Show that for al numbersa > 0, b,b',¢c,d, if a|b—canda | b — ¢, then
al|bb' —cc.

32. Let m > n > 1 be natural numbers. Show that there is some ¢ with n < < m,
such that m — n dividesz.

C. Euclid’s Algorithm

If you tried to do some of the exercises above, such as finding the greatest common
divisor of 21331 and 43947, you will appreciate a method of Euclid to find the
greatest common divisor of two numbers, now known as Euclid’s Algorithm. It
works as follows. Suppose the two numbers are a and b, with a < b. The next two
paragraphs are paraphrased from Euclid’s Elements, Book V11, Proposition 2.

If a divides b, a is a common divisor of b and it is manifestly also the greatest,
for no number greater than a will divide a. But if a does not divide b then, the lesser
of the numbers a,b being continually subtracted from the greater, some number will
be left which will divide the one before it.

This number which is left is the greatest common divisor of b and a, and any
common divisor of b and a divides the greatest common divisor of b and a.

We illustrate Euclid’s method with 18 and 7.

Subtract 7 from 18 to get 11, leaving 11 and 7.

Subtract 7 from 11 to get 4, leaving 4 and 7.

Subtract 4 from 7 to get 3, leaving 3 and 4.

Subtract 3 from 4 to get 1, leaving 3 and 1.

Now 1 divides 3, so 1 isthe greatest common divisor of 18 and 7.

Or consider 84 and 217.
217 -84 =133,
133 — 84 = 49,
84 — 49 = 35,
49— 35= 14,
35-14=21,
21-14=17,

and 7 divides 14. So 7 is the greatest common divisor of 84 and 217.

Use of Euclid's Algorithm is aided by division. When we divide 84 into 217 (for
example, using long division) the quotient is the number of times we subtract 84
from 217 before we end up with a number less than 84. Thus, 217 = 2- 84 + 49,
s0 217 — 2-84 = 49: that is, after we subtract 84 two times from 217 we obtain a
number (49) less than 84.
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Thus we can describe the algorithm of Euclid more compactly by replacing the
repeated subtraction in Euclid’s original formulation by repeated uses of the Divi-
sion Theorem. For the example of 217 and 84 we have;

217 =84.2149
84=49.1+ 35,
49=35.1+14
35=14.217,
14=7-2+0.

and so 7 isthe greatest common divisor of 217 and 84.

In words, hereis Euclid’s Algorithm with division:

If a divides b, a is a common divisor of b and it is manifestly also the greatest, for
no number greater than a will divide a. But if a does not divide b then divide a into
b and get a remainder. then divide that remainder into a and get a new remainder.
Continually divide the new remainder into the previous remainder until the new
remainder is zero. The last non-zero remainder is the greatest common divisor of a
and b, and any common divisor of b and a divides the greatest common divisor of b
and a.

Hereitis, in mathematical symbolism:

Euclid’s Algorithm. Given natural numbers a and b, apply the Division Theorem
successively as follows:

b= aqi + ri,
a=riqz+r,
rp =1r2q3+1r3,

r2 =1r3qa+trs,

T2 =TIn-1qn+7n
Fp—1="rnqn+1+0.
When we reach the point where r, divides r,_1, then ry, is the greatest common

divisor of a and b.
We shall provethislast statement carefully in the next section.

Exercises.

33. Try Euclid’s Algorithm on
(i) 135 and 156.
(i) 17017 and 19210.
(iif) 21331 and 43947.
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34. Using Euclid’'s Algorithm (with division), find the greatest common divisor of:
(i) 121 and 365,
(i) 89 and 144,
(iii) 295 and 595,
(iv) 1001 and 1309.

35. Using Euclid’s Algorithm (with division), find the greatest common divisor of:
(i) 17017 and 18900,
(i) 21063 and 43137,
(iii) 210632 and 423137,
(iv) 92263 and 159037,
(v) 112345 and 112354.

36. Show that if e dividesa and e divides b, then e divides ar + bs for any integers
v, S.

37. Show that if b = aq + r, then (b,a) = (a,r).

38. Using thislast exercise, prove by induction the statement that ,, is the greatest
common divisor of a and b.

D. Bezout’s Identity

Euclid’'s Algorithm is more useful than simply giving an efficient way to determine
the greatest common divisor of two numbers. It also yields a relationship between
two numbers and their greatest common divisor that is of great importance, both
practically and theoretically, as we shall see. Therelationshipis called:

Theorem 4 (Bezout’s Identity). If the greatest common divisor of a and b is d, then
d = ar+ bs for some integers r and s.

Example 2. Before we show how to find » and s, hide the rest of this page and try
the numbers 365 and 1876. It is easy to see they are relatively prime (the divisors
of 365 are 1, 5, 73 and 365 and none of 5, 73 and 365 divides 1876). Try to write
1 = 365x + 1876y for some integersx and y.

It is not obvious how to do this!

Hereishow. Do Euclid’s Algorithm:

1876 = 3655+ 51,

365=51-7+8,
51=8-6+3,
8=3.2+2,
3=2.1+1;

then 1 isthe greatest common divisor (as we aready knew).
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Now solve for the remainders,

1=3-2-1,
2=8-3-2,
3=51-8.6,
8=365-51-7,
51 = 1876 — 365- 5,

and successively substitute the remainders into the equation 1 = 3 — 2- 1, starting
with 2:
1=3-2
=3-(8-3:2)=3-3-8
=3(51-8-6)—-8=3-51-8-19
=3-51-19(365—-51-7)=136-51—19- 365
= 136(1876 — 5-365) — 19- 365= 136 1876 — 699 - 365.

Sox = —699, y = 136,

Solving Bezout's Identity by Euclid's Algorithm is often called the Extended
Euclidean Algorithm. But as we have just described it, the procedure is confusing,
since it is hard to keep track of the numbers that are remainders, to be substituted
for, and the numbersthat are quotients, to be kept. (In the equation 1 = 3-3—8in
the example above, one 3 is kept, the other isreplaced by 51 — 8- 6.)

It is easier to do the computations by starting at the top of Euclid’s Algorithm,
rather than the bottom, and successively write the origina two numbers and all the
remainders as linear combinations of the two original numbers. Let's ook at the
same example.

Example 3. We first have the obvious equations:
1876 =0-365+ 1- 1876,
365=1-365+0-1876.

Then the equation that gives the first remainder in Euclid’s Algorithm for 1876 and

365, namely,
51 =1876—5-365,

can be obtained by multiplying the 365 equation by 5:
5.365=5(1-365+ 0-1876) =5-365+ 0- 1876;
then subtracting the equation for 5- 365 from the equation for 1876:
51 =1876—-5-365

— (0-365-+1-1876) — 5(1- 365+ 0- 1876)
= —5.365+ 1-1876.
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The next remainder, 8, in Euclid’s Algorithm satisfies
8=365—7-51
so we substitute in the equations for 365 and 51 and collect coefficients:
8=(1-365+0-1876) — 7(—5-365+ 1-1876)
=(1+7-5)365+ (0—7-1)1876
=36-365—7-1876.

The next remainder, 3, satisfies 3 = 51— 6- 8, so we substitute for 51 and 8 and
collect coefficients of 365 and 1876:

3=51-6-8

= (—5-365+ 1-1876) — 6(36- 365 — 7- 1876)
= (—5—-6-36)365+ (1+6-7)1876

= —221.365+43- 1876

Continuing,
2=8-2-3
=(36-365—7-1876) — 2(—221- 365+ 43 - 1876)
= (36+442)365+ (—7—86)1876
= 478-365— 931876
and finally

1=3-2
— (—221-365+ 43 1876) — (478 365— 93 1876)
= (—221— 478)365+ (43+ 93)1876
— —699-365-+ 136 1876.

All of this can be done efficiently by setting up a matrix of three columns, one for
the remainders, one for the coefficients of 365 and one for the coefficients of 1876,
and just keeping track of the coefficients as we proceed down Euclid's Algorithm as
above. In that format, to solve e = 365x + 1876y for ¢ = 1, the computations ook as
follows:

e x = coeff. of 365 y = coeff. of 1876
1876 0 1
365 1 0
365-5 5 0
51=1876—365-5 -5 1
51-7 -35 7
8=365—-51-7 36 -7

8-6 216 —42
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3=51-8-6 —-221 43
3.2 —442 86
2=8-3-2 478 -93
1=3-2 -699 136

We call this matrix the EEA matrix. Each row (e,x,y) of the EEA matrix repre-
sents the equation
e = 365x + 1876y.

Thus the row headed by 8 represents the equation
8=1365-36+1876- (—7)
and the last row represents
1=365-(—699) 4 1876- 136.

Once we write down the first two rows of the EEA matrix, the other rows are
obtained by multiplying a previous row by a constant, or subtracting one row from
another row, just asin Gaussian elimination with matrices. The EEA matrix collects
only the relevant data from the computation we did just above, without having to
write down 1876 and 365 many times. (In that computation, the original numbers
1876 and 365 act as placeholders for the coefficients. The EEA matrix eliminates
the need for the placeholders.)

To show that this procedure always yields the greatest common divisor asalinear
combination of the two original numbers, here is a proof by induction of the last
assertion of Euclid's Algorithm and of Bezout's I dentity:

Theorem 5. Let a and b be natural numbers. If a divides b then a is the greatest
common divisor of a and b. If a does not divide b, and r,, is the last nonzero remain-
der in Euclid’s Algorithm for a and b, then r, is the greatest common divisor of a
and b. If d is the greatest common divisor of a and b, then d = ax + by for some
integers x and y.

Proof. If a divides b then a is clearly the greatest common divisor of « and b, and
a=a-1+b-0, sothetheoremistruein that case. So assume that « does not divide
b. Then Euclid’'s Algorithm for @ and b involves at least two divisions. Suppose
Euclid’s Algorithm contains » + 1 divisions (n > 1) so that r, is the last nonzero
remainder in Euclid’s Algorithm for ¢ and b. We prove the theorem by induction
onn.

If n =1, then Euclid’s Algorithm for « and 5 has the form:

b= aql+ ry,
a=r1g2+0.
Then ry divides a, s0 (r1,a) = r1. It is easy to verify from the first equation that

(r1,a) = (a,b) (Exercise 37), so r1 isthe greatest common divisor of a and b. Also
ri=>b-14a-(—q1), S0 Bezout's | dentity holds.
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Assume the theorem is true for n = k — 1, so that the theorem is true for any two
numbers whose Euclid’'s Algorithm involves & divisions. Suppose Euclid’s Algo-
rithm for ¢ and b involves k + 1 divisions:

b:aql+rl7
a=r1€2+’”2>
rL=1r2q3+73,

Th—2 = Tk—1qk + Tk

P-1=rqr+1+0.
Notice that if we omit the first line of Euclid's Algorithm for @ and b, what is left
is Euclid's Algorithm for 1 and «, and that algorithm involves k divisions. So by
the induction assumption, r; is the greatest common divisor of 1 and a, and r;, =
au+ r1v for some integersu and v.

Now b = agy +r1, SO (b,a) = (a,r1) = r; (again by Exercise 37, above). More-

over, substituting 71 = b — aq1 into the equation r, = au + r1v gives

re =au+ (b—aq1)v
=bv+a(u—q).
Hence Bezout’s Identity holds for a and b. The theorem is true by induction. O

Corollary 6. Two numbers a and b are coprime iff there are integers r and s so that
ar+bs=1

(Notation: “iff” means “if and only if”. An “iff” assertion, asin the corollary,
requires two proofs.)

Proof. First assumethat (a,b) = 1. Then, from Theorem 5, there are integers » and
s so that 1 = ar + bs. Conversely, if 1 = ar + bs for some integers » and s, and d
dividesa and b, then d dividesar+bs =1, s0d = 1 or —1. So the greatest common
divisor of ¢ and b is 1. O

Here isauseful consequence of Bezout's | dentity.

Corollary 7. If e divides a and e divides b, then e divides (a,b).

Proof. Writed = (a,b) asd = ar+ bs. If e dividesa and b, thena = ef,b = eg for
someintegers f,g. Then

d=ar+bs=efr+egs=-e(fr+gs),
s0 e dividesd. U

A consegquence of great importance, as we shall see below and in the next
chapter, is:
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Corollary 8. If a divides bc, and a and b are coprime, then a divides c.

Proof. Bezout's ldentity is
ar+bs=1

for someintegersr,s. Multiply that equation by c:
acr+bes = c.

Now a obviously divides acr. If a divides be, then a divides bes, so a divides acr +
bes = c. a

Another application of Bezout's |dentity is the following result, which is useful
for factoring large numbers.

Proposition 9. For every integers a,b,m, (ab,m) divides (a,m)(b,m). If a and b are
coprime, then
(a,m)(b,m) = (ab,m).

Proof. Let (a,m) =ra+sm, (b,m) =tb+vm. Then
(a,m)(b,m) = (ra+sm)(th+vm) =rtab+zm

for z = rav+ stb + svm. Since (ab,m) divides ab and m, therefore (ab,m) divides
(@,m)(b,m).
For the second part, notice that (a,m) divides (ab,m). Write

(ab,m) = (a,m)e

for some integer e. Also, (b,m) divides (ab,m). Since a and b are coprime, so are
(a,m) and (b,m), and so by Corollary 8, (b,m) dividese. Thus

(abam) = (av m) (bv m)f

for some integer f. Since (ab, m) divides (a,m)(b,m), we must have f = 1. O

Exercises.

39. Using the EEA matrix, find d, the greatest common divisor, and find r, s so that
ar+bs =d, wherea and b are;

(i) 270 and 114,

(i) 242 and 1870,

(iii) 600 and 11312,

(iv) 11213 and 1001,

(v) 500 and 3000.
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40. Givesix counterexamplesto the assertion: if a divides ¢ and a does not divide
b, then a dividesc.

41. Supposea isanumber >1 with the following property: for al b, ¢, if a divides
bce and a does not divide b, then a divides c. Show that @ must be prime.

42. Observethat 98% — 31% = 9604 — 961 = 8643 = 2881 -3, s0 (982 — 312,2881) =
2881. Use Proposition 9 to factor 2881.

43. Prove that for al numbers a and b, if (a,b) =d and a = df,b = dg, then
(f.g) =1

44. Provethat for al numbersa, b, m, if (a,m) =1and (b,m) = 1, then (ab,m) = 1.

45. Prove that for al numbers a,b,m,n, if am+ bn = e for some e, then (a,b)
dividese.

46. Provethat for al numbersa, b, if d = (a,b) and ra+ sb = d, then (r,s) = 1.

47. Prove the converse of Corollary 8: Suppose a and b are any numbers with
(a,b) > 1. Then thereisanumber ¢ so that « divides bc and a does not divide c.

48. Provethat for every numbersm, a,b > 0, m(a,b) = (ma,mb). Doitin two parts.
m(a,b) < (ma,mb) and (ma,mb) < m(a,b). In addition to the definition of greatest
common divisor, you may find it convenient to use Bezout's | dentity.

49. Prove: for al numbersa,b,m, if (a,m) =d and (b,m) = 1, then (ab,m) = d.
50. Provethat for al numbersa,b,c, if a divides bc, then a/(a,b) dividesc.

51. Provethat for all numbersa, b, there are integers r, s so that

if and only if (a,b) = 1.

52. Provethatif m isaninteger and thereisarational number /s sothat (r/s)? = m,
then thereis an integer n so that n? = m.

53. Define the greatest common divisor of three numbersa,b and c¢. Cal it (a,b,¢).
Show that (a,b,c) = (a,(b,c)).

54. Show that (a,b,c) = ax+ by + cz for someintegersx,y,z.

55. For a,b natural numbers, consider the set J of al positive integers of the form
ar + bs for integers r,s. Since J is a nonempty set of natural numbers, by well-
ordering J has a least element ¢. Show that ¢ is the greatest common divisor of a
and b.
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E. Linear Diophantine Equations

For numbersa, b, e, Bezout’s I dentity can be used to decide whether or not there are
integer solutions of equations of the form ax + by = e, and to find asolution if there
isasolution.

Proposition 10. Given integers a,b, e, there are integers m and n with am+bn = e
if and only if (a,b) divides e.

Proof. If am+ bn = e for someintegersm, n, then the greatest common divisor of a
and b dividese.

Conversely, if d = (a,b) dividese, then by Bezout's | dentity we can find integers
r,s sothat ar+ bs = d. If e = dm for some integer m, then x = rm,y = sm solvesthe
equation ax + by = e. O

The proof shows how to find a solution of ax + by = e if (a,b) dividese.

Example 4. Suppose we want to find a solution to
365x + 1876y = 24.

We know that (365,1876) = 1, and using the EEA matrix, we found in Example 3
that
1=-699-365+ 136-1876.

Hence
24 = —(24.-699) - 365+ (24 136) - 1876.

We can sometimes solve an equation like 365x + 1876y = 24 more efficiently. If
we apply the EEA matrix as we did in Example 3 to find r,s so that ar + bs = d,
then to solve ax + by = e with e amultiple of d, we can stop as soon as we find a
remainder ¢ that divides e. Multiplying the row in the EEA matrix headed by ¢ by
the integer e/c will then givea solution to ax + by = e.

Example 5. To solve
24 = 365x + 1876y

notice that we found that
8=236-365+ (—7)-1876.

Multiplying that equation (or the corresponding row of the EEA matrix) by 3 gives
the equation
24 =108-365+ (—21)-1876:

e x = coeff. of 365 y = coeff. of 1876
1876 0 1
365 1 0
365-5 5 0
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51=1876—-365-5 -5 1

51.7 -35 7
8=365—-51-7 36 -7
24=3-8 108 -21

Thusx = 108,y = —21 solves 24 = 365x + 1876y.
Or if we want to solve 35 = 365 + 1876, we may notice that 35=51—2-8, s0
we can add to the EEA matrix two more rows:

51=1876—-365-5 -5 1

51.7 35 7

8=365-51-7 36 -7
16=2-8 72 —14

35-51-16 77 15

S0 that 35 = 365 (—77) + 1876 15.

Once we know that there is a solution of ax + by = ¢, then we can ask, can we
describe all the solutions of ax + by = ¢?
Suppose
axo+byo=c
ax1+byr=c.

Then subtracting the first equation from the second yields

a(x1 7)60) er(yl 7y0) =0.

Thus any two solutions of ax + by = ¢ differ by a solution of ax + by = 0.
Conversely, if

az+bw=0
ax+by=c
then
a(x+z)+b(y+w)=c.
In short,

Proposition 11. Let xg,y0 be a solution of ax+ by = c. Then the general solution
of ax + by = c is of the form x = xg+ z,y = yo + w, where z,w is any solution of
ax+by=0.

This proposition is similar to comparable results in linear algebra and in differ-
ential equations: to find the general solution of a non-homogeneous equation (like
ax + by = ¢), find some particular solution to the non-homogeneous equation and
add to it the general solution of the corresponding homogeneous eguation (like
ax+ by =0).
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For the homogeneous equation we have:

Proposition 12. Let d = (a,b). Then the general solution of ax+ by = Q is

b
= k
YT
a
=— k
’T
for k any integer.
Proof. Suppose
ax+by=0
Divide both sides by d to get
a_ b
& a"

Since the integers a/d and b/d are coprime (by Exercise 43), a/d divides y by
Corollary 8. Hencey = ¢k for some integer k. Then

a b a
7= alh

hence

O

Corollary 13. If xg,vo is a solution of ax + by = ¢, then the solutions of ax+ by = ¢
are

x=xo+ k

QU

y=yo— k
for every k in Z.

A historical note: The French mathematician Etienne Bezout obtained “ Bezout's
Identity” for polynomialsin 1779, but “Bezout’s Identity” for relatively prime inte-
gers goes back to Bachet (1621). See: Mehl: serge.mehl.free.fr/chrono/Bachet.html

Exercises.

56. Using the EEA matrix, find a solution of
(i) 83x + 35y = 24,
(i) 100x + 167y = 33,
(iii) 49x + 117y = 36,
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57. Find all solutions of
(i) 114x+ 270y =0,
(i) 114x + 270y = 24.

58. Find the solution with the smallest x > 0 of
(i) 66x + 45y = 0,
(i) 1001x + 143y = 0.

59. (i) Find all solutions of 34x — 62y = 8 withx,y > 0.
(i) Find al solutions of 62y — 34x = 8 withx,y > 0.

60. Find all solutions:
(i) 242x + 1870y = 66,
(i) 327x 4 870y = 66
(iit) 327x + 870y = 56.

61. Find d = (3731,1894) and write d = 3731r + 1894s where
(i()r>0ands < 0;
(i)r<0Oands > 0.

62. Decide if each of the following has a solution or not. If so, find the solution
with the smallest possiblex > O:

(i) 133x 4 203y = 38,

(if) 133x 4 203y = 40,

(iii) 133x + 203y = 42,

(iv) 133x 4 203y = 44.

63. Fahrenheit and centigrade temperatures are related by the formula
f= gc +32.

Thusc = 0° isthe same as f = 32°, and /' = 40° isthe same as ¢ = (40/9)°. Find
all solutionsof /= §c+32 where both f and ¢ are integers.

64. Youaregiventwo “hour” glasses: a6-minute hourglassand an 11-minute hour-
glass, and you wish to measure 13 minutes. How do you do it?

65. Youtakeal13 quart jug and a 16 quart jug to a stream and want to bring back 5
quarts of water. How do you do it?

66. You take an a quart jug and a b quart jug to the stream and want to bring back
¢ quarts of water. For which ¢ can it be done? How?

67. Suppose 2 < a < b are natural numbers, (a,b) = d, and d = ar + bs, where r
and s are obtained by Euclid’s Algorithm. Show that —b/2 < r < b/2and —a/2 <
s<aj2.



48 3 Euclid’s Algorithm

F. The Effic ency of Euclid’s Algorithm

Consider how we might determine the greatest common divisor of 92263 and
159037 if we did not know Euclid's Algorithm. One way would be to search for di-
visorsof 92263, and each timewefound one, seeif it isalso adivisor of 159037. But
if we began searching for divisors of 92263 we would find that divisors, or factors,
of 92263 are not easily found. Perhaps we would write a program to divide 92263
by each odd number starting with 3 until a divisor of 92263 were found. If we do
this, we would, after 128 divisions, find that 257 divides 92263: 92263 = 257 - 359.
Then checking each factor, we would find that 359 divides 159037, and so 359 is
the greatest common divisor of 92263 and 159037.

Seeking the greatest common divisor of 92263 and 159037 in this way takes 129
divisionsto find the factor 257 of 92263.

How much more efficient is Euclid’s Algorithm! If we try it with 92263 and
159037, we find that 359 is the last non-zero remainder, and hence is the greatest
common divisor of 92263 and 159037, in atotal of ten divisions.

In this section, we explore how efficient Euclid’s Algorithm is on any two num-
bersa,b.

Let N(a,b) denotethe number of steps needed to obtain thelast non-zeroremain-
der of a and b (a < b) in Euclid’s Algorithm using division and not just subtraction.
Thus, asthe algorithmislaid out in section C, N(a,b) = n.

The size of N(a,b) relates to how quickly the sequence ry,ro, ..., r, of remain-
dersdecreases, and in turn to the size of the quotients. A large decreasein aremain-
der means that the next quotient will be large. So large quotients correspond to a
rapid decrease in the remainders, and that implies that N(a,b) will be small. For
example, if a = 63725,h = 125731, then Euclid’'s Algorithm includes the quotients
36 and 14, and N(a,b) = 5:

125731 = 63725 1+ 620086,
63725 = 62006 - 1+ 1719,
62006 = 1719 36+ 122,

1719 = 12214+ 11,
122 =11-11+ 1.

On the other hand, for a = 55, » = 89, then even though r; = 34 is a much
smaller remainder than the first remainder (62006) in the previous example, we
have N(a,b) = 8:

89=55-1+34,

55=34-1+21,

34=21-1+13,

21=13-1+8,

13=8-1+5,
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8=5-1+3,
5=3-1+2,
3=2-1+1

The second exampleis one wherein Euclid’'s Algorithm, none of the quotientsis
greater than one.

Perhaps you recognized the remainders in Euclid’s Algorithm for 55 and 89.
They form part of the Fibonacci sequence.

The Fibonacci sequence is so named because it arose in the Liber Abaci [Sigler
(2003)] of Leonardo of Pisa, also known as Fibonacci, in connection with the fol-
lowing problem:

Suppose a man has one pair of rabbits. How many pairs of rabbits can be bred
from the initial pair in one year if each pair begins to breed in the second month
after their birth, each month producing a new pair, and no deaths occur?

It is not hard to see that in the first, second, third, etc. months there are the fol-
lowing numbers of pairs of rabbits:

1,1,2,3,5,8,13,21,34,55,89,144, 233, . ..

This sequence is the Fibonacci sequence, F1 = 1,F>, = 1,F3 = 2, etc. We can start
the sequence also with Fy = 0. Then the sequence of Fibonacci numbersis defined
by

Fo=0F=1
and

foranyn >0, F,y1=F,+F,_1.

The next number in the Fibonacci sequence is the sum of the previous two.

If we apply Euclid's Algorithmto F,,, 1 and F,,, thefirst remainder 1 = F;,_1, the
next remainder isr, = F,_», etc. So in Euclid’s Algorithm for any two consecutive
Fibonacci numbers, the sequence of remainders consists of all the previous numbers
in the Fibonacci sequence, until we get aremainder of 1 = F5. Thus Euclid’s Algo-
rithm for two consecutive numbers F,, and F,, 1 in the Fibonacci sequence requires
n — 2 stepsto find the last nonzero remainder. In notation,

N(Fy,Fyi1) =n—2.

All of the quotients in Euclid's Algorithm for two consecutive Fibonacci numbers
are 1 until the last non-zero remainder is reached.

The examples above suggest that Euclid’s Algorithm takes fewer steps when the
guotients are large, than when the quotients are small. Thus Euclid’'s Algorithm
would appear to be less efficient on Fibonacci numbers than on other numbers of
similar size.

Thisisin fact the case, as Lamé proved in the nineteenth century.

Theorem 14 (Lamé’s Theorem). Let a and b > a be two natural numbers. Suppose

a < F,, where F, is the nth term in the Fibonacci sequence. Then N(a,b) <n—3 <
n—2=N(F,,Fyi1).
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For example, if a < 8 = Fg and b is any number larger than a, then according to
Lamé's Theorem, Euclid’'s Algorithm for ¢ and b takes at most 3 steps to find the
last nonzero remainder.

The proof of Lamé stheorem is by induction, and we leave the proof as an exer-
cise, below. We note that the induction argument has an interesting wrinkleto it that
you may not find unless you do some examples.

In order to trandate Lamé's theorem into usable form, we need to know how
many digits the Fibonacci number F, has. We can get some idea, by finding the
smallest Fibonacci number of a given number of digits. For example:

F, = listhe smallest with 1 digit;

F7 = 13 isthe smallest with 2 digits;

Fp = 144 isthe smallest with 3 digits;

F17 = 1597 isthe smallest with 4 digits; etc.

You might guessthat every fifth Fibonacci number thereafter gains another digit,
and that is the case. We |eave the verification as an exercise, below.

Now if F5;,2 has at least d + 1 decimal digits, then any number a with d digits
satisfies a < Fs; 2. So from Lamé's theorem we get:

Corollary 15. If a < b and a has d digits, then
N(a,b) < (5d+2)—3<5d.

The corollary shows how efficient Euclid’s Algorithm is. Even on the worst pos-
sible examples, Euclid's Algorithm takes less than 5d steps, where d is the number
of decimal digits of the smaller of the two numbers being computed. Thus for ex-
ample, if we want to find the greatest common divisor of ¢ and b > a, where a has
200 digits, Euclid’s Algorithm will take at most 1000 steps. A fast computer can do
thisin less than a thousandth of a second. By contrast, to factor the number « could
take weeks.

For a study of the average behavior of Euclid’'s Algorithm (as opposed to the
worst-case behavior), see Knuth (1998), Section 4.5.3, where it is shown that if
a < b arerandomly chosen and a hasd digits, then the number of stepsin of Euclid’s
Algorithm on ¢ and b is approximately 2d.

The Fibonacci numbers are such ainteresting set of numbersthat a mathematics
journal, the Fibonacci Quarterly, was founded in 1963 to publish results related to
the Fibonacci series. We will simply hint at the richness of this set of numbersin the
EXErcises.

Exercises.

68. (i) Show that if » > a and b’ = b+ (positive multiple of) a, then N(a,b’) =
N(a,b).
(ii) Verify that if « < 8 and b > a, then N(a,b) takes at most three steps.

69. ProveLamé'stheorem. (See the remark following Lamé's theorem.)
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70. (i) Provethat
[(1+V5)/2)" ~[(1-V5)/2)"
V5

F, =

by induction on .
(i) Provethat F,,5/F, > 10forall n > 5.
(iii) Provethat Fs;. o hasat least d + 1 decimal digits.

71. Verify that the Fibonacci sequence gives the size of the rabbit population each
month.

72. Prove by induction that
F?—FyaFp1 = (-1)",

so that consecutive Fibonacci numbers are coprime.

1 1)1_ Fn+1 F,
1 0/ \F F1)

Take the determinant of both sides and reprovethe last exercise.

73. (Askey). Show that

74. The Fibonacci numbers and the golden ratio:

The golden ratio is the ratio b : a (with b > a) sothat b:a = (a+b) : b, Or
b = @b The golden ratio was considered by the ancient Greeks to be the most
perfect proportion for the lengths of the sides of rectangles, such as portraits. Show
that if 4 : a isthe goldenratio, then ¢ = b/a = (14 /5)/2.

75. Show that
B I F, Fouia F3
< T<.< <...<0<... < << 7
R I3 Fo,1 ¢ F, )

76. Using Exercises 72 and 75, prove that

| Fa1 o< 1 7
Fn FnF;ifl
and hence, for all d,
Fsita 1
‘ )z - (P | 102d'
5d+3

Thusthe golden ratio can be approximated as closely as desired by ratios of consec-
utive Fibonacci numbers.
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77. Let Fj, bethe kth Fibonacci number. Prove that if d = (r,s), then F; = (F,., Fy),
asfollows.

(i) For any m,k,m > k, F,, = FiFy i1+ Fr_1F,_ (induction on k).

(ii) F,q isdivisible by F; for all n and d (try inductionon n: setm = nd, k=d in
(1))

(iii) Fy isacommon divisor of Fy,; and F,, for any &,/ (use (ii)).

(iv) (F,Fpi1) = 1for al m (use Exercise 72).

(v) If e divides F; and e divides F; and d = (r,s), then e divides F,. (Write d =
ar—bs, r,s > 0, use (i) with m = ar,k = bs, then use (ii) and (iv)).



Chapter 4
Unique Factorization

Thischapter uses Bezout’sidentity and induction to provethe Fundamental Theorem
of Arithmetic, that every natural number factors uniquely into a product of prime
numbers. After exploring some initial consequences of the Fundamental Theorem,
we introduce the study of prime numbers, a deep and fascinating area of number
theory.

A. The Fundamental Theorem of Arithmetic

A natural number p > 1 is prime if the only divisor of p greater than 1 is p itself:
Note: 1isnot prime, by convention.
Primes are the building blocks of natural numbers, for

Theorem 1. Every natural number >1 factors into a product of primes.

In this theorem and the remainder of the chapter, we use the convention that a
product of primes may consist of only one factor. Thus the following are factoriza-
tions of the numbersfrom 4 through 11 into products of primes:

4=2.2, 5=5 6=2.3, 7=7,
8=2.2.2,9=3.3,10=2-5 11 =11.

The proof of Theorem 1 is an application of complete induction that you may
have donein Chapter 2:

Proof. If n> 1is prime, then n is a product of primes. Otherwise, n = ab with
l<a<nandl<b<n Bycompleteinduction,a = p;...p,, aproduct of primes,
andalso b =g ...q,, aproduct of primes. So

n=ab=p1...pr-q1...9s,
aproduct of primes. |

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 53
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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The Fundamental Theorem of Arithmetic says that factorization of natural
number >1 into a product of primesis unique. What does “unique” mean?

Suppose« isanatural number. If a = p;...p, andadsoa =q; ... q,, arefactoriza-
tions of a into products of primes, we shall say that the factorizations are the same
if the set of p;’sisthe same asthe set of ¢;’s (including repetitions). That is, m = n
and each prime occurs exactly as many times among the p;’s as it occurs among
the g;'s. Thus we consider the factorizations2-2-3-31 and 3-2-31- 2 to be the
same, because each prime occurs an equal number of times in each factorization.
On the other hand, the factorizations2-3-3-31 and 2-3- 2 31 are different. The
factorization of a isunique if any two factorizations of « are the same.

Theorem 2 (Fundamental Theorem of Arithmetic). Any natural number n > 2
factors uniquely into a product of primes.

We've proved that there is a factorization. We need only prove uniqueness.

Proof. We use complete induction. Suppose that the result is true for al numbers
<a.Supposea=p;...pyandasoa=q;...q, arefactorizationsof a into products
of primes. We want to show that the two factorizations are the same.

If a = pjy is prime, then both m and » = 1 and p1 = ¢1, Since a prime cannot
factor into a product of two or more primes, by definition. So the theorem is true if
aisprime.

Now assume that « is not prime. Suppose that p;, the leftmost prime in the first
factorization of a, isequal to some prime ¢; in the second factorization. (We'll show
shortly that this must be s0.) Then a/p1 is a natural number > 2 (since a is not
prime) and, of course, a/p1 < a.

Since p1 = ¢, we get two factorizations of a/p1, namely:

a
=p2----"Pn
pP1

and
a

:ql.....q<71.q< 1."'.q
p1 / I "

By the induction assumption, the two factorizations of a/p; are the same. That
is, the set of primes {p»,...,p,} is the same as the set of primes {q1,...,q,-1,
qj+1,---,qm}- BUt Since p1 = ¢;, the set of primes

{PlvPanaPn}

is then the same as the set of primes

{qla"' 4j—-19j:9j+15- - 7Qm}~

But then the two factorizations of « arethe same, and the result istrue for the number
a. That would prove the theorem by complete induction.

We provethat if p1-...-p,=¢q1-...-gm, then py = ¢; for some j by means of
the following important lemma:
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Lemma 3. [f p is prime and p divides bc, then p divides b or p divides c.

Proof. We use Corollary 8 of Chapter 3, an application of Bezout’s | dentity, namely:
if a dividesbc and (a,b) = 1, then a dividesc.

Suppose p isaprime and p divides be. Since p is prime then either p divides b,
or (p,b) =1.1f (p,b) = 1, then by the corollary, p dividesc. O

From Lemma 3 it follows by induction (see Exercise 2, below) that if a prime
divides a product of m numbersit must divide one of the factors.

To complete the proof of uniqueness of factorization, suppose we have p; -
P2 e Pn=¢q1 ... qm. Then py dividesgiqz- ... gn. Since p1 is prime, p1 must
divide one of the ¢'s, say ¢;. Since g; is prime, ¢; is divisible by only itself and 1.
Sincep1 #1,p1=g;.

Thus the induction argument described above for proving uniqueness of fac-
torization can aways be used, and the proof of uniqueness of factorization is
complete. O

The proof of the Fundamental Theorem of Arithmetic depends on the property
that if a prime number p divides a product bc of two numbers b, ¢ then p divides b
or p dividesc.

In turn, assuming that the Fundamental Theorem of Arithmetic istrue, the state-
ment about primes follows. For if p divides bc then bc = pf for some number f. If
we factor 1 into a product of primes, then bc has a factorization into a product of
primes, one of which is p. On the other hand, if p does not divide » and p does not
divide ¢, then the prime factorizations of » and of ¢ would not include p, so bc has
afactorization (namely, the product of the factorizations of » and of ¢) that does not
include p. Thus bc would have two factorizations, one including p, one excluding
p- Thiswould violate the Fundamental Theorem.

The problem of factoring a natural number » into a product of primes is much
harder in practice than the problem of finding the greatest common divisor of two
numbers. One needs to find divisors of », and that is often difficult. The naive ap-
proach is simply to try to find prime divisors of » by trial division.

For example, to factor 3372, we first see that 2 is a divisor of 3372: 3372 =
2-1686. Then we seethat 2 isadivisor of 1686: 1686 = 2-843, so 3372=2-2-843.
Then we see that 3 divides 843: 843 = 3-281, s0 3372=2-2-3-281. Finally, we
check that 281 is not divisible by 2, 3, 5, 7, 11 or 13, and observe that 17 > /281,
S0 281 must be prime by Exercise 5, below, and we have the factorization of 3372
into a product of primes,

3372=2-2-3-281.

There are obvious tricks for testing a number » for divisibility by 2, 3, or 5.
Later we shall see tests for 7, 11, and 13. In general, however, unless n happens
to be prime it is a slow process looking for divisors. Consider, for example, trying
92263 = 257 - 359 by hand. Even with methods that are much more efficient than
trial division, it was claimed in 1977 that to factor a certain 129 digit number N
(known as RSA-129) that was the secret product of a 64-digit prime number and a
65-digit prime number, using the best methods and computersthen available, would
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take about 40 x 10 years. By comparison, finding the greatest common divisor of
two 129-digit numbers would take under a second, as we showed in Section 3F.

The slowness of all known methods for factoring large numbersis the basis for
the effectiveness of aremarkabl e application of number theory to secret codes, RSA
cryptography. See Chapter 10A, below. Because of the relationship between factor-
ing large numbers and cryptography, intensive research has taken place since 1977
on the problem of factoring large numbers, involving both theory and computer
hardware. As a result of this effort, by 1994 there was enough progress in factor-
ing algorithms and computing power that A. Lenstra of Bellcore and a team of 600
volunteers were able to factor RSA-129 using hundreds of computers on six con-
tinents over a period of eight months. (For their efforts they won a $100 prize and
newspaper stories worldwide.)

We will examine some factoring methodsin later chapters.

Exercises.

1. Prove (without going back to Chapter 3) that if « divides b¢ and (a,b) = 1, then
a dividesc.

2. Prove by induction that if a prime number p dividesay-az-...-a,, then p must
divide one of the factorsa;.

3. Provethat « and b are coprime if and only if no prime number divides both a
and b.

4. Let n,q benumbers >2. Show that for every number r, (n,q") = 1if and only if
(n.q) =1.

5. Show that if n isnot prime, n has a prime divisor <./n.
6. 152021 prime?

7. Let 2N denote the even integers >0. Say that a number @ in 2N is irreducible if
there are no numbers s, c in 2N so that ¢ = bc.

(i) Show that if n is an odd number, then 2n isin 2N and is irreducible. Con-
versely, show that every irreducible number in 2N is twice an odd number.

(i) Show that every number @ in 2N factorsinto aproduct of irreducible numbers
in 2N.

(iii) Show that factorization of numbersin 2N into products of irreduciblesin 2N
isnot unique.

(iv) Show that the analogue of Lemma 3 failsin 2N.

8. Let 3N denote the numbers > 0 that are multiples of 3. Say that a number a in
3N isirreducibleif there are no numbers b, ¢ in 3N so that a = bc.
(i) Characterize the irreducible numbersin 3N.
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(it) Show that every number @ in 3N factorsinto aproduct of irreducible numbers
in 3N.

(iif) Show that factorization of nhumbersin 3N into products of irreducible num-
bersin 3N is not unique.

9. Let Z[/—23] denote the set of complex numbers of the form a + b+/—23, where
a and b areintegers.

(i) Show that every element of Z[/—23] may be written uniquely in the form
a-+by/—23forintegersa and b.

(i) Verify that 3-3-3= (2++/—23)(2— v/—23).

(iii) Verify that 2+ v/—23 and 2 — \/—23 are not multiples of 3in Z[/—23)].

(iv) Show that 3isa“prime” in Z[/—23] in the sense that the only elements of
7Z[\/—23] that divide 3 are 3, —3, 1 and —1. Thus Lemma 3 failsin Z[y/—23].

B. Exponential Notation

In writing the prime factorization of a number « it is convenient to collect together
the various prime factors in increasing order and use exponential notation. Thus
instead of writing 144 as2-2-2-2-3- 3, we can writeit as 2432, Other examples.

975=3.5%.13=20.31.52.70.110.13%,

1000 = 28.5%=23.30.53
3372 =22.3.281.

The factorization of 975 illustrates that we can include in the factorization primes
that do not actually divide the number 4, aslong as we give them the exponent zero.

In general, we write the number a as

a=pypspy

Uniqueness of factorization says that there is only one way to write a number a in
this way, except for the inclusion of extra primes with exponent zero.

Here are three applications of exponential notation and the uniqueness of the
exponents given by the Fundamental Theorem of Arithmetic: to irrationality, to di-
visibility, and to least common multiples.

I. Irrationality. In Chapter 2, Exercise 32, we proved that v/2 is irrational, that
is, there is no rational number 7 so that V2= 5, using infinite descent (well-
ordering). Using the Fundamental Theorem of Arithmetic we get such results easily.
For example:
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Theorem 4. \/3 is irrational.

Proof. 1f not,v/3=a/b, a,b natural numbers. Multiplying both sides by » and squar-
ing, we get 3b% = 42. Let 3¢ be the power of 3 appearing in the factorization of a,
and 3/ the power of 3 appearing in the factorization of 5. Then since 362 = a?, we
have 21/ + 1 = 2e. But the left side of this equation is odd, and the right side even,
impossible. O

Exercises.

10. Provethatif p isaprime number, then ,/p isirrational, using an argument like
that for v/3.

11. Provethat if p is aprime number, then ,/p isirrational, by writing \/p = a/b
for  and b integers, then writing pbh? = a? and counting the number of primes
(including repetitions) on the left and right sides. (Would that argument work for
V227

12. (i) Prove that the natural number « is a cube iff the exponent of each prime
factor of a isamultiple of 3.
(i) Provethat if the natural number « is not a cube, then ¢%/2 isirrational.

13. Show that (100)Y/% isirrational.

14. (i) If a,b are natural numbers, (a,b) = 1, and ab is a square, show that « and b
are squares.

(ii) If @ and b are integers with (a,b) = 1 and ab is a square, is a necessarily a
square?

15. If a, b areintegers with (a,b) = 1 and ab = ¢" where r is an odd integer >1,
show that both ¢ and b are rth powers.

II. Divisibility. We can interpret notions of divisibility in terms of exponential no-
tation. Suppose
_ €1.,.€2 en

a=py Py " Pn
and o

b=pltpl-- plr
where p1,..., p, include al primesthat divide either a or b, and some of the expo-
nentse; or f; may be zero.

Proposition 5. With a, b as above, a divides b iff e; < f; foralli=1,...,r.
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Proof. Ifforali=1,...,r wehavee; < f;, thenc; = f; — e; > 0. Hence

q=p{p3 Py
isaninteger and b = aq.

Conversely, if a divides b, then b = aq for some natural number g. Then every
prime that divides ¢ also divides . Write ¢ as a product of primes, as above.
Then¢; > 0fori=1,...,r, and ag = b means that ¢; + ¢; = f; for each i, hence
ei < fi O

Using Proposition 5, we can see easily that the greatest common divisor of two
numbersa and b has a prime factorization in which the exponent of each prime p is
the smaller of the exponentsof pina andin b. For if e isacommon divisor of a and
b, then for each prime p dividing e, the exponent of p in e must be < the exponent
of p ina, and < the exponent of p in 5. If d isthe greatest common divisor, then the
exponent of p in d must be aslarge as possible, hence must equal the smaller of the
exponentsof pina andin b.

It is convenient to use the notation p°||a if p° is the power of p in the prime
factorization of a. Thus, p¢||a if p¢ dividesa but p¢** does not. Using this notation,
a dividesb if and only if for all primes p, if p¢||a and p/||b, then e < f. The greatest
common divisor (a,b) of two numbers has the property that if p¢||a and p/||b, then
pmtert|(a,b).

Exercises.

16. Find the greatest common divisor of 273256 and 2#3°5°7.

17. Find the greatest common divisor of 223245566° and 243543536,
18. If (a,b) = p°, p aprime, what is (a?,b?)?

19. If (a,b) = 8, what are the possible values of (a*,5°)?

20. Provethat (a,h) = 1if and only if no primedivisor of a dividesb.
21. Provethat if (a,c¢) = 1and (b,c) = 1then (ab,c) = 1.

The next five exercises are exercises from earlier sections that you can now try
using the exponential description of the greatest common divisor:

22. Show that (a,m) divides (a,mn) for every a,m,n, by showing that for each
prime p, if p¢||a, p*||m and p'||n, then min{e,s} < min{e,s+1¢}.

23. Show that if (a,b) = 1and c|a, then (c,b) = 1.

24. Show if (a,m) =d and (b,m) = 1, then (ab,m) = d.
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25. Show that (ma,mb) = m(a,b) by showing that for each prime p, if p¢||a, p/||b
and p!||m, thent+min{e, f} = min{¢t+e,t + f}.

26. Show that if (a,b) = 1, then (n,ab) = (n,a)(n,b).
27. Provethat if a|bc and (a,b)|c, then a|c?.

28. Provethatif (a,b) = 1 and c isany integer, then there is some integer m so that
(a+bm,c)=1.

29. Each of the following three statements is claimed to be true for all natural
numbers a,b,c,m. In each case, prove the statement or give an example to show it
isfase:

(i) If d is the greatest common divisor of a and b, then the greatest common
divisor of ¢ and mb ismd.

(i1) If a divides be and a doesn't divide b, then a dividesc.

(iii) If d isthe greatest common divisor of « and b, then 4° isthe greatest common
divisor of ¢® and 5°.

II1. Least Common Multiples. Given natural numbersa, b, anumber m > 0isa
common multiple of a and b if m = ar for some natural number », and also m = sb
for some natural number s. In terms of divisibility, m isacommon multiple of « and
b if a divides m and b divides m. One example of a common multiple of ¢ and b is
their product, ab. If we consider the two numbers 12 and 30, then 12-30= 360 isa
common multiple, but so are 180, 240, 720, 3600, 60, 120, 2400, etc. In fact, there
areinfinitely many common multiples of 12 and 30.

Any two integers ¢ and b have infinitely many common multiples. The least
common multiple of a and 4 is the smallest positive number in the set of common
multiples of a and b.

It's easy to check that the least common multiple of 12 and 30 is 60.

The least common multiple of two natural numbers ¢ and b exists as a conse-
guence of the well-ordering principle (see Section 2C). The set S consisting of all
positive common multiples of a and 4 isasubset of the natural numbers, and is non-
empty because the number ab isin S. So by well-ordering, S has a least element,
namely, the least common multiple of ¢ and b.

We denote the least common multiple of @ and b by [a, b].

Some other examples: [4,6] = 12, [4,7] = 28,[15, 20] = 60, [7,14] = 14.

The least common multiple of two numbers @ and b arises in connection with
adding fractions. Suppose you wish to add 1/6 and 1/10. To do so, you need to find
a common denominator, for example, 60:

1 1 10 6 10+6 16 4

6710 60 60 60 60 15
Any common multiple of the denominators of two fractions will be a common de-

nominator. The least common multiple of the denominators is the least common
denominator.
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In this example, if we choose the smaller common denominator 30 = [6,10],
we get:
1 1 5 3 54+3 8 4
6+10_30+30_ 30 30 15
Both denominators 30 and 60 can be used, but 30 keeps the numbersin the compu-
tation smaller.

Hereis how to find the least common multiple.

Proposition 6. a) The least common multiple of a and b is the product divided by
the greatest common divisor. In symbols:

ab

[a,b] = (@.b)’

b) The least common multiple of a and b divides every common multiple of a and b.

Proof. We first show both parts if « and b are coprime. Clearly ab is a common
multiple of  and 5. We now show that any common multiple of « and b isamultiple
of ab. Suppose m > 0 is a common multiple of « and b. Then m = as for some
number s > 0, and b divides m = as. But then, since « and b are coprime, b divides
s, S0 s = bt for someinteger t > 0. Thusm = as = abt. Sincet is a positive integer,
m > ab and m isamultiple of ab. Thus ab isthe least common multiple of « and b,
and ab divides any other common multiple. The propositionistrueif (a,b) = 1.

Now suppose the greatest common divisor of a and b is d. Let a = dd/,
b=db'. Then a’ and b’ are coprime (since if ar + bs = d from Bezout's identity,
then a'r + b's = 1). So the least common multiple of ¢’ and 4" isa’d’, and any com-
mon multiple of «’ and b" isa’b’t for some positive integer ¢.

Now “ = a'b'd = ab’ = a'b, 0 is acommon multiple of a and b. We show that
any common multiple of « and b isamultiple of a’b’d. Supposem > 0 isacommon
multiple of @ and 5. Then m is a multiple of d, so write m = dm’ for some number
m’. Then a divides m, so o' divides m’; also b divides m, so b’ divides m’. Now
(d',b') =1, s0 by thefirst part of the proof, a’d’ dividesm’. But then

ab

i dd'b’ dividesdm’ = m.
Thus “f divides every common multiple of @ and b, so isthe least common multiple
of ¢ and b. 0

Here is an aternate proof, only using the Division Theorem, of part b) of this
proposition.

Proposition 7. The least common multiple of a and b divides every common multi-
ple of a and b.

Proof. Let m be the least common multiple of a and b, and suppose n > 0 is any
common multiple of @ and b. Write n = mq + r with 0 < » < m, using the division
theorem.
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Since a dividesm and a dividesn, then a dividesn — mg = r.

Since b dividesm and b dividesn, then b dividesn — mq = r.

Thus r is a common multiple of a and 5. But m was the least positive integer
that is a common multiple of ¢ and b, and » < m Thus » must be 0. That means, m
dividesn. O

Here isaproof of part a) that uses exponential notation.

Proposition 8. [¢,h] = (;’Z).

Proof. Let p be aprime number that dividesa or b. Let p¢||a, p/||b. Then
P4 |[a,b) and p™MY | (a,b).
Theformula|a,b](a,b) = ab then follows from the easily verified relation

e+ f=max{e, [} +min{e, f}.
0

Thislast argument shows how to find the least common multiple of two numbers
a and b given their factorizations into products of primes. However, the formula
[a,b] = ab/(a,b) hasthevirtue that we don’t need to be able to factor a and 4 to find
[a, b]—-we only need to find the greatest common divisor, using Euclid’s Algorithm.

Exercises.

30. Find the least common multiple of
(i) 96 and 240
(i) 210 and 126
(iii) 72 and 105

31. (i) Show that if « and b are coprime and you add 1/a and 1/b by using the
common denominator ab, the resulting fraction “a*bb is reduced.

(i) Show that if a and b are not coprime, and you add 1/a and 1/b by using
the common denominator ab, the resulting fraction ”;f’ is not reduced. (Can you
say anything about the sum of 1/a and 1/b if (a,b) > 1 and you use the common

denominator [a,b]?)
32. Provethat r[a,b] = [ra,rb] for dl positiveintegersr,a, b.
33. Show that [@,m] = m if and only if a dividesm.

34. Show that if e dividesg and 1 divides /1, then
(i) [e, f] divides |g, 4], and
(i) (e, f) divides (g, h).
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35. Supposethat ar + bs = ¢ for some integersr,s. Show that the general solution
of the equation ax + by = cisx =r+nla,b]/a,y = s — n[a,b] /b for dl integers .

36. Find al solutions of 117x + 1001y = 65.

37. Find the least common multiple of
627°8%9°10° and 6°7°829%10".

38. Findthe smallest £ > 0 so that
(i) 15 divides 10k;
(ii) 15 divides 11k;
(iii) 15 divides 12%.

39. Show that the smallest k > 0 so that a divides bk isk = [a,b]/b.

40. If ¢ and b are two natural numbers so that (a,b) = 10, [a,b] = 100, what can a
and b be?

41. Given natural numbersd and m, show that there are natural numbersa and b so
that (a,b) =d and [a,b] = m, if and only if d dividesm.

42. How should we define [a,b,c]? IS [a,b,c| = abc/(a,b,c)? Explain.

C. Primes

Prime numbers have been of continuing interest in mathematics since the time of
Pythagoras, 500 B.C. In the remainder of this chapter we survey some of the most
famous results about prime numbers.

I. Euclid’s Theorem. We showed in Section 4A, Theorem 1, that every natural
number (except 1) is a product of primes. Thus an obvious question to ask is, how
many primes are there?

The ancient Greeks found the answer—it isin Euclid (Book 1 X, Proposition 20 of
the Elements (300 B.C.)):

Theorem 9. There are infin tely many primes.

Proof. (Euclid) Supposethe set of primesisfinite in number: suppose p1, p2, ..., pr
are all the primes. Consider the number m = p1p2--- p+ 1. It must have a prime
divisor g. If ¢ were one of the primes p1, p2, .. ., p, then g would divide the product
pip2---pr=m—1,and so g would dividem — (m — 1) = 1, impossible. So ¢ cannot
be one of the primes p1, p2, ..., p,, and so must be a new prime. This contradicts
the assumption that p,, ..., p, were al the primes. So the number of primes cannot
befinite. |
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One way to show that there are infinitely many primes is to define an infinite
sequence of numbers that must be prime. It is common to define an infinite se-
guence of numbers by some kind of inductive process. once you have defined the
seguence up to the nth element of the sequence, you define the (n + 1)st element
of the sequence in terms of the elements of the sequence you have previously de-
fined. The Fibonacci sequence (Section 3F) is an example of an inductively defined
sequence of natural numbers, as is the sequence f(n) = n!, defined inductively by
fO)=0=1f(n+1)=mn+L!=nl(n+1)=f(n)(n+1).

Here isagenera procedureto get an infinite sequence of primes:

Proposition 10. Suppose given an infin te sequence of numbers
az,az,...,dp,. ..

with the property that for each m # n, a, and a,, are coprime. For eachn > 1, let p,
be the smallest prime factor of a,. Then the sequence

DP1,D2,---
is an infin te sequence of distinct prime numbers.
Proof. 1f m # n, p, # pm, for otherwise a,, and a,, would not be coprime. O

Example 1. Related to the idea of Euclid's proof, let a1 = 2 and for all n > 1, let
a, =aiaz-...-a,_1+ 1. Thenfor al m # n, a,, and a,, are coprime.

Fermat numbers. Some mathematicians have tried to improve on the strategy of
the last proposition: they wished to find a simple function on the natural numbers
whose values were distinct primes. This idea goes back at least to Fermat (1630's),
who proposed

F(n)=2"+1

as such afunction. The numbers F(n) are called Fermat numbers. Here are the first
five. They are al prime:

F(0)=2+1=3,

(0)
F(1)=2241=5,
F(2)=2*+1=17,
F(3)=2%+1=257,
F(4) =21 1=65537.

Based on the evidence that the first five Fermat numbers are prime, and other evi-
dence, Fermat conjectured that F'(rn) was prime for all . This conjecture turned out
to be one of the least accurate famous conjectures in the history of mathematics. It
was first disproved by Euler in 1732, who showed that
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F(5) = 2% 4 1 = 4294967297

factors as 641 - 6700417. (See Section 10B.) Then in 1880 the otherwise obscure
mathematician Landry factored

F(6) = 25 4 1= 274177 - 67280421310721,

aremarkable feat without a computer.

It was known as of April, 2007, that F(n) is composite at least for 5 < n < 32,
No Fermat number >F(4) has been found to be prime. (See Wilfrid Keller's web
page, www.prothsearch.net/fermat.html, for recent information on the factoring of
Fermat numbers.)

Beyond Fermat’s conjecture, Fermat numbers are interesting for at least three
reasons.

(a) Fermat numbers relate to geometric constructions by straightedge and com-
pass. Gauss, around 1800, proved that a regular polygon of » sides can be con-
structed with straightedge and compass if and only if n = 2".pyps--- p, where
p1,D2,---,pn &€ distinct prime Fermat numbers. Thus knowing if F(n) is prime
isof (at least theoretical) geometric interest.

(b) Fermat numbers grow large very quickly with n. The Fermat number F(n)
has approximately 3-2" /10 decimal digits. Thus F(7) has 39 digits, F(8) 78 digits,
F(9) 155 digits. They have no obvious small prime factors, so showing they are not
prime, and finding factors of them, isasubstantial challenge. This challenge hasled
to the discovery and application of new factoring methods during the past 30 years.

Here are some references:

Morrison and Brillhart (1975) developed a new factoring algorithm and used it
to factor F (7).

Brent and Pollard (1981) developed an improved factoring algorithm that they
used to find the smallest prime factor of F(7) in just under 7 hours on a UNIVAC,
and the smallest prime factor of #(8) in 2 hours.

Lenstra, Lenstra, Manasse, and Pollard (1993) applied a new algorithm, the num-
ber field sieve, to find the three factors of F(9).

Young and Buell (1988) proved that the Fermat number F(20) is composite.
F(20) hasjust over one million binary digits, or 315,653 decimal digits. The compu-
tation was done on a Cray-2 supercomputer and took about 10 days. It was verified
on another Cray in 82 hours. Both computations were done via single-processor
computer programs. (In fact, as the authors state, “The program itself was very
simple and only about 200 lines long, much of which was used for checkpoint-
ing and restarting the program.”) One objective of the computation wasto verify the
hardware reliability of the computer used. The authors conclude their report, “We
remark that this 10-day computation on a supercomputer may well be the largest
computation ever performed whoseresult isasingle bit answer. Never have so many
circuitslabored for so many cyclesto produce so few output bits.”
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The Young-Buell computation, which was listed in the 1993 Guinness Book of
Records, may remain one of thelongest single-processor computationsin the history
of number theory. Recent approaches to factoring large numbers, and in particular,
Fermat numbers, use parallel processing, so doing large scale computations by sin-
gle processor is fast becoming obsolete.

As of 2008, the largest known prime factor of a Fermat number was

3. 22478785 + 1,

a 746190-digit factor of F(2478782).

(c) The Fermat numbers, although not always prime, are nonetheless pairwise
coprime. This property was observed by G. Polya, and yields another proof that
there areinfinitely many primes, by Proposition 10, above. We simply let p,,, bethe
smallest primefactor of F'(n), for each n. Then the sequence p1, py, ... isaninfinite
sequence of primes, and so there are infinitely many primes.

Here isaproof of Polya's observation:

Proposition 11. [fm # n, then F(m) and F (n) are coprime.

Proof. Let m < n. We'll start Euclid’s algorithm with F(m) and F(n). Write r =
n—m,then2' =2".2" Leta=2%", sothat a + 1= F(m). Now

Fn)—2=2"-1=2""? —1=4* -1
—(@-1V(1+a+d®+a®+.. . +a®24+a%7Y.

Pair off the termsin the right factor as follows:

=(a—1)[1+a)+ (@®+ad®)+...+(@®2+d%71)

=(a—D[1+a)+d?1+a)+...+a® *(1+a)],
which isamultiple of 14 a = F(m). Thus F(n) — 2 = F(m)q for some number g,
so dividing F(n) by F(m) leaves a remainder of 2. Since F(m) and F(n) are odd,
therefore the greatest common divisor of F(m) and F(n) is 1. O

Teking p, to bethe smallest prime factor of ' (n) for each n, thefirst 14 terms of
the sequence { p,} (taken from Brent and Pollard (1981)) are:

po=3  p7=759649589127497217
p1=>5 ps = 1238926361552897

P2 =17 Ppo = 2424833,
Py = 257 P10 = 45592577

pa— 65537 p11 = 319489
ps = 641 p12 = 114689

pe=274177  p13 = 2710954639361
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As of 2008, Fi4 is known to be composite, but no factors are known. Thus p14 is
unknown.
We will consider other large primes later in the book.

Exercises.

43. Usetheideasof Euclid’s proof to provethat there are infinitely many primes of
theform 4n — 1. (Hint: Consider 4p1 - p, — 1)

44. Try the same for numbers of the form 6xn — 1.

45. Define a sequence of numbersinductively, asfollows: Let a; = 2, and for each
n> 1, definea, 1 = ay(a, — 1) + 1. Provethat

a,=ay-az---a,_1+1
Provethat for al m # n, a,, and a, are coprime.

46. Hereis another proof of Polya'stheorem.
(i) Show that F(m+ 1) = F(m)(F(m) —2) +2foral m > 0.
(i) Show that
Fm+1)=F(0)F(1)---F(m)+2.

(iii) Use (ii) to show that F(m) and F'(n) are coprimeif m # n.

47. Letag > 2, and for every n > 1, define a, by a,, = a,—1(ay,—1+ 1). Show that
for dl n, a, isdivisible by at least » distinct primes. [ Saidak (2006)]

48. Prove by induction that F(n) — 2 = 22" — 1 is divisible by at least » distinct
primes, thereby giving another proof that there are infinitely many primes.

II. Primes in an interval. How many primes are less than some given number n?
This question was studied throughout the nineteenth century by some of the greatest
mathematicians of the century, including Gauss and Riemann.

Defini ion. Let 7(x) bethefunction definedfor all real numbersx > 0by 7 (x) =the
number of prime numbers < x.
The sequence of primes begins

2,3,5,7,11,13,17,19,23,29,31,37,41, 43,47, . ..

50 7(3) = 2, (10) = 4, 7(1/200) = 6,7(19) = 8, 7(50) = 15.
The Prime Number Theorem, proved in 1896 by Hadamard and de la Vallee
Poussin, is
. m(x)
lim =1
x—eox/IN(x)
Here In(x) isthe natural logarithm of x.
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For estimating how many primesthere are of a given size, fairly precise numeri-
cal results have been found: Chebyshev in 1850 proved that r(x) < 1.10555(x/ Inx)
for al x, and in 1962 Rosser and Schoenfeld proved that x/In(x) < z(x) for al
x > 17. Thusthe number of primes < x is squeezed between two computable quan-
tities: for all x > 17,

X X
< <
In(ey 7@ =A+E)
where1+ ¢ < 1.10555 for all x and € approaches0 as x goesto infinity.
Dividing these inequalities by x yields

1 m(x) 1
In(x) = Inx)

This saysthat on average, one of every Inx numbersless than x is prime. If x = 10",
then on average, one of every In10” = »In10 numbersis prime.

For example, if welet x = 10%°, then since In10 = 2.3026, among all the numbers
less than 10%°, one of every 10In(10) = 23 numbers is prime. Setting x = 10%,
among numbers of 80 digits or less, one of every 80In10 = 184 numbersis prime.
Setting x = 101, among numbers of 100 digits or less, one of every 100In10 = 230
numbersis prime.

These results (whose proofs are well beyond the scope of this book) are much
stronger than simply indicating that there are infinitely many primes. They show
that large primes are not at all scarce. Thusif we need to have some prime numbers
of around 80 digits (we'll show later that such primes are of practical value) and
have a method for quickly checking whether a given large number is prime or not
(we'll show later that such a method exists), then if we randomly select numbers of
80 digits or less, we should expect that about 1 of every 184 numberswe select will
in fact be prime.

Suppose however that instead of looking for primes of 80 digits or less, we want
to find primes of exactly 80 digits. Primes are not uniformly distributed among
numbers—primes are more dense among small numbers than among large numbers.
For example, there are more primes between 0 and 100 (25 primes) than there are
between 5000 and 5100 (12 primes). (A list of the first 1000 primes may be found
at primes.utm.edu) So we need to ask if theratio (10") /10" is reasonably close to
theratio of primes of exactly » digits among numbers of exactly r digits.

As an example, we look at » = 10. How much more dense are primes among
the 10'° numbers of 10 or fewer digits than among the 9- 10° numbers of exactly
10 digits?

We can answer this precisely, because (10°) and 7(10'°) are known:

<(1+e¢)

7(10%) = 50,847,534,

while
7(10'%) = 455,052,511,

and so
7(101°) /101 = .0455
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while
7(10°)/10° = .0508.

The number of 10 digit primes, divided by the number of 10 digit numbers, is

n(10'%) — 7(10°)

9. 109 =.0449,

Thus at least among 10 digit numbers, the density of primes for numbers of 10
digits or less (namely, .0455) is very close to the density of primes of exactly 10
digits (namely .0449).

We can use the Chebyshev and Rosser-Schonfeld results to get alower bound on
the proportion of primes among all numbers of exactly r digits. Thereare 9- 101
numbers of exactly » digits. We have

. 107
m(10") > In10" forr>2

(Rosser-Schonfeld), and

-1

(107 < (14 g)I:SroH forall r

(Chebyshev). So

n(lO’)—n(lO’*1)> 1 < 107 (1—1—8)10’1)
9.10-1 =9.10-1\rIn10  (»—1)In10
1 (10 (1+e)r
- r|n10<9 9(r—1))
1

= rin10°

where
C7107(1+£)(r71)
9 9(r—1)
10 (1+g)(r—1) (1+e¢)

9 9(r—1) 9(r—1)

_(9—¢ 1+e
N 9 9r—-1))°
Using Chebyshev’supper bound e < .10555, we have

9-.10555 110555 1
9 9 r-1
1

1>C>

=.9883 —.1228
r
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From this we see that we should be able to find primes with a given large number of
digitswithout too much work. For example, wefind that C > .987 for » > 100, and so

the proportion of primesamong 100 digit numbersisat least ;50 = .00429> ,1,.

On average, at least 1 of every 234 numbersof exactly 100 digitsis prime.
There are accessible proofs that there exist constants 4 and B with Ax/Inx <
m(x) < Bx/Inx. See Zagier (1977).

Exercises.

49. Provethat for every n there exist n consecutive natural numbers none of which
are prime. (Hint: Start with (n+1)! +2.)

50. Provethat for every n there existsaprime p withn < p <nl+1.
51. Usethe Chebyshev and Rosser-Schonfeld estimatesto provethat for all n > 17,
n(2n)—n(n) > 1.

Then prove Bertrand’s Postul ate: for every n > 1, thereisaprime p withn < p < 2n.



Chapter 5
Congruence

Thischapter is devoted to defining and studying Gauss's useful notion of congruence
for integers.

A. Congruence Modulo m

Congruenceis related to the notion of divisibility.

Defini ion. Two integersa and b are congruent modulo m, written
a=b (mod m)

if m dividesa — b, or equivalently, if b = a+ some multiple of m.

A specia case is that a number a is congruent to O (mod m), written a = 0
(mod m), if and only if m divides a. But the value of the congruence notation is
not in providing an alternate for the notation m|a, but in providing a highly sugges-
tive notation to usein place of m|(a — b).

Here are some examples of congruencesthat you may verify:

143=0 (mod 13)
143=13 (mod 10)
—114=7 (mod 11)
4726=1 (mod 9)
—35=-335 (mod 6).
In a congruence mod m, the number m is called the modulus (plural: “moduli”).

Any two integers are congruent modulo 1, so the modulus 1 is not of much interest.
For this reason the moduluswill normally be >2.

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 71
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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The set of integers to which the integer a is congruent modulo m is the set
{a+mk | k any integer}. For example, the integers congruent to 5 modulo 11 are
the integers of the form

5+11kk=...,—-3,—-2,-1,0,1,2,3,..;
that is, the integers
..., —28,—17,—6,5,16,27,38,49, 60, .. ..

We can visualize the numbers congruent to a number ¢ modulo m by taking a
circle of circumference m and wrapping the real line around it. The figure on the
front cover shows this for m = 6. Two integers are congruent modulo m if they lie
on the same spoke. Thustheintegers...,—7,—1,5,11,... are al congruent to each
other modulo 6, and none are congruent to an integer on any other spoke, such as
—5o0r 2or 10.

The Division Theorem for two numbers a and m asserts that a = mq + r, with
0 <r < m. In terms of congruences, this last equation says that « = r (mod m):
modulo the divisor, the dividend is congruent to the remainder. Since the remainder
in the Division Theorem is unique, we have:

Proposition 1. Let m be a natural number >1. Every natural number is congruent
modulo m to exactly one number in the set {0,1,...,m —1}.

The smallest number >0 that is congruent to agiven integer « modulo m is called
the least non-negative residue of a (mod m). Thusthe least non-negativeresidue of
234047 modulo 10 is 7. The least non-negative residue of —27 modulo 8 is —27 +
32=5.

The Division Theorem also gives a criterion for two numbers to be congruent
modul o m:

Proposition 2. Let a and b be two natural numbers, and suppose the remainder on
dividing a by m is r, and the remainder on dividing b by m is s. Then a=b (mod m)
if and only if r = s.

Proof. We havea = mg + rand b = mt + s for some natural numbersq,z.
If r=s,thena—mqg=b—mt,s0a—b=m(q—t),andsoa =b (mod m).
Conversely, if a = b (mod m), then b = a + mk for somek, so if a = mq+r is
the result of dividing a by m, then b = a + mk = mk+mq +r = m(k+q) +r. Since
0 < r < m,thisexpressionfor » iswhat isobtained from the Division Theorem when
b is divided by m. By the uniqueness of the quotient and remainder in the Division
Theorem, s = r. O

To express Proposition 2 another way, two numbers are congruent modulo m iff
their least non-negative residues are equal.
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Often the notation “a mod m” is used to denote the least non-negative residue of
theinteger a. For example, the command

> —38284 mod 37;

in MAPLE gives the least non-negative residue of —38284 modulo 37, namely 11.
Using that notation, the Division Theorem reads,
there is some number q so that

a=mq+ (amodm),

and Proposition 2 reads:
a=b (mod m) if and only if (a mod m) = (b mod m).
There should be no problem using the notation “« mod m” aslong as one remem-
bers:
“a=b (modm)”

is a sentence, while
“a mod m”

is anumber.

Exercises.

1. Show that every integer is congruent modulo m to exactly one of the numbersin
theset {0,1,...,m—1}.

2. Find
(i) 3412 mod 5;
(i) 177 mod 11,
(i) 31 mod 9;
(iv) 31 mod 35.

3. Find:
(i) 365 mod 5;
(ii) —4124 mod 3;
(ii1) 3122182546 mod 10;
(iv) —2345678 mod 10.

4. New Years Day fell on a Sunday in the year 2006. On what day of the week did
New Years Day fall onin the year 2007? (Think modulo 7.)

5. Find al numbers » with 1900 < » < 2000 that are congruent to @ modulo m
where

Ha=1m=13

(i) a =1776,m = 25;

(iii) a =1914,m = 27.
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6. Find a number ¢ which satisfies « =5 (mod 8) and « = 3 (mod 7) simul-
taneously.

7. Show that if m > 4isnot prime, then (m —1)! =0 (mod m).

8. Thefirst theoremin Gauss's Disquisitiones Arithmeticae (1801) isthe following:
“Let m successive integers a,a+ 1,a+ 2,...,a+m — 1 and another integer 4 be
given. Then one and only one of these integerswill be congruent to 4 modulo m.”
Prove this theorem.

B. Basic Properties

The congruence symbol looks like an “equals’ symbol. Thisis not an accident. We
can view congruence as a kind of equality. Most of the manipulations we can do
with equality we can do with congruence modulo m. In particular, congruenceis an
equivalencerelation:

Proposition 3. Congruence modulo m is:

Refl xive: a=a (mod m) for all integers a;

Symmetric: for all integers a,b, ifa=b (mod m), then b=a (mod m);
Transitive: for all integers a,b,c, ifa=>b (mod m) and b= c¢ (mod m), then a = ¢
(mod m).

All of these are familiar properties of equality. We prove transitivity:

Proof. 1fa=b (mod m), thena = b+ sm for someinteger s. If b=c (mod m), then
b= c+tm for someinteger 7. Substituting, weget a = (¢ +tm) +sm = c+ (¢t +s)m,
soa =c (mod m). O

Also, congruence respects addition and multiplication:

Proposition 4. For all integers a,b,c,a’, b’ k and m:
(i) ifa=b (mod m) then ka = kb (mod m);
ifa=b (mod m)and d’ =b' (mod m) then:
(ii-a) a+d =b+b' (mod m), and
(ii-m) aa' = bb' (mod m) .

These follow easily from the condition that « = » (mod m) iff @ = b+ mq for
some integer ¢. We prove (ii-m).

Proof of (ii-m). If a=5b (mod m) and &’ = &' (mod m), then a = b+ sm and
a' = b +tm for someintegerss and ¢. Then

ad' = bb' + msb' +tbm + stmz = bb' + (multiple of m).

Soad’ = bb' (mod m). O
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The proof of (ii-m) can also be done using (i) and transitivity. If « = b (mod m)
then aa’ = ba' (mod m); if ' = b’ (mod m) then ba’ = bb' (mod m). Hence, by
transitivity, aa’ = bb’ (mod m).

Property (ii-m) shows an advantage of the congruence notation. The statement
(ii-m) seems natural in congruence notation because the analogous result for equal
guantities:

“ifa=bandd’ = b’ thenad = bb",
is so familiar. By comparison, the divisibility version of (ii-m): “if m | « — b and
m|d —b' thenm | aa’ — bb"™, isnot familiar.

The main property of ordinary equality which is lacking in general for congru-
ences mod m is cancellation. If ab = ac (mod m), the congruence b = ¢ (mod m)
does not necessarily follow. For example, 2-1=2-3 (mod 4), but 1 # 3 (mod 4).
Similarly, 6-1=6-4 (mod 9), but 1# 4 (mod 9).

We shall postponefor now the rules which replace the usual rule of cancellation.
Without looking ahead, see if you can find a useful rule of your own. Look at some
examples.

We a'so have

Proposition 5. Ifa = b (mod m) and d divides m, then a =b (mod d)
Proof. If m dividesa — b and d divides m, then d dividesa — b. O
A consequence of (ii-m) is

Proposition 6. For all natural numbers e and all integers a,b:
ifa=b (mod m), then a® = b¢ (mod m)

The proof is an easy induction argument. See Exercise 11.

We can use Proposition 6 to help us find the least non-negative residue of some
very large numbers. When finding least non-negative residues of high powers of
numbers, the main ideais to keep the intermediate computations as close to zero as
possible by reducing modulo the modulus after each addition or multiplication.

Example 1. 12%° mod 13: 12% isa 42 digit number. But since 12 = —1 (mod 13),
129¥=(-1)®¥=-1=12 (mod 13).
Example 2. 63" mod 13: 6%’ isa 29 digit number. We find
62=36=—-3 (mod 13)

65 =(62)°=(-3)*=—-27=-1 (mod 13)

62 = (6%)>=(-1)2=1 (mod 13)

6%°=(6%)°%=(1°=1 (mod 13)

6 =6-6%=6-1=6 (mod 13)
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Example 3. 85%° mod 19: 85% is a 164 digit number. We find

85=-10 (mod 19)

85% = (—10)>=100=5 (mod 19)
85% = (85%)2 = (5)>=25=6 (mod 19)
85% = (85%)2=62=36=—2 (mod 19)

85 = (85%)2 = (—-2)?=4 (mod 19)

85 — 8516852 =4.5=1 (mod 19)

852=(85"%)*=1*=1 (mod 19)

85%° = 8572.85%.85%. 85
=1.(—2)-6-(-10)=120=19-6+6=6 (mod 19)

Noticein thislast example, we usually chose not the least non-negativeresidue at
each stage, but the integer that is smallest in absolute value: thus when we reached
36 in the fourth line, we used 36 = —2 (mod 19) instead of 36 = 17 (mod 19),
because —2 is closer to O.

Also, after finding 85' = 4 (mod 17), we noticed that 4-5=20= 1 (mod 19)
and 85° = 5 (mod 19), so we determined 85'® = 1 at that point. Once we found
that 8518 = 1, we can then divide the exponent 85 by 18 to get a remainder of 13;
then 85%° = 85'% (mod 19). The last line computed 852 by writing 13=8+44+1
and multiplying the residues of the corresponding powers of 85.

Example 4. 8% mod 20: we find
82=64=4 (mod 20)
8*=42=16=-4 (mod 20)
88=(-4)2=16=-4 (mod 20)
8= _-4 (mod 20)
8%2=_-4 (mod 20)

and so

8% —=8%2.82.8=(—4)-4.8=-16-8=4-8=12 (mod 20).

In the last step, we continued the idea of keeping the numbers as small as pos-
sible. Rather than multiplying —4,4 and 8 together (to get —128) and then finding
the least non-negativeresidue of —128 modulo 20, we multiplied —4 and 4 together
first to get —16, found the least non-negative residue of —16, namely 4, and then
multiplied 4 by 8 to get 32, whose |east non-negativeresidue is 12.
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Here is an unusual example:
Example 5. 9'°° mod 24: we find
92=81=9 (mod 24)
9®=92=9=9 (mod 24);

at which point one can see by a very easy induction argument using transitivity of
congruence that
9°=9 (mod 24)

for every positive exponent e.

Exercises.
9. Prove (i) and (ii-a).
10. Provethat for all integersa
a=a (mod m) forala,
and for all a and b,
ifa=b (modm), thenb=a (mod m).

11. Use (ii-m) of Proposition 4 to prove that if « = b (mod m), then «® = b°
(mod m) for every number e > 0.

12. Suppose a is an odd number. Is it true that if ab = ac (mod 12) then b = ¢
(mod 12)?

13. For which numbers « is it true that if 15¢ = ca (mod 25), then 15 = ¢
(mod 25)?

14. Compute the least non-negative residue of 4” (mod 9) for n =1,2,3,4,5,.. ..
Provethat 6-4" =6 (mod 9) for every n > 0.

15. Show that 7' = 1 (mod 17) and use that congruence to find the least non-
negative residue of 7°*6 modulo 17.

16. Find (the least nonnegative residue of):
(i) 58 mod 11,
(ii) 681% mod 7;
(iii) 4* mod 12;
(iv) 66" mod 19.

17. Show that 1 is the least nonnegative residue of «® (mod 7) for each number a,
1<a<6.
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18. Show that 5°+ 6° =0 (mod 11) for al odd numbers e, but not for any even
number e.

19. (i) Show that (a +b)? = a?+b? (mod 2) for all two integersa, b.
(i) Show that for all integersas, ..., ay,

(a1+az+ ... +a)?=d2+d5+...+d®> (mod 2).
20. Show that a®> = a (mod 2) for every integer a .
21. Find al numbersb, 1 < b < 15 for which 2= b (mod 15).

22. Show that for 0 < a < 6, the least non-negative residue of «®” modulo 7 isa.

C. Divisibility Tricks

Congruence can illuminate an old trick, called “casting out nines,” used to detect
errorsin addition and multiplication: sum the digits and do the operation on the sum
of the digits.

Example 6. Suppose we multiplied 3589 and 4363 and obtained 15256397. We
check the multiplication as follows:

We sum the digits of 3589 to obtain 3+ 4+ 8+ 9= 24, then sum the digits of 24:
2+ 4, toobtain 6.

Then we sum the digits of 4373 to obtain 4+ 3+ 7+ 3= 17, thenfind 1+ 7 to
obtain 8.

We multiply 6 and 8 to obtain 48, then sum the digits of 48, 4+ 8 = 12, then sum
thedigitsof 12, 1+ 2 = 3 to obtain 3.

Then we sum the digits of our result of multiplying 3589 and 4373, namely
15256397: 14+ 5+ 2+ 5+ 6+ 3+ 9+ 7= 38, then sum the digits of 38: 3+ 8= 11,
then sum the digits of 11 to obtain 2.

We seeif 3= 2. Sincethat is false, we conclude that the correct result of multi-
plying 3589 and 4373 is not 15256397 .

Casting out nines as a device for checking errors in computations was known
to the medieval Arabs, and brought to Europe along with Hindu-Arabic numerals
by Leonardo of Pisa (also known as Fibonacci) in his book, Liber Abaci [Sigler
(2003)].

Hereiswhy casting out nines works.

10=1 (mod9),
so by Proposition 6, for every n > 0,

10"=1 (mod9).
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So for every number a, we have by Proposition 4 that

a-10"=a (mod 9).
If a isanumber that in ordinary base 10 notation is written as

'nfn—1...rariro,

so that
a=r,10" + 1, 110" T4 .+ 110% + 7110+ ry,

then by Proposition 4,
a=rp+rp-1+...+r2+ri+rp (mod?9).

Thus every number is congruent to the sum of its digits modulo 9.
Thus, for example,
3589=3-10%+5-10°+8-10+9
=3+5+8+9=24 (mod9)
and
24=2-10+4=2+4=6 (mod9).

and so by transitivity of congruence, 3589 = 6 (mod 9). Replacing 3589 by 6 in-
volves subtracting, or “casting out”, many nines. In fact, 6 is the remainder when
you divide 3589 by 9. Similarly,

4373=8 (mod 9)

and
15256397=3 (mod 9)

by the same “sum the digits modulo 9" computation. Now if 3589 = 6 (mod 9),
and 4373 =8 (mod 9), then by Proposition 4,

3589-4373=6-8=48=3 (mod9).

So if we compute 3589 - 43732 and get a number that is congruent to 2 modulo 9,
then we must have made a mistake in the computation. (Note that casting out nines
does not detect all erroneous computations. For example, it won't uncover errors
caused by transposing digits, such as 21 - 38 = 978.)

To sum up the results we showed about numbers modulo 9:

Proposition 7. Any number a is congruent to the sum of its digits modulo 9.
In particular,

Corollary 8. A number a is divisible by 9 if and only if 9 divides the sum of the
digits of a.
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Proof. (Recall that “iff” means“if and only if”—see Section 3D, Corollary 6.) The
number «a is divisible by m iff a is congruent to 0 modulo m. Thus 9 divides a iff
a=0 (mod 9), iff the sum of the digits of « is congruent to 0 (mod 9), iff 9 divides
the sum of the digits of a. O

Here are some other divisibility criteria:
Proposition 9. 3 divides a iff 3 divides the sum of the digits of a.

Proof. Since 9 divides 10° — 1 for all e, so does 3. The proof is the same as
for 9. O

Proposition 10. 2 divides a iff 2 divides the units digit ro of a.

Proof. Since2 divides10, 10° =0 (mod 2) forale>1.Soa=rp (mod 2). 0O
Proposition 11. 5 divides a iff 5 divides the units digit of a.

Proof. Thesameasfor 2. O
Proposition 12. /7 divides a iff 11 divides the alternating sum of the digits of a.
Proof. Since10= —1 (mod 11), 10° = (—1)" (mod 11) for &l e. Then

a=r,10" +r,_110" 1+ ...+ a210% + 4110+ ag
=a,(—1)"+a, 1(-1)" 1+ .. +ax(-1)2+a1(-1)+ao (mod 11).
O

Proposition 13. 7 (respectively, 11, 13) divides a iff 7 (vespectively, 11, 13) divides
the alternating sum of the “digits” of a in base 1000.

Proof. Suppose
a = b, 1000" + b,,_11000" L+ ... + 511000 + bg

(where0 < b; < 1000 for al 0 < k£ < m). Now 1000=1001—1,and 1001 =7-11-
13. So
1000= -1 (mod 7) and aso mod 11 and mod 13.

Thus 1000¢ = (—1)¢ (mod 1001) for all e > 1, and we have
a=bu(—1)" + by 1(—1)" .. +b1(~1)+bo (mod 1001).
Since 7 divides 1001, it follows by Proposition 5 that
a=bu(—1)"+ by 1(—1)" . 4 bi(~1)+bg (mod 7).

(and also mod 11 and mod 13). Then 7 divides a iff 7 dividesbg— b1+ bo+ ...+
(=1)"byy. O
Reviewing the results in this section, we have divisibility tests of large numbers

by 2,3,5,7,9, 10, 11 and 13. What about divisibility by other small numbers? See
the exercises.
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Exercises.

23. Find atest for divisibility by 4.
24. Find atest for divisibility by 6.
25. Show that every number a is congruent modulo 8 to its units digit in base 1000.

26. (i) Show that 7 divides 10a + b if and only if 7 dividesa — 2b.

(i) Use (i) to show that 7 divides 821528 = 82152 - 10+ 8if and only if 7 divides
82152 — 16 = 82136. Use (i) three more times to decide whether or not 7 divides
821528.

(iii) Use (i) to decide whether or not 7 divides

(a) 904589

(b) 1036673.

27. (i) Show that 19 divides 10a + b iff 19 divides a + 2b.
(i) Use (i) asin the last exercise to decide whether or not 19 divides
(a) 821534
(b) 1165726.

28. Show that 11 divides 10a + b iff 11 divides a — 5. Use this to show that 11
divides 232595,

29. Come up with a strategy like that in the last three exercises to decide whether a
number isdivisible by 13.

30. Find theleast non-negativeresiduesmod 7, 11 and 13 of:
(i) 11233456;
(it) 58473625; and
(i) 100, 000, 000, 000, 000, 001.

The next exercises assume you are comfortable with numbersin bases other than 10
(see Section 3A).

31. If wearedoing base 12 arithmetic can we check it by casting out 11's? Explain.

32. Find nice tests for divisibility of numbersin base 34 by each of 2, 3, 5, 7, 11,
and 17.

33. Prove if x=y (mod m), then (m,x) = (m,y).

34. (i) Usethelast exerciseto prove the following result, due to Graham (1984):
Suppose a,b and ¢;,i = 0,1,...,n, areintegersand (a,b) = 1. Then

(a—b,coa" + ad" b+ .. 4 cyqabr+ cnb™)
=(a—b,co+tc1+...+cn).

(i) Set a = 10,6 = 1, and derive the test for divisibility by 9 from thisformula.
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35. Explainthis“pick anumber” puzzle:
Pick anumber from1to 9;
Add it to 4;
Multiply the result by 9;
Add 6 to the result;
Sum the digits of the result;
Multiply the result by 2;
Divide theresult by 3;
Add 4 to the result to get anumber, call it o;
Pick thelargest (in area) European country whose name starts with the o.-th letter
of the alphabet (for example, France starts with F, the sixth letter of the alphabet);
Pick apopular website with first letter equal to the last letter of the country;
Pick afruit with first letter equal to thelast letter of the website (omit the“.com”).
Then the last letter of the fruitisE.

D. Luhn’s Formula

The detecting or correcting of errorsisan important application of a gebraand num-
ber theory in the present “information age”. Casting out nines may be the oldest
known example of an error detection scheme. In this section we look at a much
newer example, a method of checking the validity of credit card numbers and other
identification numbers, proposed in the 1960's by H. P. Luhn of IBM and known as
Luhn’sformula

To begin with an example, suppose we consider the following number:

M = 5678 9012 4567 8901.

Thislookslike it might be a credit card number. But not every sixteen digit number
beginning with 56 can be avalid credit card number. The digits of the number must
satisfy Luhn’sformula. Here is how it works.

First, define afunction p(x) onthedigits0,1,2,...,8,9 by

p(0)=0
r(9=9
p(n)=2nmod9forl<n<8.

Thusfor 1 <n <8, p(n) istheleast non-negativeresidue of 2» modulo 9.
Hereisthetable of values of p(x):

n 0123456789
p(n)0246813579

Given acredit card number of » digits, number the digits starting from the right:

apdy—1ay—-2...a3d241.
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Beginning with a,, the second digit from the right, apply the function p(x) to every
second digit, that is, to az, a4, as, . ... Then sum all of the modified and unmodified
digits:

S=a1+ plag) +az+ plas) +as+....

Then M isaninvalid credit card number if S 0 (mod 10).
For our 16 digit example M = 5678 9012 4567 8901, we apply p(x) to every
other digit, then sum the resulting digits:

S=pB)+6+p(7)+8+p(9)+0+p(1)+2
+p(4)+5+p(6)+7+p(8)+9+p(0)+1
=1+6+5+8+94+0+24+2+8+5+3+7+7+9+0+1

Then S =3 (mod 10), so M isnot avalid credit card number.

Luhn’sformulais a quick computation that retailers can perform before submit-
ting acredit card number to a central agency for validation. A Luhn formulacheck is
particularly useful for internet purchases, where customers type in their own credit
card numbers. Theretailer can instantly detect if the customer made a simple error
when keying in the card number, and ask the customer to reenter the number imme-
diately, rather than waiting for validation and perhapslosing the sale because of the
delay.

Luhn’s formula detects a single instance of two of the most common errorsin
typing numbers, mistyping adigit, or (with one exception) transposing two adjacent
digits. See Exercises 37 and 38.

Exercises.

36. Check the validity of the following numbersby Luhn’sformula. If any of them
is invalid, change the rightmost digit so that the resulting number satisfies Luhn’s
formula.

(i) 4356 2678 9889 6473

(i) 346 8965 1938 7647

(iii) 6011 8665 5575 1270

37. Show that if you try to typein avalid 16 digit credit card number, but mistype
one of the 16 digits, the resulting number will be shown invalid by Luhn’sformula.

38. Show that if you try to type in avalid 16 digit credit card number, but trans-
pose two adjacent digits, then the resulting number will be shown invalid by Luhn’s
formula unless the two transposed adjacent digitsare 0 and 9.
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E. More Properties of Congruence

The equivalence properties of Proposition 3, Section B, show that congruence to a
fixed modulus m is much like equality, except for canceling. In this section we list
propertieswhich relate congruencesto different moduli, and describe how to cancel.

First we look at different moduli.

We aready know Proposition 5:

If a=b (mod m) and d dividesm, thena =5 (mod d).

We used this property in discussing the divisibility test for 7, 11, and 13, for we
observed that if @ = b (mod 1001), then a = » (mod 7) since 7 divides 1001.

Proposition 14. [fa=b (mod ) anda=b (mod s) then a =b (mod [r,s]).

Proof. Weknow that theleast common multiple [r,s] of two numbers» and s divides
every common multiple of » and s. Thusif » dividesa — b, and s dividesa — b, then
[r,s] dividesa — b. O

Example 7. if a =5 (mod 7) and a = b (mod 11) then a = b (mod 77). If also
a=b (mod 13) thena =5 (mod [77,13)), thatis, a = b (mod 1001).

Example 8. \We show:
20 =1 (mod 341). )

To seethis, we observe that 341 = 11- 31 = [11, 31}, so by Proposition 14, to show
(2) we only need to show:

2%0=1 (mod11)and2%*=1 (mod 31).

Now
22=32=-1 (mod 11)
SO
20— (2®%8=(-1)¥=1 (mod 11);
also
2°=32=1 (mod 31)
SO

230 — (2588 =1%=1 (mod 31).
Thus (1) follows.

The cancellation properties of congruences are summed up by the following.
Herer # 0.

Proposition 15. [fra = rb (mod m), then a=b (mod (r”fn) ).

For example, 12=4-3=4-8=32 (mod 10), so since 10/(10,4) = 5, we may
concludethat 3=8 (mod 5).
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Two specia cases of Proposition 15 are when - divides the modulus m or when
(r,m) =1:

Proposition 16. [fra = rb (mod rm) then a =b (mod m).

Proof. I1fra=rb (mod rm) thenra—rb = rmc for somec; cancelingr givesa —b =
mec,0a=b (mod m). O

Proposition 17. Ifra =rb (mod m) and (r,m) =1, then a=b (mod m).

Proof. If m divides ra — rb = r(a — b), then, since m and r are coprime, we can
concludethat m dividesa — b. O

For example, since12=4-3=4-8=32 (mod 5) and (4,5) = 1, it follows that
3=28 (mod 5).

Exercises.

39. Show that 2560 = 1 (mod 561).

40. Show that 31728 = 1 (mod 1729).

41. Find all numbersa < 20 so that 6a = 16 (mod 20).
42. Find all numbersa < 36 so that 164 = 0 (mod 36).

43. Prove Proposition 15.

F. Linear Congruences and Bezout’s Identity

In secondary school algebra you learn to solve equations involving an unknown
guantity. Here we begin considering the problem of solving congruences containing
unknowns.

The simplest such congruenceis

()x+c=d (mod m),

which is easy to solve: simply add —c to both sidesto get x = d — ¢ (mod m).
The next simplest is

(i) ax=b (mod m).

If this were an equality, ax = b, and x,a and b were required to be integers, we
would be able to solve thisif and only if a divides 5. But (ii) is a congruence, and
so we need to find an integer x so that » = ax+ (multiple of m), or equivalently, find
integersx and y so that b = ax + my.
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We know how to handle such equations, from Section 3E:

If the greatest common divisor (a,m) of a and m doesnot divide b, then there are
no integersx and y with ax +my = b, and so ax = b (mod m) has no solution.

If (a,m) divides b, then we can solve b = ax + my for x and y using Bezout's
Identity. Thus:

Proposition 18. The congruence ax =b (mod m) is solvable iff (a,m) divides b.

Example 9. We solve
10x =14 (mod 15).

Here (10,15) = 5, which does not divide 14. So there is no solution. (For if there
were integersx,y with 10x + 15y = 14, then 5 would divide the | ft side, so 5 would
divide 14.)

10x=14 (mod 18).

Here (10,18) = 2 divides 14. So there is a solution of 10x + 18y = 14. We can find
a solution by the extended Euclidean algorithm. We set up the EEA matrix as in
Chapter 3:

e x=coeff.of 10 y = coeff. of 18

18 0 1

10 1 0

except that since we just want x, the coefficient of 10, we may omit the y-column:

e x = coeff. of 10

18 0

10 1

20 2
2=20-18 2

4 4
14=10+4 5

Hence 10-5= 14 (mod 18).
A particularly interesting case is the congruenceax =1 (mod m).

Proposition 19. If (a,m) = 1, then ax = 1 (mod m) has a unique solution
modulo m.

Proof. The congruenceax =1 (mod m) is equivalent to the equation ax + my = 1.
If (a,m) =1, thenthereareintegersr, s so that ar +ms =1, and sox = r isasolution
to the congruenceax =1 (mod m).

If dsoar’ =1 (mod m), then

a(r—+)=0 (mod m)
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andsom | a(r—r'). Sincem and a are coprime, it follows by Corollary 8 of Chapter 3

that m divides» — 7/, and so
/

r=r" (modm).
Thusthe solution of ax =1 (mod m) is unique modul o . O

The solution » of ar =1 (mod m) is the inverse of a modulo m. For example,
27x=1 (mod 31) has a unique solution since (27,31) = 1. By Bezout's identity,
—8-27+7-31=1,s0x=—8 (mod 31) (orx =23 (mod 31)) istheinverse of 27
modulo 31.

Corollary 20. If (a,m) =1, then ax =b (mod m) has a solution for all b.
Proof. Findtheinverser of « mod m and set x = rb. a

Just aswith linear diophantine equations (Section 3E), to find the general solution
of ax=b (mod m), we need to find any solution, then add to it the general solution
of the homogeneous congruence

ax=0 (mod m).
Then x isasolution of the homogeneous congruence iff m divides ax, iff

m . . a
J divides s

whered = (a,m). Since ;] and § are coprime, that |ast statement is equivalent to
" dividesx,
hence m
x= k for some integer .

Modulo m, wethen haved = (a, m) solutionsto the homogeneouscongruenceax=0
(mod m), namely,

x= IZ;kfork:O,...,dfl.

Example 10. Consider
18x=12 (mod 20).

We cancel 2 from everything to get
9% =6 (mod 10).
Then theinverse of 9 modulo 10is9, so
x=9-6=4 (mod 10).

Sox =4or 14 (mod 20).
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Or, we can observethat 12=72 (mod 20), so onesolution of 18x=12 (mod 20)
is x = 4. Then the general solution is found by finding all solutions of 18z = 0
(mod 20):

18z=0 (mod 20)
92=0 (mod 10)
z=0 (mod 10),

soz=0or 10 (mod 20), and thenx =4+ 0or 4+ 10 (mod 20).

Exercises.

44. Decide whether each of the following congruences has a solution. If so, find
the least nonnegative solution:

() 12x = 5 (mod 29);

(i) 12x = 5 (mod 38);

(iii) 12x = 5 (mod 47);

(iv) 12x = 5 (mod 56);

(v) 12x = 5 (mod 65).

45. Same question with 12x = 42 mod
(i) 21; (ii) 22; (iii) 23; (iv) 24; (v) 25.
46. Same question with 9x = 1 mod
(i) 20; (ii) 21; (iii) 22.
47. Find asolution of 9x = 24 (mod 21).
48. Solve313x=1 (mod 463).
49. Solve7x =1 (mod 218).
50. Solve 7x =13 (mod 218).
When trying to solve quadratic congruences, that is, congruences of the form

ax’>+bx+c=0 (mod m) (5.2
the theory becomes very subtle. Even the simplest case:
x>*=a (modm) (5.3

is very interesting: how do you decide whether « is a square modulo m? Gauss
(1801) was the first to give a complete treatment of the solution of (2) by means of
the famous law of quadratic reciprocity. See Chapter 21.

51. Supposem isodd and (a,m) = 1. Show that
ax’>+bx+c=0 (mod m)

has an integer solution x = » (mod m) if and only if 5% — 4ac is asquare modulo .
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52. Find all solutionsa,b,c > 1 of the following set of congruences:

b (modc),
¢ (mod a),
a (mod b).

a
b

c

53. Show that a number # is the difference of two squares, n = a® — b with a, b in
Z, if and only if n is not congruent to 2 modulo 4.

54. Supposea, b, c are positiveintegersand a® + b = 2. If a isnot amultiple of 4,
show that b isamultiple of 4 and ¢ is not a multiple of 4.












Chapter 6
Congruence Classes

Theideain this chapter is to use congruence to split up the set Z of integersinto a
finite collection of digjoint subsets, think of the subsets as objects, and then seeif the
arithmetic operations on Z can induce arithmetic operations on the new objectsin a
way that makes sense. To see how this might work, we first look at two examples.

A. Two Examples

Z/27Z. The notion of even and odd integers goes back at least to the Pythagoreans
(500B.C.). A numberisevenif itisamultiple of 2. A number isodd if when divided
by 2, it leaves aremainder of 1. Every number is either even or odd, and no number
is both even and odd. So the set Z splitsinto two disjoint sets, even, the set of even
numbers, and odd, the set of odd numbers. Let uscall the set {even,odd} by Z/2Z.
The reason for this notation will become clear in the next section.

We want to think of the two sets even and odd as objects to add or multiply. In
fact, Euclid (300 B.C.) showed us how to do this. In the Elements, Book IX, Euclid
provessuch facts as: an even number plusan odd number is odd, an odd number plus
an odd number is even, an odd number times an even number is even, and so on.
Book X of Euclid can be viewed as a treatise on doing arithmetic with the objects
of theset Z/27.

We may collect Euclid’s rulesinto two tables, one for addition, one for multipli-
cation:

+ even odd
even even odd
odd odd even

- even odd

even even even .
odd even odd

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 93
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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Oncewereinterpret the sets even and odd in terms of congruence, we can generalize
this example, and will do so in the next section.

S. Another way to classify integersis by wherethey lie on the real line: positive
integers, negative integersand {0}. So let us define the three classes:

pos={1,2,3,...}
zero = {0}
neg=1{-1,-2,-3,...}

and let S = {pos,zero,neg}. Again we want to think of pos, zero and neg as objects
and define addition and multiplication on these objects. Let us start with multi-
plication.

Multiplication. To define multiplication, we recall the well-known facts about
multiplying integers:

positive X positive = positive,
positive X negative = negative,
negative X negative = positive,

zero X any integer = zero.

So multiplication in S makes sense. We can collect these facts into a multiplication

tablefor S:
negy zero pos

neg pos zero neg
ZEero zero zero zero
pos neg zero pos

Addition. Now let us set up an addition table for S. Most of it is easy:
+ neg zero pos

neg neg neg °?
Zero neg zero pos’
pos ? pos pos

The entries we have filled in correspond to

positive + positive = positive

positive + zero = zero + positive = positive
negative 4 negative = negative

negative + zero = zero + negative = negative

zero + zero = zero.

But what about the entries marked ?: positive + negative = ?

A moment’s thought tells us that every integer can be expressed as a positive in-
teger plus anegativeinteger. So in contrast to even + odd, which equals odd because
any even integer + any odd integer is an odd integer, pos + neg does not give us one
of the sets pos, zero or neg. If we choose different elementsin the sets pos and neg,
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we can end up in any of the three sets. (For example, 2+ (—1) isin pos, 3+ (—3)
isinzero and 44 (—6) isin neg.) So we are stuck. Thereis no way to define pos +
neg asasingleobject in S so that

(*) the sum of any integer in pos and any integer in neg is in the object we define
pos + neg to be.

Because this ambiguity occursin trying to define addition, we say that addition
in'S is not well-define .

Thisambiguity did not occur with Z /27 above. One of the thingswe will need to
show below isthat when we define Z /mZ, as agenerdlization of Z /27, addition and
multiplication will bewell-defined: that is, will satisfy the analogues of property (*).

B. Congruence Classes and Z/mZ

Now we use congruence modulo m to split up the integers into sets, analogous to
even and odd, on which we can do arithmetic.

We proved in Section 5B, Proposition 3, that congruence modulo m is an equiv-
alence relation: for any integersa, » and ¢, we showed that = (mod m) is

Reflexive:a=a  (mod m)
Symmetric:ifa=b (mod m), thenb=a (mod m)
Trangitive: ifa=b (mod m), andb=c¢ (mod m),
thena=c¢ (mod m).

When a set S has an eguivalence relation on it, then the equivalence relation splits
up, or partitions, the set S into subsets, called equivalence classes, defined by the
property that two elements are in the same equivalence class if they are equivalent.
In particular, if S isthe set of integers Z and m is a positive integer, then congru-
ence modulo m partitions Z into equivalence classes. The equivalence class of the
integer a is called the congruence class of a (mod m), written [a],,. Thus [a],, iSthe
set of all integersthat are congruent to « modulo m, that is, al integers of the form

a+ (multiple of m).

The set of congruence classes modulo m is denoted by Z/mZ.
A congruence class may described by any element in the class:

Proposition 1. For a,a’ in Z, ' = a (mod m) if and only if |a]y = [d']m.

Proof. If [d'],, = [a]m, thensince d’ isin ['],, (by reflexivity), &' isin [a],,, S0d' =a
(mod m). Conversely, if &’ =a (mod m), thena =4’ (mod m) by symmetry. Then
[@']m C [a]m: forif d isin [d'],,, then d =&’ (mod m), hence by transitivity, d =
a (mod m), so d is in [a],,. The same argument shows that [a],, C [d'],,. Hence
[a]m = [a']m- U
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To restate Proposition 1, congruence (mod m) is the same as equality of congruence
classes: that is why the notation

= (mod m)

shares so many properties of equality.

As described in Chapter 1, the three properties of an equivalence relation im-
ply that if two equivalence classes have any elements at all in common, then they
coincide.

Proposition 2. Suppose [a],, and [b],, are two congruence classes and c in Z is in
both [a], and [by. Then [a]m = [b]m.

Proof. If cisin [a]y, thenc =a (mod m), so by Proposition 1, [c],, = [a]m. If ¢ is
n[b],thenc =5 (mod m), SO [c],, = [b]m- Hence [a], = [b]m- O

There are exactly m congruence classes in Z/mZ. To see this, recall that every
integer a is congruent modulo m to exactly one of the numbers0,1,2,...,m — 1. If
a=r (mod m) with0 < r <m—1, then [a],, = [r], and so every congruence class

mod m is equal to one of [0],, [1]m,...,[m — 1],,. These classes are all different, so
there are exactly m congruence classes modul o m.
Thus
Z/mZ = {[On, [ [m = L}

In particular, when m = 2, Z /27 = {[0], [1]2}. The congruence class [1], is the
set of al integers congruent to 1 modulo 2. Thus [1]; is the set odd. Similarly, the
congruence class [0], isthe set of al even integers: [0], = even.

Any element b of a congruence class mod m is called a representative of that
class. By Proposition 1, we may label a congruence class by any representative of
theclass. ThusinZ/6Z, [—7]e = [—1]s = [5]s = [11]s, €tC.

It is often convenient to label a congruence class by the least nonnegative, or
least positive element of the class, but on occasion other sets of labels are more
convenient.

Now that we understand Z/mZ as a set, we want to define arithmetic on Z/mZ.
We do so by:

[a]m + [b]m = [a+b]n1y
_[a]m = [_a]m )

(@] - [b]m = [ab]n
Thus, with m = 12,

[7]12+[9]12 = [7 +9]12 = [16]12,
—[3]12 = [-3]12,
[7]12-[9]12 = [7- 9]12 = [63] 2.

In defining [a]n + [b]m = [a + ], we must make sure that the addition is well-
defined. This means, if we take any integer in the set [«],,, and add to it any integer
in the set [5],,, the sum should bein the set [a + b],,,. For example, —3isin [9]12 and
3lisin[7]12:is—3+431=28in[9+ 7]12? Yes: because 16 = 28 (mod 12).
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In general, we must show:
if [a]y = [@']m and [b] = [b']m, then

[a+ bl =[d+ b,

[—a]m = [~d]m,

and
[ab|ym = [V ] .

To prove these facts, we trand ate into congruence notation, using Proposition 1.
Thefirst becomes

ifa=d (modm)andb=5b" (modm), thena+b=d +b (mod m).
Similarly, the fact about negativestrandates into
ifa=d (modm),then —a=—d (mod m),
The fact about multiplication becomes:
ifa=d (modm)andb=5" (modm), thenab=d'b’ (mod m).

All of these statements about congruence are true—see Section 5B, Proposition 4.
The congruence classes [0],, and [1],, are special, in that

[0]s + [B]m = [b] for al b,
[0]1[B]m = [O], for @l b,
[ﬂm[b]m = [b]m for al b.

Thus [0],, and [1],, act just like 0 and 1 do in Z, which is hardly surprising since
[0],, contains O, [1],, contains 1 and addition and multiplicationin Z/mZ are defined
by means of representatives of the congruence classesin Z.

We look at three examples.

Z/27—~even and odd. The set Z /27 consists of two congruence classes, [0], and
[1]2, where
[0]2={...,—4,-2,0,2,4,6,...} = even

and
[1,={...,5,—3,-1,1,3)57,...} = odd.

The tables for addition and multiplication that we found for Z/2Z in the previous
section become, in the new notation,
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- [0z [1]2
02 [02 [0]2 .
(12 [0z [1]2

All we did was substitute [0], = even and [1], = odd in the earlier tables.

Z/12Z—*clock arithmetic”. The set Z/127Z of congruence classes mod 12 con-
tains twelve congruence classes. The congruence class [a]1» consists of all integers
which are congruent to « (mod 12). Thus, for example, the congruence class modulo
12 containing 5 is

[5l12=1...,—31,-19,-7,5,17,29,41, .. .},
the congruence class containing 2 is
[2l12=1{...,—34,—22,-10,2,14,26,38,.. .},
the congruence class containing 12 is
[12]1p={...,—36,—24,-12,0,12,24,36,48, .. .},

the set of all multiples of 12.
Each integer is congruent modulo 12 to exactly one of the numbers1,...,11,12,
and so Z /127 consists of the 12 distinct congruence classes:

7./127 = {[1)12,[2]12, - - -, [11]12, [12]12}.

We can use a clock to describe Z /127 visually. Take the real number line and wrap
it around acircle of circumference 12, so that the numbers 1 through 12 are located
as usua on aclock. Sincethereal lineisinfinitely long, it will wrap infinitely often
around the circle, and so each “hour” point on the clock will coincide with infinitely
many integers:
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The collection of integers corresponding to a given hour on the clock is the con-
gruence class (mod 12) of the given hour. Thus for example, the integers located at
the hour 5 consist of the numbers

{.—31,-19,-7,5,17,...} = [5)1»

and the integers located at the hour 12 are all those congruent to 12 (mod 12), that
is, [12]12, @l multiples of 12.
We add congruence classesin Z /127 by

[a]12+ [bl12 = [a+ b]12.

For example,
[9}12 + [8}12 = [9+ 8}12 = [17]12 = [5]12.

Multiplication of congruence classesis similar:
[a]12.[b]12 = [ab]12.

For example,
[7]12 [S]12 = [7- 5]12 = [35]12 = [11]12.

Addition and multiplication of congruence classes modulo 12 is sometimes called
“clock arithmetic”, because addition modulo 12 relates to adding time in hours :
6 hours after 11 o’'clock is 5 o’'clock, and [11]12 + [6]12 = [11+ 6]12 = [17]12 =
[5]12. Those accustomed to U. S. military time or European or Canadian train times
should work in Z/247. Then 14 hours past 17:00 is 7:00, which corresponds to
[17} 24+ [14]24 = [17+ 14]24 = [31]24 = [7]24.

7. /9Z—“casting out nines”. \We can reinterpret casting out nines in terms of oper-
ationsinZ/9Z.

Leta=r,10" +r, 110""2 4 .. .71 10+ ro. Then, using that [a + b]g = [a]o + [b]o
and [ab]g = [a]g - [b]e, We have

[a)o = [r4]o[10"g + [r—1]o[20" Yo + ... + [r1]o[10]g + [ro]o.
Now since 10f = 1 (mod 9) for all & > 0, we have [10¢]g = [1]o for al %, and so

[alo = [rn]o[1]o + [ra-1]o[L]o + ... + [r1]o[1]o + [rolo-
= [i’n]g + [rn,1]9 +...+ [l’l]g + [l’o]g.
=[rn+ra—1+...+r1+rolo.

That says that the congruence class of a (mod 9) is equal to the congruence class of
the sum of the digitsof « (mod 9). In particular, 9 dividesa if and only if [a]g = [0]g,
if and only if the congruence class mod 9 of the sum of the digits of « is equal to
[0]o, iff 9 divides the sum of the digits of a.
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Coda. Given integers a,b and a natural number m > 1, all of these notations de-
scribe the same relationship:

a = b+ (multipleof m),

m dividesbh —a: notation: m | (b —a),
a=b (modm).

The notion of congruence classes gives us another way to express the same relation-
ship:
[a]m = [b]m-

The main point of congruence classes is not to just come up with yet another way
to expressthat relationship, but rather that the set of congruence classes modulo m,
Z/mZ is a set on which we can do arithmetic operations in a natural manner. The
usefulness of Z,/mZ will, we hope, be made clear by the applicationsto be presented
later.

Exercises.

1. What isthe hour:
(i) 8 hours after 11 A.M.?
(ii) 15 hours after 11 PM.?
(iii) 21 hours after 6 A.M.?

2. If you leave San Antonio at 7 A.M. CST by rail on the “ Texas Eagle’, at what
hour will you arrive at your destination if it is:

(i) Chicago and the trip takes 31 hours?

(if) St. Paul and the trip takes 63 hours?

(iii) Winnipeg and the trip takes 106 hours?

(iv) Churchill and the trip takes 146 hours?

(All destinations are in the same time zone as San Antonio.)

C. Arithmetic Modulo m

Recall from Section 5A that the least non-negative residue of an integer « modulo
m isthe unique number » with0 < r < m sothata =» (mod m). If a > O, then r is
the remainder when « is divided by m. The least non-negative residue of « modulo
m is so useful that most computer languages have a special command for it.

In Maple, it isa mod m.

In Mathematica and Excel, it ismod(a,m).

In C, C++, Javaand related programming languages, it is a%m.
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Thus
35mod13=9; mod(35,13)=9; 35%13=09.

We'll use the Maple notation a mod .

Then by Section 5A, a modm = b mod m iff a = b (mod m) iff [a],, = [b]n.
Thus the function () mod m yields a one-to-one correspondence between Z/mZ
andthe set {0,1,2,...,m —1}.

The operations of addition, negation, and multiplication on Z/mZ induce opera-
tionsontheset {0,1,2,...,m — 1}, asfollows:

If a,b areintegers, then

(e mod m) + (b mod m) = (a+ b) mod m;
—(amod m) = (—a) modm = m — a;
(a mod m) - (b mod m) = a-b mod m.

Thusthe operationson {0,1,2,...,m — 1} work by doing the operationin Z and
then, if the result of the operation is outside the set {0,1,...,m — 1}, we find the
least non-negative residue modulo m of the result.

These operations define what we may call arithmetic mod m.

To illustrate it, here are tables of addition and multiplication for m = 3:

+mod3 0 1 2
0 012

1 120
201

01
0 00
01
02

PNONDN

2

Only a few entries are different from ordinary addition and multiplication:
(14 2) mod 3 = 0 because the remainder on dividing 1 + 2 = 3 by 3is0. Similarly,
(2-2)mod3=1.

Here are the addition and multiplication tables for arithmetic mod 6:

+mod6 0 1 2 3 45

0 012345
1 123450
2 234501
3 3450012
4 450123
5 5012 3 4
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- mod 6
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0
0
0
0
0
0
0
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For example, thebarred entry 1 in the addition table meansthat (3+4) mod 6=1.
In the multiplication table the barred entry 4 means that (2-5) mod 6 = 4. These
correspond to the resultsin Z /67 because [3]s + [4]6 = [7]6 = [1]6, @nd [2]6 - [5]6 =
[10]g = [4]6. From the addition table one also reads that (—2) mod 6 = 4, because
(2+4) mod 6 = 0.

Or consider arithmetic mod 13: here are some examples of sums and products
mod 13:

(12 + 8) mod 13 = 7 because [20]13 = [7]13,
(6+5) mod 13 = 11 (whenasumis < 13, addition mod 13 is ordinary addition),
(10+5) mod 13 = 2 because [15]13 = [2]13,
(12-8) mod 13 = 5 because [96]13 = [5]13,
(6-5) mod 13 = 4 because [30]13 = [4]13,
(10-5) mod 13 = 11 because [50]13 = [11]13.

If Z/mZ looksjust like arithmetic on {0, 1,...,m — 1} mod m, then why should
we define Z/mZ at al? An analogy with fractions may help to explain why.
The relationship between the set {0,1,...,m — 1} with operationsmod m and

Z/mZ = {[Oln; [Lpm; - [m = L}

with operations +, -, —, is similar to the relationship between fractions that are re-
duced, that is, have relatively prime numerator and denominator, and arbitrary frac-
tions.

To multiply two reduced fractions, such as5/12 and 3/10, we multiply numerators
and denominators together, to get

5 3 53 15
12°10  12.10  120°

Often, as in this case, the fraction is not reduced, so we reduce it: 15/120 = 1/8.
Reducing is analogous to taking the least nonnegative residue modulo m, as for
examplewith m = 12: we set 9- 7 mod 12 to be the remainder upon dividing 9- 7 =
63 by 12, namely 3.

However, adding fractionsis usually impossible without using nonreduced frac-
tions. For example, to add 5/12 and 3/10, we find a common denominator, e.g. 60,
then add as follows:
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5 N 3 725+18725+18743_
12 10 60 60 60  60°
we replace 512 by 2560 and 3/10 by 18/60, then add the numerators of the nonre-
duced fractions with equal denominators: 25/60 + 18/60 = 43/60.
Similarly, in working with Z/mZ, it is often desirable to use numbers other than

{0,1,...,m — 1} to represent the elements of Z/mZ. For example, if we want to
solve the equation 5
x5 = [2Ja1,

asolution becomes obviousif we observe that [2]3; = [64]3;1. To solve
[3]s[x]5 = [2]5,
the problem becomes easy once we note that [2]5 = [12]s. To solve
(8]13[x]13 = [6]13,

observe that [6]13 = [32]13.
Or if wewant to describe multiplicationin Z/mZ, it becomes easy if we discover
that
2/132 = {[0].[2),[22),2%), ..., 12, [2%3) = (1]},

for then [2'] - [2] = [2""S]-multiplication is transformed into addition of exponents
modulo 12.

Thus viewing Z/mZ as congruence classes allows us the freedom, as with frac-
tions, to pick any element of an equivalence class to represent that class. Often the
least nonnegative representative may not be the representative of choice.

Round robin tournaments. Addition modulo m can be used to design round robin
tournaments.

A round robin tournament is a competition involving m players (or teams) in
which each player plays every other player exactly once. For example, with four
players A, B, C and D, the tournament would consist of six matches-A vs. B,
Avs. C,Avs D,Bvs C,Bvs D, and C vs. D. In around robin tournament
matches are scheduled into “rounds’, time periods in which several matches occur
simultaneously. An objective of scheduling isto minimize the number of rounds.

For example, a four player tournament can be run in three rounds, where every
player competesin each round, asfollows:

Round 1: A vs.B,Cvs. D

Round 2: Avs.C,Bvs. D

Round 3: A vs. D, B vs. C.

There cannot be fewer than three rounds, because each player must play all three
opponents, and (excepting chess?) each player cannot play more than one opponent
at atime.

For m odd, the addition table mod m can be used to design a round robin tourna-
ment for m or m + 1 players. To illustrate, consider a tournament with five players,
numbered 1, 2, 3, 4 and 5. Write down the addition table for addition modulo 5
(except we use 5 instead of 0):
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+12345
123451
234512
345123
451234
512345

Interpret the entries of this addition table as follows: if a isaplayer listed in the
leftmost column, and b is aplayer listed in the top row, then Player a plays Player b
inround a + b.

Each column of the table describes the round in which the player at the top of the
column plays each of the playersin the leftmost column. For example, the column
for player 3is:

+3
14
25
31
42
53

Thus player 3 plays player 1 in round 4, player 2 in round 5, player 3in round 1,
player 4 in round 2 and player 5 in round 3.

But, you say, how can player 3 play player 3 in round 1? Obviously, she can't.
So player 3 sits out in round 1. With an odd number of players, one player must sit
out in each round, or, as they say, receives a bye. So in round 1 the matches are 1
vs. 5, 2vs. 4, and 3 getsa bye. In round 4, the matchesare 1 vs. 3, 4 vs. 5and 2 vs.
2-thatis, 2 getsabye.

In this tournament design, there are m rounds. Each column of the table for ad-
dition modulo m contains all the numbers between 1 and m exactly once, so each
player plays each other player in adifferent round, and each round has ™, ! matches.

Now supposethereis an even number 2 of players. Thenthe designiseven more
efficient. Pick one player and call him “Bye”. Number the remaining m = 2n — 1
playersby 1,2,... m. Write down the addition table for addition modulo m and use
it to assign matchesto rounds for the players 1,2, ... ,m. In any round, if aplayer b
is assigned to play himself, then instead of sitting out that round, 4 plays Bye. It's
easy to see from the table when Bye plays each opponent—just read the round from
the diagonal of the table. For example, with 2n = 6:

+12345
12

2 4

3 1
4 3
5 5
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Bye plays player 1 in round 2, player 2 in round 4, player 3 in round 1, player 4
inround 3, and player 5inround 5.

With an even number 2n of players, there are 2n — 1 rounds, and each player
playsin each round.

Exercises.

3. Compute 13+ 19 mod 23.

4. Compute 13-19 mod 23.

5. Write down the addition and multiplication tables for arithmetic modulo 4.
6. Write down the addition and multiplication tables for arithmetic modulo 5.
7. Write down the addition and multiplication tables for arithmetic modulo 8.

8. Solve the equation [a],[x],» = [b] by finding convenient representatives for [a]
and [b]:

(1) [6]10[x]10 = [4]10,

(ii) [5]7[x]7 = [3]7,

(III) [4]7 x]7 = [2}7,

(iv) [4]17[x]17 = [2]17,

(V) [13]19[x]19 = [16]10.

9. Solve

[Bl1a[x]% = [4lu
10. Solve

[11]13[x]%5 = [7]13
11. Solve

12. Describe the fourth round of around robin tournament with 10 players.
13. Describe the fifth round of around robin tournament with 12 players.
14. Describe Bye's opponent in each round of a 10 player tournament.

15. Show that in a round robin tournament with an even number 2n of players,
player a plays Byeinround 2a mod 21 — 1.

16. Let m be even. Try to use the addition table mod m to design a round robin
tournament. What (if anything) goes wrong?
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D. Complete Sets of Representatives

Defini ion. A complete set of representatives for Z/mZ (or “modulo m”) is a set of
integers {r1,...,r, } SO that every integer is congruent modulo m to exactly one of
the numbersin the set.

If {r1,...,rn} isacomplete set of representativesfor Z/mZ, then

Z)mZ = {[r1)m,[r2lm;- - [Fmlm}-

Thus {0,1,2,...,m — 1} is a complete set of representatives for Z/mZ. So is
{1,2,...,m—1,m}, or any set of m consecutiveintegers (see Chapter 5, Exercise 8).
But there are many others.

For example, we will prove later in the book the following:

Theorem 3 (Primitive Root Theorem). Let p be a prime number. There exists some
integer b so that
{0,b,6%,b%,... bP71}

is a complete set of representatives for 7./ pZ.

An integer b satisfying the Primitive Root Theorem is called a primitive root
modulo p. Here are some examples:
Modulo 5, the numbers 2 and 3 are primitive roots. In particular, modulo 5,

0=01=3"2=3%3=3%4=3%

s0 {0,3,3?,3%,3*} isacomplete set of representatives modulo 5.

Modulo 7, the numbers 3 and 5 are primitive roots, but 1, 2, 4 and 6 are not.

Modulo 17, the numbers 3, 5, 6, and 7 are some of the primitive roots.

Other examplesare in the exercises.

When we represent the non-zero congruence classes modulo p by the powers
of a primitive root, then multiplication of congruence classes turns into addition of
exponents modulo p — 1. For example, 3 is a primitive root modulo 17, and we can
show that

[12)17 = [3¥]17

and
[11]17 = [3]17.

So
(1217 [11]17 = [3"]17- [3]27 = [3%)7.

Now it turns out that [316]17 = [1];7 and [34]17 =[13]17. So
3% 17 = [3")17[3%17 = [1]17([3%) 27 = [13]1.

In doing multiplication in this way, a “logarithm to the base 3" table is very conve-
nient, wherelogzn = r means3” =n (mod 17):
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IF=n 123 45 6 7 8910111213141516
r=1logan161411251511102 3 713 4 9 6 8

Such alog tableis especially convenient for evaluating polynomials.

Example 1. Suppose f(x) = x*+ 5x% 4 8+ x + 15 and we wish to compute 1(12)
modulo 17. So we want

12*+5.1234+8.122 4+ 124+ 15 (mod 17).
Since 12 = 313 5= 3% and 8 = 319, thisis
3°243°3%9 1. 3103%6 1 124 15,
Since 3% = 1 (mod 17), we find (again from the log table),
32 =3%34=3"=13
P3PV _3¥=3%=4
and
310326 — 3% =3%=13 (mod 17).

)

Hence
f(12)=13+4+13+12+15=6 (mod 17),

The following is helpful for deciding if a set of humbers is a complete set of
representatives.

Proposition 4. Given a set Z = {r1,r2,...,rn} of m integers, the following condi-
tions are equivalent:

a) Every integer is congruent modulo m to some r; in %,

b) Foreveryi,jwith 1 <i<j<m,r;#r; (modm).

A complete set of representativesmod m isaset # of m integers satisfying either
a) or b).

Proof. Given aset # = {r1,r2,...,rm} Of m integers, the map » — [r],, defines a
function f from # to Z/mZ. Then a) says that f is onto, and b) says that f is
one-to-one. Let f(#) = {f(r)|r in Z}, theimage of the function 1.

Now if m = |Z|,|f(#)| and |Z/mZ| = m denote the cardinalities of the sets
R, (%) and Z/mZ, then

2| > | /()] < |Z/mZ|.
Also, 1 is oneto-oneif |Z| = |f(#)|, and f isontoif |f(Z)| = |Z/mZ|. Since

|%Z| = m=|Z/mZ|, it followsthat |Z| = | f(%)| iff | f(Z)| = |Z/mZ|, that is, f is
one-to-oneiff f isonto. So a) and b) are equivalent. O
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Exercises.

17. Which of the following setsis a complete set of representatives modulo 7?
(i) {1,3,5,7,9,11,13}
(i) {1,4,7,10,13,16,19}
(iii) {1,8,27,64,125,216, 343}
(iv) {1,-3,9,—27,81,—243,0}
(v) {0,1,—2,4,—-8,16,—32}.

18. Find a complete set of representativesfor Z/97Z consisting of numbers >2008.

19. Show that there is no complete set of representatives for Z/717 that includes
two of the numbers 1066, 1492 and 1776.

20. Which of the following setsis a complete set of representativesfor Z/9Z7?
(i) {1234,4567,8901, —1234, —5677, 2534, 8654, —1500, —33331}
(i) {—1111,-1121,-11,-1,0,1,11,111,1111}).

21. For which exponentsk is {1¥, 2k, 3% 4F 5k 6¢ 7k 8¢ 9F 10F, 11F} acomplete set
of representatives modulo 11? (Can you generalize your answer to other moduli?)

22. Show that {0,2,22,23... 211 21?1 is a complete set of representatives for
7./137.

23. Show that 3 and 5 are primitive roots modulo 7, but 1, 2, 4 and 6 are not.
24. Show that 5 is a primitive root mod 17.

25. Find a primitive root modulo 17 other than 3, 5, 6 or 7.

26. Show that if 5 isaprimitive root modulo 17, then so is —b.

27. Let f(x) = x* 4 53 4 8 + x + 15. Compute
(i) /(6) mod 17,
(i) £(14) mod 17,

(iii) £(9) mod 17.

28. Let f(x) =x*+6x3+13x2+ 8x + 7.
(i) Find f(5) (mod 17),
(i) Find £(15) (mod 17).

29. Setupa“logarithmtothebase5” tablemodulo 7, let £(x) =3x8+ 5x* — 2x3+6,
and, using your table, compute

(i) f(4) mod7,

(i) £(3) mod7.

30. Show that if {as,...,a,} isacomplete set of representatives modulo m, and
by =ay (mod m),by = ay (mod m),... by = a, (modm), then {b1,...,b,} isa
complete set of representatives modul o .
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31. Show that if 5 is a primitive root modulo p and ¢ = b (mod p), then ¢ isa
primitive root modulo p.

32. Find al primitive roots » modulo 11 with 1 < 5 < 11.

33. Show that if b isaprimitive root modulo p, then the smallest exponent e > 0 so
that =1 (mod p) ise=p—1.

34. Show that any m consecutive integersform a complete set of representativesfor
Z/mZ.

35. Given 0 < n < m, show that there exists some ¢, n <t < m, so that m —n
divides:.

36. Suppose{as,...,an} isacomplete set of representativesfor Z/mZ. Show that
for any integer b,
{a1+b,ax+b,...,a,+b}

isacomplete set of representativesfor Z/mZ.
37. Suppose{as,...,a,} isacomplete set of representativesfor Z/mZ. Show:

(i) If (b,m) =1, then {bay,...,bay,} isacomplete set of representatives.
(i) If (b,m) > 1, then {bax,...,ba,} isnot acomplete set of representatives.

38. Let a,b be relatively prime integers with « > b > 0. Define the sequence of
numberssy,so, ...,s; by

S1=a,
so=a—b,
Skr1=sptaifsg<b, or
=5y —bif sy >b.

Show that the numbers sy, s, ..., s, form acomplete set of representatives (mod
a+ b) (see Chapter 3, exercise 66.)
What if (a,b) > 1?

39. Cdl aset S ={aj,az,...,a,} of distinct integers admissible if S does not in-
clude a compl ete set of representatives modulo any prime.

(i) Show that {0,2} and {1,3} are admissible, but {1, 2} is not.

(i) Show that {1,3,5} isnot admissible, but {1, 3,7} is admissible.

(iii) Show that {1,3,7,13} isadmissible.

(iv) Find an admissible set containing ten integers.

(V)) What isthe largest subset of the primes p with 3 < p < 43 that is admissible?

(vi) Find an admissible set with » integersfor any n.

40. Givena,b,c with (a,b) = 1, show that thereis some m so that (a + bm,c) = 1,
asfollows:
(i) Show that ¢ = fg where f divides b* for somek > 0 and (b,g) = 1.
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(if) Show that {a+bn |n=12,...,g} is a complete set of representatives
modulo g.
(iii) Show that if (a + bm,g) = 1, then (a+ bm,c) = 1.

41. If (a,b) = 1, show that for al m > (a — 1)(b — 1), there are integers r, s, both
>0, so that m = ar -+ bs.

E. Units

Given a number «, is there a number 5 so that ab = ba = 1? Whenever there is
such a number b, we cal a a unit and call the number b the inverse of a. “The,
because there can be at most one inverse. For suppose b and ¢ are two inverses of
a, o that ab = ac = 1 and aso ha = 1. Then since ab = ac, multiplying by b gives
b(ab) = b(ac), then (ba)b = (ba)c, then1-b=1-c¢,thenb =c.

In Z, very few numbers have inverses: in fact, 1 and —1 are the only unitsin Z:
1.-1=1,s01hasaninverse, namely itself; and —1- —1=1, so —1 hasan inverse,
also itself. In order to talk about the inverse of a number such as 2, we have to
introducefractions. Theinverseof 2is1/2, but 1/2 isnot an integer. Seeking inverses
of natural numbersled to the first expansion of the concept of number beyond the
counting numbers in the history of mathematics. Fractions of the form 1/n for n a
natural number were used by the ancient Egyptians 4000 years ago.

Every fraction except 0 has an inverse: if a/b is any fraction with a,b # 0, then
theinverse of a/b isb/a. So every non-zero element of the rational numbersQ isa
unit of Q.

What about unitsin Z/mZ?

To pose the question, we first must decide that [1],, will play therole of 1 in the
definition of unit. Thisis a reasonable choice. The number 1 is the multiplicative
identity of Z, in the sense that for any integer a, 1-a = a. Because 1 is the multi-
plicativeidentity of Z, [1],, isamultiplicative identity of Z/mZ.: for any integer «a,

(L - [alm = [1-alm = [a]m.

Moreover, [1],, isthe only multiplicative identity of Z/mZ. To seethis, assume that
[e].» were also a multiplicative identity, then

for al integersa, so in particular,
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A unit of Z/mZ, then, is an element [a],, for which there is some element [5],,
with [a],[6]m = [1] -

What are the units of Z/mZ? Let U,, denote the set of units of Z/mZ.

Consider some examples:

InZ/3Z = {[0],[1],[2]}, the elements with inverses are [1] and [2] = [-1]. Each
isthe inverse of itself. So

Us = {[1],[2]}-
InZ/57 = {[0],[1],[2],[3],[4]}, al elements except [O] are units: [2] and [3] are
inverses of each other, because [2] - [3] = [6] = [1], while [1] and [4] = [—1] aretheir

own inverses. Thus
Us = {[1],[2], (3] [4]}-

In Z/9Z = {[0],[1],[2], (3], (4], 5], [6], [7],[8] }, we have, besides [1] and [8] =
[—1], also the units [2] and [5], which are inverses of each other, and [4] and [7],
which are inverses of each other, atotal of six units. [3] and [6] are not units. Thus

Us = {[1],[2], 4], (3], 7], [8]}-

One (very inefficient!) way to find the units of Z/mZ isto write down the multi-
plication tablefor Z/mZ. Then [a],, isaunitif [1],, is somewherein therow of [a],,.
But there are better ways to find the units modul o .

For any modulusm, [a],, isaunit of Z/mZ if and only if there is some number »
so that [a]m[b]m = [1]. Trandating into congruence notation, [«] isaunit if thereis
someinteger b sothat ab =1 (mod m).

We know for which a such a b can be found:

Theorem 5. In Z/mZ, [a] is a unit iff a and m are coprime.

Proof. (Review). Suppose (a,m) = 1. Then by Bezout's identity, there are integers
rys With ar+ms = 1. (The integers » and s can be found by Euclid's algorithm.)
Then [ar+ ms],, = [1) . BUt [ar 4+ ms],, = [ar]m = [a]m[r]m- SO [F]m iStheinverse of

[alm INZ/mZ.
Conversaly, if [a]u[r]m = [1m, thenar =1 (mod m), so there exists an integer s
so that ar 4+ ms = 1, which implies that « and m are coprime. |

Corollary 6. The number of units of Z/mZ is equal to the number of numbers a
with 1 < a < m that are coprime to m.

Defini ion. For eachm > 2, ¢ (m) denotesthe number of numbersa with1<a <m
that are coprime to m. The function ¢ is called Euler’s phi function (or sometimes
“Euler’stotient”).

Thus the number of elements of Uy, is ¢ (m).

Notice that if [¢] and [¢/] are units, then [ad] is also a unit, because if
[a][p] = [1] and [][b'] = [1], then [ad'][bb'] = [1]. So the set of units U, is closed
under multiplication.
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The Primitive Root Theorem, stated in Section D, assertsthat if p is prime, then
there is some number b so that {0,5,5%,...,b"~1} is a complete set of representa-
tives for Z/pZ. Then [b] must be a unit, because [1] = [»"] for some r. Hence all
powers of [b] are also units. It follows that the converse of the Primitive Root the-
orem holds: if there is a number b so that {0,b,4%,...,b" 1} is a complete set of
representativesfor Z/mZ, then m must be prime. Thisis because every congruence
class other than [0] is of the form [5] for some r, henceis a unit of Z/mZ, and so
every number <m is coprimeto m.

Inverses are helpful for solving equations. If we can find the inverse of [a],, in
Z/mZ, s&y [r]m, then we can solve the equation [a],X = [c],, for any ¢: Smply let
X = [rlmlc]m = [rc]m-

For example, in Z/17Z, the inverse of [3]17 is [6]17, SO we may solve [3]17.X =
[11];7 by multiplying both sides by [6]17. Since [6]17[3]17X = [18]17X = [1]17X = X,
we have:

[8l17X = [11]17
[6]27[3]17X = [6]17[11]17
X = [6]17[11]17 = [6- 1117 = [66]17 = [15]17.

Exercises.

42. (i) InZ/13Z, find the inverses of [4], of [5], of [7].
(i) InZ/13Z, solve

(@ [4)X =[7],
(b) [S}x = [12],
(© [7]x = 8].

43. (i) InZ/25Z, find the inverse of [3], of [11], of [23].
(i) InZ/25Z, solve

(a) [11]x = [7],
(b) [23]x = [12],
() [3x = [8].

44. In Z /127, decide which elements have inverses, and for each element that has
aninverse, find theinverse.

45. Same question for Z/147.
46. Same question for Z /20Z.
47. Show that if [a],, = [¢], and a and m are coprime, then &’ and m are coprime.

48. Provethat [a],, isaunit of Z/mnZ iff [a],, isaunit of Z/mZ and [a], isaunit
of Z/nZ .

Defini ion. A complete set of units modulo m is a set of integers {a1,ay,...,an},
so that every unit of Z/mZ is represented by exactly oneinteger in the set.
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49. (i) If p > 2 is prime, show that {1,2,...,p — 1} is a complete set of units
modulo p.

(i) Show that {1,3,—1,—3} isacomplete set of units modulo 10.

(iii) Find a complete set of units modulo 24.

50. Show that if p isprime, then

p—1 p-1
1,-1,2-2,... —
{ 9 &y 9 9 2 ) 2 }

isacomplete set of units modulo p.

51. Decidewhether {2,22,23,...,2P~1} isacomplete set of units modulo p, where

(Hp=11
(i) p=23
(iii) p =31

52. Show that if b isaprimitive root modulo p, then
{b,p2.b3,... . pP~1}
isacomplete set of units modulo p.

53. (i) Suppose [b] is a unit of Z/mZ. Show that for al [¢] and [¢'] in Z/mZ, if
[a] # [a] then [ba] # [ba'].

(i) Show that if {a1,az,...,an} is acomplete set of units modulo m, and b is
an integer with (b,m) = 1, then {bay,bay, ... ,ba,} is dso a complete set of units
modulo m.

54. Let b be any integer. Define the function f;, : U,, — Z/mZ by “multiplication
by [b]n":
Jo([alm) = [b]ma]n-

Show that f; is aone-to-onefunction if and only if [b],, isaunit of Z/mZ.

55. Show that if d divides m, then any complete set of units mod m includes a
complete set of unitsmod d.

F. Solving Equations in Z,,

Consider the equation
Blx = [14

in Z/167Z. We can’t solve this by finding the inverse of [6]16 because [6]16 is not a
unit. But we can still find asolution, in fact two solutions. One solution comes from
observing that [14];6 = [30]16, SO the equation becomes

[6]x = [30]
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which has the obvious solution [5]16. On the other hand,
[14] = [14—32] = [-18],

so the equation becomes
[6]X = [-18]

which has the obvious solution X = [—3] = [13].

So if the coefficient of X is not a unit of Z/mZ, then the solution we found may
not be unique.

To completely solve linear equations of the form aX = b in Z/mZ, we have the
following general resullt:

Proposition 7. Suppose X = xq is a solution of the equation aX = b. Let N be the
set of all solutions to the equation aX = 0. Then every solution to aX = b has the
form X =xo+t fortin AN,

Proof. First noticethat if axo = b and¢ isasolution of aX = 0, then
a(xo+t)=axo+at=b+0=0b,

so any number of theform xo +¢ for ¢ in 4" isasolution of aX = b.
Conversely, suppose axg = b and also az = b for somez. Then

a(z—xp)=az—axo=b—b=0,

and so ¢t =z —xg isin ./, the set of all solutions of aX = 0, and, of course, z =
xo+1t=xp+ (anelement of .#"), asclaimed. O

This proposition appliesto linear equationsin various contexts, such asin linear
algebra and differential equations, as well as in modular arithmetic. The equation
aX = b iscaled nonhomogeneous if b # 0, and homogeneous if b = 0.

To see how it applies here, consider our example above.

Example 2. We saw that one solution of
6]16X = [14]16

inZ/16Z was X = [5]16. To find al solutions of [6]16X = [14]16, we need to find all
solutions of the homogeneous equation

[6]26X = [O]16.
Tranglating this equation into a congruence gives
6x=0 (mod 16)

or
6x = 16y.
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To solvethis, divide both sides by 2, the greatest common divisor of 6 and 16, to get
3x=8y.

Since 3 and 8 are coprime, 8 must divide x, and so the only solutions of this are
x = 8k, y = 3k for any integer k. Thus the solutions of the homogeneous equation
[6]16X = [0]16 are X = [8k]1s for any integer k. There are two different congru-
ence classes in Z/16Z of that form, X = [8]1s and X = [0]16. So in the notation of
Proposition 7, .4#" = {[0]16, [8]16}-

Then the solutions of the original nonhomogeneous equation

[6]16X = [14]16
aeX = [5}16 and X = [5}16‘1’ [8}16 = [13]16 = [_3}16-

To sum up, then, solving a non-homogeneousequation aX = b in Z/mZ involves
two separate tasks:

(i) Find some solution (if one exists) of the nonhomogeneous equation aX = b;

(i) Find al solutions of the corresponding homogeneous equation aX = 0.

For the second task, we have the following generalization of Example 2:

Proposition 8. If d = (a,m), then the general solution in Z/mZ of [a]X = [0] is

X=[k
"4
fork=0,1,2,....d -1
Proof. Sinced = (a,m), we have
" =m’ =0 (mod m).
d
So
m amk ak

Thus every congruence class of the form X = ["/ 4] isasolution of [a]X = [0].
Conversely, if [a][x] = [0], then ax = 0 (mod m), S0 ax = mt for some integer .
Letd = (a,m) and write a = dag, m = dmp. Then ag and mg are coprime, and divid-
ing ax = mt by d yields
apx = mot.

Thus mg divides agx, and since ag and mg are coprime, it follows that mg must
dividex. Thusx = mok for any k, and so the solutions of [a][x] = [0] are [x] = [mok]m.
To see how many different solutions we obtain, notice that since m = mod we
have
mok = mpl  (mod m)
iff
mok = mgl (mod mod)
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iff
k=1 (modd)

(using a cancellation property of Section 5E). Since 0,1, ...,d — 1 isacomplete set
of representatives modulo d, the solutions of [a][x] = [0] are [x] = [0], [mo], [2m0), . . .
[(d — 1)mo]. Recalling that mq = "; completesthe proof. |

Example 3. Once we find that X = [4]gp isasolutionin Z/90Z of
[36]90X = [54]o0,

then to find all solutions, we find all solutions to the corresponding homogeneous
equation
[36]90X = [O]go.

Now (36,90) = 18, so there are 18 solutions of [36]gpX = [54]g0, Namely,
X = [4]oo+ [Sk]oo = [4+ 5k]oo

fork=0,1,2,...,17.
Example 4. To find al solutionsin Z /907 of

[7]o0X = [54]90

we first find some solution. Now [7]gg is a unit of Z/90Z, with inverse [13]gg Since
13-7 =91, so we have asolution X = [13]go[54]g0 = [702]gp = [—18]gp. To find all
solutions we find all solutionsto the corresponding homogeneous equation

[7]90X = [O]o.

But since [7] is a unit in Z/907Z, we may multiply both sides by [7]~! = [13] to get
X = [0]go. Hence X = [—18]gp = [72]gp is the only solution of [7]goX = [54]9o.

Example 5. Let [a],, be a unit of Z/mZ. |If we apply the proposition to find all
solutionsin Z/mZ of
[almX = [1]m

we find that since (a,m) = 1, the equation has a unique solution. Thus the inverse
of [a],n inZ,y, isunique.

Section 8A, Exercise 4 has amore general version of this result.

Exercises.

56. In7,/207,
(i) find some solution to [12].X = [28];
(i) find al solutions to the corresponding homogeneous equation [12].X = [0];
(iii) find al solutionsto [12]X = [28].
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57. InZ/127,
(i) find some solution to [14]X = [18];
(i) find all solutions to the corresponding homogeneous equation [14].X = [0];
(iii) find al solutionsto [14]X = [18].

58. Explainwhy [36]X = [6] hasno solutionin Z/457.

59. Show that if [« isaunit of Z/mZ, then
(i) for any [b], thereis a solution of the equation [a]X = [b];
(i) the only solution of the homogeneous equation [a]X = [0] is X = [0];
(iii) the equation [a]X = [b] has a unique solution for every [b].

60. InZ/117, find al solutions of
(i) [6X = [3]
(ii) [8]X = [9)
(iii) [5]x = [9].

61. InZ/15Z, find al solutions of:
(i) [36]x = [78]
(i) [421x = [57]
(iii) [25]X = [36].

62. InZ/30Z, find al solutions of:
(i) [4]x = [18]
(ii) [91x = [48]
(iii) [10]X = [100]
(iv) [12]x = [8]
(v) [6]x = [2].

G. Trial Division

Congruence classes are helpful in thinking about how to factor numbers or to find
prime numbers.

Factoring. How do we factor alarge number?

If N is the number we wish to factor, the most naive method is to divide N by
2,3,4,5, ..., until we find a number that divides N. If we don’t find any number
<+/N which divides N, then N must be prime, for if N = ab, then at least one of a
or b must be <v/N.

This factoring method is called trial division.

Trial division is an agorithm that always works: it either finds a factor of N, or
provesthat N is prime.

However, trial division isslow. Asjust described, trial division would take p — 1
divisions to find the smallest prime divisor p of N, and that makes trial division
totally unfeasible on even the fastest computersfor numbers NV used in cryptography
(see Section 10A).
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Nonetheless, trial divisionisuseful asafirst step in afactoring procedure. Before
applying a sophisticated factoring agorithm, it makes sense to use trial division to
find and divide out the small prime factors of the number to be factored.

Sincetria divisionisauseful toal, it isworth looking at ways to make the tool a
bit more efficient.

Suppose we want to use trial division on N to look for prime divisors <10°. The
least efficient way to apply trial division is to start dividing the number N by all
numbers from 2 to 10°. For once we find that 2 does not divide N, then clearly no
multiple of 2 will divide N, so it is wasted effort to divide N by any even number
>2. Similarly, once we find that 3 does not divide N, then neither will any multiple
of 3.

To minimize the number of trial divisions, we could divide only by primes <10°.
For if N has a factor m < 10°, then m, hence N, has a prime factor <10°. Thus
instead of doing 10° — 1 divisions, we could just divide N by the approximately
50.8 million primes less than 10°.

However, in order to reduce the number of divisions to 50.8 million, we either
haveto store the 50.8 million primes, or somehow test each number <10° for prime-
ness before dividing. The former method is costly in preparation and memory; the
latter is costly in time,

A useful compromisefor improving the efficiency of trial divisionwithout having
(or creating) large lists of prime numbersis to divide not by all numbers, but only
by numbersthat are not obviously composite.

For example, once we know 2 is not a factor of N, we don’'t need to divide N
by even numbers. Once we know 5 is not a factor of N, we don’'t need to divide N
by multiples of 5. Thus we could divide the number N only by 2, 5, and humbers
that are coprimeto 10 = 2- 5. In terms of congruence classes, we could restrict trial
divisionto 2, 5 and numbersin the congruence classes of 1, 3, 7, and 9 (mod 10).

Or we could restrict trial division of N to division by 2, 3, 5 and numbersin the
congruence classes modulo 30 = 2- 3- 5 that are coprime to 30, namely, numbersin
the congruence classes of 1, 7, 11, 13, 17, 19, 23, and 29 (mod 30). Restricting to
division by numbersin those eight congruence classes reduces the number of trial
divisionsto 8/15 the number needed if we wereto trial divide by all odd numbers.

Trial division only by divisors in the congruence classes that are units modulo
m is caled awheel. The congruence classes from which the trial divisors come are
called the spokes. In the case of the mod 30 wheel, the wheel has 8 spokes.

It isworth recalling the facts which make the wheel method appropriate for trial
division.

Let m be the modulus of the wheel. Modulo m, any two numbers in a given
congruence class have the same greatest common divisor with m. (For example, 54
= 144 (mod 30), and (54, 30) = (144, 30) = 6.) Thus in a given congruence class
modulo m, either al the numbers are coprime to m, hence units modulo m, hence
are not multiples of any prime divisor of m, or al the numbersare not coprimeto .

So if we are searching for prime divisors of N that are coprime to m, then, it
suffices to divide N only by numbers in those congruence classes modulo m that
consist of units modulo m.
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Thus in any wheel modulo m, the number of spokes needed for trial division is
¢ (m), the number of unitsinZ/mZ.

One suggestion [Wunderlich and Selfridge (1974)] was to use a wheel modulo
30030=2-3-5-7-11-13. Thiswheel has ¢(30030) = 5760 spokes and does trial
division only by the prime divisors of 30030 and by numbersnot divisible by 2, 3, 5,
7, 11 or 13. With the wheel modulo 30030, trial division isdone by only 19 percent
(5760/30030) of all numbers below a given bound, rather than by 50 percent of all
numbersif trial division is done by all odd numbers, or 40 percent using the wheel
modulo 10.

Exercises.

63. For each of the following numbers, use tria division to find a factor or show
that the number is prime:

(i) 433;

(i) 1247,

(iii) 1261;

(iv) 2413;

64. Compute the percentage of congruence classes modulo 210 = 2-3-5-7 that
consist of numberswhich are not coprime to 210.

65. If n isanumber not in the congruenceclass of 1, 7, 11, 13, 17, 19, 23, and 29
mod 30, show that » must be amultiple of 2, 3, or 5.

66. (Review). Show that if a = b (mod m), then (a,m) = (b, m).

67. Write a program to do trial division up to 1000 by the mod 30 wheel with 8
spokes.

68. Suppose your computer had ready accessto atable of the 78,498 primes below
1,000,000. Compare the number of divisions needed to test a large number N for
division by anumber < 1,000,000 by the wheel modulo 30030, and by trial division
by the 78,498 primes <1, 000, 000.

Sieves. Trial division is useful asthefirst step in finding large prime numbers. The
idea, in fact, goes back to Eratosthenes (200 B.C.).

To find possible prime numbers in some interval, we discard all the numbersin
the interval that are divisible by small primes. Then most of the numbers will be
eliminated, and the remaining numberswill be potential primes.

If we seek the prime numbers less than 100, for example, this method works
perfectly.

We know the primes < 10. For the others <100, write down al the numbersfrom
1 to 100. If we first cross out all multiples of 2 and 5, we are left with numbers
endinginl, 3,7,and 9:
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1 3
11 13
21 23
31 33
41 43
51 53
61 63
71 73
81 83
91 93

7 9
17 19
27 29
37 39
47 49
57 59
67 69
77 79
87 89
97 99

Then we cross out all multiplesof 3and 7.

11 13
23
31
41 43
53
61
71 73
83

17 19
29
37
47
59
67
79
89
97

6 Congruence Classes

What remains are the numbers <100 that are not multiples of 2, 3, 5, or 7. But
these are all prime. Thisis because any composite number <100 must be divisible

by some prime <+/100.

The same strategy will work, albeit not so perfectly, for much larger numbers. For
example, supposewewish to find primesin the set of numbersbetween 1194601 and
1194700. By aresult in Section 4C, we should expect that the chance that a given
randomly chosen number in that interval is primeisaround 1/1n(1194600) ~ 1/13,
hence we should expect something like 7 or 8 primesin that interval.

To find the primes, we trial divide to discard all numbers that are divisible by
small primes. To start, we discard the numbers divisible by 2 or 5. We are |eft with

the following set of numbers.

1194601
1194611
1194621
1194631
1194641
1194651
1194661
1194671
1194681
1194691

1194603
1194613
1194623
1194633
1194643
1194653
1194663
1194673
1194683
1194693

1194607
1194617
1194627
1194637
1194647
1194657
1194667
1194677
1194687
1194697

1194609
1194619
1194629
1194639
1194649
1194659
1194669
1194679
1194689
1194699
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Next, we discard all multiples of 3: since 1194600 is a multiple of 3, multiples
of 3 are those ending in 03, 09, 21, 27, 33, 39, 51, 57, 63, 69, 81, 87, 93, and 99.
Then we discard multiples of 7, starting with 1194613: 13, 27, 41, 55, 69, 83, 97;
then multiples of 11, starting with 1194600: 11, 77; and multiples of 13, starting
with 1194609: 09, 35, 61, 87. This leaves nineteen numbers out of the original 100
that are not multiplesof 2, 3,5, 7, 11, or 13:

1194601 1194607
1194617 1194619
1194623 1194629

1194631 1194637
1194643 1194647 1194649
1194653 1194659

1194667
1194671 1194673 1194679
1194689

1194691

If we continue trial division by the primes between 17 and 53, we find that
1194607 is a multiple of 17, 1194617 is a multiple of 41, 1194619 is a multiple
of 37, 1194643 isamultiple of 23, 1194647 isamultiple of 31, 1194673 isamulti-
ple of 53, 1104689 is amultiple of 23, and 1194691 is a multiple of 31. Thisleaves
eleven numbers:

1194601
1194623 1194629
1194631 1194637
1194649
1194653 1194659
1194667
1194671 1194679

Continuing to trial divide by primes <100 does not allow usto discard any more of
these numbers.

In Chapter 20 we will giveamethod, not trial division, that will efficiently decide
with almost perfect certainty whether a number is prime. For now, if you are really
curiousabout which six of the numbers above are prime, and which five are not, you
could continuetrial division: for if one of those numbersdoes not have adivisor less
than the square root of 1194699, that is, less than 1094, it must be prime.

Exercises.

69. Find all primes between 200 and 250.
70. Find all primes between 700 and 800.
71. Find the smallest number >120120 which is divisible by no prime <20.






Chapter 7
Rings and Fields

In this chapter we introduce and apply to Z/mZ some of the most basic concepts of
“abstract” algebra: the concepts of group, ring, field, and ring homomorphism.

A. Axioms

Suppose we wish to find an integer x that solves the equation
(3+x)+4=09.
To solve the equation, we need to use various properties of equality: symmetry
(if a = b then b = a), transitivity (if « = b and b = ¢, then a = ¢), and “a-jabr” (if
a=>b,thena+c=b+c). We aso use properties of Z. We'll keep track of these as

we solve the equation, one step at atime.
First, we simplify the left hand side. We have

3+x =x+ 3 (commutativity)
we may add 4 to both sides (al-jabr) to get
(3+x)+4=(x+3)+4

Now
(x+3)+4=1x+ (3+4) (associativity) = x + 7.

By transitivity of equality, we get
(B+x)+4=x+7,
and then, by symmetry and transitivity of equality,
x+7=09.

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 123
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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Now we add —7 to both sides:
x+7)+(=7)=9+(-7)=2.
The |eft side becomes
(x+7)+ (=7)=x+(7+(—7)) (associativity)

and we know
7+ (—7) = 0 (property of negatives)

so adding x to both sides,
x+(7+(=7))=x+0.
By transitivity of equality,

(x+7)+—-7=x+0.

7 Ringsand Fields

Now x + 0 = x (property of zero), so by transitivity and symmetry of equality, we

finally get
x=2.

In this (painful) solution of the equation, we used these properties of the integers:

closure of addition: the sum of two integersis an integer: if a,b are integers, so
isa -+ b: thus, if 3+xisaninteger, sois (3+x)+4;

commutativity of addition: a+b = b+ a for dl integers @ and b: thus, 3+ x =
x+3;

associativity of addition: (a +b)+c = a+ (b+c) for al integers a,b,c: thus,
(x+3)+4=x+(3+4);

e (Oisan additiveidentity: for al integersb, b+ 0= b: thusx+ 0= x; and
e any integer has a negative: for any integer b there is an integer —b so that b +

(=b) =0:thus, 74 (—7) =0.
Thesefive propertiesmean that the set Z of integerswith the operation of addition

(4), isan abelian group. Theterm “abelian” refersto the condition that additionis
commutative.

Now, in the rational numbers Q, let’s solve this equation:

2
I+l _=7.
@+1)-;

We'll use the three properties of equality listed above, and also:

if a = bthenac = be.
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For the |eft side, we see that

2

(3x+1)-5

=) - _+1- : (distributivity)

2
5
2 2 . S

= (3x)- 5 + 5 (1 isamultiplicative identity)

2 2 o
3. (x' 5) + 5 (associativity)

2 + 2 (commutativity)
X
5 5 y

5
2
5

3
(3 2) -x+§ (associativity)
6
x+

So by symmetry and transitivity of equality, the original equation yields

6 2
. ~7.
575

Now we add (- 2) to both sides. The right side becomes 7+ (- 2) = . Working
with the left side, we get

6 +2 + _2)_¢ X+ 2+ 2 (associativity)
575 5) 75" \5" 5 y
g -x + 0 (negatives)
6 x(property of 0).
So the eguation becomes
6 33
5% 5°

Multiplying both sides by 2 gives

5 (6 \ 5 33
6 \5%) "6 5°

By associativity and the property of the identity element 1, the left side becomes

56
. x=1-x=
(6 5) X x=x,

so the original eguation becomes
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Here, in addition to the abelian group properties of addition used to solve thefirst
equation, we used:

e closure of multiplication, which means, the product of two rational numbersis a
rational number: if  and b are rational numbers, then soisa - b: thus, (3x) - é is
arational number;

e distributivity of multiplication over addition: for al a,b,c in Q, (a+5b)-¢ =
a-c+b-cithus, (3r+1)-2=(3x)-2+1-%

e associativity of multiplication: for al a,b,c in Q, (a-b)-c=a-(b-c); thus,
(30)-5 =3 (x-2);

e commuitativity of multiplication: foral @,binQ,a-b=b-a;thus, (x- 2) = (2 -x);

e lisamultiplicativeidentity: foral ainQ, 1-a =a; thus, 1- 2 = Z;

e every rational number except O has an inverse: for all « # 0in Q, there exists a

rational number a ! sothata a1 = 1; thus, 3- & = 1.

These properties mean that the set QQ of rational numbers with the operations of
addition (+) and multiplication (- ), isafie d.

The set Z of integers with addition and multiplication satisfies all of the proper-
ties of QQ listed above except the existence of multiplicative inverses. Such a set is
called acommutative ring.

These properties of numbers seem so natural that you probably lost patience with
how tediously we solved those two equations.

But if you have seen calculus in 3-space, consider the set R3 of vectorsin space.
Thereare two operationson R, vector addition and the cross product. The three unit
vectorsin R® arei = (1,0,0), j = (0,1,0) and k = (0,0, 1), and the cross product of
these vectorsis given by:

iXi=jxj=kxk=0,
iIXj=—jXi=kjxk=—kxj=ikxi=—ixk=].
Every vector (a,b,c) in R3 isalinear combination of i, j and k: (a,b,c) = ai+bj +
ck, so we extend the cross product to all vectorsin R® by distributivity.

Example 1. Using the same steps we used in solving (3-x+1)-2=71inQ, let us
try to solve the equation
((Ixv)+j)xj=k

where v = (x,y,z) = xi+yj+ zk is a vector with unknown components x, y,z to be
found.
Distributivity works, to give

(ixv)xj+jxj=k,
and j x j = 0, the zero vector. But then, to work with
(ixv)xj=k,

we can’'t use commutativity and associativity as we did in Q, because both fail
(for example, (i x j) x j #ix (j x j)). What to do? In fact, none of the properties
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pertaining purely to multiplication work with the cross product except closure: no
associativity, nocommutativity, no identity element, hence, of course, no multiplica-
tive inverses. (Since v = xi + yj + zk, we can try to solve for the components of v.
Using distributivity, we find that (i x v) = —zj + yk, then (—zj +yk) x j = —yi, SO
the equation becomes

7yl = k7

which isimpossible.)

So if we have a set of objects on which the operations of addition and multipli-
cation are defined, and we want to solve equationsin that set, it is very helpful that
the operations satisfy the properties we are accustomed to using with numbers.

Now we codify the definitions we gave above.

To define agroup, we start with aset G with an operation *. The operation x may
be thought of as afunction whose domainisall of G x G (ordered pairs of elements
of G) and whose rangeis G. That meansthat for every ordered pair (a,b) in G x G,
axbisan element of G. The property that  is defined for al pairs of elementsof G
is often described by saying that G is closed under the operation .

Defini ion. A set G with an operation * isagroup if:

(associativity) For al a,b,cin G, (axb)xc=ax* (bxc).

(identity) There exists aspecial element e in G, called the identity, so that for all
ainG,exa=axe=a.

(inverse) For every a in G, thereisanelement hin G sothataxb = bxa = e.
The group G iscaled abelian if in addition:

(commutativity) For al a,bin G,axb=bxa.

With the operation +, Z and QQ are abelian groups.

Defini ion. A ring (with identity) is a set R with two operations, + and -, and two
special elements, 0 and 1, that satisfy:

R with the operation + (addition) is an abelian group with identity O, called the
zero element of R. The element b so that a + b = b+ a = 0 isthe negative of a.

R with the operation - (multiplication) satisfies the associative property, and the
element 1 istheidentity element under multiplication.

R with + and - sdtisfies the distributive laws: for every a,b,c in R, a(b+c¢) =
(ab) + (ac),and (a+b)c = (ac) + (be).

If in addition, the multiplication - on R satisfies the commutative law: for all a,b
iNR,a-b=>b-a,then R is called a commutative ring.

Examples: Z, Q, R,C, and the sets Z/mZ of congruence classes of integers mod
m are all commutative rings.

Some examples of sets that are not rings are:

the set N of natural numbers, with the usual operationsof + and -;

theset R, of al nonnegative real numberswith the usual operations of + and -;
the set Z — {3} of al integers except 3 with the usual operations of + and -; and
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the set R3 of all vectorsin real three-space, with vector addition, and cross prod-
uct as multiplication, as we observed above.

Theset Z — {3} isnot aring with respect to the usual addition and multiplication
in Z for the reason that Z — {3} is not closed under addition: if a,b arein Z — {3},
then a + b need not bein Z — {3}. For example, 1+2=3: 1and 2 arein Z — {3},
but 3is not.

If Risaring, and S isasubset of R that is closed under addition, multiplication,
taking negatives, and has 0 and 1, then S isalso aring. To see this, one has to check
the properties, associativity of addition, distributivity, etc. But all of them hold in S
because S isasubset of R, and all of the operationson S are the same as those on R.
So the axioms are valid for S because they arevalid for R. When R isaringand S'is
asubset of R whichisaring with the operationsthose of R, we call S asubring of R.

Example 2. Z can be thought of as a subset of QQ by identifying the integer a with
the rational number a/1. Then Z is a subring of Q. Similarly, R is a subring of C.
But Z/mZ is not asubring of Z, since Z/mZ is not a subset of Z. Rather, it isa set
of subsets of 7Z, the congruence classes of Z modulo m.

We now verify that Z/mZ is a commutative ring. We shall write [d],, as [«] if the
modulus m is clear from the context.

Theorem 1. Z/mZ is a commutative ring with identity for every m > 2.

Proof (Sketch). We defined addition, multiplication, and subtraction in Z/mZ by
[a] + [b] = [a+b], —[a] = [—a], [a] - [b] = [a- b]. Set 1 = [1],0 = [0]. With these
definitions, it is easy to show that since Z is a commutative ring with identity, then
S0 is Z/mZ. For example, to verify the associative law for multiplication, let a,b, ¢
be any elements of Z, then

[a] - ([b] - [c]) = [a] - [b-c]
=la-(b-0)]
= [(a-b) -] (since associativity holdsin Z)
=la-b]-[]
= ([a] - [B]) - [c]
The other properties are equally easy to verify. O

Units. To define afield, it is helpful to look at the set of invertible elements of a
commutative ring:

Defini ion. Anelement « of acommutativering R iscalled aunit of R if there exists
somebinRsothata-b=5b-a=1.

Example 3. In Z only 1 and —1 are units. In Q every nonzero rational number is
aunit.
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The statements “a isaunit” and “« has an inverse” mean the same thing.

We explored the units of Z/mZ in Chapter 6E, and found that [a],, iINZ/mZ isa
unit iff thereisan integer b so that «b =1 (mod m), if and only if (a,m) = 1.

A useful fact about unitsis that units are closed under multiplication; that is, if
a and b are units of R, s0 is ab. For if a,b are unitsof aring R, and a~1,p~* are
their inverses, then ab has an inverse also, namely, 5~ 1a~1. Thus the units of a ring
R form a group under multiplication.

We will denote the group of units of R by Ug.

Now we define afield.

Defini ion. A fie d F isacommutativering (henceisaset with addition, multiplica-
tion, 0, and 1 satisfying all the properties of acommutativering) with two additional
properties:

(inverses) Each a # 0in F isaunit.

(non-triviality) F has at least two elements.

Thus F isafield if F isacommutative ring and the group of units Ur contains
all elements of F except the zero element 0.

Examplesof fieldsinclude Q, R, C, but not Z. We will determine the m for which
Z/mZisafield in Section 7C.

Here are some basic properties of groupsand rings:

Proposition 2. 4 group has only one identity element.

Proof. Suppose e and ¢’ are both identity elements. Then ex ¢’ = ¢’ since e is an
identity element, and e x ¢’ = e since ¢’ is an identity element. Soe = ¢'. O

Proposition 3. 4 ring with identity contains only one zero element and only one
identity element.

Proof. If Risaring, then R isagroup under addition, so has only one zero element
by the last proposition. If 1 and 1’ are two identity elements, then1=1-1' =1"as
in the proof of the last proposition. O

Proposition 4. In a group, an element has only one inverse.

Proof. Given g in the group, let 4 and k be inversesfor g. Then hxg=gxh = e,
and g« k=e. Then
gxh=gxk.

Multiplying by /4 on the | eft gives:
hx(gxh)=hx(gxk)
(hxg)xh= (h=g)xk by associativity
exh=exksncehxg=e,
h=k
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This proposition implies that in aring, an element ¢ has only one negative, de-
noted —a, and if 5 is a unit of a ring with identity, then 4 has only one inverse,
denoted h 1.

Exercises.

1. Inaring with identity, provethat (—1)- (—1) = 1.

2. Inaring R with identity, provethat —(—a) =aforal ainR.

3. ShowthatinaringR,ifa+b=danda+c=d,thenb=c.

4. ShowthatinaringR,ifa-b=b-a=1anda-c=1,thenb =c.

5. Show that inaring R, if a hasan inversein R, then there is a unique solution in
R to the equation ax =d.

6. Provethat for al a,binaring R, (—a)b = —(ab) = a(—b)
7. Show that if R isaring, thenfor every binR,b5-0=0.

8. Let G beagroup, with operation x and identity element e. Proveleft cancellation
inG:foral a,b,cinG,ifaxb=axc,thenb=c.

9. Let G beagroup, with operation x. Prove left solvability in G: for every a and b
in G, thereissomex in G so that a xx = b.

10. Prove A field F' is a commutative ring with identity and with at least two
elements, such that for all « £ 0 and b in F, the equation ax = b has a unique
solutionin F.

11. Suppose F isafield, and a isanonzero element of F. Show that if », s arein F
and ar = as, thenr =s.

12. Determine which of the axioms for acommutative ring hold and which fail for
() N;
(i) Ry.

13. For a/b and ¢/d rational numbers, say a/b=c/d (mod 1) if (a/b) — (c¢/d) is
an integer. Call the set of congruence classes mod 1, Q/Z.

(i) Show that every rational number is congruent (mod 1) to a rational number
a/bwith0<a/b< 1.

(ii) Define addition and multiplication in Q/Z by working with representatives
betweenOand 1 asfollows. If0< § <land0< ; <1theny. S =¢oand |+ G =
the fractional part of %"

IsQ/Z acommutativering? a field? Check the axioms.
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14. InR3 with the operations of vector addition and crossed product:
(i) can you find two vectors v and w so that

VXW=WXYV

and v x w is not the zero vector?
(i) can you find three vectors v, w and y so that

(VXW)Xy=vX(WXYy)
and (v x w) x y is not the zero vector?
15. Find the unitsof Z/6Z; of Z/7Z; of Z/8Z.
16. If misodd, find theinverseof [2],, in Z/mZ.

17. Find the unitsof Z /217 and verify that they are closed under multiplication.

B. FOIL

In this section we look at some ancient and modern consequences of the axioms of
acommutative ring.

Let’sstart with an ancient property. Proposition 1 of Book 11 of Euclid’'s Elements
isthedistributive law in the generalized form:

AB+C+D+...)=AB+AC+AD +....
Proposition |1-5 of Euclid's Elements is the property,
A?> —B?=(A+B)(4—B).

Perhapsit is worthwhile, if tedious, to prove this from the properties of a commuta-
tivering:
(A+B)(A—B)=(A+B)(4+(—B))

= A(A+ (—B))+ B(4 + (—B)) (distributive law)

= (424 A(—B)) + (BA + B(—B)) (distributive |aw)

= (424 (—(4B))) + (BA+ (—(B?))) (by Exercise 6, above)

— (4% + (—4B))) + (4B + (—(B?))) (commutativity of multiplication)

= (424 (~AB+4B)) + (—(B?)) (associativity of addition)
(A2 0) B2 (definition of negatives)
— A% — B? (definition of zero)

+
+
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Table 7.1 Ordinary multiplication

ai ao
by bo
arbg aobo
arby apby

aiby aob1+aiby apbo

The three applications of the distributive law in the first two lines of the proof are
equivalent to an application of the mnemonic, “FOIL”. To multiply (a+ b)(c+d),
multiply the First terms, then the Outside terms, then the Inside terms, then the Last
terms, and then add them, to get ac + ad + bc + bd.

Here is an easy consequence of FOIL:

Proposition 5. For all ag,a1,bg, b1 in a commutative ring,
arbo+ aghy = (albl + aobo) — (al — ao) (bl — bo).

This proposition may seem routine, but in fact it has a rather interesting conse-
guence discovered only in 1962, known as:

Karatsuba multiplication. Consider the usual agorithm for multiplying two 2-
digit numbersair + ag and byr+ bg in base r, aslaid out in Table 7.1.

Ordinary multiplication uses the distributive law, associativity of addition and
commutativity of addition and multiplication:

(alr + ao) (blr + bo) = (a1b1r2 + albor) + (aoblr + aobo)
= a1b1r2 + a1bor + agb1r + agbo
= a1b1r2 + (a1b0 + aobl)r ~+ agbg

and involves four multiplications of digits: a1b1, aghz, a1bo, and agbg.
Proposition 5 shows that we can replace the middle term apb1 + a1bo by (a1b1 +
aopbo) — (a1 — ao) (b1 — bp), in which case the algorithm is

(alr + ao) (blr + bo) = a1b1}’2 + (a1b0 + aobl)l’ + apbg
= a1b1r? + (a1b1r + aghor — (a1 — ao) (b1 — bo)r) + aobo
= (aobor + aobo) + (alblrz + alblr) — (a1 — ao) (bl — bo)l’,

which may belaid out asin Table 7.2.

This way of multiplying is called Karatsuba multiplication. Multiplying takes
more time than adding (why were logarithms invented in 16147?), so Karatsuba
multiplication has an advantage over the usual algorithm for multiplying two two-
digit numbers-we only need to do three multiplications of digits:
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Table 7.2 Karatsuba multiplication

ai ao

by bo
aobg aobg
a1by arby

—(a1—ao)(b1 — bo)

arby apb1 + abo aobo

apbo
aiby
(a1 — ao) (b1 — bo)

rather than four multiplications:
apbo

albl
arbg
agby
The strength of Karatsuba multiplication lies in extending the method to large
numbers.

To multiply two numbersof four digitseachin base 10, writethem as a1 - 102+ aq
and by - 10? + bo. Then using Karatsuba,

(a1-10? + ag) (b1 - 10° + bo)
= (a1by - 10%+ (a1b1 + agho — (a1 — ag) (b1 — bo))10% + agho.

Thisinvolvesthree multiplications of two-digit numbers:

apbo
aiby
(al — clo) (bl — bo).

Each of these multiplications requires three multiplications of single digit numbers,
for atotal of nine multiplicationsof singledigit numbers. The usual method requires
16 single digit multiplications.

In general, we can show

Proposition 6. Multiplying two numbers of 2" digits each in any base r requires
4" digit multiplications with the usual algorithm, and 3" digit multiplications with
Karatsuba.

Thus for multiplying two 32 = 25-digit numbers, Karatsuba requires 3° = 243
digit multiplications, rather than 4°> = 1024 digit multiplications for the usual
algorithm.
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Proof. Forn=1weshowed that the usual algorithm requires4 digit multiplications,
and Karatsuba requires 3. Suppose the result is true for numbers of 2¢ digits. If we
havetwo numbersof 2¢+1 digits each, writethem asa = a12% +ag and b = b1 2+ by
where a1, ag, b1, bo have at most 2* digits. Karatsuba computes the product ab using
three multiplications of numbers with 2¢ digits, instead of four multiplications. If
we assume, by induction, that multiplying two numbers of 2* digits takes 3¢ digit
multiplications via Karatsuba, and 4* via the usual agorithm, then to multiply a
and b by the usual algorithm requires 4 - 4% = 4k+1 digit multiplications, and and by
Karatsuba requires 3- 3¢ = 31 digit multiplications. That proves the proposition
by induction. O

Karatsuba multiplication is an example where the desire for fast algorithms for
computing led to afresh ook at one of the most basic algorithmsin mathematics.

Exercises.

18. Prove Euclid's Proposition 1 in the form
A-(B1+B2+...+By)=A-Bi+A-Ba+...4-B,
foral 4,B1,...,B, inaring, by induction on x.

19. Try Karatsuba multiplication on
(i) 37-56
(i) 3456 - 4528

20. Try Karatsubamultiplication on (56,45)e0- (37, 34)g0 (two numbersin base 60,
as used by the ancient Babylonians).

C. Zero divisors and Z/mZ

In R = Z or any field, the following property holds:
(nzd) Foral a,binR,if ab=0,thena=00r b =0.

A nonzero element a of aring R for which there is some b, also not zero, with
ab =0, is caled a zero divisor. The terminology is reasonable, for if a,b,c are
numbersand ab = ¢, then a isadivisor of ¢, or a*“c-divisor.”

A commutative ring, such as Z, which satisfies (nzd) is said to have no zero
divisors. Thusthering Z has no zero divisors.

But there are rings that do have zero divisors, and we have begun to encounter
them. To take the smallest example, consider Z/47:

[2]4-[2]a= [4]a=[0]4,
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the zero element of Z/4Z. Thus [2]4 is a zero divisor in Z/4Z, so 7 /4Z has zero
divisors. Or inZ /67,

(36 [4l6 = [12]e = [Oe,

so both [3]g and [4]g are zero divisorsin Z /67.
If you have encountered matrices, then you probably know that the set M of 2 x 2
matrices with real entries has an addition and a multiplication on it, and if we set

(59 0- (39

then 7 and 0 act as the identity and zero elements, respectively. Then the set M isa
ring. But M is not commutative, for

(60) (65) = (60)-
(66) (60) = (60):

and M also has zero divisors, as you can see.
In acommutativering R, if a and b arenot 0 and ab = 0O, then we'll call b acom-
plementary zero divisor for a, or say that a and b are complementary zero divisors.
If a is azero divisor, then « may have many complementary zero divisors. For
example, in Z/127Z, [6] has complementary zero divisors [2],[4],[6],[8] and [10].
Any non-zero solution of [6]1,X = [0]12 is acomplementary zero divisor for [6]12.
Non-zero divisors can be canceled:

while

Proposition 7 (Cancellation). Let R be a commutative ring and suppose a # 0in R
is not a zero divisor. Then if b,c are in R and ab = ac, then b = c.

Proof. From ab = ac we obtain ab — ac = 0, hence
a(b—c)=0.
Sincea isnot a zero divisor and a(b — ¢) = 0, we must have b — ¢ = 0, and so
b=c.
]

Corollary 8. If a is a non-zero divisor of a commutative ring R, then for all b in R,
the equation ax = b has at most one solution.

Proof. If axy = b and ax, = b, then axy = axy. By cancellation, x1 = x». O

If the commutative ring R has no zero divisors, Corollary 8 appliesto all equations
ax=bfora#0.
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A similar result istrue for polynomial equations of higher degree, aswe'll seein
general in alater chapter. But we can do degree 2 here.

Recall that a quadratic equation x> — rx 4 s = 0 with 7,s in the real numbers R
has at most two roots in R, namely, the two roots given by the quadratic formula:
x= ’gb where b is anumber whose squareis 2 — 4s, if such anumber b exists. But

in general we have:

Proposition 9. Let R be a commutative ring. If R has no zero divisors, then for every
r,s in R, the equation x*> — rx +s = 0 has at most two solutions in R. On the other
hand, if R has non-zero elements a and b such that ab = 0 and at least three of 0,a,b
and a + b are distinct, then the equation x> — (a+ b)x = 0 has at least three roots
inR.

Proof. Suppose a and b are complementary zero divisorsin R, so that a,b # 0 and
ab = 0. Then it's easy to check that
x> —(a+b)x=0

has four solutions: a,b,a+ b, and 0. So if at least three of these are distinct, then the
equation has at least three distinct roots.
Conversely, suppose R has no zero divisors, and suppose x® — rx +s = 0 hastwo
solutions a, b: thus,
a®—ra+s=0,
b>—rb+s=0.

Suppose aso ¢ isasolution, so that
A —rc4s=0.

Subtracting this last equation from each of the previous two, we get

rla—c)=a*—c?=(a+c)(a—c),
rb—c)=b?>—c?=(b+c)(b—c).

Since R has no zero divisors, if ¢ # a and ¢ # b, we can cancel a — ¢ from the first
equation and » — ¢ from the second, to get

r=a-+c,
r=b+c,

whichimpliesthat a = b. Thusif a # b, then ¢ must equal a or b, and so there cannot
be more than two solutions of x2 — rx + s = 0. O

Our experience with numbers might suggest that a ring having zero divisorsis
not as “natural” as aring that does not, because the rings we encounter in courses
through calculus: Z, Q, R, C, all have no zero divisors. In fact, Q, R and C are
fields, Z is a subring of afield, and:
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Proposition 10. 4 feld has no zero divisors.

The converse of this proposition is not true: Z is not a field, and Z has no zero
divisors.
Proposition 10 followsimmediately from

Proposition 11. /n a commutative ring R, a unit cannot be a zero divisor.

Proof. Suppose a isaunit in R. To show that a is not a zero divisor in R, we will
show that if ab = 0 in F, then b must be 0. Suppose ab = 0. Multiply both sides
on the left by a2, to get a=*(ab) = a0 = 0. Reassociating the |eft side, we have
(a=ta)b =0, hencel-» =0, henceb = 0. O

Now we consider Z/mZ. Isit afield? Does it have zero divisors? If you check
back to the multiplication tables for Z/3Z and Z/4Z, you will observe that Z/3Z
isin fact a field—every non-zero element has an inverse-whereasin Z /47 property
(nzd) (no zero divisors) fails, because [2] - [2] = 0, and aso the property that al the
non-zero elements have inverses fails, because [2] has no inverse.

Whether or not Z/mZ is afield is easily decided once we recall which elements
areunitsin Z/mZ.

Theorem 12. In Z/mZ,
(i) [a] is a unit, if (a,m) = 1;
(ii) a] is a zero divisor, if 1 < (a,m) < m; and
(iii) [a] = O, if m divides a.

Proof. If m dividesa, thena =0 (mod m), so [a] = [0]. Thus (iii) holds.

To prove (ii): suppose (m,a) =d and 1 < d < m. Thena isnot amultiple of m, so
[a] # [Q]. But since d dividesm, thereis anumber e with 1 < e < m so that de = m.
Then [e] # [0], while ae isamultiple of de = m, 0 [a][e] = [ae] = [0]. Thus [¢] isa
zero divisor.

We proved (i) in Chapter 6. (Can you recall the proof?) O

Corollary 13. Z/mZ is a f eld iff m is prime.

Proof. 1f [a] isany nonzero element of Z /mZ, then m doesn’t dividea. If m isprime,
it followsthat (a,m) = 1, hence [«] is aunit. Thus every nonzero element of Z/mZ
isaunit, so Z/mZ is afield.

If m isnot prime, thenm = a- b with 1 < a,b < m; then [a][b] = [m] = [0], while
[a] and [b] are not zero. Thus Z/mZ has zero divisors, and so cannot beafield. O

Let p be a prime number. The field Z/pZ is so often used in mathematics that
it has been given its own Special Roman symbol, just like the integers (Z), ratio-
nals (Q), real numbers (R), and complex numbers (C), namely, I, “the field of p
elements”

Wewill useZ/pZ and I, interchangeably. Note, however, that if m is not prime,
then Z/mZ is not afield, so we do not use the notation IF,, to refer to Z/mZ unless
m is prime. (In fact, if ¢ is aprime power, like 9 or 16, then there is afield with ¢
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elements, which is essentially unique. The notation IF, then denotes that field with
g elements. F, will, of course, not be Z/gZ if ¢ is not prime, because Z/¢Z is not
afield.)

We can prove a version of Theorem 6 that is valid for any ring with a finite
number of elements.

Theorem 14. If R is a finit commutative ring with identity, and a is any non-zero
element of R, then a is either a unit or a zero divisor.

Proof. Suppose R has n elements (it does not follow that R = Z/nZ). Letting a® =
a-a-...-a (s factors) for any natural number s, and «® = 1, consider the set of
elements

1=4d%a,d%,d%,....d"

Thisisaset of n+ 1 elementsin R, a set of n elements. So two of them must be
equal. Supposea” = o’ for somer > 0,d > 0. Then

SO
a"(a®—1)=0.

Choose » minimal sothat " (a? —1) = 0. 1f » =0, thena? —1=0,s0a(a’ 1) =1
and g isaunit of R. If » > 0, then

by minimality of »,while

Thusa isazero divisor of R. O

The proof showsthat if @ isaunit of R, then thereissomed > O witha? = 1. The
minimal such d > O is called the order of a. We will study the orders of elements of
Z/mZ in Chapter 9.

Example 4. In Z /57 the order of [2]s is4: [2] # 1,[2)%> # 1,[2]° # 1, while [2]* =
[16] = 1.InZ/7Z, theorder of [2]7is3, because [2] # 1, [2]% # 1, while[2]*= 8] = 1.

Exercises.

21. For each m with 6 < m < 13, how many zero divisors does Z/mZ have?

22. Suppose R isaring with no zero divisors, and S is asubring of R. Show that S
has no zero divisors.

23. SupposeR isaring, and a isazero divisor in R. Show that the “homogeneous’
equation ax = 0 in R has more than one solution for x.
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24. Inaring R, show that for any b in R, if the“non-homogeneous’ equation ax = b
has some solution x = xq in R, then every solution of the equation ax = b is of the
formx = xg + ¢ where ¢ is a solution of the homogeneous equation ax = 0.

25. (For those who have had a coursein linear algebra). Let R be thering of n x n
matriceswith real coefficients. Suppose M isan x n matrix. Show that the following
conditions are equivalent:

(i) M # 0 and therank of M is <n.

(if) M isazerodivisor in R (on both sides).

(iii) M # 0 and for any column vector B, the equation MX = B has either no
solutions or infinitely many solutions.

26. In Z/18Z, show that [6]1g is a zero divisor. Find all solutions of the equation
[6]18X = [12]18.

27. Show that if [a] in Z/mZ isazero divisor, it cannot have an inversein Z/mZ.

28. InZ/15Z, identify the zero divisors, and for each, find all of the complementary
zero divisors.

29. InZ/16Z, identify the zero divisors, and for each, find all of the complementary
zero divisors.

30. InZ/18Z, identify the zero divisors, and for each, find all of the complementary
zero divisors.

31. InZ/26Z, find theinverses of [9], [11], [17], and [22].
32. InZ/365Z, find, if possible, theinverses of [53], [73], [93], and [113].

33. Let R be acommutative ring with no zero divisors. Supposez is an element of
R satisfying z2 = 1. Show that z = 1 or z = —1.

34. Findtheorder of [3] inZ/7Z.
Here are some new examples of rings:

35. InF3 = Z/37Z, there is no solution of the equation x*> = —1, just asin R. So
“invent” asolution, call iti. Theniisanew “number” that satisfiesi> = —1. Consider
the set F3[i] consisting of all numbersa + bi, with a, b in F3. Add and multiply these
numbers as though they were polynomialsin i, except whenever you get i2 replace
itby —1.

(i) Write down the nine elements of F3]i] .

(ii) Show that every nonzero element of [F3[i] has an inverse, so that F3fi] isa
field.

(iii) Find the order of 1+ 1.

36. Consider, as in the last exercise, the set F»[i] of numbers of the form a + bi
wherea and b are elements of F, = 7/27. Again, i> = —1, which in I, isthe same
as 1. Write down the four elements of F»[i]. Which elements have inverses?

37. Consider the set Q[i] of numbersa + bi wherea and b arein Q. Show that Q][]
isafield.
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D. Homomorphisms

Functions from one set to another are ubiquitous in higher mathematics. Calculus,
for example, is ailmost entirely devoted to the study of functions from the real num-
bers to the real numbers. Linear algebra is the study of vector spaces and certain
kinds of functions (linear transformations) from one vector space to another. So it
is not surprising that mathematicians studying algebra should be interested in func-
tions as well. But just asin linear algebra, the functions of interest in algebra have
special properties.

We begin with some terminology. Let R,.S betwo rings. Let f be afunction from
R to S. Thus R is the domain of f, and S isthe range of f: foreachr inR, f(r) is
an element of S. To state concisely the domain and range of £, we often write the
function as

fiR—S.

Related to the range isthe image of f: R — S, namely, the set of elementss in S
such that s = f(r) for somer in R. Theimage of /' : R — S may or may not be all
of S.If theimageisall of S, we say that the function f'is onto S, or issurjective.

Among all possible functions f: R — S, we are interested in those functions
which “respect” the fact that R, S, as rings, have algebraic operations. +,-, — and
specia elements0,1. Thuswecall f: R — S a ring homomorphism, or, for short, a
homomorphism, if f satisfies the following properties:

(i) fr+r)=fr)+ (") foral n/ inR.
Here the addition of /(r) and f(+') isthe additionin S.
(ii) f(r-¥)=fGr)- () foral 7 inR.
Again, the multiplication on the right-hand side of the equationisin S.
(i) f(1)=1.

Herethe 1 in /(1) isin R, and the 1 on the right side of the equation isin S. To
be perfectly precise, we might better label the identity element of R by 1z and the
identity element of S by 15, and write f(1z) = 1s. But if you recall that f is a
function from R to S, then the 1 in the expression “ /(1)” can only be an element of
R, and the 1 on the right side of the equation /(1) = 1 can only be in S. So there
should be no confusion arising from leaving out the subscripts.

If f satisfies the conditions (i)-(iii), then

) f(0)=0.

Here again the left Oisin R, and theright O isin S. This property follows from (i).
For givenany b in R,

f(b) = f(0+b) = f(0) +/(b);
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adding — /(b) to both sides gives

0=7(0)+0=(0).
Also
(v) f(=r)=—f(r)forany rinR.
To see this, notice that by definition of the negativein S, we have

0=f(0) = f(r+(=r)) = f(r) + f(=r).
Since the negative of any element of Sisunique, f(—r) = —f (7).
If /isahomomorphismthen f aso satisfies:
(vi) If a hasaninverseatinR,
then f(a) hasaninversein S, namely, f(a1).

Thus, if f: R — Sisaring homomorphism, then f maps Uz, the group of unitsof R,
into Us, the group of units of S. (The proof is left as an exercise.)

A ring homomorphism £ is one-to-one, or injective, if f is one-to-oneas afunc-
tion, that is, for al a, b in R, if f(a) = f(b) thena = b.

Hereis aconvenient test:

Proposition 15. 4 ring homomorphism f is one-to-one if and only if O is the only
element r of R with f(r) = 0.

Proof. 1f r#0and f(r) = 0, then since /(0) = 0O, f is not one-to-one; on the other
hand, if f is not one-to-one, then there are two different elements « and » of R so
that f(a) = f(b). But then f(a — b) = 0, and a — b is not the zero element of R. O

Defini ion. Let /: R — S be ahomomorphism. The kernel of f, written ker(f), is
the set of elementsr of R sothat f(r) = 0. Concisely,

ker(f) = {rinR | f(r) = O}.

The size of the kernel of a homomorphism f describes how far /' : R — Sisfrom
being one-to-one. If ker(f) = {0}, then f is one-to-one. In general, we have:

Proposition 16. Let /' : R — S be a ring homomorphism and let s be in the image
of f. Then {rin R | f(r) = s} is in one-to-one correspondence with ker(f)

Proof. tiseasy to seethat if f(rg) =s, then
{rinR| f(r)=s} ={ro+k| kin kerf}. 0

Thusif ker /" has m elements, then f is an m-to-one function.
Here isauseful property of fields:

Proposition 17. Let /- R — S be a homomorphism where R is a feld and 1#Qin S.
Then f is one-to-one.
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Proof. Supposea # 0in R. We show f(a) # 0. Since R isafield, a has an inverse,
atThenl=f(1)=f(a-at)=f(a)-f(a1).If f(a)=0.then1=0-(a"1) =0.
Thisisacontradiction, since 1 = 0 in S. Thus the kernel of /" contains no element
of R except 0, and f is one-to-one. O

Here are two very simple examples of ring homomorphisms.

Example 5. The most trivial examples are the identity homomorphisms. Let R be
any commutativering, and let i : R — R be the function defined by i(») = r for any
rinR. Theniisobviously aring homomorphism and is one-to-one and onto.

Example 6. Let S be a commutative ring and let R be a subset of S whichisaso a
commutative ring with the same addition and multiplication that S has, and such that
the identity and zero elements of S arein R. For example, let S be the real numbers
and R be the rational numbers. We can then define a homomorphismi: R — S, the
inclusion map, by i(r) = r.

The only difference between the two examplesaretheranges. In thefirst example
therangeis R, whilein the second exampletherangeisthering S. If Sistruly larger
than R, then the function in the second exampleis not onto.

These two examples illustrate a difference between functions in algebra and
functionsin beginning calculus. In calculus, all the functions have the same range,
namely, the real numbers (depicted geometrically as the y-axis); in algebrathere are
many different rings, and hence many different possible ranges. When we introduce
afunction it is important to specify both the domain and the range of the function
as part of the definition of the function.

Homomorphisms with Domain Z. In the rest of this section we find al ring ho-
momorphismswith domain Z .

Example 7. Let R be acommutative ring with identity 1z. Define ahomomorphism
f:7Z — R asfollows:

f(0) = O, the zero element of R. Thisisrequired by property (v).

f(1) = 1. Thisisrequired by property (iii).

For k> 1, define f(k+1) = f(k)+ f(1) = f(k) + 1z. Thisdefinition of f(k+ 1)
isrequired by property (i). Then by induction, for any n > 0,

f(n) =1+ 1zg+...+ 1z (n summands)

which we shall writeas# - 1.

If n>0,then f(—n) = —f(n) = —(n- 1), whichwe'll writeas (—n) - 1z.

Thus for any n in Z, f(n) = n- 1, and this definition of f(n) is forced by the
condition that / be a homomorphism.

Proposition 18. The function f: 7Z — R define by f(n) = n-1g, is a homomor-
phism, and is the only ring homomorphism from Z to R.
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Proof. Inthe proof write 1z = 1. We just showed that if f is ahomomorphism from
Z 1o R, then f(n) = n-1g, s0 f isuniqueif in fact f isahomomorphism. To see that
f isahomomorphism, we need to check properties (i)-(iii).

Property (iii) is true by definition.

Property (i) isthat for any m,ninZ, f(m+n) = f(m) + f(n), that is,

m-14+n-1=(m+n)-1

Thisfollows by associativity of additionin R.
Property (ii) isthat f(mn) = f(m)f(n), that is,

(m-1)-(n-1)= (mn)-1.
Thisis aconsequence of the distributive law: if n > 0, then
n-1=(14+1+...+1) (nsummands),

and so
(m-D(n-1)=(m-1)(1+1+...+1)

(m-1)14...+(m-1)1

+...+(m-1) (nsummands)

1

)

+...+1 (mntimes)
1,

= (m
= (m
1+

= (mn

If n<O,writen-1=(—n)-(—1) = —(—n)-1and again use distributivity. O

Here are some examples of the homomorphisms defined by Proposition 18.

(1) Let R = Z, then the homomorphism f': Z — Z isdefined by f(n) =n-1=n.
Soin thiscase f isthe identity function on Z.

(2 LetR=Q, then f:Z — Q:isdefined by f(n) =n- i =1, and isthe usual
embedding of the integersinside the rationals. That is, f is the inclusion map from
7 to Q, and is one-to-one.

(3) Let f, : Z — 7Z/mZ be the function defined by f,,(a) = [a],,. We check the
properties (i)-(iii):

(i) fm(a+b) = fu(a)+ fn(b)? Thisis the same as [a + b, = [a]m + [b]m- But
thisis the way we add congruence classes, So (i) holdsfor f,,.

(i) fm(a-b) = fm(a)- fu(b)? Thisisthesameas [a - b],, = [a]m - [b]m- Thisisthe
way congruence classes multiply. So (ii) holdsfor f,,.

(iii) fm(1) = 1?The“1” ontheright sideis the congruenceclass of theinteger 1,
that is, [1],,. Since f,,(1) = [1],, by definition, (iii) holds. Thus f,, is a homomor-
phism.

Noticethat for n > O, f,,(n) = [n] = [1] + [ +... +[1] = n-[1], S0 f isthe map
defined in Proposition 18.

The functions f,, : Z — Z/mZ are al onto, that is, for any congruence class [d]
in Z/mZ, there is some integer, namely «a, so that f,,(a) = [a]. However, f,, is not
one-to-one. In fact, any two integers that are congruent (mod ) are mapped to the
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sameclassin Z/mZ by f,,. The kernel of f,, isthe set of integersthat are multiples
of m. That is, ker(f,,) = [0], thought of as a set of integers, rather than an element
of Z/mZ.

The characteristic of a ring.

Defini ion. Let /': Z — R be the homomorphism defined in Proposition 18. If 1 is
one-to-onethen R is said to have characteristic zero.

If " is not one-to-one then there is some nonzero integer ¢ in the kernel of f. If
f(e) =0, then f(—c) = —f(c¢) = —0=0, s0 there is a natural number in ker(f).
Let m be the smallest natural number (>0) in ker(f).

Proposition 19. If /' : 7Z — R is a homomorphism and m is the smallest natural
number in Ker(f), then kexr(f) is the set of integers that are multiples of m.

Proof. If bisinker(f), then divideb by m:
b=mq+r,
where 0 < r < m. Applying f to that equation, we have

0=7(b) = f(m)f(q)+ f(r) =0-f(g) + f(r) = f(r),

so risinker(f). But since m isthe smallest natural number in ker(f), » must = 0.
So m dividesb. 0

Let mZ denote the set of all multiples of the natural number .

Proposition 20. Let R be a commutative ring with no zero divisors, and [ .7 — R,
f(n) =n-L Ifker(f) = mZ and m # O, then m is prime.

Proof. If m isnot prime, then m = a-b for some a, b with 0 < a < m,0<b<m.
Then f(a) # 0,/(b) # 0, but 0 = f(m) = f(ab) = f(a)f(b), SO R has zero
divisors. 0O
Defini ion. If R has no zero divisors, and /': Z — R by f(n) = n- 1 isnot one-to-
one, then ker(f) = pZ where p is a prime number. In that case we say that R has
characteristic p.

The last proposition implies that any field has either characteristic zero or char-
acteristic p for some prime p.

To rephrase our definition of the characteristic of afield F: add the identity ele-
ment 1 of F toitself repeatedly, thatis, look at n-1forn=1,2,3,.... If n-lisnever
= 0, then the field has characteristic zero. Otherwise, the smallest positive number
n sothat n-1= 0isprime, and isthe characteristic of the field.

Example 8. Fg has characteristic 3.
More generally, we have

Proposition 21. If F is a fie d with a fin te number of elements, then F has charac-
teristic p for some prime number p.

The proof isleft as an exercise.
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Isomorphisms.

Defini ion. A ring homomorphism f: R — S isan isomorphism if f isone-to-one
and onto. Two rings R and S are isomorphic if there is an isomorphism between
them.

Asafirst set of examples of isomorphisms, we have

Proposition 22. Let R be a commutative ring and let f . 7Z — R be the homomor-
phism define by f(n) =n-1g for all n in Z. If f is one-to-one, so that R has
characteristic zero, then f define an isomorphism from 7 onto {n-1g|nin Z} C R.

Proof. If R has characteristic zero, then 1 is one-to-one. A function maps onto its
image. Thusif f isaone-to-one homomorphism, then £ is an isomorphism from its
domain to itsimage. O

Proposition 23 (Homomorphism Theorem). Let R be a commutative ring and let

f:Z — R be the homomorphism define by f(n) =n-1g for all n in Z. If f is not

one-to-one and ker(f) 2 mZ for some m # Qin Z, then f induces a homomorphism

[ from Z/mZ onto {n-Lg|n in Z} C R, define by f([a]m) = f(a) =a" 1g.
Ifker(f) = mZ then f is an isomorphism from Z/mZ onto

{n-1glninZ} CR.

Proof. If ker(f) contains mZ, then we must show that 1" is a well-defined homo-
morphism. “Well-defined” relates to the fact that while f has as its domain the ring
Z/mZ of congruence classes of integers, the definition of /" isgiven in terms of rep-
resentatives of congruence classes. So we have to show that if we choose different
representatives, the value of 1 isthe same.

We defined f([a]n) = f(a). Suppose[a], = [b]m- Then f(b) = f(a). Forif [a], =
[6]m, then a = b+ mk for someinteger k, S0 f(a) = f(b+mk) = f(b) + f(mk). Since
mkisinthekernel of £, f(b) + f(mk) = f(b). So f(a) = f(b) and f iswell defined.

Then f is a homomorphism, because for any a,b in Z,

S+ b)) = f([a+b]) = fla+b) = fla) + f(b) = f([a]) + /([B))-

Now suppose ker(f) = mZ. Then f([a]) = 0 iff f(a) =0, iff a isin mZ, iff
[a]m = [0],n. Thusthe kernel of f is {[0],,} and so f is one-to-one. Since the image
of f'isthesame astheimageof f, f mapsonto {n-1zx|ninZ} C R. O

The following consequences of Propositions 22 and 23 will be useful in later
chapters.

Corollary 24. Let R be a commutative ring with no zero divisors. If R has charac-
teristic zero, then R contains a subring isomorphic to Z. If R has characteristic p, a
prime, then R contains a subring isomorphic to 7/ p’Z.

Corollary 25. If d,m are integers and d divides m, then the homomorphism f . 7. —
7,/dZ define by f(n) =n-Linduces a homomorphism f : Z/mZ — 7./dZ, and a
map from Uy, the group of units of Z/mZ, onto Uy.
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The proof of Corollary 25 isleft as an exercise.

Example 9. Corollary 25 implies that there is a homomorphism from Z//6Z to
Z/3Z by [a]e — [a]3. Thus:

[Le— [1]3
(2 — [2]3
[3]6 —13]3 = [0l3
(46— [4]3=[1]3
[5]6 — [5]3 = [2l3
[0 — [6]3 = [Ol3

The group of units {[1]e,[5]6} of Z/6Z maps onto the group of units {[1]3, [2]3} of
7,/3L.

Exercises.

38. Show that if /': R — S isahomomorphism, and if a isaunit of R, then f(a) is
aunit of S. Show, infact, that f(a~*) = f(a)~* for any unit a of R.

39. Using the previous exercise, show that the identity function is the only homo-
morphism from Q to Q.

40. Let f:R— S,g:S— T befunctions. Let go /: R — T be the composite of f
and g, that is, (go f)(r) = g(f(r)). Show that if / and g are homomorphisms, then
soisgo f.

41. ProveCorollary 25that if d dividesm and f': Z/mZ — Z./dZ isthe map defined
by /([a]m) = [a]4, then f maps the group of units U, onto the group of units U;.

42. Show that if R isaring, thefunction /' from R to M>(R), the set of 2 x 2 matrices
with entriesin R, given by

for any  in R, isahomomorphism.

43. Show that if F isafield of characteristic p for some prime p > 0, then for every
ainF,a+a+...4+a (ptimes) =0.

44. Show that if F isafield of characteristic 2, then:
(i) —a=aforanyainF,
(ii) forany a,bin F, (a + b)? = a® + b*.

45. Prove Proposition 21 .



Chapter 8
Matrices and Codes

Many applications of the mathematics developed so far are most conveniently de-
scribed in terms of matrices and linear algebra. So in this chapter we present a
summary of matrix notation and its relationship to systems of linear equations.

Readers with some background in matrix theory will need at most to skim the
first four sections of this chapter for notation. Readers for whom matrix theory is
new will find our treatment rather terse, and are urged to refer, as needed, to any of
the numerous textbooks available on linear algebra and matrices.

One point of this chapter is that the formalism of vectors and matrices makes
sense over any commutative ring with identity, and nearly all of the theorems of
elementary linear algebra are valid over any field, not just over the real numbers.
Thus as soon as a set R is identified as a commutative ring with identity, we can
work with matrices and vectorswith entriesin R, and if wefind that R isafield, then
the theory of vector spaces and linear transformationswill be applicable over R.

Thelast two sectionsillustrate the use of matrices over commutativeringsin two
applications: error-correcting codes, which uses matrices over Z /27, and cryptog-
raphy, which uses matrices over Z/26Z. Both applications are historically among
the earliest examples of the use of mathematicsin their respective areas.

We assumein the first four sectionsthat R is a commutative ring with identity.

A. Matrix Multiplication

This section coversthe most basic properties of matrices.
A column vector is a column of elements of R, viz.,

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 147
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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A row vector isarow of elementsof R, viz.,

(al ap - an).
Anm x n matrix isarectangular array of mn elements of R, viz.,

ail aiz -+ Ay
a1 azz - azp

Aml Am2 *°° Amn

which can be thought of as a collection of row vectors placed in a column, or a
collection of column vectorslaid out in arow. When we say that a matrix is m x n,
the first number m is always the number of rows, and the second number # is the
number of columns.

Given arow vector with n elements (placed on the left) and a column vector with
the same number of elements (placed on the right), we may multiply them to get an
element of the ring R:

by
bz
(al ap --- a,,) : =aib1+azbo+ ...+ a,b,.

by
All we need to know about R for this to make sense is that R has addition and
multiplication and addition is associative, so that we can be casual about the order

in which we add the terms in the right side of this last equation.
Exampleswhere R = Z are:

1 2
325 (2 | =2 23|z ) -0 (32)(2> 1

Given an m x n matrix A, we can multiply the matrix (placed on the left) with
an n-element column vector X (placed on the right) by thinking of the matrix as a
collection of m row vectors, each containing » elements, and doing , multiplications
of therow vectorsof A with X. Theresult, AX, isacolumn of m elements:

12 -1 3 123 2 5
2410 2 )=18){o01) |9) = \1)
23 4 1
Given an m x n matrix A (on the left) and an n x p matrix B (on the right), we
can multiply them by thinking of A as a collection of n-element rows and B as a

collection of n-element columns. Theresult, AB, isan m x p matrix whose element
in the ith row and jth column is obtained by multiplying the ith row of A and the
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jth column of B. Thusin the example
1 2 1
2 3 0

the 3 comes from multiplying
2
1 2 1 0
1

@
[FJaes-(322)
B ey-(32)

Notice that the order in which the matrices are multiplied (i.e., which matrix is on
the left and which is on the right) is very important. In the last example,

01 21
45 01
13
makes no sense, because it requires multiplying row vectors and column vectors

with different numbers of elements. Even when it makes sense to multiply in either
order, the results are usualy different: compare

0 000
1) (125 =(125],
3 3615
0
(125) (1| =(17),
3
al x 1 matrix; or compare the two products

BIRE

the 6 from

etc. Other examples:

a3 x 3 matrix, with
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01\ /10\ (00
00/\00) \00/°
One specia matrix isthe n x n identity matrix I , whose entries are 1 along the
main diagonal (from upper left to lower right) and O elsewhere. The matrix I has

the property that for any n-rowed column vector B, hence for any n x p matrix B,
IB = B. Thisiseasly verified for n = 2:

10\ (fa\ [a
01)\b) \b)"
We can also define addition of vectors and matrices, first for column vectorswith
equal numbers of components:

ay by a1+ b1
az by az+bs

+ 1 . = . )
ay b, a, + b,

then for matrices of the same size, by thinking of them as rows of column vectors:

ail aip -+ aiy, b1y by1p -+ by,

az azp -+ agy, by bop -+ boy
. . . + . . .

Aml Am2 *** Amn bml bm2 ce bmn

ain+b11 aip+b1p --- ay,+by,
axn+bo1 axn+by -+ az,+ by

A1+ b1 w2+ b2 -+ Apn + b

Note that A + B makes sense only if A and B have the same size.

Addition of matrices or vectorsis associative because additionin R is associative.

If A isamatrix of any size (in particular, a row or column vector) and s is an
element of R, that is, a scalar, then define the matrix s4 to be the element in which
each element of A ismultiplied by s. That is,

ail a1z -+ dip

az1 azz -+ azy
SA =5

Aml Am2 * - Amn
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Sdi1y1 sajip --- Sdiy
Sdp1 Sapp -+ Sdoy
SAm1 SAm2 * -+ SAmn
For example,
0 0
311 =13},
3 9
00O 0 0 O
2112 5)=1-2-4-10
3-115 -6 2 —-30

B. Linear Equations

Matrices and vectors are a convenient way to describe systems of linear equations.
Suppose given a system of m equationsin n unknowns:

a11x1+aixo+- - +ayx, = by,

a1X1 +azxo+- - +azxx, = by,

Ap1X1+ QX+ -+ AppXy = bm»
where the elements a1 ... ,a,,, and b4, .. .,...b, are elements of the commutative
ring R. We call such a system homogeneous if by = by = ... = b,, = 0, and nonho-

mogeneous otherwise.
We can make the two sides into column vectors and write the system as an equal -
ity of column vectors,

ai1x1 +aypxo+ -+ ayx, by
apx1+azxz+ -+ azx, by

_ . 8.2)
Am1X1+ apax2+ -+ ApnXy by

because two column vectors are equal precisely when their respective components
areequal. We can rewrite (8.1) in either of two ways. On the one hand we can usethe
definition of addition and scalar multiplication of column vectors (= m x 1 matrices)
to write equation (8.1) as

an a ai, by

an a azy, by
X1 . + X2 . + ... tx, . =

aml am2 Amn b
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This saysthat to solve the original system is the same as to write the vector

by

by

b

asalinear combination (i.e., asum of scalar multiples) of the column vectors

ail ai? ain

a1 azz azn
b 9 b

am1 am2 Amn

On the other hand, we can write down the m x n matrix whose columns are the
vectors we just wrote down, and observe that the left side of (8.1) is the product of
that matrix, called the matrix of coefficients of the original system, with a column
vector of thex;'s:

anxi+apx2+ ...+ ax, ail ai ... ai X1
anx1+axxo—+...+azxx, azy azp ... dyy, X2
AmaX1+ amax2+ ... + QunXn Aml Am2 --- Amn Xn
If we set
aig a2 ... diy X1 bl
az a ... X2 by
= , X= , B= )
Aml Am2 - Amn Xn by

then the set of equations can be written in the form AX = B.
Example 1. The set of equations

3x1— 20 +x3 =4,
X1+x2—x3=2,

x1+3x3=1
may be written
3 -2 1 4
x1 1) 4+x2| 1 | +x3| -1 =(2],
1 0 3 1



8 Matrices and Codes 153

3 -2 1 X1 4
11 -1 |x]|=[2]. (8.2)
1 0 3/ \xs 1

Suppose there were an n x m matrix C such that CA = I. If we could find such a
C , then CB = CAX = IX = X would be a solution of the equations. Thus solving
equationsis closely related to finding inverses of matrices. For example,

3 -2 1

1 1 -1

1 0 3
turns out to have the inverse

3/16 6/16 1/16
~1/4 1/2 1/4 |,
(—1/16 -1/8 5/16)

S0 equation (8.2) has the solution
X1 3/16 6/16 1/16\ (4
x|=(-1/4 1/2 1/4 2| =
X3 -1/16 —-1/8 5/16/ \1

C. Determinants and Inverses

25/16
1/4 |.
(3/16)

If A isan nxn (sgquare) matrix with entries in the commutative ring R, then the
determinant of A is defined and is an element of R. For 1 x 1, 2x 2 and 3x 3
matrices, the determinant of A is defined as follows:

det(a) = a;
ab .
det (c d) =ad — bc;

ajq bl Cc1
det | a2 b co | = arbocz+ bicoaz+ crazbs
as bz c3

—aicabz — brazcsz — c1bras.
If A isatriangular matrix, that is, a square matrix of the form
apy 0 - 0

apn axp -~ 0

apl Aap2 - dan
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with all entries above the main (upper left to lower right) diagonal equal to zero,
then
det(A) = a11a22- - an-

For nontriangular 4 x 4 or larger matrices the explicit formulafor the determinant is
too complicated to write down here and will not be needed in this book.

If A isann x n matrix with entriesin R, sometimes A has an inverse, an n x n
matrix B such that AB = BA = I, the n x n identity matrix. If A hasan inverse, the
inverseis unique and is usually denoted by A—1.

In elementary linear algebra over the real numbers, there is atheorem that states
that an n x n matrix A has an inverse if and only if det(A) is not zero. The corre-
sponding theorem for a square matrix over acommutativering R is; Ann x n matrix
A isinvertible if and only if det(A) is a unit of R. For 2 x 2 matrices part of this
theorem can be seen explicitly, as follows. Suppose

ab
()
then det(A) = ad — be. If det(A) is aunit of R, with inverse 1/(ad — bc), then the
inverse B of A may be written down explicitly as

1 d —b
At = <adcbc adabc‘)
ad—bc ad—bc

asis easily checked. Analogous formulas (involving cofactors and the classical ad-
joint of A) are available for n x n matrices A for n > 2, again with entries in any
commutative ring with identity R, but the formulas are complicated and of limited
practical value, and we will not present them here.

To solve the matrix equation AX = D for X where A hasan inverse A~1, we can
multiply both sides on the left by A= to get

A lAX =A"1D,

henceX = A~1D.
The matrix theory thus far presented is sufficient for the applicationsto codesin
Sections E and .

D. Mp(R). We observed that if A isan m x n matrix and B is an n x p matrix,
then AB is defined and is an m x p matrix. If A and B are both m x n matrices,
then A + B is defined and is an m x n matrix. Thus if we consider the set M, (R)
of al n x n (square) matrices with entries in the commutativering R, then M, (R) is
equipped with both addition and multiplication. In fact:

Theorem 1. If R is a commutative ring with identity, then M,(R) is a ring with
identity.

Proof. We sketch the ideas but omit most details.
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The axioms for addition follow almost immediately from the fact that R satisfies
the same axioms, because addition of matricesis done component by component—an
m X n matrix isjust a vector with mn components.

Much harder is associativity of multiplication: A(BC) = (AB)C. Perhaps the
cleanest way to show associativity isto view amatrix as representing alinear trans-
formation with respect to some bases of vector spaces of appropriate dimensions
and show that matrix multiplication correspondsto composition of linear transfor-
mations. Then associativity of multiplication follows from the associativity of the
composition of three functions, which is obvious. See a linear algebra textbook for
details.

For the multiplicative identity, let

01 -0
I:
001

Then I is the multiplicative identity: AT = IA = A for any n x n matrix A, as we
already observed.

To show the two distributivity laws: A(B+C) = AB+ AC ; (A+B)C = AC +
BC , observethat for thefirst law, the i- j-th component of the left sideis

ait(bij+c1j) + ...+ an1(buj+cnj)
and the i- j-th component of theright sideis
(ailblj +...+ anlbnj) + (ailclj +...+ anlcnj);

the respective components are equal because associativity and commutativity of ad-
dition and the distributive law holds in R. The same argument works for the second
distributive law.

Thus M, (R) isaring with identity. O

Notethat M, (R) isnot acommutativering if n > 2. Asweindicated earlier, even
for square matrices matrix multiplication israrely commutative.

Our point in introducing M, (R) is to exhibit a natural collection of examples of
noncommutative rings. We will hardly ever use these rings later in the book, but
they are of considerableimportancein modern algebra.

Exercises.

1. Check associativity of addition for M, (R).
2. Check commutativity of addition for M, (R).

3. Check associativity of multiplication for 2 x 2 matrices.
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4. Check distributivity for 2 x 2 matrices.

5. Show that M, (R) has zero divisorsfor eachn > 2, evenif R isafield.

6. For eachn > 2, find anonzero n x n matrix without an inverse.

7. Show that if R isafield, then each nonzero n x n matrix is either aunit or a zero
divisor. (This requires some matrix theory not presented in this chapter.)

8. Thering M>(FF2) has 16 elements. Find all the units of M>(F). Show that the
units are closed under multiplication. Write down the multiplication table for the
units. (You can check your answer in Section 11H.)

E. Error-Correcting Codes, I

Error-correcting codes are an application of I, and other finite fields that was dis-
covered only around 1948. Our exposition will assume some acquaintance with ma-
trices and vectors.

The problem is the following. Suppose a message consisting of words, that is,
blocks of digits, isto be transmitted through a channel to areceiver. If he channel is
“noisy” and tends to introduce random errorsinto what was sent, i.e., change digits,
how can the receiver determine what was sent?

The basic idea for the solution is to send messages with redundant data, that
is, messages with digits which are repeated, partially repeated, or presented in a
certain special format. The receiver can detect or even correct errorsin the digits of
the message received, by seeing how what was received varies from the format in
which the message was known to be originally sent.

Two examples of schemes that detect errors are “casting out 9's’, for checking
arithmetic operations such as multiplication, and the Luhn formula for checking
credit card numbers, both discussed in Chapter 5. These schemes cannot correct
errors. For example, if the Luhn formula applied to a 16 digit credit card number
shows that there is an error in the number, that error could have arisen with any of
the 16 digits, and so there is no way to know which digit to change.

On the other hand, hereis a simple example of a scheme that corrects errors.

Sandra wishes to send one of the numbers 0 or 1 through a noisy channel to
Rob. Suppose Sandrawishes to send a. She encodes a as follows:. she sends out the
five-digit word aaaaa. Rob's decoding rule is that he thinks the bit 4 was sent if he
receives a word with at least three A’sin it. He would be misled only if during the
transmission from Sandrato Rob, at least three of the «’s sent had been erroneously
changedto 4’s, where 4 # a. Thus, for example, if Sandra sends 00000, Rob would
assume that 0 was sent unless he receives a five-bit word with three or more 1'sin
it, such as 10011 or 01111. If two or fewer errors occurred in the transmission of
00000, Rab would correctly determine what Sandra sent.

Error correcting capability is very desirable for datain certain situations.
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One situation is where data is coming from a measuring device (such as a space
probe) that is continuously transmitting measurements (such as of Jupiter's mag-
netic field asit travelsrapidly through space) and cannot retransmit data, even if the
receiver knowsthey are erroneous. (The channel in this situation would be the space
through which the radio waves pass, and the noise would be radio noise, or static).

Another situation is where the transmitting consists of the placing of data into
the memory of a computer. The channel here is the memory, which may contain
imperfectly manufactured components, and the receiving isthe retrieval of the data.

In the two situations just described, the information sent is numerical, and might
naturally bein numbersexpressed in base 2. Sinceall of the mathematicstendsto be
easiest in base 2 also, we shall henceforth assume that we are sending words written
inbase 2, that is, sequencesof O'sand 1's.

Here are two examplesin base 2 similar to the examples described above.

Example 2. The parity check code. Sandra wishes to transmit » information digits
abed ---e. Let
f=a+b+c+d+...+e (mod2).

Shesends (a,b,c,d, ... e, f).
Rob, the receiver, receives (4,B,C,D, ..., E,F). If

A+B+C+D+...+E=F (mod2),

then Rob decides that no error occurred and (4,B,C,D,...,E.F) = (a,b,c,
d,...,e, f). Otherwise, Rob decides that an error occurred, but doesn’t know where
it occurred.

IfA+B+C+D+...+E#F (mod 2), then in fact an odd number of errors
occurred, while if =, then there is an even number of errors: none, or two or more.
Rob would be mided if two or more errors occurred in the transmission. If more
than one error is extremely unlikely, Rob would have confidence that he decided
correctly.

This code, like the Luhn check, detects but does not correct asingle error. Itisa
very efficient code, since n/(n + 1) of each code word isinformation, and only one
digit in each word is redundant.

Example 3. Therepetition code. Given oneinformation digit a (a = 0 or 1), Sandra
sends the word of odd length n, aaa---a. Rob receives ABCD - - - E, where each of
A,B,...,Eis0Oor 1. If the number of 1’'samong AB- - - E exceedsthe number of 0's,
Rob decidesthat « = 1; otherwise he decidesthat « = 0. Rob will decodeincorrectly
only if thereare morethan n/2 errorsin AB- - - E.

This code then corrects up to n/2 errors, in the sense that if there are fewer than
n/2 errors then Rob can determine correctly the transmitted word. This code is,
however, quite inefficient, for only 1/n of each code word isinformation, and n — 1
of the n digitsin each word are redundant.

The development of codes has tended to proceed from the assumption that errors
are uncommon, so that a desirable code is one that is efficient (that is, the ratio of
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information digits per word to word length is “large”) and capable of correcting
errorsin asmall proportion of the digits of each word.

Intherest of this section we describe two examples of efficient codes constructed
using matrices with entries in IF,. These codes are examples of codes described by
R.W. Hamming of Bell Telephone Laboratories [Hamming (1950)]. In Chapter 25
we shall describe other codes.

Code I Thisis an example of a code which corrects one error in words of length
7, where each word has 4 information bits.

We work with elements of F, = Z /27, integers mod 2. We write [0], = 0, [1], =
1,s0F, = {0,1}. Our words are 7-tupleswith entriesin F,. Let

1010101
H=10110011
0001111

Thismatrix H has the pleasant property that for r,s,¢ in IF, not all zero,

h

isthe (tsr)2-th column of H. Thusthe sixth columnis | 1 |, and reading the digits
1

from bottom to top, (110), = 6. In particular, al columns of H are different, an

essential fact.

Suppose Sandra wishes to send the word W = , Where a,b,c,d arein .

UL O &R

Call W the information word. Sandra forms the vector

@)
I
QUL O N Q< %

with x,y,z chosen so that HC = 0, that is, so that (in [Fy)

x+a+b+d=0,
y+a+c+d=0,
z+b+c+d=0.
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Here (x,y,z) is the redundant part of the word. Sandra can find the numbersx, y,z
froma, b, c,d quickly using the equation HC = 0, or she can find C by multiplying
W by a7 x 4 matrix G obtained by solving for x,y,z,a,b,c,d interms of a,b,c,d:

1101
1011
1000
0111
0100
0010
0001

QU O N Q=
Il
[SURESRINS TIEY

The vector C, made up of the information word W = (4, b, ¢,d) and the redundancy
(x,»,z), is the coded word. Sandra transmits the vector C to Rob over a possibly
noisy channel.

Suppose Rob receives

Q==

Case 0. Suppose R = C. Then HR = 0, because HC = 0.

Case 1. Suppose one component of C was changed in the transmission, so that R
differsfrom C in at most one component. Then R — C = E is a column vector with
all entries O except for a 1 in the component where the error occurred. Then HE is
the column of H corresponding to the location of the 1 in the vector E. When Rob
computes HR, he gets:

HR =HC+ HE
=0+ HE
= (the column of H corresponding to wherethe 1 isin E).

Thus, if thereis one error, Rob can determine where the error is by examining HR;
once heknowsE, he knowsR — E = C, the word that Sandra transmitted.

Case 2. If R differsfrom C in two or more entries, then

HR = HC + HE
=0+ (sum of two or more columns of H).
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Since the sum of two or more columns of H is either 0 or a column of H, Rob will
decode inaccurately because he is assuming that no errors or one error occurred.

Thus with this code, Rob is capable of correcting exactly one error. If Rob can
confidently assume that at most one error occurred in the transmission of a word,
then he will be able to confidently determine what was sent. He will be misled
whenever more than one error occurs in a given word. (If p, the probability of an
error in any given digit, is p = .1, and the probability of an error in some digit is
independent of the probability of an error in any other digit, then the probability of
a most one error inaword ise = (1—.1)" +7(1—.1)%(.1) = .85, so thereisa 15
percent chance that Rob will be misled on each word. If p = .01,e = .998, so there
isa 0.2 percent chance that he will be mided).

To illustrate the decoding of Code | with some examples, suppose Rob receives

1 1

0 0

1 1010101 1 1
R=|1]|.Then HR= [0110011 11=11},

0 0001111 0 1

1 1

1 1

SO assuming one error, it must be the last digit, and so Rob will assume that Sandra
sent

a
I
OFRORROR

=

IfR= ,then HR = ,s0C =

=

IfR= ,then HR = ,s0C =

P OORPRPROOO OFrRrROORPFLE
P OORPRFPOO OO0OO0OO0ORr kK
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0

1

0 0
IfR=|1]|thenHR= |0],so0C=R.

0 0

1

0

Code IT A modification of Code | will enable Rob to detect the presence of two
errors, aswell asto correct one error. Let

11111111
01010101
00110011 ("
00001111

H=

the matrix of Code | with an additional column of zeros on the left and then a row
of 1's on the top. Sandra wishes to send Rob the information word W = (a,b, ¢, d).
To add redundancy, she constructs

VLA >N Q% x =

with HC = 0. Then x, y,z satisfy equations (1) of Code |, and w satisfies
O=wH+x+y+z+a+b+c+d.

Adding this equation to equations (1) of Code | yields the simpler equation
defining w:
w+a+b+c=0.

Sandra transmits the vector C. (She can derive C from W by multiplying W by
an 8 x 4 matrix G asin Codel).

Suppose Rob receives R. He computes HR.

Case 0. If no errors occurred, then R = C and HR = 0.

Case 1. If one error occurred, then R — C = E has one nonzero entry, one error.
Then HR = HE since HC = 0, and HE is the column of H corresponding to where
the error occurred. Since al columns of H are distinct, Rob can locate and correct
the error by identifying HR with a column of H and correcting the corresponding
entry of R.
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Case 2. If two errors occurred, then R — C = E has two nonzero entries. Then
HR = HE is the sum of two columns of H. Rob cannot determine which two
columns of H make up the sum. For example, here are two sums of columns of H:

o

1 1
e o1 +
1 1

1 1
1 0
0 0
1 1

RO

0 0

But what he knows is that HE is not a column of H, since the sum of two columns
of H is non-zero but always has top entry = 0, while every column of H has top
entry = 1. So Rob knowsthat at least two errors occurred.

Code I1, then, isacode that corrects one error and detects two errorsin words of
length 8 with 4 information digits. Rob will be misled only if there are 3 or more
errors.

Exercises.

9. Hereis a collection of received words which were transmitted after being en-
coded with Code Il. For each word assume there are O, 1, or 2 errors. Decode each
word.

PR ORROR
RPORRFPRORO

POOORRRR
RPOORRRLROR

=

1

10. What is the maximum allowable probability of error is atypical digit in order
that Code Il can be used with probability .999 that the receiver will not be misled
(i.e., 3 or more errorsoccur) in asingle word?

11. Define acode, analogousto Codell, that usesa 5 x 16 matrix H, and sends out
binary words of length 16 (of which 11 are information digits) such that the receiver
can correct one error and detect two errors.

12. InCodell, do there exist received words which the receiver can determinewith
certainty have at least 3 errors?

13. In Code I, we found C by multiplying the information word W by the 7 x 4
matrix G.
Suppose instead of using H, we used

1001101
Hy= (0101011 =(LP).
0010111
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whereI isthe 3 x 3identity matrix. Describe the corresponding encoding matrix Gy
intermsof P.

14. Find the encoding matrix G for Codell.

15. If C; and C, aretwo 8-tuples, let d(C; — C,), the distance between C; and C,,
be the number of 1'sin C; — C,. Can you determine the minimum distance between
two coded words in Code |17 Do you see any relationship between the minimum
distance and the error correcting ability of the code?

F. Hill Cryptosystems

Cryptography isthe study of techniquesto ensure secure communicationin the pres-
ence of amalicious adversary.

The problemisthat two parties, say Alice and Bob, wish to communicate over an
insecure channel, such as viaradio, a cell phone or the internet, and want to ensure
that messages between them are private and authentic. Private means that no third
party, say Eve (an eavesdropper), can comprehend their messages; authentic means
that when Bob receives a message purportedly from Alice, he can be confident that
only Alice could have sent the message.

To try to achieve the desired security, Alice encrypts her message m, caled the
plaintext, by transforming it into a encrypted message or ciphertext, ¢, by some
function f: that is, ¢ = f(m). The encrypted message c is transmitted to Bob, who
decryptsit viathe inverse g of the function /' to get the original message: m = g(¢).
The function f and its inverse g are known only to Alice and Bob. If Eve wished
to impersonate Alice, Eve would need to know the encrypting function f. If Eve
intercepts a message from Alice to Bob, Eve would have ¢, the ciphertext, but in
order to obtain the plaintext, Eve would need to know the decrypting function g.

Cryptography seeks to find encrypting and decrypting functions that are suffi-
ciently secure, and, at the same time, studiesways to crack proposed cryptosystems
with given encrypting and decrypting functions. It looks at the problem from both
Alice and Bob's point of view, and from Eve's.

Historically, the problem of security of communication was most acute in
wartime. However, in the present day, the need for secure information goes far be-
yond uses in warfare. The rapid growth of electronic commerce depends on the
integrity of communication over the internet. For thisreason, cryptosystemsare im-
portant tools for business, and cryptography has become an important research area
of computer science and applied mathematics.

In this book we will look at several cryptosystems, all based on modular arith-
metic and related algebra and number theory.

For our first example, in this section we look at a cryptographic protocol pub-
lished by Lester Hill (1931). While never widely used, and known to be insecure,
the Hill schemeis historically significant because it represented the first public sys-
tematic use of mathematicsin the design of a cryptosystem.
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The encrypting and decrypting functions work on numbers. So we need to trans-
late English messages into sequences of numbers. One way to do so is to count the
letters A to Z to make a correspondence between the |etters and the numbersfrom 1
to 26:

ABCD:--- J.-- O--- T--- Y Z,
1234 10---15--- 20 --- 25 26.

In the Hill cryptosystem, plaintext messages are vectors of congruence classesin
7.]267. We view Z /267 as the numbers from 1 to 26 with arithmetic modulo 26.

For encrypting n-tuples of numbers, we choose an encrypting matrix, an invert-
ible n x n matrix A with entries in Z/267. To encrypt, we take a plaintext word
w, that is, an n-tuple of elements of Z/267Z, write w as a column vector, and en-
crypt w by multiplying it by the n x n matrix A (on the left) to get the ciphertext,
¢ = Aw, another n-tuple of elements of Z/26Z. In short, the encrypting function is
multiplication by the matrix A.

If A is an invertible matrix, that is, if there exists a matrix B with entries in
7,/267Z so that BA =1, the n x n identity matrix, then multiplying an n-tuple by B
istheinverse of the function that multiplies an n-tuple by A. Asnoted earlier in this
chapter, A will have such aninverse B if and only if the determinant of A is a unit
of Z/26Z. So the decrypting function is multiplication by B, the inverse of A. If
¢ = Aw isaciphertext, then w = Be is the plaintext.

Suppose Alice wants to send Bob the plaintext message:

BUYXENRON

where X replaces the space between words.
Alice writes the message as a sequence of elements of Z /267 using the counting
correspondence above, to get:

2,21,25,24,5,14,18, 15, 14.

To communicate, Alice and Bob need to agree in advance on a private encrypting
key: an invertible n x n matrix A. Alice will use A to encrypt, and Bob will use
B = A1, theinverse of A, to decrypt. The matrix A must be kept secret, because
if Eve knew A, she could easily find the inverse of A and decrypt any encrypted
message Alice sent to Bob.

We illustrate the Hill codes by encrypting and decrypting this message using
matrices A of various sizes.

Codes of Size 1 x 1. A 1x 1 invertible matrix is just a unit of Z/267. For an
example, take the element 5 of Z/267Z: its inversein Z/26Z is 21, since 5-21 =
105=1 (mod 26).
To encrypt the plaintext, Alice multiplies each number in the message by 5 (mod
26) to get
10,1,21,16,25,18,12,23,18.

She sends the ciphertext either as that sequence of numbers or as the corresponding
seguence of letters, JAUPY RLWR.
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Bob receivesthe ciphertext, putsit into a sequence of numbersif needed, and de-
crypts by multiplying each of the resulting numbersby 21 (mod 26). Since 21 isthe
inverse of 5 modulo 26, , Bob ends up with the sequence of numbers corresponding
to the plaintext, the original message.

For example, Bob would multiply the first number, 10, in the encrypted message,
by 21, then find 2 = 10- 21 mod 26. So the first letter of the original message is B.
Bob would then do the same for the other numbersin the encrypted message.

In this 1 x 1 code, each letter corresponds to a single number or letter. Thus
wherever it occursin the original message, N is always replaced by 18 or R in the
encrypted message. Also, different lettersin the original message become different
numbers or letters in the encrypted message. Codes with those properties are easy
enough to crack that they show up as cryptogram puzzlesin daily newspapers.

But for n > 1 these codes become somewhat more difficult to crack.

Codes of Size 2 x 2. Alice breaks up the enumerated plai ntext
2,21,25,24,5,14,18,15,14

into a sequence of 2-tuplesthat she putsinto vectors with two components:

() (@) (32)-(3)- ()

whereto finish the last vector, she adds X = 24 to the end of the message.
Alice and Bob agree on a secret invertible 2 x 2 matrix A. To encrypt, Alice

multiplies each vector by A.
91
A= (1 3) |

1 (3 -1
(3

The encrypted message Alice constructs by multiplying each vector by A is the
sequence of vectors:

Example 4. Suppose

ThendetA =1, and

(33) (1) = (is)
(239 () - ()
(33) (3x) = (1)
(29 (5) - (3)
(9 - ()
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The resulting sequence of numbersis
13,13,15,19,7,21, 21,11, 20,8.
If we replace the numbers by the corresponding letters, we get
MMOSGUUKTH

Notice that, for example, X in the plaintext is replaced by S or H in the ciphertext
depending on its location in the plaintext, and the two letters U in the ciphertext
correspond to E and N in the plaintext. In this code, only pairs of letters are set
to the same thing, and then only if they both begin at an odd, or both at an even
location in the message. So this encryption is apparently much more difficult for
Eveto decrypt.

Bob would take the encrypted message, put it back into a sequence of vectors,
and multiply each vector by A=1. Since A~1- A =1, hewill end up with the original
set of 2-tuplesand finally, the original plaintext, using the counting correspondence.

2-3
=(57)
whose determinant is 11, an invertible element of Z/26Z, then (see Section C,

above)
1 (=75
A= (5 12)

Applying this matrix A to the 2-tuples (4), Alice would send Bob the encrypted
message

Example 5. If we use the matrix

19,1,4,21,20,3,17,17,8,14= SADUTCQQHN,
which Bob can decipher using A—2.
If higher security is needed we can use larger matrices.
Codes of Size 3 x 3.
Example 6. Alice breaks up the message into words of length 3

2 24\ /18
21|, 5|,(15].
25/ \14) \14

Alice and Bob agree on a 3 x 3 matrix with invertible determinant, such as
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The determinant of C is 7, aunit modulo 26, and so C isinvertible. Itsinverse turns

out to be
10 8 —7
cl=[1011 3 |.
1111 1

Encrypting the original message BUY XENRON with the matrix C, Alice gets the
ciphertext
10,5, 16, 3, 21, 10, 21, 23, 24 = JEPCUJUWX |,

which Bob can decrypt using C™2.
It isevident how one could increase security by using larger matrices.

There is nothing specia about Z /267 in all we have done. We might prefer to
add three symbols and work in Z/29Z, a field. Then we could use the counting
correspondence as before to trandlate from | etters to elements of Z /297 , and let 27,
28,29 denote“ ., “?", and“ " (space). Then

BUY ENRON??
becomes
2,21,25,29,5,14,18,15,14,28,28

The Hill codes have been thoroughly analyzed by cryptanalysts. Konheim (1981)
describes how one might recover the coding matrix A assuming one has enough
pairs of plaintext and corresponding ciphertext. It turns out that if A isn x n then
not many morethan » pairs of plain- and ciphertext will usualy sufficeto determine
A and crack the code. In “real life” situations, one often finds that such pairs can be
obtained. (They certainly were during World War |1, and having such pairs available
aided cryptanalystsimmensely . See Kahn (1967) and Hodges (1983)).

Exercises.

16. Encrypt and decrypt HAPPY XBIRTHDAY using the 1 x 1 code, multiplying
by 7 modulo 26.

17. Encrypt and decrypt HAPPY XBIRTHDAY using the 2 x 2 code of Example 4.
18. Decrypt MXGWGCCCUKMQNGRC using the code of Example 5.

19. (i) In Example 6, verify that C~1 is as claimed.
(it) encrypt and decrypt HAPPY X BIRTHDAY using the 3 x 3 code of Example6.

20. Do Example5 (2 x 2 case) with the same matrix A, except think of A as having
entriesin Z /297, and illustrate the example by encoding and decoding the message

BUY ENRON??

Note: A~ will be different.












Chapter 9
Fermat’s and Euler’s Theorems

Pierre de Fermat (1601-1665) was a public official in the French city of Toulouse,
and in his spare time was one of the greatest mathemati cians of the seventeenth cen-
tury. Fermat’s “little theorem”, as generalized by Euler a century later, is perhaps
the first theorem in what is now known as group theory. It also has some remark-
ably interesting applications. We present Fermat’s theorem and related theory in this
chapter and some applicationsin the next.

A. Orders of Elements

The mathematicsin this chapter starts from the observation that if we take powers of
anumber a: 1=a%,a,4?,43,. .., then eventually two of the powerswill be congruent
modulo m. For example, modulo 7, the powers of 2:

1,2,4,8,16,32,64, ...,

are congruent to
1,2,4,1,2,4.1,....

Modulo 10, the powers of 2 are congruent to
1,2,4,8,6,2,4,....

Modulo 12, the powers of 2 are congruent to
1,2,4,8,4,8,4,....

The explanation for what is happening issimple. There are exactly m congruence
classes modulo m. If welook at the powers of a: 1,a,a?,4%,...,a", then since there
are m + 1 powers and m congruence classes, at least two of the powers must be
in the same congruence class. (We used this idea in the proof of Theorem 14 of
Section 7C).

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 171
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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Supposea” = a* (mod m) for somer > 0,5 > r. Thena"** = &*** (mod m) for
every k > 0. So from a* on the powers of « modulo m repeat earlier powers of a.
For example, 2° = 2 (mod 10). So 2% = 22, 27 = 23, etc. Pictorially, we have

where the arrows mean “multiply by 2 (mod 10).”

Sometimes there is a positive power of a congruentto 1 (mod m), sometimes
not. In the examplesabove 23 =1 (mod 7), while2* # 1 (mod 10) for all s > 0. If
a* =1 (mod m) for somes > 0, then @ must be a unit modulo m, which means that
a and m must be coprime. The converseis also true:

Proposition 1. If'a and m are coprime, then a' =1 (mod m) for somet, 1 <t <m.

Proof. To gett < m instead of 1 < m, we refine the above discussion slightly.

Since ¢ and m are coprime, m does not divide ¢* for any s, and so the m numbers
1,a,4?,...,a" 1 dl belong to the m — 1 congruence classes other than the congru-
ence class of 0. So two of the numbers must be in the same congruenceclass: that is,
there exist numberss and ¢ withs > 0and 0 < 7 < m — 1 so that a* = a*™* (mod m).
Now since @ and m are coprime, we can cancel the common factor «* from both
sides of the congruenceto get 1 =4’ (mod m). O

In the notation of congruence classes, Proposition 1 states that if [«] is a unit of
Z/mZ, then [a]' = 1 for somes with0 <t < m.

Defini ion. Let m > 2 and a be any integer coprime to m. The order of a modulo
m isthe smallest positive integer e so that «° =1 (mod m). In terms of congruence
classes, the order of [a] in Z/mZ is the smallest e > 0 so that [a]® = 1. In terms of
divisibility, the order of « mod m isthe smallest ¢ > 0 so that m divides a® — 1.

Example 1. The order of 2 modulo 7 is 3, because 2% = 1 (mod 7), while 2% # 1
and22#1 (mod 7).

Notice that in showing that e is the order of @ modulo m, two things must be
checked:

(i) a°*=1 (mod m); and

(iforl<s<e,a*#1 (mod m).
Thus the notion of order is similar to that of least common multiple. Recall that m
isthe least common multiple of ¢ and b if:

(i) m isacommon multiple of « and »; and

(i) no number <m isacommon multiple of a and 4.
Since ab isacommon multiple of a and b, thereis aleast common multiple of a and
b by well ordering.

Similarly, we know by Proposition 1 that if a is a unit modulo m, then there is
some positive exponent ¢ so that ' = 1 (mod m), hence by well ordering thereisa
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least positive exponent so that &' = 1 (mod m). That least positive exponent is the
order of @ modulo m.

We found the order of [2] in Z/7Z; let us find the orders of the other nonzero
elements of Z/7Z, by direct computation.

The order of [1] is 1.

The order of [2] is 3, for [2] = [2],[2)2 = [4,[2)° = [1].

The order of [3] is 6, for [3]* = [3],[3]° = [2],[3]° = [6],[3]* = [4],[3]° =
[5],[3° = [1].

The order of [4] is 3, for [4] = [4],[4]? = [2],[4]3 = [1].

The order of [5] is 6, for [5]' = [5],[5]% = [4],[5]° = [6],[5]* = [2],[5]° =
[3],[5]° = [1].

The order of [6] is 2, for [6]* = [6],[6]?

[
=

In tabular form, here are the results:

element order

[ 1
2] 3
3 6
4] 3
5] 6
(6] 2

We found that the least common multiple of a and » not only is < any pos-
itive common multiple, but in fact divides any common multiple (Chapter 4,
Proposition 7). The same istrue for the order of ¢ modulo .

Proposition 2. If e is the order of a modulo m, and o/ = 1 (mod m), then e
divides f.

Proof. Wehavea® =1 (mod m) anda/ =1 (mod m). Divideeinto f: f = eq+r,
with0 <7 < e. Thena/ = (a®)?-a". Modulo m, thisbecomes 1= (1)?-a”, s0d" =1
(mod m). But r < e and e is the least positive number with a® =1 (mod m). So
r =0, and e divides f. O

The next result would have saved us some effort in computing the orders of the
elementsof Z/7Z.

Proposition 3. If a has order e modulo m and d > O, then the order of a® modulo m
is e/(d,e), where (d,e) is the greatest common divisor of d and e.

Proof. Recall that for numbersd, e, the least common multiple [d, e] satisfies

[d,e] e

d (d,e)
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Sincee divides[d,e] and a®* =1 (mod m), we have
d' =1 (mod m).

It follows that
AN N e —
(@) a =(a")da =1 (mod m).

To show that ) isthe order of ¢, suppose (a?)* = 1 (mod m) for s > 0. Then

a® =1 (mod m) so by Proposition 2, e dividesds. So ds isacommon multiple of
eandd, sods > [d,e], hences > [df]. So the order of a? is[d, e]/d. o

To apply Proposition 3 to the orders of elements of Z/77Z, suppose we find that
the order of [5] is6. Then:

Since [4] = [5]?, the order of [4] is6/(6, 2) = 6/2 = 3.

Since [6] = [5]3, the order of [6] is 6/(6, 3) = 6/3 = 2.

Since [2] = [5]%, the order of [2] is6/(6, 4) = 6/2=3.

Since [3] = [5]°, the order of [3] is 6/(6, 5) = 6/1 = 6.

Since [1] = [5]°, the order of [1] is 6/(6, 6) = 6/6 = 1.
Exercises.

1. Find the orders of the nonzero elements of Z /5Z.
2. Find the orders of the units of Z/97Z.

3. Findtheorder of [2] in Z/mZ where:
(i) m =11,
(i) m =17,
(iii)y m = 31,
(ivym=29;
(V) m=14.
4. Find the orders of the nonzero elements of Z/117. (Hint: Start with [2].)
5. Find the orders of the nonzero elements of Z/13Z.
6. Find the orders of the nonzero elements of Z/17Z.
7. Find the orders of the invertible elements of Z /247Z.

8. Letr and s be coprime numbers >2, and suppose the order of « modulo r isd,
and the order of amodulo s ise. Let m = rs. Show that the order of @ modulo m is
the least common multiple of d and e.

9. Using the last exercise, find the order of 2 (mod 77).

10. Find the order of 21° (mod 77).
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11. Find the order of [32] in Z/17Z.

12. Prove Proposition 2 from Proposition 3.

13. Modulo 163, 3 has order 162. What is the order of 3262 Of 3272

14. Find the order of [2%4] in Z/mZ, where:

(i) m = 11;
(ii) m = 17;
(iiil) m = 31.

15. Modulo 83, 2*! = 82. Find the order of 2 (mod 83).

16. (i) Find the order of 3 (mod 14).
(i) Find the least nonnegativeinteger in the congruence class [5917] 4.

B. Fermat’s Theorem

From the exercises you may have noticed that if p isa prime, and a is any number
not divisible by p, then the order of « modulo p divides p — 1. (Or notice the table
of ordersfor Z/77Z.) If so, you have recognized atheorem which was discovered by
Fermat in 1640. Fermat never made public a proof of the theorem, and thefirst proof
was given by Euler, a century later. We will give three different proofs of Fermat’s
theorem in this book.

Fermat’s theorem may be expressed in various ways. In terms of congruence:

Theorem 4 (Fermat’s Theorem). If p is a prime and a is an integer not divisible
by p, then
@’ 1=1 (mod p).

In terms of congruence classes, Fermat’s Theorem reads:

If p is prime and [a), is a unit of ./ pZ, then [a]ﬁfl =[1],.

In terms of divisibility:

If p is prime and a is coprime to p, then p divides a?~1 — 1.

Thislast version was the one that Fermat stated. The concept of congruence did
not arise until 160 years after Fermat’s discovery.

A useful way to visualize the first proof we will give for Fermat’s theorem is to

look at that portion of the multiplication table for multiplication modulo p that does
not involve the number 0. We illustrate with p = 7:
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123456
1123456
2246135
336251414
4 41526 3
5531642
6 6 54321

For each a, 1 < a < 6, the row starting with a contains the entries
a-l,a-2,...,a-6 (mod7)

from left to right.
Denote by a - U the set of entries in the row associated to multiplication by a.
Then
U=1-U=1{123,4,56},

while, for example, 3- U isthe set

3-U={3-1,3-2,3-3,3-4,3:53-6} (mod 7)
={3,6,2,5,1,4} (mod 7)

Now when we multiply the elements of the set 3- U together, on the one hand we
get

(3-1)-(3-2)-(3-3)-(3-4)-(3-5)-(3-6)=35.1.2.3.4.5.6,
whileon the other hand, the elementsof 3- U are congruent modulo 7 to the numbers

3,6,2,5,1, 4, whichisjust arearrangement of the numbers 1, 2, 3, 4, 5, 6. So the
product of the elementsof 3- U is congruent modulo7to1-2-3-4-5-6. Thus

3%.1.2.3.4.5.6=1-2-3-4.5.6 (mod 7).

Cancelling 1-2-3-4-5-6fromboth sides, weget 3°=1 (mod 7), whichis Fermat’s
theorem.

To prove Fermat’s theorem in general uses the same idea. We prove the congru-
ence class version.

Proof. Write down the multiplication table for Z/pZ (we omit brackets| |, inthe
table):

: 1 2 3. p—1
1 1 2 3 p—-1
2 2 2.2 2.3 2(p—-1)
3 3 32 3-3- 3(p—-1)
a a a2 a3-- a(p—1)
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For any [a] # [0], let a - U denote the set of nonzero elementsin the row correspond-
ing to multiplication by [a], that is, the congruence classes

[a-1],[a-2],...,[a-(p—1)].

The set a- U is then the same asthe set 1-U = U, except for the ordering of the

elements. To seethis, let [a] # [0], then [¢] isaunit of Z/pZ. Let [b] betheinverse of

[a]. If [m] isany nonzero element of Z/ pZ, then [m] = [1][m] = [a][b][m] = [a][(bm)],

so [m] isinthe set a- U. Thus the set U, consisting of all the nonzero elements of

Z/pZ,isasubsetof a-U.But U and a- U both contain p — 1 elements. SoU =a- U.
Now the product of the elementsof a- U is

[a-1[a-2[a-3]...[a(p—1)] =[a""Y[1-2-3-...-(p—1)]
while the product of the elementsof U is
[12[3]...[p—Y=[1-2-3-...-(p—1)].
SinceU = a- U, the products of the elementsin U and ina - U are equal:
1-2-3-...-(p—1)]=[a""Y1-2-3-...-(p—1)].
Canceling theelement [1-2-3-...- (p — 1)], aunit of Z/pZ, gives @’} = [1]. O

Proposition 5. If p is prime and a is not divisible by p, then the order of a modulo
p divides p — 1.

Thisfollowsimmediately from Fermat’s theorem and Proposition 2 (Section A).

Applying Proposition 5 shortens the process of finding the order of [¢] in Z/pZ.
For example, consider the order of [7] in Z/11Z. By Proposition 5, the order divides
10, so the order can only be 1, 2, 5 or 10. We find that [7]* = [7], [7]?> = [5] and
[7)° = [7][5][5] = [7][3] = [21] # [1]. So the order of [7] must be 10.

Fermat’s theorem also gives a way of describing the inverse of an invertible el-
ement of Z/pZ, p prime. If a is any integer with (a,p) = 1, then [a]?~! = 1, s0
[a] - [a]?~2 = 1. Thus [a]?~2 isthe inverse of [a]. For example, the inverse of [4] in
7,/7Z is[4]° = [1024]. (Since 1024 = 2 (mod 7), [1024] = [2)).

Exercises.

17. Verify Fermat'stheorem for 511 in Z/117.

18. Verify Fermat's theorem for [2]13 in Z/13Z. Then verify Fermat’s theorem for
all [a]13 with (a,13) = 1 (use Proposition 3).

19. Find 2° mod 11 and verify that 29 isthe inverse of 2 modulo 11.

20. Findthe order of [3] in Z/23Z. (Hint: Use Proposition 5).
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21. Without any significant computations, explain why the order of 7 modulo 167
isat least 80.

22. Show that the order of 10 (mod 83) is at least 30.

23. Istherean element of order 15in Z/97Z7?f so, find it.
24. Find the order of every nonzero element of Z/19Z.

25. Find the least nonnegativeresidue of 247 (mod 23).

26. Provethat if p isprime, then for every number a, divisible by p or not, a? = a
(mod p).

27. Show that n°/5+ 1n/3+ 7n/15is an integer for every n.

28. Show that for every integer n, n® + 21" + 3n° + 4n isdivisible by 5.
29. Show that if 7 does not divide r, then 7 divides n'? — 1.

30. Show that n'3 — nisdivisibleby 2, 3, 5, 7, and 13 for all n.

31. Show that for every n, n'* = » (mod 11).

32. Show that 23°%° =1 (mod 561).

33. Show that for every prime p, the product of the elementsof U (1) is[(p — 1)!] =

34. Find the least nonnegative residue of 32> (mod 29).

35. Let m = 2% — 1= 32767. Show that
(i) The order of 2 modulo m is 15.
(ii) 15 does not divide m — 1.
Why doesthat imply that m is not prime?

36. (i) Show that 9 isthe order of 2 (mod 511).
(i) Show that if 511 were prime, then 9 would have to divide 510; since that is
not so, 511 must be composite.

37. Let p beaprime>7. Show that p divides at least one of the numbersin the set
{1,11,111,1111,11111, .. .}.
(These numbers are called repunits.)

38. Let n beany number of at most e digits. Let p be aprime >7. Show that there
is some number » so that p divides

n+n-10°4n-10%+ ... +n-10°
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39. Let m = 2% + 1, the e-th Fermat number.

(i) Show that 2 has order 2°*1 (mod m).

(ii) Let p beaprime divisor of m. Show that 2% = —1 (mod p), hence the order
of 2modulo p is2¢t1.

(iii) Using Fermat’s theorem, show that any prime divisor p of m satisfiesp — 1=
k-2¢t1for somek, hencep = 1+ k- 2L,

(Thisresult of Euler is helpful in looking for prime factors of Fermat numbers.
Lucas subsequently showed that any prime factor of m must be of the form p =
1+k- 2e+2)_

C. Euler’s Theorem

Proposition 1 of Section A showed that if m is a modulus and a any integer with
(a,m) = 1, then there is some ¢ with ' = 1 (mod m). If m is prime, Fermat’s the-
orem asserts that we can choose t = m — 1. When m is composite, Euler’s theorem
gives an appropriater.

Recall from Section 6E that for m > 2, we defined ¢ (m) to be the number of
units of Z/mZ7. The function ¢ is called Euler’s phi-function. The number of units
of Z/mZ isequal to the number of numbers with 1 < » < m that are coprimeto m.

Here is Euler’s theorem expressed in the language of congruence classes:

Theorem 6 (Euler’s Theorem). For every unit [a] of Z/mZ,
™ = (1]

Here is the theorem expressed in terms of congruences:

For every integer a coprime to m, a®m =1 (mod m).

Example 2. InZ /147 , theunitsaretheclassesof 1, 3,5, 9, 11, and 13. So ¢ (14) =
6, and for every integer a coprimeto 14, a® = 1 (mod 14). For example, 3° = 272 =
(-1)?=1 (mod 14).

Euler’'s theorem can be proved in the same way Fermat’s theorem was proved.
The only refinement isto let U be the set of units modulo m, and a - U denote the
set U of units each multiplied by a for [«] aunit of Z/mZ. Thena - U consists of the
entriesin therow of the multiplication table for the units of Z/mZ corresponding to
multiplication by a. For example, consider the units in the multiplication table for
Z/8Z. (We omit [ ]g in the table).

-1 3 5 7 - 1357
11-11-31-51-7 11357
33-13-33:53.7=33175.
55.15-35.-55.7 55713
77-17-37-57-7 77531
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Then
3-U={[3]-[1,[3]-[3][3]- [5].[3]- [7]}
= {[3],11],[7],[5]}
={[1.[8.[8..[7}=U

and so the products of the elements of 3- U and of U are equal:

Canceling [1] - [3] - [5] - [7] from both sides gives
[3)* = [1].

Having an appropriate set a - U, the proof of Euler’stheorem is exactly the same
asthat of Fermat’s theorem.

Proof. LetU = {uy,up, ... uy(y } betheunitsof Z/mZ and a beany unit of Z /mZ.
Since U is closed under multiplication, au; isin U for every i. Let a - U be the set

a-U={auy,auy,... aug(,)}-

Thenthesetsa-U and U areequal, for thefunction f, : U — a- U defined by £, (u) =
au is a one-to-one function with inverse 1,1 : a - U — U defined by multiplication
by a=1. Thusauy,aus, . .. ,atg () are ¢ (m) different unitsof Z/mZ, hencea-U =U.

Since U = a- U, the product of all the elementsof - U and of U are equal, that
is,

auy-aup - - ~au¢(m> =Uurp-up--- u(p(m).
Sinceus, ..., uy () areunits, we can cancel them from the two sides of the equation,
leaving
a®m =1

O

Notice that Fermat’s theorem is a special case of Euler’s theorem. If m is prime,
then ¢ (m) = m — 1. Even the proofs are the same, for if m is prime, then the a - U
used in the proof of Euler’s theorem is the same as the a - U used in the proof of
Fermat’'s theorem.

One question remaining with Euler’s theorem is the number ¢ (m), Euler’s phi
function. In order to use Euler’s theorem, we need to know ¢ (m). Even for fairly
small numbersm, the description of ¢ (m) asthe number of unitsof Z/mZ, or asthe
number of numbers » with 1 < r < m that are coprime to m, is not al that helpful
for computing ¢ (m). For example, what is ¢ (60)?

Understanding ¢ (m), given m, is a problem of some current interest, as will be-
come clear in Section 10A. But ¢ (m) is easy to compute if we can factor m into
products of prime powers:

Proposition 7. a) If p is prime, then ¢(p
b) If p is prime, then for all e > 0, ¢ (p°
¢) If a and b are coprime, then ¢ (ab)
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Proofsare sketched in the exercises. Wewill also giveaproof of part ¢) in Section
12D using the Chinese Remainder Theorem.

Exercises.

40. Verify Euler’stheorem for [1],[3],[7], and [9] in Z/10Z .

41. Finda® (mod 7) fora = 1,2,3,4,5,6, and verify that ¢®-a = 1 (mod 7).
42. Verify that 29D = 1 (mod 21).

43. Find 4822 mod 25.

44. Find 40%22 mod 21.

45. Provethat for any n, 33 divides n1%% — n.

46. Find the order of 7 modulo 172.

47. Observethat 21° = 1024 = —1 mod 25. Find the order of 2 modulo 25.

Aswith Fermat’s theorem, Euler’'s theorem can be used to find the inverse of a unit
modulo m. Since
a-a®™1=1 (modm),

the inverse of « modulo m is congruent to (™)1,

48. Verify that 5 mod 26 = 21, the inverse of 5 modulo 26.
49. Describetheinverse of 5 modulo 18 as a positive power of 5 mod 18.
50. Provethat if a and m arecoprimeand f =1 (mod ¢ (m)), then

o’ =a (modm).

p—L1if pisprime

51. Provethat (i) ¢(p)
"~Lif p isprime.

(i o(p")=p"—p
52. Verify that ¢ (ab) = ¢(a)¢(b) foraand b =

(i) 3and5;

(i) 4and 7,

(iii) 5and 6.

-1

53. Provethat ¢(15) = ¢(3)¢(5) asfollows:
(i) Write down the numbers <15 in 5 columns of 3 numbers, as follows:

147 10 13
258 11 14 .
369 12 15
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Show that the numbers coprime to 15 lie only in the rows of numbersall of which
are coprimeto 3. Show that each row is a complete set of representatives modulo 5,
hence each row has ¢ (5) numbers coprimeto 5.

(i) Concludethat ¢ (15) = ¢(3)$(5).

54. Generalize the last exercise to prove that ¢(ab) = ¢(a)¢(b) for any a and b
with (a,b) = 1.

We will give an alternate proof of thislast exercisein Chapter 12.

55. Verify that ¢ (4)¢(6) < ¢(24).

56. Provethat for every prime p and for every r,s > 1,
o(p")e(P") <o)

57. Provethat for al numbersa,b > 1, if (a,b) > 1,then ¢(a)d(b) < ¢ (ab). (Hint:
try induction on the number of primesdividing (a,b)).

58. Define ¢(1) = 1 and compute 3, ¢ (d) for:

(i) n = 16;
(ii) n = 15;
(iii)) n = 45;

59. Show that for every n > 1 and every divisor d of n, the number of elements [«]
of Z/nZ sothat (a,n) =d is¢(n/d).

60. Provethat ¥, ¢(d) = n for every n > 0.

61. We can prove Euler’s theorem in terms of congruence, rather than congruence
classes, asfollows. Given amodulusm, we say that a set of integersas, ap, ... ,a, is
acomplete set of units mod m if every integer a coprimeto m is congruent to exactly
one of the numbersay,ay, ..., a, (see Section 6E). Otherwise stated, ay,ay, ... ,a, iS
acomplete set of units mod m if {[a1], [a2],...,[ar]} iSthe set of units of Z/mZ.

(i) Show that r = ¢(m).

(i) Show that if a1, as, ..., a, isacomplete set of unitsmod m, and b isany integer
coprimeto m, then bay, bay, ..., ba, isacompete set of units mod m. Illustrate with
m=12and b = 17.

(iii) Show that if a1,az,...,a, and c1,cz,. .., ¢, are both complete sets of units
mod m, thenai-az-...-a,=cy1-¢c2-...-¢, (mod m). lllustrate with m = 12 and the
two compl ete sets of units of the previous exercise.

(iv) Use parts (i) - (iii) to prove that 5?(") = 1 (mod m) for any number b co-
primeto m.

62. Provethat if ¢ > 2 isodd and the order of 2 (mod ¢) is ¢ — 1, then g is prime.
Why is this not contradicted by the fact that 2340 =1 (mod 341)?
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D. Repeating Decimals

This section describes a connection between the decimal expansion of afraction and
the order of 10 modulo the denominator.

Everyone learns how to find the decimal expansion of afraction. For example, to
expand 1/7 into adecimal fraction, divide 7 into 10, (with quotient 1), multiply the
remainder (3) by 10, divide the result (30) by 7 (with quotient 4 and remainder 2),
etc.:

10=7-1+3
30=7-442
20=7-2+6
60=7-8+4
40=7-5+5
50=7-7+1

Then divide each equation by 7 and 10 to get

13
~ 10" 70
4 2
~ 10" 70
2 6
~ 10" 70
8 4
~ 10" 70
5 5
~ 10" 70
71
~ 10" 70

N UNRANONNN WN P

Successively substituting, we find that

1 1 4 2 8 5
= ...=0.14285714.. ..
7 10+ 102 * 103 + 104 + 10° * 0.14285

The quotients become the numerators, or the digitsin the decimal expansion of 1/7.
Thisprocessislaid out efficiently by long division of 1.00000... by 7.
Here are some other examples:

=0.3333...

= 0.20000...

[S2 1 N CO I
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? = 0.4285714285714. ..
143 = 0.3076923076923. ..
[ 0.291666
0g =0
59
148 = 0.398648648. ...

All of these examples are eventually repeating decimal expansions—after a few ini-
tial digits, the digits cycle. To describe such expansions efficiently, we can put a bar
over the repeating digits, asfollows:

1
3= 0.3
1
=0.20=0.2
5
3
7 = 0.428571
4
13= 0.307692
7
= 0.291
o4 0.2916
59
148 = 0.39864.

A decimal expansion is terminating if every digit from some point on is equal to
zero. A terminating expansionisaspecial case of an eventually repeating expansion.
If the decimal expansion of a/b is not terminating, then the period of the fraction
a/b, or of its decimal expansion, is the number of digits under the bar, that is, the
least number d > 0 so that the decimal expansion of a/b eventually repeats every d
digits. For example, the period of 1 is 1; the period of 3 is6; the period of 3 is3.
The period of afraction relatesto Euler’stheorem. In fact, we have

Theorem 8. Let t be a number coprime to 10, and let | be a reduced fraction (that
is, u and t are coprime). Then the period of ! is equal to the order of 10 modulo t.

To see that thisresult is plausible, we observe that:

10 has order 1 modulo 3 (since 10 = 1 (mod 3)) and the period of } = 0.3is1;

10 has order 6 modulo 7 (since 10 =3 (mod 7) and 3 is a primitive root modulo
7) and the period of 5 = 0.714285 s 6;

10 hasorder 2modulo 11 (since 10= —1 (mod 11)) and the period of 131 =0.27
is2;

10 has order 6 modulo 13 (since 10 = —3 (mod 13) and (—3)% = —27 = —1
(mod 13)) and the period of ;; = 0.307692is6.

Proof. Assumeu <t and (u,¢) = 1, sothat u/¢ is areduced proper fraction.
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Let e be the order of 10 modulo . Then
10°=1 (mod 1)

and so
10° — 1 =tk > uk.

Thismeansthat uk has at most e decimal digits. Now using the geometric series

=14x+x°+...,
1—x

which converges for every real number x with |x| < 1, and setting x = 1/10°, we
have

u_uk_ uk
Ttk 10e—1
uk 1
= ( 1)
10 1710"
S et )
T 100 10¢ " 102 " 10%
uk uk uk
= 10¢ 102 T g% T

adecimal expansion that repeats every e digits. If we write uk asusual in base 10 as
uk = a, 10,2 ...a1ao,

then
u

; = O.aeflagfz ...ajap.
Conversely, suppose § repeats every d digits. Then there is some number s of at
most d digits so that

u_ s n s n S N
¢t 104 102 o108
s 1 1
= 1
1001 F 100 T 020 T )

K 1
= ( 1)

104 1_10d
s
107-1

Multiplying by both denominators gives
u(lOd —1)=ts.

Since (u,t) = 1 it follows that ¢ divides 107 — 1, hence 10 = 1 (mod ¢). Thus the
order e of 10 modulo ¢ dividesd.
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We showed above that if e is the order of 10 modulo ¢, then u/t repeats every
e digits. Since the period of ! is the least number d > 0 so that | repeats every d
digits, it follows that the period of ¥ isequal to e. m]

Observe that the period of areduced fraction ¥ with (¢,10) = 1 doesn’'t depend
on the numerator u at al. For example, all proper fractions with denominator 37
have period 3, such as

357 =0.135
é;l =0.378
23 =0.594
23 =0.972

because the order of 10 modulo 37 is 3: 10° = 1+ 999 = 1+ 27 37.

Theorem 8 explains the expansions of fractions where the denominator is co-
prime to 10. The situation for general fractions, such as 15;198, reduces to that for
fractions with denominators coprime to 10 by the following result.

Proposition 9. For any reduced fraction |, there is some g > 0 and integers q,u and

t so that
10%a

u
b t

where u < t,(t,u) = L and (t,10) = 1. Hence } is eventually periodic with period

equal to the order of 10 modulo t.

For example, 274 may be multipliplied by 10° to yield

7000 16 2
oy = 20045, =201+ 7,

7 291 N 1 )\2
24 1000 1000/ 3°
Proof. Given § with (a,b) = 1, factor the highest powers possible of 2 and 5 from

b, to get b = 2°5/t where is coprimeto 2, 5, and a. Let g be the larger of the two
exponentse and f, and multiply § by 10%. Then divide 10%a by b to get the integer

and fractional part of 1%. If

hence

10%a =bg+r
with 0 < r < b, then

10%a +r

b 1Ty

Reducing ; to lowest terms, we obtain a fraction with denominator ¢. For

r=10% — bq = 10%a — 2°5/ 14,
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Sy X
ro 10%q — 2¢5/1g
b 2¢5/t

Sinceg > e and > £, we can cancel 2¢ and 5/ to get

o 2858 g —t1g u
B t ot
Then 1 is coprimeto u = 267°58/q — tq since ¢ is coprime to 26 “55/q, s0 ¥ is

reduced. Then
10%a u
=q+ ,

b t
a g 1 u
b 10¢ i 102 (;)
Expanding  and substuting gives the decimal expansion of §, and the period of
isthe same as the period of .

Corollary 10. If | is a reduced fraction and b = 2¢5/t with (t,10) = 1, then the
period of § divides ¢(t), the order of the group of units of Z/t’Z.

Proof. Theperiod of ¢ isthe order of 10 (mod ¢) by Theorem 8. We know 10°()
1 (mod ¢) by Euler’s Theorem, and so the period of § divides ¢(z).

ol

Theorem 8 may be applied either to find orders or to find periods.

We can use Theorem 8 to find the order of 10 modulo 21, by finding the period
of 1/21.

We can find the period of 1/21 by computing the decimal expansion of 1/21 by
long division. If we do so, we find that 1/21 = 0.047619, and so the order of 10
modulo 21 is 6.

Long divisionaso yieldstheleast non-negativeresidues modul o 21 of the powers
of 10. For spreading out the long division,

10=21-0+10,5010=10 (mod 21)
10-10=100=21-4+16, 010> =16 (mod 21)
10°=10-16=160=21-7+13,5010°=13 (mod 21)
10*=10-13=130=21-6+4,010*=4 (mod 21)
10°=10-4=40=21-1+19,s010°=19 (mod 21)
105=10-19=190=21-9+1,5010°=1 (mod 21)
The powers of 10 modulo 21 are the remainders at each stage of the long division.
We can aso use Theorem 8 to find the periods of fractionswithout actually com-

puting the decimal expansion. For example, to find the period of 33/83, we can
instead find the order of 10 modulo 83, a prime number. That order must be 1, 2,
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41 or 82 by Proposition 5. The order of 10 is not 1 or 2. To check 41, we use the
technique of Section F, below:
10°=17 (mod 83)
10*=172=289=40 (mod 83
108 = 40% = 1600 = —60 = 23
10 =23 =529=31 (mod 83
102 =312 =961=48 (mod 83

mod 83)

~— — —~ —

and so
10" = 10%.10%.10=48-23-10=25-10=250=1 (mod 83).

Therefore the order of 10 modulo 83 is41. So the period of 33/83 isalso 41.
All of thisworks in any base (radix) 4. In that more general setting, Theorem 8
becomes

Let b be a base and let (t,b) = 1. Then the period Of% in base b equals the order
of b modulo t, and divides §(t).

Exercises.

63. Find the period of .
64. Find the period of 2.
65. Find the period of 7.
66. Find al prime numbers: so that the expansion of 1/¢ in base 10 has period 3.

67. (i) Show that 10 has order 5 modulo 11111.

(i) Show that if a prime p divides 11111, then 5 must divide p — 1, hence p =
1+ 5k for some k, and k£ must be even.

(iii) Show that if 11111 is composite, then 11111 must be divisible by a prime
<110.

(iv) Factor 11111 or show that 11111 is prime.

68. Find al prime numbers¢ so that the expansion of 1/¢ in base 10 has period 5.
69. Find al numbers: so that the expansion of 1/¢ in base 10 has period 4.

70. Find all numbers¢ so that ¢ (¢) divides 100. Then show that for every b coprime
to ¢, the period of 1/¢ in base b divides 100.



9 Fermat’'s and Euler's Theorems 189

E. The Binomial Theorem and Fermat’s Theorem

In this section we give a proof of Fermat’s theorem that uses the Binomial Theorem
modulo a prime number p. Recall from Section 2D that the Binomial Theorem is:

n n
(x+y)" =x"+ (1>x"1y+ oot <r>xry”r+...+y”,

where the coefficients are integers and satisfy

(:) T (nn!— oI

In preparation for the proof, we observe:
Proposition 11. [f p is prime, then p divides (f) forallr, 0<r<p.

Proof. For p prime, (¥) = V!inr)!. Since (?) is an integer, #!(p —r)! divides p!.
For 1 <r < p—1, the prime p does not divider! and does not divide (p —r)!, so p
and r!(p —r)! arecoprime. So ! (p — r)! divides (p— 1)! and (¥) = p[rgf];lr))!!] isan
integer multiple of p. O
Proposition 12. If p is prime, then (x +y)? = xP +y? (mod p) for all integers x
and y.

Proof. Expand (x + y)? by the Binomial Theorem. By Proposition 11, the prime
p divides (?) for 1 < » < p—1, and so modulo p, the only terms with non-zero
coefficients are the first and last:

(x+y)? =x"+y” (mod p).

Using Proposition 12, we can prove Fermat’s Theorem by induction.

Theorem 13 (Fermat’s Theorem). If p is a prime, then every integer a satisfie the
congruence a’ = a (mod p).

If aiscoprimeto p, then canceling a gives Fermat’s Theoreminits original form:
a?~t=1 (mod p).

Proof. We prove the theorem for al a > 0 by induction on a. For a = 1 it isclear.
Supposea isaninteger >1and a” =a (mod p). Then

(a+1Y=d’+1% (mod p)

by Proposition 12, and this
=a+1 (mod p)
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by the induction assumption. So Fermat’s Theoremis true for all a > 0. If b isany
integer, then » = a (mod p) for some positive integer a. Then b” = a” =a=b
(mod p). O

The proof of Fermat’'s Theorem in Section B extended easily to a proof of Euler's
theorem. With a bit more effort we can also extend the new proof:

Theorem 14 (Euler’s Theorem). If a and m are coprime integers, m > 2, then
a®™ =1 (mod m).

Proof. Write m = p{'p% ... pef, aproduct of powers of distinct primes. It suffices
to show that
a®™ =1 (mod p?)

for each i. Now by Proposition 7 of Section C, above,
o(m) = 9(p1)0(p) ... 0 (Pg)-

If we show that .
a®?) =1 (mod p¥)

for each i, then
a®™ =1 (mod j20)

for al i, and s0 a®™ — 1 is a common multiple of p{*,...,peE. Then a®™ —1is
divisible by m, the least common multiple of pt, ... ,pgg. Hence

a®™ =1 (mod m).

So let p beany of the p;'s. We will show that for every a coprimeto p,
a®P) =1 (mod p°)

that is, .
a? PV =1 (mod p°),

which we will prove by induction on e.
The case e = 1 is Fermat’'s Theorem, and gives us that

ab 1= 1+ psy

for someinteger s1. To do the case e = 2, we have



9 Fermat’'s and Euler's Theorems 191
for someinteger s, by Proposition 12. So
P~V =1 (mod p?).
and the case e = 2 istrue. Similarly, if e > 2 and we assume by induction that
V=1 (mod pY),

then
apefz(p,l) _ 1+p371S371

for someinteger s._1. SO
ape—l(pfl) — (1+p6715e71)p
=1+ p°s.

for some integer s., just as in the case e = 2. So the prime power case is done by
induction on e, completing the proof. O

Thislast proof of Euler’s Theorem yields
Proposition 15. Let m = p1ps --- pg be a product of distinct prime numbers (m is
“squarefree”). Let
A(m) =lem(p1—1,p2—1,...,ps—1).
Then for every integer a and every number k,

ML= 4 (mod m).
Proof. As in the proof of Theorem 14, it suffices to show that o*" 1 = 4
(mod p;) for each prime p; dividing m. If p; divides q, thisis clear. Otherwise, a
is a unit modulo p;. Now A(m) is a multiple of p; — 1, so A(m)k = (p; — 1)I; for
some number /;. Hence by Fermat’s Theorem,

a)L(m)k+1 = (apifl)/ia =a (mod pi)-

Since ¢ (m) isamultiple of A (m), we have

Corollary 16. If m is a squarefree integer, then for every integer a and every
number k,
oMkl = 4 (mod m).

These last two results will be useful in Section 10A.
The exponent A (m) will reappear in Section 19A as the exponent of the abelian
group U,, of unitsof Z/mZ.

a
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The Frobenius map. Proposition 12 has useful applications to finite fields. We
first extend Proposition 12 from integers modulo p, a prime number, to elements of
arbitrary rings of characteristic p (defined in Section 7D):

Theorem 17. If R is a commutative ring of characteristic p and a,b are elements of
R, then (a+b)? = aP 4 bP.

Proof. By the Binomial Theorem,
(y+z2)P =yP + (i)yplz—i— (lz’)yp222+ st 2P

for any indeterminatesy and z. Set y = a,z = b with @, b in R. Now if » # 0 or p,
(?) = pq for some integer ¢ by Proposition 11, so

(p) a’"'b" = pga® b = 0.
r
ThusinR, (a+b)? = aP + bP. i

Let R bearing of characteristic p. Then the pth power map f,,, which takesa in
R to a?, isaring homomorphism from R to R (See Section 7D) because

Spla+b)=(a+b)’=a"+b" = f,(a) + f(b)
by Theorem 17, and
Jplab) = (ab)? = aPb” = f(a) f,(b);
/p(0)=0;/,(1) =1
The map f, is called the Frobenius map.

Proposition 18. If I is a fin te fied of characteristic p, then f), is a one-to-one
function from F onto F.

A homomorphism from aring R to itself which is one-to-one and onto is called an
automorphism of R.

Proof. To show that £, is an automorphism of ¥ we need to show that f,, is one-to-
one and onto. Since F has afinite number of elements, if f), is one-to-one, then f),
must be onto. But f), is one-to-one because it is a nonzero homomorphism whose
domainis afield—see Proposition 17 of Section 7D. |

Corollary 19. IR is a ring of characteristic p, then for all a,b in R and every n >0,
(a+b)pn _ apn +bpn.

Proof. Lét f,n : R — R bethefunction defined by f,(a) = a?" for any a inR. Then
[ isthe composition of £, withitself » times:
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Jp(@) = fp(fp(---(a)---))-

Since the composition of homomorphismsis a homomorphism (an easy exercise),
we have that

(a+b)y" = fon(a+b) = fip(a)+ fyn(b) = a” +b"".

Exercises.

71. Let m = 15, then A (m) = 4. Verify that for every number a,
a®=a (modm).
72. Let m =41-11 = 451. Verify that
11+ =11 (mod m).

73. Show that A (m) < ¢(m) for every odd composite number m.
74. Find examplesof p, ¢ primes >10 so that A (pq) = p — 1.
75. Leta,b,c beintegersand p aprime. Show that

(a+b+c)’=a’+b"+c” (mod p).
Generalize.
76. Findintegersa,b so that

(a+b)*#a*+b* (mod 4).

77. Show that for all integersa, b and every n > 0,

(a+b)"=d"+0" (mod 2).

F. Finding High Powers Modulo m

For finding inverses by Euler’stheorem and for other applications, we often need to
find the least nonnegative residue of a high power of a number modulo 7.
For example, one way to find the inverse of 87 modulo 179 is as 8717 mod 179.
But if we put 87177 into a calculator, it will either choke or give us something
like“1.972 E + 343", which is useless for discovering that 107 is the inverse of 87
modulo 179.
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To find 8717 modulo 179, it is helpful to write the exponent in base 2 and then
find the result using a sequence of squarings modulo 179. We first find that 179 =
128+ 32+ 16+ 1. Then we compute

87

87°=51 (mod 179),

87*=512=95 (mod 179),

878 =95>=75 (mod 179),
8716 =752=76 (mod 179),
872 =762=48 (mod 179),
87%4=482=156 (mod 179),

87128 = 1562 =171 (mod 179).

Since 179 = 128+ 32+ 16+ 1, we have

87179 _ 87128+32+16+l

= 87'%8.87%.87'°.87
= (171)(48)(76)(87)
=107 (mod 179).

An efficient way to do the computationsis asfollows: write the exponent, 177, in
base 2: 177 = (10110001),. Then write down that base 2 number with an S inserted
in the spaces between adjacent digits:

1505151S0S0S0S1.
Now replace each 1 by X and erase each 0, to get
XSSXSXSSSSX.

Beginning with the number 1, view X and S, from left to right, as operations to
compute a*’” (mod m), as follows: X means, multiply the result by « and reduce
modulo m; and S means, square the result and reduce modulo m. 1f we do not reduce
modulo m, we would get:

X S S X S

1 5 a4 —ad®>—a*—d® — al°

X S S S S X

gl g2 g 88 ATE AT

If we reduce modulo m at each step, we get the least nonnegative residue of @1
(mod m) at the end. Thus
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X: 1.87=87 (mod 179)
S: 87-87=51 (mod 179)
S: 51-51=95 (mod 179)
X: 95.-87=31 (mod 179)
S: 31-31=66 (mod 179)
X: 66-87=14 (mod 179)
S: 14-14=17 (mod 179)
S: 17-17=110 (mod 179)
S: 110-110=107 (mod 179)
S: 107-107=172 (mod 179)
X: 172.87=107 (mod 179).
So
87" =107 (mod 179).
Exercises.

78. Find the least nonnegative residue (mod 34) of 1287,

79. Find the least nonnegative number a congruent to 2%° (mod 71). Verify that
2a=1 (mod 71).

80. Find the least nonnegative number a congruent to 5%° (mod 71). Verify that
5a=1 (mod 71).

81. Find the least nonnegative number a congruent to 3%° (mod 341).
82. Find the least nonnegative number  congruent to 5728 (mod 1729).
83. Find the least nonnegative residue (mod 101) of 1877,

84. (i) Find the least nonnegative number a congruent to 21194648 (mod 1194649)
Could 1194649 be prime?

(ii) Find the least nonnegative number a congruent to 31194648 (mod 1194649)
I 1194649 prime?

85. Let m = 252601. Suppose we discover that

3126300 — 67772 (mod 252601)

3252600 — 1 (mod 252601)
Isthen 252601 prime? composite? Or can we nhot decide for sure from the informa-
tion given?

86. Show how to adapt Russian Peasant Arithmetic (Chapter 2, Exercise 29 ) with
multiplication replacing addition and squaring replacing multiplying by 2, to effi-
ciently find a¢ and a® mod m for any numbersa, e and m.
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G. Modular Multiplication

When we find a© mod m asin Section F, every time we perform an operation (multi-
plication, squaring), we immediately reduce the result modulo m to bring the result
back to anumber <m. (If we don't, the size of the numbers can become unmanage-
ably large.)

For example, suppose the modulus m = 179 and we square 107 to get 107% =
11449. To find its least non-negative residue modulo m, we divide 179 into 11449
and take the remainder.

But long divisionistheonly algorithmin classical arithmeticthat is not automatic.

Consider dividing 179 into 11449. We look for the first digit of the quotient.
Since 17 isbigger than 11, we can't guessthefirst digit by dividing the first digit of
the divisor into thefirst digit or two of the dividend. So we start guessing with 9:

179-9=1611;
179-8 = 1432;
179.7= 1253,
179-6= 1074

and 1074 islessthan 1144. So the first digit is 6.

We subtract 10740 from 11449 and get 709. Now we guess the next digit. How
many times does 179 go into 709? We try the first digit idea: since 1 goesinto 7, 7
times, we start with 7:

1797 = 1253,
1796 = 1074,
1795 = 895,
179-4 = 716,
179-3 =537,

and 537 isless than 709. So the second digit is 3, and the remainder is 709 — 537 =
172.

Hence 11449 mod 179 = 172, and so 107 - 107 mod 179 is 172.

To find the digits of the quotient, we needed to guess, and trial divide, ninetimes.

Evidently, we can learn how to do long division by guessing. But for program-
ming a compulter, it could be helpful to find a systematic way to find the least non-
negative residue of a number without the trial dividing that is part of the long divi-
sion algorithm.

We present a method, due to P. Montgomery in 1985, which replaces the long
division by several multiplications. Hereis how it works.

Given the modulus m, we choose a base, or radix » > m such that m is coprime
to r, and such that finding the least non-negative residue of any number modulo »
is easy. For example, if we are working with numbers written in the usual decimal
notation and the modulus m is coprimeto 10, then we can choose » to be a power of
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10. For then the least non-negative residue of a number is just the rightmost digits
of the number.

For example, if » = 1000 then 324,554,217 modulo 1000 is 217, while 11449
modulo 1000 is 449.

In our example, if m = 179, then we can choose » = 1000.

For many applications, such as cryptography, the assumption that the modulus m
is coprimeto 10 will always hold.

Precomputation. Given the modulus m and the base » > m, we first precompute
some constants for the algorithm. Since m and r are coprime, we can find numbers
¥ andm’ sothat ¥'r—m'm=1, or

/ !
rr=14+mm,

where0 < 7 < mand 0 < m’ < r. Notethat /' istheinverse of » modulo m.
We also find the least non-negative residue w of 2 mod m. The constants »/, m’
and w are used in the algorithm.

The algorithm. Now let 5 be anumber <mr. We want to find » mod m.
We do it in two parts.

For thefirst part we find b7 mod m, as follows.
First, let s = bm’ mod . (That, recal, is easy to do.) Then, multiplying by m
yields
sm=>bm'm (mod mr),

and since s < r, then sm < rm and sm is the least non-negative residue of b'bm
modulo mr. Then

b+sm=b+bm'm=>b(1+m'm)=>b'r (modmr),
s0 b+ sm isamultiple of r. Divide the congruence
b-+sm=br'r (mod mr)
by r (again, easy to do), to get z = (b +sm)/r. Then
z = b mod m.

We also have that
z < 2m.

To seerthis, recall that 5 < mr by assumption, and sm < mr. SO rz = b+ sm < 2mr,
hencez < 2m.

The least non-negativeresidue c of b7 mod m isthen either z, if z < m, or z — m,
ifm<z<2m.
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For the second part of the algorithm, multiply ¢ and w, where w is the least non-
negative residue of 2 modulo m that we precomputed earlier. Then we < m? < mr,
and

we=r?br’ =br  (mod m).

If we then repeat the first part on we instead of b, we will end up with a number
d < m sothat
d=wer' =br =b  (mod m),

and so d isthe least non-negative residue of » modulo m.
In outline, to find » mod m for b < mr:

find s = bm’ mod r,

computez = (b+sm)/r. Thenz < 2m.
determinec wherec =zifz<mandc=z—mif z > m.
find s’ = wem’ mod 7,

computez’ = (we+s'm)/r. Thenz < 2m.

determined whered =7 if 2 <mandd =2 —m if 2/ > m.

Thend = b mod m.

Example 3. Let m = 179 and choose the radix » = 1000. For the precomputation,
we find that 179581+ 1= 1000- 104, and 72 = 1000° = 106 (mod 179). So

¥ =104,
m' =581,
w = 106.

For the algorithm itself, let » = 107 - 107 = 11449. We want to find » modulo
m = 179.
First, we find
s = bm' = 11449581 mod 1000.

We can find s efficiently by first reducing b = 11449 mod 1000 to get 449, then
multiplying 449 by m’ = 581 to get 260869, then reducing 260869 modulo 1000 to
get

s = 869.

Then sm = 869 - 179 = 155551, the least non-negative residue of hm’m modulo mr.

So
b+ sm = 11449 + 155551 = 167000

=b+bm'm=>b1+m'm)=>br'r (modrm)
isamultiple of » = 1000. So

z=(b+sm)/r=167000/1000 = 167.
Thenz = 167 satisfies

167 = 11449 - 104 = b7 mod 179.
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Since 167 < 179, we have
c=167.

Now we multiply ¢ = 167 by the least non-negative residue w = 106 of 72 to get
we = 167-106=17702=br (mod m).
We find we - m’ = 17702 - 581 = 10284862, then
s = wem' mod 1000 = 862.
Then s'm = 862- 179 = 154298, and

we +s'm = 17702+ 154298 = 172000

= we +wem'm = we(1+m'm) = wer'r - (mod rm),

amultiple of » = 1000. So
7 =172

Since 172 < 179, we have
d=172,

the least non-negativeresidue of b = 11449 modulo 179.

To sum up, once we set up Montgomery’s agorithm for a particular modulus m
and radix » by precomputing ', ¥ and w, the algorithm finds the least non-negative
residue of any number b < mr, replacing long division by m with five multiplications
of numbers <m and five divisions by ». The guessing or trial division that can arise
inlong division is eliminated.

The Montgomery algorithm has been called the most efficient algorithm available
for modular multiplication. Itisbeing built into circuitry designed to do fast modular
multiplication of numbers of sizes up to 22°°8 (numbers of up to 616 digits). We'll
see some applications of modular multiplication of large numbersin later chapters.

The original agorithm appeared in Montgomery (1985).

Exercises.

87. Use Montgomery’salgorithmto find
(i) 132-89mod 179,
(ii) 167 - 148 mod 179.

88. Set up Montgomery’salgorithm for m = 267. Useit to find 167 - 239 mod 267.

89. Try this“pick anumber” puzzle on afriend:
Pick something you know your friend does at least one day per week. Ask her:
“Write down how many dayslast week you did [that thing] ? Don’t show it to me.”
Call the secret number m. (m should be a number with 1 <m < 7).
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Tell her to do the following:

e Take her secret number, add it to 42, call theresult ¢.

e Taketheunitsdigit of z, multiply it by 7, take the units digit of the result, multiply
that by 7, add the result to ¢, then divide by 5. Call the result w.

e Then take the units digit of u, multiply it by 7, take the units digit of the result,
multiply that by 7, add the result to «, then divide by 10.

Then tell her that the number she computed was the number of days last week she
did [that thing].

(i) If she says you're wrong, can you accuse her of making an error in her com-
putations?

(ii) Try to explain to her why it works (if it does!).

(iif) Write up the result of your trial.

90. Make up your own “pick anumber” puzzle based on Montgomery’salgorithm.



Chapter 10
Applications of Euler’s Theorem

The applications of Fermat’s and Euler’s Theoremsin this chapter are to cryptogra-
phy and to the study of large numbers.

A. RSA cryptography

Euler’stheorem is the key result behind the widely used RSA cryptosystem, devel-
oped by R.L. Rivest, A. Shamir, and L. Adleman (1977).

Suppose two parties, call them Alice and Bob, wish to send messages back and
forth to each other, and want them to be incomprehensible to a third party, say
Eve. The ideais to encrypt each message, to transform the plaintext message into
a message that would be unreadable except to the intended receiver. Even if the
encrypted message is broadcast publicly, or sent over the internet, Eve, reading the
encrypted message, should not be able to determine in a reasonable amount of time
what the original messageis.

Any message in words can be trandated into a sequence of numbers by replac-
ing the letters of the message by numbersin some agreed-upon way. For example,
we could count the alphabet and replace each letter by the corresponding two-digit
number:

A—0L,B« 02;,...M « 13;...;Z <« 26; (space) « 00.

Thustheword | LOVE YOU would become 10001215220500251521 (Or we could
use the ASCII numbering of characters.) In this way a message is translated into a
sequence of decimal digits. WE' |l assume hereafter that every message is a sequence
of numbers.

We first describe how the method works, and then explain why it is effective.

How RSA works. For Alice to send Bob a message, Bob chooses two different
large primes p and ¢ that he keeps secret, and setsm = pg. He chooses an encrypting
exponent e coprimeto ¢(m) = (p — 1)(¢ — 1). Then Bob finds a number d so that

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 201
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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ed=1 (mod ¢(m)).
Then d istheinverse of e modulo ¢ (m). Bob can find d by solving the equation
ex+o(my=1

for x. Since e and ¢ (m) are coprime, Bob can solve this equation efficiently by the
extended Euclidean Algorithm (Bezout's | dentity, Section 3D). Thus

ed =1+ ¢(m)k

for somer.

Bob keeps d secret but broadcasts m and e to Alice.

Alice has a message that consists of a sequence of numerical words. Each word
isanumber w that is smaller than m. To encrypt the word w, Alice computes

¢ =w° mod m.

That is, Alice findsthe number ¢ < m that is congruent to w® modulo m. She broad-
casts the encrypted word ¢ to Bab.
Bob computes
w = ¢? mod m.

Then w' will be the original word w of Alice. For since ed =1 (mod ¢(m)), we
have
W=l =) = w0 =y (mod m)

for someinteger k, where the last congruencefollows from Corollary 16 of Chapter
9. Since both w and w' are numbers|ess than m, then w = w'.

We illustrate the computations with some small unrealistic examples where the
modulusis prime, rather than a product of two primes.

Example 1. Let the modulusm = 101, a prime. Then ¢(101) = 100. Suppose Bob
chooses the encrypting exponent e = 13. Then

13-77=1 (mod 100)),

S0 77 is the decrypting exponent. Bob broadcasts m = 101 and e = 13 to Alice.
Suppose Alice wants to send the message HEL L O, which she trandatesinto five
two-digit words (the plaintext) as 08, 05, 12, 12, 15. Then she encrypts the message
by raising each word to the exponent 13 modulo 101 as follows:
8*=18 (mod 101)
513 =56 (mod 101)
12¥ =53 (mod 101)
15 =7 (mod 101).
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Then the coded message, or ciphertext, is 18, 56, 53, 53, 07. Alice sends those
five encrypted words to Bob. Bob decodes the words by raising each word to the
exponent 77 modulo 101:

18""=8 (mod 101),

56'"=5 (mod 101),

53'"=12 (mod 101),
7""=15 (mod 101),

By doing so, Bob recoversthe sequence 08, 05, 12, 12, 15, the plaintext message.

Example 2. Let m = 2803, aprime. Let e = 113. Since ¢ (2803) = 2802 =2-3- 467,
e iscoprimeto ¢ (m). Using Bezout's identity, we find that

113-1463=1 (mod 2802),

and so the decoding exponent d = 1463. Bob chooses e, computesd, and broadcasts
m and e to Alice.

Alice wishes to send the message GO, or 0715. (Note that 2803 is larger than
any numerical word corresponding to a two-letter message.) To encode the plain-
text message 0715, Alice finds the least nonnegativeresidue of 7152 (mod 2803).
(This can be done efficiently by writing the exponent in base 2: 113 = 64+ 32+
16+ 1 and successively squaring 715 modulo 2803, organizing the computation as
shown in Section 9F.) She finds that

71512 =708 (mod 2803).

Thus the encrypted message, or ciphertext, is 708.

Alice broadcasts ¢ = 708 to Bob.

Bob takes the ciphertext 708, and finds the least nonnegative residue mod 2803
of 708163, The resulting calculation yields 715, which transl ates back into the mes-
sage GO.

In practice, the modulus is much larger. To set up the cryptosystem, Bob finds
two large primes p and ¢ of approximately the same number of digits. Suppose the
modulus m = pg has r + 1 digits for some . Bob chooses e, the encrypting expo-
nent, coprime to ¢ (m) = (p — 1)(¢ — 1), and determines d, his private decrypting
exponent, to satisfy de =1 (mod ¢ (m)).

Bob broadcasts m and e, but keeps p, g, ¢ (m) and d secret.

Alice splits up her (numerical) message for Bob into words consisting of r digit
numbers. She encrypts by raising each word w to the eth power mod m. The result-
ing sequence of numbersis the ciphertext. Alice broadcasts the ciphertext to Bob.

Bob knows d and m, so can decrypt the ciphertext by taking each encrypted
word ¢ from Alice, and computing ¢? mod m. The resulting sequence of words will
be Alice’s original numerical message.
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Why is RSA effective? Suppose Eve eavesdrops on the messages between Alice
and Bob. Then she knowsm and e and each encrypted word c¢. To read each word w,
all Eve needsto do isto find the e-th root of ¢ modulo m. Thisis easily doneif she
can find d, the decrypting exponent. But that is the problem. To find &, Eve would
need to solve the congruenceed =1 (mod ¢(m)) for d. But to do so, she needs to
know what ¢ (m) is.

Now ¢ (m) isthe number of numbers <m that are coprimeto m. To find ¢ (m) by
counting is out of the question if m is sufficiently large. To find ¢ (m), Eve would
need to know how to factor m. But factoring large numbersinto products of primes
isahard problem.

Thus the key to the effectiveness of the RSA cryptosystem is that if Bob chooses
m to be a product of two large primes, then someone like Eve, who knows m, but
not its factorization, will be unable to determine the factorization (and hence ¢ (m),
and hence the decrypting exponent ) in a reasonable amount of time.

How large should m be? The standard changes over time with improvementsin
computer power and in factoring algorithms. For example, in 1999, a modulus of
155 decimal digits would have been fairly secure. That year, a number m of 155
digits, offered as a challenge by RSA Laboratories, was successfully factored into a
product of two 77 digit primesin seven months.

In 2006, a modulus of 230 digits was considered secure.

RSA Laboratories (2004), which markets software with RSA cryptography com-
mercially, recommended moduli of 1024 binary bits for use through 2010, but
for longer term security (through 2030) recommends moduli of 2048 binary hits.
For 1024 binary bits, the modulus should be a product of two 154 digit primes
[http://www.rsa.com/rsalabs/node.asp?id=2004]. (For current information, their
website, www.rsa.com/rsalabs/ is a useful source of information. It also offers
challenge moduli of increasing size with cash prizes for their factorization).

On the other hand, if the factorization of m is known then ¢(m) can be found
instantly and the decoding exponent ¢ can be found by Euclid’s algorithm in afew
seconds.

Thus the effectiveness of the RSA cryptosystem ultimately lies in the fact that
factoring large numbers into products of primes is an inefficient computational
process.

Even if factoring becomes more efficient, or in fact is more efficient than is pub-
licly known, code users can (presumably) always stay ahead of the state of the art
of factoring by choosing m to be a product of two primes that are sufficiently large.

Signatures. RSA codes have a “signature” feature that makes them particularly
useful.

Toillustrate how the feature works, suppose Bob isastock broker on Wall Street,
and Alice is a wesalthy client, reclining with her wireless laptop on a beach in the
Caribbean. Alice wants to send buy and sell ordersto Bob. Bob wants to be certain
that when he receives an order from Alice, it is authentic.

One way to handle these problems is for Alice to set up an RSA cryptosys-
tem (m4,e4), and Bab to set up a different RSA system (mp,ep). Both could be
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published. But only Bob would know the secret decrypting exponent d for his sys-
tem, and only Alice would know the secret decrypting exponent d 4 for her system.

To send an order to broker Bob, client Alice would encrypt her order twice: first
by using the pair (m,,d,), then using the pair (mz,ep). Bob would receive the en-
crypted order, and first decrypt it using the secret dp, then using the public e4. Since
Alice encrypted the message using the secret exponent d4, which broker Bob was
able to decrypt, Bob would know that only client Alice could have sent the mes-
sage. Since only Bob knows the secret exponent dg, Alice would know that only
Bob could decrypt the message. Thus both Alice and Bob are assured of the au-
thenticity and secrecy of the message, and communication between them is secure.
(But see Sections 12C and 20D for potential pitfalls of a careless application of this
scheme).

Exercises.

1. Encode the message BUY using the code of Example 1.
2. Encode the message SEL L using the code of Example 2.
3. Let m = 29,e¢ = 5. Encode the message HOLD.

4. Let m = 29. Suppose you choose e = 4, encode SELL and send it to Merrill.
How would Merrill decode the message?

5. Letm = 3337,e=11,d = 1171. Encode and decode the message NO.

6. Let m = 3501697,¢ = 17,d = 1440269. Encode and decode (not by hand!) the
message 5552 0307 4562 1587.

7. We observed above that if the factorization of the modulus m is known, then
¢ (m) is easy to compute. The converseis also true. Suppose m is a product of two
unknown prime numbers p and ¢, and suppose m and ¢ (m) are known. Show that p
and ¢ can be found as the roots of an appropriate quadratic equation.

8. Let p,g bedistinct odd primes and let A (m) = [p — 1,9 — 1], the least common
multipleof p —1and ¢ — 1. Suppose we set up an RSA cryptosystem with amodulus
m = pg and an encrypting exponent e coprimeto p — 1 and g — 1. Show that we can
use d’ for the decrypting exponent, where @’ isa solution of ex =1 (mod A (m)).

B. Pseudoprimes

It is often of interest to know whether a given number is prime. For example, in
Chapter 7 we observed that Z/nZ isafield iff n is prime. In the last section we saw
how large primes are used in the construction of cryptographic codes.
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Given anumber z, how can we decide if n is prime?

The most naive approach to this question is to treat it as a special case of the
problem of factoring n. Namely, try to factor n, for example, by trial division. If we
succeed, n is not prime; otherwise, n is prime.

But this naive approach hasits drawbacks: as we saw in Section 6G, trial division
is hopelessly inefficient for large numbers n. Furthermore, if » happensin fact to be
prime, trial divisionisaparticularly inefficient method to demonstrate the primeness
of n, as we have already observed, because we would have to verify that » is not
divisible by each prime </n.

For this reason, mathematicians have sought other ways to try to show that a
number » is prime, or to test n for primeness, without having to use trial division.

One of the simplest tests involves Fermat’s theorem.

Fermat’s theorem says that if » is a prime number, then for any integer a rela
tively prime to », n divides a"~* — 1. The contrapositive of Fermat’s theorem is the
following:

If a is some number coprime to n so that "~ — 1 is not divisible by n, then n is
not prime.

A special caseis

The 2-pseudoprime test. 1f 2"~ % 1 (mod m), then m is composite.

The 2-pseudoprime test is a compositeness test. We can show, for example, that
9is not prime, by observing that 22 = 4 £ 1 (mod 9) and using Fermat’s theorem:
if 9 were prime, then 28 would be congruentto 1 (mod 9): sinceitisn’t, 9 can’'t be
prime.

But we can’t conclude that 561 is prime by determining that 256° = 1 (mod 561)
(whichistrue), becausein fact 561 is not prime-it is clearly divisible by 3.

But as a test for compositeness of a number m, seeing if 271 = 1 (mod m)
can be done rather quickly, using the technique of section 9F, and is surprisingly
effective.

Example 3. Let us look for primes in the set of numbers between 1194601 and
1194700 (inclusive).

In Section 6G, we eliminated 89 of the 100 numbersin this set by showing they
were divisible by some prime <53. The remaining numbers are:

1194601
1194623 1194629
1194631 1194637
1194649
1194653 1194659
1194667
1194671 1194679

Every prime between 1194600 and 1194700 must be among these eleven num-
bers. To test these numbers, we try the 2-pseudoprime test. We find that 271 = 1
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(mod m) for m = 1194601, 1194631, 1194649, 1194659, 1194667, 1194671, and
1194679. However:

21194622 — 965745  (mod 1194623)
21194628 — 506389  (mod 1194629)
21194636 — 1031720 (mod 1194637)
21194652 — 553181  (mod 1194653).

Thus 1194623, 1194629, 1194637, and 1194653 are composite. This leaves seven
potential primes out of the original 100 numbers.

It turns out that of those seven numbers, six are prime. The only one which is
not is 1194649 = 1093 - 1093. (The factorizations of the candidates that failed the
2-pseudoprimetest are:

1194623 = 509 - 2347

1194629 = 269 - 4441,
1194637 = 241 - 4957,
1194653 = 521 -2293).

If anumber m is prime, then m passes the 2-pseudoprimetest, but as we saw with
1194649, some composite numbers m also pass the 2-pseudoprime test. They are
called 2-pseudoprimes:

Defini ion. A number m is a2-pseudoprime if:
(i) m is composite; and
(i) 2"t =1 (mod m).

It turns out that 2-pseudoprimes are much less common than primes. How scarce
are they? Here are some counts:

There are 168 primes <1000, but only three 2-pseudoprimes. 341 = 11- 31,
561=3-11-17,and 645=3-5-43.

There are 5,761,455 primes under 100,000,000, but only 2057 2-pseudoprimes.
There are 882,206,716 primes less than 2 - 100, compared with 19,685
2-pseudoprimesless than 2 - 10%°. [Pomerance, Selfridge, and Wagstaff (1980)].

Based on these counts and a comparison of the number of 2-pseudoprimes <m
with the number of primes <m for large numbers m, it is evident that if you pick
randomly a large number » and verify that » divides 2'~1 = 1 (mod n), then it is
highly probablethat » is prime. For this reason, the mathematician Henri Cohen has
called anumber n with 2"~1 = 1 (mod ») an “industrial grade prime.”

However, even if arandomly chosen number that satisfies the 2-pseudoprimetest
is likely to be prime, that conclusion does not necessarily apply to special types
of numbers. In the rest of this section we will ook at two famous special sets of
numbers, both of which are sets of 2-pseudoprimes.

I. Mersenne Numbers. Marin Mersenne (1588-1648) was a French cleric and
mathematician who corresponded with Descartes, Fermat, and other mathematicians
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of thetime. Like most mathematiciansin the 17th century, he was very familiar with
Euclid’'s Elements and other ancient Greek mathematics, so he knew of Euclid’sin-
terest in primes of the form 27 — 1. Mersenne conjectured in 1644 that 2 — 1 was
primefor thefollowing p: 2, 3, 5, 7, 13, 17, 19, 31, 67, 127, and 257, and composite
for the other primes p < 257. This conjectureturned out to be quite inaccurate above
31 (2” —lisprimefor p = 61,89,107, and 127, and composite for the other primes
p with 31 < p < 257).

However, other Mersenne numbers, numbers of the form 27 — 1 for p prime and
p > 257 have been found that are prime. This set of Mersenne primesincludes some
very large primes. In fact, for 75 years (from 1876 to 1950) the largest known prime
was the Mersenne prime

2127 _ 1 — 170141183460469231731687303715884105727.

[Zagier (1977)]. In 1951 a larger prime was found that was not a Mersenne prime,
but by 1952 alarger Mersenne prime was found, and ever since, the largest known
prime has been a Mersenne prime. In the summer of 2008, the 45th and 46th
Mersenne primes were found, the first known primes with more than ten million
digits [GIMPS (2008)].

There are several reasons why Mersenne numbers have been singled out for pri-
mality testing. Oneis because if we seek a prime number that is “almost” a power,
then we are forced to look only at Mersenne numbers:

Proposition 1. If'a number of the form a"* — L is prime, then a = 2 and n is prime.

The proof is an easy exercise, below.

Another reason for inquiring about Mersenne numbers goes back to the ancient
Greeks. The Pythagoreans(c. 500 BC), who were fascinated by numbers, discovered
that the number 6 has the property that 6 is the sum of its proper divisors:

6=1+2+3.

They called such a number perfect, and sought other numbers with the same prop-
erty. They found 28: 28 = 1+ 2+ 447+ 14. By thetime of Euclid, they had learned,
and Euclid proved, the following theorem:

Proposition 2. If 2" — 1 is a prime number, then m = 2"~1(2" — 1) is a perfect
number.

The proof isleft as an exercise, below.

This theorem, known to Mersenne and his correspondents, made the quest for
Mersenne primes of particular interest to any mathematician with an interest in clas-
sical Greek mathematics.

Thefull story on perfect numbersis not known.

Euler, a century after Mersenne, proved a partial converse of Euclid’s theorem,
namely, that if m is an even perfect number, then m = 27~1(27 — 1) where 27 — 1is
aMersenne prime.
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Euler’'s theorem left open the question of whether or not there exist any odd per-
fect numbers. None are known, and knowledgeable number theoriststend to believe
that no odd perfect numbers can exist. But no one has yet (as of 2008) proved that
none exist. Among the known facts are that any odd perfect number must be divis-
ible by at least 9 distinct primes, have at least 75 prime factors, and be greater than
10%%, For references, see http://mathworld.wolfram.com/OddPerfectNumber.html.

Mersenne numbers are at least plausible candidates for being primes, because
they are always 2-pseudoprimes:

Proposition 3. If n passes the 2-pseudoprime test, then 2" — 1 does also. Thus if n
is prime, 2" — 1 is either prime or a 2-pseudoprime.

The proof isleft as an exercise, below.

Fermat’stheorem is of assistancein finding non-trivial factors of Mersenne num-
bersif they exist.

For example, consider trying to factor 237 — 1. Suppose p is a prime divisor of
237 _ 1. Then 2" = 1 (mod p), and since 37 is prime, 37 must be the order of 2
modulo p. Thus by Fermat's theorem, 37 divides p — 1, that is, p — 1 = 37k for
somek. It follows that any prime divisor of 237 — 1 must be of the form p = 1+ 37k.
Evidently we can assumethat k iseven, that is, p isaprimeof theform p = 1+ 744,
forh=1,2,3,....

Such an analysis drastically reduces the number of trial divisions needed to de-
cide whether or not 237 — 1 is prime. So wetry:

h=1,p="75not prime;

h =2, p = 149—prime, but not a divisor of 257 — 1;

h =3, p = 223—prime, and adivisor of 237 — 1.

This computation was in fact performed by Fermat, as an application of his the-
orem [Weil (1984), p. 57].

For another factorization of a Mersenne number, see section C below.

II. Fermat Numbers. Another interesting collection of 2-pseudoprimesisthe Fer-
mat numbers. The nth Fermat number is £, = 22" + 1. The Fermat numbers for
n=0,1,23,4are3, 5, 17, 257, and 66537, all primes.

As with Mersenne numbers, the focus on Fermat numbersis partly based on the
fact that if a number of the form 2% 4 1 is prime, then a must be of the form a = 2"
for somen.

We showed in section 4C that for m # n, F,, and F, are coprime, hence yield
infinitely many primes as factors of Fermat numbers.

Fermat conjectured that all Fermat numbersare prime. This conjecture may have
been suggested by:

Proposition 4. For any n, F;, passes the 2-pseudoprime test.

The proof is an exercise.
Euler observed (see Weil (1984), p. 58) that, as with the Mersenne numbers,
Fermat's theorem considerably restricts the form of the primes p that may divide
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a Fermat number. Euler’s example was Fs = 2% + 1, the fifth Fermat number. If
p divides F, then, since 22 = —1 (mod p), we have 264 = 1 (mod p) but 2" # 1
(mod p) for r dividing 64 and r < 64. So the order of 2 mod p is64. Thus 64 divides
p—1 thatis,

p=1+64k

for some .

Euler then proceeded to test F5 by trial division by primes of the form p = 1+
64k, k=1,2,3..., and found that with k£ = 10, p = 641 divides F5. In thisway, Euler
refuted Fermat’s conjecture.

This same idea has been used to help factor larger Fermat numbers [Brent and
Pollard (1981), p. 629, line 8].

The state of Fermat’s conjecture as of 2007 is that there is no number n > 4
for which F;, is known to be prime. A website that keeps track of current work on
factoring Fermat numbersis W. Keller’swebsite, www.prothsearch.net/fermat.html.

III. Carmichael numbers. If we want to see if a number m is prime using trial
division, we would not test m by just dividing by 2—we would try dividing m by
many primes.

Similarly, there is no reason to test a number » for primeness by using just the
2-pseudoprime test. Fermat’s theorem states that if a is any number not a multiple
of m, and m is prime, then «”~* — 1 isdivisible by m.

Thusinstead of checking to seeif 2”1 =1 (mod ), we could pick any number
a <mandseeif @" 1 =1 (mod m). Call thisthe a-pseudoprime test.

If m fails an a-pseudoprimetest, that is, if

a"1#£1 (mod m),
for asingle number a < m, then m is composite.

Defini ion. A number m is an a-pseudoprime if m is composite and " 1 = 1
(mod m).

We observed that 2-pseudoprimes are fairly rare, and the same is true of a-
pseudoprimes for any . So it is plausible that numbers that are simultaneously 2-
and 3-pseudoprimes are rarer still.

For example, neither of the 2-pseudoprimes 341 and 645 is a 3-pseudoprime:
the latter because 3 divides 645. Neither is 1194649, the 2-pseudoprime we found
between 1194601 and 1194700. In fact,

3194648 — 341017 (mod 1194649)

S0 1194649 is not prime because it fails the 3-pseudoprimetest.
More systematically, we could treat Fermat’s theorem like trial division: take a
number m, and check to see if

a"1=1 (mod m)

for many numbersa.



10 Applications of Euler's Theorem 211

Very few numbers would pass these a-pseudoprime tests and not be prime. For
example, here are the a-pseudoprimes between 50 and 999 for various prime num-
bersa:

2-pseudoprimes: 341, 561, 645.

3-pseudoprimes: 91, 121, 286, 671, 703, 949.

5-pseudoprimes: 124, 217, 561, 781.

7-pseudoprimes: 325, 561, 703, 817.

11-pseudoprimes: 133, 190, 259, 305, 481, 645, 703, 793.

13-pseudoprimes: 105, 231, 244, 276, 357, 427, 561.

17-pseudoprimes: 145, 261, 781.

19-pseudoprimes: 153, 169, 343, 561, 637, 889, 905, 906.

23-pseudoprimes: 154, 165, 169, 265, 341, 385, 451, 481, 553, 561, 638, 956.
29-pseudoprimes: 105, 231, 268, 341, 364, 469, 481, 561, 651, 793, 871.

Evidently, numbers that are a-pseudoprimes for more than one number « in this
list are uncommon. However, looking over this list, you will perhaps notice that
561 =3-11-17 appearson al thelists except for 3, 11, and 17, the three factors of
561. That is, for all primesa < 29 that are coprimeto 561, 561 is an a-pseudoprime.

It happens that 561 is an example of a composite number m with the property
that for every number a coprimeto m,

a"1=1 (mod m).
Such anumber is called a Carmichael number.

Defini ion. A composite odd number m is a Carmichael number if m is an a-
pseudoprimefor every a coprimeto m.

To confirm what we observed with n = 561
Proposition 5. 561 = 3-11- 17 is a Carmichael number.

Proof. First notethat 561 = 3-11-17 is composite. We want to show that for any a
coprimeto 561, ¢®° = 1 (mod 561). To do so, it suffices to show that

=1 (mod 3),

=1 (mod 11),
and
=1 (mod 17).

Now by Fermat's theorem, > = 1 (mod 3), ¢® = 1 (mod 11) and «'® = 1
(mod 17) for every number « coprime to 3, 11, and 17. Since 560 is a multiple
of 2,10 and 16, it follows that each of the displayed congruencesis true. a
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Carmichael numbers are quite rare. The twelve Carmichael numbers less than
50,000 are 561, 1105, 1729, 2465, 2821, 6601, 8911, 10585, 15841, 29341, 41041,
and 46657. Among the 2051 2-pseudoprimes less than 100,000,000, only 252 are
Carmichael numbers. It was proved only in 1992 that there are infinitely many
Carmichael numbers.

The existence of Carmichael numbers dashes the hope that Fermat’s Theorem
aonecan beused asaprimality test. If m isaCarmichael number, then no amount of
a-pseudoprime testing will reveal that m is composite (unless we are lucky enough
to pick a not coprimeto m).

Chapter 20 has much more on Carmichael numbers and presents an extension of
the a-pseudoprimetest that is effective on Carmichael numbers.

Exercises.

9. C.P. Snow describes a meeting between the English mathematician G.H. Hardy
and the Indian genius Ramanujan, when the latter was terminally ill with tubercul o-
sis. Hardy started the conversation with, “I thought the number of my taxicab was
1729. It seemed to me rather a dull number.” To which Ramanujan replied, “No,
Hardy! It is avery interesting number. It is the smallest number expressible as the
sum of two cubesin two different ways.” (Hardy (1969), page 37). (Reprinted with
Permission of Cambridge University Press).

(i) Find two pairs (a,b) of integerswith 0 < a < b so that 1729 = & + b°.

(i) Verify that 1729 is a Carmichael number.

10. Verify that 341 isa 2-pseudoprime.

11. Verify that 91 is a 3-pseudoprime.

12. Verify that 645 is a 2-pseudoprime.

13. Prove Proposition 1, that if a” — 1isprime, thena = 2 and n is prime.

14. Prove Proposition 5, Euclid’s Theorem on even perfect numbers.

15. ProveProposition 3, that if n passesthe 2-pseudoprimetest, then so does2” — 1.
16. Show that there are infinitely many 2-pseudoprimes.

17. (i) Show that every prime factor of the Mersenne number 21! — 1 is congruent
to 1 modulo 22.
(ii) Find a prime factor of the Mersenne number 211 — 1.

18. Using acomputer, find a prime factor of the Mersenne number 223 — 1.
19. Provethat if a number of the form 2¢ 4 1 isprime, then a = 2" for some n.

20. Prove Proposition 4, that every Fermat number passes the 2-pseudoprimetest.



10 Applications of Euler's Theorem 213

21. Let p bean odd prime and 4 a primitive root modulo p.

(i) Show that » has order p — 1 or order p(p — 1) modulo p?.

(i) Show that there is a unique £ with 0 < k£ < p — 1 such that b + kp has order
p— 1 modulo p?.

(iii) Conclude that if p is any odd prime, then there is a number b so that every
unit modulo p? is congruent modulo p? to a power of b.

22. Let p =27 — 1 beaMersenne prime. Show that 22 # 1 (mod p?).

23. Show that 20’ = 1 (mod 551). Conclude that 551 is not a 20-pseudoprime,
hence is composite.

24. (i) Show that if m is an a-pseudoprimefor ¢ =2 and a = 3, then m is an a-
pseudoprimefor a = 6.

(i) Find a number m so that m is a 6-pseudoprime but not a 2-pseudoprime or a
3-pseudoprime.

25. Show that for each m, the set
{[a]minZ/mZ|d"*=1 (modm)}

is an abelian group under multiplication of congruence classes (see Section 8B).

26. Letn =5 (mod 6). Show that 7 is not a perfect number, as follows:
(i) Show that » is not a square.
(ii) Let o(n) bethe sum of the divisors of » (including 1 and ). Show that

on)= Y, d—l—Z.

d<y/nd|n

(iii) Show that for each divisor d < \/n,

hence

(iv) Show that o(n) =0 (mod 3). Hence o (n) # 2n and n is not a perfect num-
ber. [Holdener (2002)].

C. The Pollard p — 1 Factoring Algorithm

Fermat's theorem is the basis of the Pollard p — 1 factoring algorithm, discovered
by J. M. Pollard (1974). The algorithm is effective for finding a prime factor p of a
number N when p — 1isaproduct of small primes.

To make more precise theideathat p — 1 isaproduct of small primes, we use the
following terminology:
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Defini ion. Let £ beanumber >2. A number m is k-smooth if every prime divisor
of mis<k.

Some examples:
The only 2-smooth numbers are powers of 2;
If we factor the numbersfrom 180 to 190, we find:

180=2%.3°.5
181 isprime
182=2.7-13
183=13-61
184=2%.23
185=15.37
186=2-3-31
187 =11-17
188 = 22.47
189=3%.7
190=2-5-19.

Thus 180 is 5-smooth, 180 and 189 are 7-smooth, while 180, 182, 187, 189 and 190
are 19-smooth. Evidently, the larger & is, the more k-smooth numbersthere are.

Hereis the idea behind the Pollard p — 1 algorithm.

We wish to factor the number N.

Suppose p is a prime factor of N. If we take some base a, Fermat’s Theorem
saysthat a?~1 =1 (mod p), or equivalently, p dividesa?~! — 1. Then, since p also
divides N, it follows that the greatest common divisor of N and a?~1 — 1 isanon-
trivial divisor of N.

But of course, we don’'t know p, so we can’t compute a? L.

But if a?~t =1 (mod p), then a® = 1 (mod p) for every number B that is a
multiple of p — 1. If we find a number B that is divisible by p — 1 for many primes
p, then a® = 1 (mod p) for many primes. If one of those primes aso divides N,
then

(a® —1,N)> 1.

In the Pollard p — 1 algorithm the exponent B is chosen sufficiently large, so that

if pisaprimedivisor of N and p — 1isk-smooth for small , then p — 1 divides B.

Pollard p— 1 algorithm. Pick some base number a, and some smoothnessbound £.
For each prime ¢ < k, let e be the exponent such that

Eq:q€§N<q€+l’
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and set

Be= I Eq

q prime, g<k

Then By, isthe product of all prime powers ¢¢ whereg < k and ¢° < N < ¢°*1.
For example, let N = 323 and k = 7. Then E, = 28 F3 = 3% E5 = 58, E7 = 77,
and B7 = 28355372,
If p isaprime so that p — 1 is k-smooth, then p — 1 will divide By, and so by
Fermat's Theorem,
a®*=1 (mod p)

and p dividesa® — 1.
We compute the greatest common divisor of ¢ — 1 and N. If p also divides N,
then p divides (N, a® — 1), so (N,a® — 1) > 1 and isafactor of N.

Note that both parts of the procedure, raising to a high power modulo N and find-
ing the greatest common divisor of two numbers, can be done by fast algorithms—
Euclid’s algorithm for the latter, and the squaring algorithm of Section 9F for the
former.

Let's try this algorithm out on a couple of numbers that didn’t factor by trial
division in Chapter 6.

Example 4. Let N = 1194653. Let a = 2, let B = B3 and compute a®. Here,
B=2%.312.58.77.115.135,
the product of all prime powers of primes g < 13 where the exponent of ¢ is defined
by ¢° <N < gL,
(For example, 58 < N < 5°.) We compute the |east non-negative residue:
28 =56790 (mod N),

and find that

(28 —1,N) = (56790 — 1,N) = (56789, 1194653) = 521,
aprimedivisor of N. The reason we found the divisor 521 of N is that

520=23%.5-13
S0 that 521 — 1 = 520 is 13-smooth, hence 520 divides B and so
25=1 (mod 521).

Example 5. Let N = 1194637. With the same B = B13 asin the last example,

2% = 1010514 (mod N)
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and
(28 —1,N) = (1010514 — 1, N) = (1010513, 1194637) = 241,

aprimedivisor of N. Here
240=2%.3.5

so that 241 is a prime divisor of N such that 241 — 1 = 240 is 13-smooth, hence
divides B.

For this last example, we could have found 241 by using k£ = 5. In that case,
Bs = 2%0.312. 58 Setting B = Bs, we find that

2% =301733 (mod N)

and
(28 —1,N) = (301732,N) = 241.

But £ = 5istoo small for the number in the previous example:

Example 6. Again let N = 1194653. Let k = 5 and B = Bs = 220 3%2. 58 We find
that
28 = 43666 (mod N)

and
(28 —1,N) = (43666 — 1, N) = (43665,1194653) = 1.

The algorithm fails here because N = 1194653 has no prime divisor p so that p — 1
is 5-smooth.

In practice, we don't need to specify in advance a particular smoothness bound.
If agiven bound  fails and there is more time, just choose a larger bound #’. Then
By = Bi.F where F is a product of powers of primes ¢ with k < g < ¥/, and

2B — (28"

So to change from k to &’ we just continue the computation we did for 2%+ to get
2By
For example, with N = 1194653,

2B13 _ 2(2203125877115135) _ (2(22031258))(77115135> _ (235)F
where F = 77115130,

Given alarge number N, isit reasonable to hope that N has a prime divisor p so
that p — 1 is k-smooth for small £?

For example, suppose we have a six-digit number N which is known to be com-
posite. How large must & be to give a reasonable chance of factoring N?

If N < 106, then N will be divisible by at least one prime p < 1000. There are
167 odd primes under 1000. Of these,
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Thereare 4 primes p so that p — 1 is 2-smooth (3, 5, 17 and 257);

There are 17 primes p o that p — 1 is 3-smooth (the above, and 7, 13, 97, 193,
769, 19, 37, 73, 577, 109, 433, 163, 487);

There are 33 primes p so that p — 1 is 5-smooth (the above, and also 11, 31, 41,
61, 101, 151, 181, 241, 251, 271, 401, 541, 601, 641, 751 and 811).

So suppose we do the Pollard p — 1 algorithm with £ = 5, and suppose we just
want to find prime divisors of N that are <1000. We can use B = 2°-3%.5% the
product of the highest powers of 2, 3, and 5 that are less than 1000. Then for every
prime p < 1000 so that p — 1 is 5-smooth, p — 1 will divide B. If any of those 33
primes divides our number N, then for any base a, «® — 1 and N will be divisible
by p. Thusjust one computation checks to see if any of those 33 primes <1000 are
factors of N. One computation checks 20 percent of the primes <1000 all at once.

Increasing the smoothness bound & will capture more primes. We find:

For 75 of the 167 odd primes p < 1000, p — 1 is 13-smooth,

For 107 of the 167, p — 1 is 31-smooth. Thusif we are doing Pollard p — 1 on a
random six-digit number N and we choose & = 31, then if NV is divisible by any of
the 107 primes p so that p — 1 is 31-smooth, then (a® — 1, N) > 1.

On the other hand, the worst possible prime p < 1000 for the algorithm is 983.
Since 983 — 1= 2-491 and 491 is prime, 983 — 1 is not k-smooth for any k < 491.

The next exampleillustrates a phenomenon that can occur with the Pollard p — 1
algorithm:

Example 7. Let N = 125561. Suppose we compute 2% (mod N) for ¢ = 13, where
B = B3 =216.310.57.76.114.13* (B is divisible by all prime powers <N where
each primeis <13.) We find that
28=1 (modN)
hence N = 125561 divides 28 — 1 and
(28 -1,N)=N.

The algorithm appears to fail in this example because the greatest common divisor
of 2813 —1 and N is N itself. When this happens, it impliesthat the order of 2 divides
B13 modulo every prime divisor of N.

If wewereto computethe greatest common divisor with & = 7 rather than waiting
until £ = 13, then we would not have reached the point we did in the last example.

Example 8. For thesame N, B; = 216.310.57.76 and
28 =124839 (mod N).
Computing the greatest common divisor at this point yields

(28— 1,N) = (124838,125561) = 241,
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aprimedivisor of N. We found the prime divisor p = 241 of 125561 becausep — 1=
240is7-smooth. But 125561 = 241-521 and for p = 521, the other factor of 125561,
p—1=520=8-5-13is13-smooth but not 7-smooth.

An alternative way to deal with the phenomenon that «® = 1 (mod N) isto view
N aslike an a-pseudoprime. See Chapter 20 or Exercise 31 below.

Remark. Note that in most of our examples, the exponents of the primes ¢ in the
prime factorization of B were much larger than needed. We assumed that B, was
theleast common multipleof al prime powers /¢ where/ < kand /¢ < N. Alternative
suggestionsfor B, are

(i) let By be the smallest number divisible by /¢ for al primes!/ < k, but where
1¢ < M with M much lessthan N (in the last example, we chose M = /N), or

(ii) let By = k!, or

(i) let By be the least common multiple of 2,3,4, ... k.
Each alternative gives a much smaller exponent B, for a given N and k, but leaves
open the possibility that a factor p of N has the property that p — 1 is k-smooth but
p — 1 does not divide B. For an example of the use of a smaller exponent, see the
subsection, “Factoring Mersenne numbers’, below. Thus the implementation of the
Pollard p — 1 algorithm raisesissues of balancing the size of B, for agiven k against
thesizeof k in order to obtain the greatest likelihood of successin thetime available.
These issues go beyond the scope of this book.

A great deal of work has been done studying smoothness of numbers. A result of
Dickman (1930) implies that for large N, the number of v/N-smooth numbers <N
is approximately N /4, while the number of N%/4-smooth numbers <N is around
N/200. Thus for a number N of around 102, roughly 1/4 of the numbers less than
N are 108-smooth, but only around 1/200 of the numbers less than N are 1000-
smooth. See Granville (2004) for an extended discussion of smooth numbers and
their uses.

RSA security. A situation where the issue of success or failure of the Pollard p — 1
algorithm is of importance isin connection with RSA cryptography.

Recall from Section A above that in an RSA code, the modulus m = p1ps isa
product of two large primes, p1 and p», whose secrecy is essentia for the code to
be secure. Since m is typically made public, m should be impossible to factor in a
reasonable amount of time.

In view of the Pollard p — 1 factoring algorithm, it is important that if p is any
prime dividing m, then p — 1 should not be £-smooth for any small .

One way to insure that the Pollard p — 1 algorithm is maximally ineffective for
factoring the modulusm isto choose the prime divisors p of m sothat p — 1= 2¢ for
g aprime number. Then the smallest £ so that p — 1 is k-smooth is k£ = ¢, a number
nearly aslargeas p. It would take much lesstimeto trial divide m by numbers <\/m
than to do the Pollard p — 1 algorithm to find a ¢g-smooth prime factor of m.

A prime number p with the property that p — 1 = 2¢g with ¢ prime is sometimes
called asafeprime.
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Of the 167 odd primes <1000, 25 are safeprimes. The largest safeprime <1000
IS 983. See Section 12C, Exercise 29 on finding small safeprimes.

A prime number ¢ o that 2g + 1 = p isaso primeis called a Sophie Germain
prime, after the early 19th century French mathematician Sophie Germain. Around
1825 she provedthat if g isaprime sothat 2¢ + 1isalso prime, thenx? +)9 = z7 has
no solutions with x,y and z natural numbers all not = 0 modulo ¢ (the “First Case”
of Fermat’s Last Theorem).

At this writing, it is unknown whether or not there are infinitely many Sophie
Germain primes, although there is a conjectured estimate that the number of Sophie
Germain primes <m is approximately

1.32m
(Inm)2"

See Ribenboim (1980), p. 328.

Factoring Mersenne numbers. For p aprime number, N = 2” — 1 isaMersenne
number. As we saw in section B, among the Mersenne numbers are the largest
known prime numbers. However, most Mersenne numbers are composite.

To find a prime factor of a Mersenne number, it is helpful to apply Fermat's
theorem in the following way. Recall that if ¢ isaprimedivisor of N =27 — 1, then

2’=1 (mod N),

therefore
2’=1 (mod gq),

and so, since p is prime, p must be the order of 2 modulo ¢. Now
2971=1 (mod q).
and therefore p must divide g — 1. This means that ¢ hasthe form
qgq=1+mp

for some m.

Using this fact, we can adapt the Pollard p — 1 method to try to factor N as
follows. Supposethereisaprimedivisor ¢ of N, necessarily of theform g = 1+ pm,
wherem is k-smooth for some small . Let B = By, be the exponent corresponding to
m and k inthe Pollard p — 1 algorithm. That is, B isthe smallest number divisible by
al primes /¢ where/ < k and [¢ < m. Then m divides B, and so ¢ — 1 = pm divides
pB. Thus, by Fermat's Theorem, for every a < ¢,

a??=1 (mod gq)

and so
(aP® —1,N) > q.



220 10 Applications of Euler's Theorem
(We need to choose a # 2, for

2?8 — (278 =1 (mod N)
since N = 27 — 1, and so the Pollard p — 1 algorithm will fail).

Example 9. Let N = 2% — 1, a number of 50 digits. We look for a prime factor
q = 1+ 163m where m is 9-smooth. Rather than choosing B to guarantee picking
up any prime factor p so that p — 1 is 9-smooth, we choose one of the alternative
smaller exponents noted in the remark following Example 8, above.

For the second alternative, we set B = 9! and find that

(51838 _ 1 N) = 704161,
afactor of N. The reason 704161 showed up was that 704161 is prime and
704161 — 1= 704160 = 163m

where
m=2°.3%.5

is 9-smooth and divides B.
For thefirst alternative choice of B, weset B=23.3.5.7, butthenm = 25.33.5
isnot adivisor of B, and
(31N =1,

so the algorithm would fail.

It turns out that N = 2163 — 1 is a product of five primes. For the other four
primes, the corresponding m’s are k-smooth for minimal & = 461, 6037, 10061 and
22392890561.

The GIMPS website gives a 27 digit prime factor ¢ of
N= 22944999 -1

found using the Pollard p — 1 algorithm. The Pollard p — 1 algorithm was successful
in this case because g — 1 = 2944999m where m is 69061-smooth.

Exercises.

27. Try factoring the following numbers by the Pollard p — 1 algorithm with £ = 3:
(i) 1679;
(i) 1739;
(iii) 2231.

28. Try factoring the following numbersby the Pollard p — 1 algorithm with £ = 3:
(i) 44329;
(i) 42919;
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29. Try factoring the following numbers by the Pollard p — 1 algorithm with &£ = 3:
(i) 202211
(i) 218663
(i) 222559

30. Suppose you apply the Pollard p — 1 algorithm to a number N. You pick a
smoothness bound & and a base a, and find that for the a you chose,

a#=1 (modN).

Does that imply that every prime factor p of N has the property that p — 1 is k-
smooth? If so, explain why; if not, give an example.

31. If you try to factor 7081 by the Pollard p — 1 algorithm with £ = 3, you will
find that B = 212 3% = 26873856, and (choosing a = 5)

55=1 (mod 7081).

This means that 7081 divides 5% — 1. What to do? One strategy isto let s = 38 and
find5° (mod 7081). We find that

5°=5704 (mod 7081).
Then we proceed by repeatedly squaring 5° modulo 7081:

5 = 5704;
5% = 5502;
5% = 729;
58 = 366;

516 = 6498:
5% = 1.

(We must get 5% = 1 for somer < 12).
(i) Show that then 7081 cannot be prime because

7081 divides (64982 — 1) = (6498 + 1)(6498 — 1).

but doesn’t divide 6498 4 1 or 6498 — 1.
(i) Show that the greatest common divisor of 6498 — 1 and 7081 is a non-trivial
divisor of 7081.

32. Thenumber 220459 isaproduct of two primes p and ¢ suchthat p—1andg—1
are both 7-smooth. Factor 220459 by a strategy similar to that of the last problem.






Chapter 11
Groups

In this chapter we reintroduce groups, and show that the mathematics involving
orders, Fermat's and Euler’s Theoremsis part of elementary group theory.

A. Groups of Units and Euler’s Theorem

Let us begin by reviewing the proof of Euler’s theorem from Chapter 9.
Let U = U, bethe set of unitsof Z/mZ, and |et ¢ (m) be the number of elements
of U. In proving that for a in U, a®"™) = 1, we took the set U,

U = {ulau27 e ?u(p(m)}
and multiplied each of the elements of U by the unit « to get the set
aU = {auy,auy, . ..,auy () }-

We found that the sets U and U were the same, except for the ordering of the
elements. Hence the product of the elements of U:

uluz...u(p(m)

and of aU:
auiau - - Ay (y)-

are the same:
uup - - - u¢(m) = daujauy - -auq)(m).
Canceling the common factor uqus- - - Ug (m) from both sides gives Euler’s theorem:
a®m = 1.
How did we show that the set «U and the set U are the same? We needed to show
foreveryainU:

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 223
in Mathematics, (© Springer Sciencet+Business Media LLC 2009



224 11 Groups

(1) Theset aU isasubset of U: that is, for any unitsa and u, au is aunit; thisis
the property that U is closed under multiplication.

(2) All the elementsof aU aredifferent: that is, for any unitsu,vand a, if au = av,
then u = v; call thisthe cancellation property for U.

(3) Every element of U isin aU: that is, for any unit «, there is a unit v so that
u = av; cal thisthe solvability property for U.

These properties, together with the property that multiplication of elements of
U is associative, mean that U, a set with multiplication, is a group. We recall the
definition from Section 7A:

Defini ion. A group isaset G together with an operation
x*:GxG—G

(this means that for any two elements a,b of G, ax b isin G) that satisfies the
following properties:

associativity: for any three elementsa,b,c of G, ax (b c) = (a*b)c;

cancellation: for any three elementsa,b,c of G, if axb=axcorif bxa=cxa,
then b =¢;

solvability: for any elementsa, b of G, thereisan element ¢ in G with axc = b,
and an element d in G withd xa = b;

existence of identity: there is an element e of G so that for al a in G, exa =
axe=ua,

and

existence of inverses: for any a in G, thereisan element » in G sothat axb =
bxa=e.

Itiseasy to seethat the set U, of units of Z/mZ is agroup, where the operation
x ismultiplication; in fact U, also satisfies the property

commutativity: forall a,binU,, axb=bx*a.

A group satisfying the commutative law is called an abelian group, after the
Norwegian mathematician N. H. Abel (1802-1829).

The propertiesjust listed which characterize a group are redundant: a set G with
an associative multiplicationis agroup if it either has the identity and inverse prop-
erties, or has the cancellation and solvability properties.

Nowadays a group is customarily defined as a set with an associative operation
that has the identity and inverse properties, asin Section 7A. In 1893, the standard
definition of a group was that of a set with an associative operation that satisfies the
solvability and cancellation properties (see Van der Waerden (1985), p. 154). The
two definitions are equivalent. The proof of equivalenceis not difficult and isleft as
an exercise.

Among the many examples of groups are two collections of examples arising
from rings:

A ring R itself is an abelian group under addition. The identity element e is O.
When we refer to R as just a group under addition, rather than as a ring, we some-
times call it “the additive group of R”.
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The set of units of aring R is a group under (i.e., with the operation of) multi-
plication. If R is acommutative ring, then the set of units of R is an abelian group.
Here theidentity element e is 1.

Euler’s Theorem is a theorem about the group of units of Z/mZ. The proof of
Euler’'s theorem above is really the proof of atheorem about abelian groups with a
finite number of elements. To seethis, we reprove Euler’stheorem in that setting. In
what follows we will write the operation on the group as multiplication, and often
omit the - , so that ha means b - a.

Theorem 1 (Abstract Fermat Theorem). Let G be an abelian group with n ele-
ments. Then for any a in G, a" = e, the identity element of G.

Here " denotesa multiplied by itself ntimes. a¢-a-...-a.

Proof. Letug,us,...,u, bethe elementsof G, and let a be any element of G. Con-
sider the set
aG = {auy,auy, ... ,auy,}.

Then aG is exactly the same as the set G: dl the elements of G are distinct, by the
cancellation property, and every element of G isin aG by the solvability property.
ThusaG = G.

To finish the proof, we simply multiply all the elements of aG together, and all
the elements of G together, equate the two products, and cancel the common factors.
WE' Il be left with " = e.

But if we are to be careful, we need to know that these manipulations of the
elements of G work. For this, we need two consequences of the axioms:

Generalized Associativity. If G is a group, so that a(bc) = (ab)c for al a,b,c
in G, then for every n > 3 al possible ways of associating the product of every n
elements of G areequal.

For example, with n =5, (a(bc))(de) = ((ab)(cd))e = a(b(c(de))) = ... .

Generalized associativity meansthat when we see a product abcde we are freeto
associate it in any way we want. The resulting product will not depend on how we
did it. For this reason we can without confusion omit parentheses entirely.

Generalized Commutativity. If G is an abelian group, so that ab = ba for al a,b
in G, thenfor every n > 2, al possible ways of multiplying n elementsas, ..., a, of
G, regardless of order, give the same element of G.

For example, abcde = edcba = acedb = ... (where we have omitted parentheses
by generalized associativity).

The proofs of Generalized Associativity and Generalized Commultativity can be
done by induction: see exercises 4 and 5, below.

The properties of Generalized Associativity and Generalized Commutativity per-
mit the manipulationsin the remainder of the proof of the abstract Fermat theorem.
Since the set
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G={u1,...,un}

isthe same as the set
aG ={auy,...,auy},

the products of all the elementsin each of the two sets are the same (by Generalized
Commutativity):
UUD - ... Uy = QULAUD - . . . - AUy,

(where we can omit parentheses by Generalized Associativity). We rearrange the
right side, using Generalized Commutativity:

aurauy - ... auy, = (aa-...-a)(uiuz- ... uy)
SO
ugup - . ..oup = (aa-...-a)(uruz - ... uy)
By cancellation,
e=aa --a=d",
which was to be proved. |

This abstract Fermat theorem is an abstraction of Euler’s, and in turn, Fermat’s
theorem. If G is the group U,, of units of Z/mZ for m any number >2, we have
Euler’s theorem. If G isthe group U, of units of Z/pZ for p aprime, we have the
origina Fermat theorem.

The abstract Fermat theorem also holds for any finite group of units of any com-
mutative ring. Other than Z/mZ the only example we've seen so far is Fg, the set
of elements of the form a + bi, where a,b are in Z/37 and i? = —1 (see Section
7C, Exercise 35). Later in the book we will introduce many more examples of finite
commutative rings—see Chapter 23.

Exercises.

1. Provethat if G is a set with an associative operation that has the identity and
inverse properties, then it has the cancellation and solvability properties.

2. Provethat if G isa set with an associative operation that has the solvability and
cancellation properties, than it has the identity and inverse properties.

3. Write down all possible ways of associating the product abcd, where a,b,c,d
are elements of agroup G, and show, using the associative law, that the productsare
all equal.

4. Let ay,ay,...,a, be elements of agroup G. Prove generalized associativity for
ai,az,...,a, by showingthat every product u of as,as, ... ,a,, associated in any way
equals
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ar(az(as(... (ap—1an)...))).

(Hint: Assume by induction that the result is true for any product of » — 1 elements
of G).

5. Let G bean abelian group, assuming generalized associativity, prove generalized
commutativity for G by induction on n, by showing that for every set of n elements
{a1,a2,...,a,} of G, every product of ay,...,a, inany order isequal to as -az- - ay.

6. Provethat in agroup, theidentity element is unique.
7. Using cancellation, provethat in agroup, every element has a unique inverse.

8. Define an operation on the set N of natural numbers (>0) by a b = [a,b], the
least common multiple of « and b.

(i) Show that this operation is associative and commutative.

(it) Find an identity element for N under this operation.

(iii) Which elements of N have inverses?

(iv) When isit possible to solve the equation a xx = »?

(V) If axb=axc, doesit follow that b = ¢?

9. InFg, show that (1— /) hasorder 8, and so every unit of g isa power of (1—i).
Why doesthisimply that every unit has order dividing 8?

B. Subgroups

Let G be agroup with operation x and identity element e, and where the inverse of
an element a isdenoted @’. A subgroup H of G isanonempty subset of G with two
properties:

(i)if a,barein H,thenaxbisin H; and

(ii)ifaisinH,s0isd’.

In other words, H isasubset of G which is closed under products and inverses.

Here are some examples of groups and subgroupsthat you have perhaps already
seen:

1. Let G = Z, the integers, where the operation  is +, the identity element is 0,
and the inverse of an element isits negation. Let m be any nonnegative integer, and
let H = mZ, the set of all multiples of m. Then H is asubgroup of G. For it is easy
to seethat if a, b are two multiples of m, then soisa + b, and if a isamultiple of m,
sois —a. (Notethat H isthe congruence class (mod m) of zero).

2. Let G =7 again, and let H = N, the set of natural numbers. Then H isnot a
subgroup of G. For while the sum of two natural numbersis a natural number, the
negation of anatural number is not a natural number, soisnot in N. Since N is not
closed under negations, N is not a subgroup of G.
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3. Let G be the group under multiplication of the non-zero complex numbers. For
each number %, let U (k) be the group

U(k) ={o e Claf =1}.

The subgroup U (k) is the group of kth roots of unity in C, and is a subgroup of G.
For example,

U(2) = {11
U@ ={1,i,—-1,—i};

ue) :{71+2\/—37 71+2\/—3’1};

14+i —1+4i 1—i —1—i
U = 17.77177‘7 ) ) )
O =i o a2 2

Then U(2) isasubgroup of U(4), whichin turnis a subgroup of U(8).

}.

4. Let G be set of nonzero real numbers with the operation being multiplication.
Let # = U(2) be the subset consisting of 1 and —1. Then H is a subgroup of G.

5. Let G = Uy, the group of unitsof Z/mZ under multiplication. For any &, let
Un(k) = {a € Up| ok =1}

Then U, (k) is asubgroup of U, the group of kth roots of unity in U,,. By Euler's
Theorem, U, (¢ (m)) = U, every unitisa ¢ (m)th root of unity in U,,.

6. If G isavector space over somefield, then G isan abelian group under +. Any
subspace H of G isasubgroup of G.

7. Two “trivial” subgroups of any group G are the group G itself, and the sub-
group consisting only of the identity element of G. So a “non-trivial” subgroup
means a subgroup other than the trivial subgroups.

Defini ion. Let G be a group with operation x, identity e and inverse ~. Fix an
element a of G. The cyclic subgroup generated by a isthe set H of elementsof G of
the form a” for all integers n. Here a® denotes the identity element e, a” for n > 0
denotes ax a* ---xa (n factors), and a=" for n > 0 denotesa L xa=1x...a 1 (n
factors).

The cyclic subgroup of G generated by a is denoted by (a).

A group G iscyclic if G = (b) for somebinG.

Itiseasy to seethat for a in G, the set () is closed under products and inverses and
isasubgroup of G.
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For example, if G = Z, with * being +, then the cyclic subgroup (m) generated
by the integer m is mZ, the set of all integersrm, wherer isany element of Z. This
is because any integer in (m) is obtained by adding either m toitself or —m to itself.
For example, if s > O, thensm = m+m+ ...+ m (s terms). Thisexampleisthe same
as example 1, above.

The cyclic subgroup (1) of Z generated by 1isall of Z. So Z isacyclic group.

For G afinite group (with operation * and identity e), the cyclic subgroup gener-
ated by an element a isjust the set of al positive powers of a.

To seerthis, recall that the order of an element a of G, if it exists, is the smallest
exponent n > 0 so that @” = e, the identity of G.

Proposition 2. Suppose G is a fin te group with n elements. Every element a of G
has an order, and the order d of a is < n. If a has order d, then the cyclic subgroup
(a) of G generated by a has d elements:

(a) ={a,d?,...,a"}.
Hence the order of a is equal to the number of elements in {a).

Proof. The proof that the order of a is < n is an argument that we gave in Section
9A. In brief, the elements a,a?, . .. ,a"*1 cannot al be different since G has only n
elements. Hence " = o’ for some r,t with 1 < r <r+¢t <n-+1, hencet < n.
Cancelling ¢’ yieldsa’ = e. Sincet < n, the order d of a must be < n.

Let d bethe order of a, and let

A:{a,az,...,adfl,ad},

wherea? = a% = e. Forevery [ > 0,1 = dg +rwith0 < r < d. Then

d=aMd =eld =d".

S0 A contains every positive power of «. In particular, 4 is closed under multiplica-
tion. Also, for each » with 1 < r < d, a’a“" = a? = e. S0 4 is closed under taking
inverses. So 4 isasubgroup of G containing a.

Since 4 is closed under products and inverses, A contains every positive or neg-
ative power of a, S0 (a) = 4 = {a,d?,...,a}.

Since d is the order of a, we are left only with showing that the elements
a,a®,a3,... a of (a) aredll different. So supposed® = a*tF where1l <s < s+k <d.
Then, cancelling a*, we havee = . But 1 < k < d. Hence this|ast equation violates
the assumption that d is the order of a. Thus all the elementsin the set (a) are dif-
ferent. That is, the number of elementsin the subgroup (a) generated by « is equal
to the order of a, as we wished to show. O

Example 1. If G = Uss, the group of units of Z /137, then the cyclic subgroup ([3])
generated by [3] hasthree elements: [3],[9] and [27] = [1]. The cyclic subgroup ([5])
generated by [5] hasfour elements: [5],[25] = [—1],[-5] = [8] and [1].
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If {(a) isacyclic subgroup of G of order m = rs, then
<ar> _ {ar’a2r’ o ’asr}

isacyclic subgroup of (a), hence acyclic subgroup of G, of order s.
Example 2. If G = Uy, then ([2]) hasorder 12, sois all of Uyz. Then, for example,

(12%) = {[2° = [8],[2°) = [64] = [-1], [2°) =[-8}, [2"%] = [1]},

and
{[2%) = (3.
Most groups have subgroups other than the trivial subgroups:

Proposition 3. If G is an abelian group then G has a non-trivial subgroup unless
the order n of G is 1 or a prime p.

Proof. For each a # e in G, consider the cyclic subgroup (a) generated by a. If
(a) # G, then (a) isanon-trivial subgroup of G. If (¢) = G and n = rs with r,s > 1,
then (") has order s, so is a proper subgroup of G. Thusif G has no non-trivia
proper subgroups, then the order of G is1 or aprime. O

We defined a subgroup of a group G to be a subset of G that is closed under the
operation and also under inverses. In case G isafinite group, we may omit thislast
condition:

Proposition 4. Let G be a group with operation x. If G is fin te, then a non-empty
subset H of G is a subgroup of G if and only if H is closed under .

The proof is essentially included in the proof of Proposition 2 so is left as an
exercise.

Exercises.

10. Prove Proposition 4.

11. Let G = Ujo.
(i) Find the cyclic subgroup of G generated by [7];
(i) Find the cyclic subgroup of G generated by [12];
(iii) Find the cyclic subgroup of G generated by [8].
12. Let G = Uy,
(i) Find the cyclic subgroup of G generated by [10];
(i) Find the cyclic subgroup of G generated by [2];
(iii) Find the cyclic subgroup of G generated by [8].
13. In G = Ujp find a subgroup A with 4 elements that is not the cyclic subgroup
generated by some element of G.

14. Let G = Z/nZ with operation +. Show that the cyclic subgroup H generated
by [6], inZ/nZ isdl of G if andonly if (b,n) = 1.
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C. Cosets and Lagrange’s Theorem

In Section A we proved the abstract Fermat theorem: if G is an abelian group with
n elements, then for any element a of G, the order of a divides n. In Proposition
2 of the last section, we showed that if a is any element of G, then the number of
elementsin the subgroup (@) generated by a isequal to the order of a, and hencethe
number of elements of (a) dividesn.

In this section we will generalize this result to show that if G is afinite group
and H is any subgroup of G, then the number of elements of A is a divisor of the
number of elements of G. Thisfamousresult is called Lagrange’ stheorem. Euler’s
and Fermat’s theorems are easy conseguences of Lagrange’s theorem.

The proof we will give will work for any finite group, abelian or not. (The final
section of this chapter gives some examples of nonabelian groups.)

In order to prove Lagrange's theorem, we need to generalize the notion of con-
gruence classes.

Defini ion. Let G be a group with operation %, and H a subgroup. For any b in G,
the left coset of b, denoted b x H, is the set of elements b x &, where £ runs through
al elementsof H. In symbols,

bxH={bxh|hinH}.

Example 3. Let G =7 (theoperationis+), H = 27Z. Then the coset 1+ 27 isthe set
of integersof theform 1+ 2k where k runsthrough all elementsof Z. Thus1+2Zis
the set of all integers congruent to 1 (mod 2) (the odd integers). We have called that
set the congruence class of 1 (mod 2) and called it [1],. Similarly, the coset 0+ 27
isjust the set of elements in the subgroup 27, that is, the set of multiples of 2 (the
even integers), which we called [0] .

Any integer is either even or odd, soiseither in 0427 or in 1+ 27. So there are
two cosets of the subgroup 2Z in Z, every integer is in one of the two cosets, and
the cosets have no elementsin common (ho integer is both even and odd).

Example 4. More generally, let G = Z, H = mZ for some m > 1, the modulus. If a
isany integer, then a + mZ, the coset of «, isthe set of integers of theform a+mk for
k any integer, that is, the set of integers congruent to « (mod m), i.e., the congruence
class [a],,. Then the coset a + mZ is equal to the coset b+ mZ iff a is congruent to
b (mod m). There are m cosets, namely, 0+ mZ, 1+ mZ,24+ mZ, ... ,(m — 1) + mZ.
This is because any integer is congruent (mod m) to (exactly) one of the numbers
0,1,2,...,m—1.

Just as with congruence classes, we can prove, quite generaly, that

Proposition 5. Let H be a subgroup of a group G. Two left cosets are either disjoint
or equal.

Proof. (See also Exercise 17.) Write the group operation as . Suppose a x H and
b* H have some elementin common. Let ¢ besuch anelement. Thenc =axh=bxk
for someh,kin H.
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We show a * H is contained in b« H. Weknow axh = bxkisinbxH.Letaxh'
be any element of a x H. Then we can find somet in H sothat A+t = i, since H is
agroup. Butthenasxh' =axhxt = bx*kxt, an element of b+ H. So every element
ofaxHisinbxH.

The same argument showsthat b« H iscontainedinax H. Thusif ax H and b« H
have an element in common, they are equal. a0

For counting, the following proposition is quite useful:

Proposition 6. If a x H is any coset of H, then the number of elements in ax H is
equal to the number of elements in H.

Proof. To show that two sets have the same number of elements (“the same cardi-
nality”), the ideais to define a one-to-one, onto function (*a one-to-one correspon-
dence”) from one set to the other.

To provethe proposition, defineafunction 7 from H to a = H by therule, T'(h) =
axh. Thus T is the function, “operate on the left by «.” Then T is a one-to-one
correspondence between H and a x H. To see this most easily, observe that we can
define an inverse function S from a « H to H, namely, “ operate on the left by a1,
Then

Slaxh)=a Y« (axh)=(a txa)xh=exh=h.

So the composition So T’ istheidentity functionon H. Similarly, 7 oS istheidentity
functionon ax H. So T and S define a one-to-one correspondence between A and
ax H. That provesthe proposition. O

Now we can prove Lagrange’s theorem.

Theorem 7 (Lagrange’s Theorem). Let G be a fin te group, H a subgroup of G.
Then the number of elements of H divides the number of elements of G.

Proof. Let G have n elements, and H have r elements. Write G as a digoint union
of left cosets:
G=(a1*xH)U(az*xH)U...U(ag*H).

We can do this as follows: every b in G isin the left coset b« H. So we let
b1,bs,...,bgy bethe elements of G, then

G= (bl*H)U(bz*H)U...U(bg*H).

Unless H contains only one element, there will be cosets in this union that are
equal. So starting with the coset b, x H, look at each coset by, 1 H to seeif it has
an element in common with one of the earlier cosets by « H, ..., b, * H. If s0, then
br.1+ H is equal to the coset it has an element in common with. So toss by, 1« H
out. Once we toss out all the duplicates, we're left with G as the digoint union of
the remaining cosets. Call the non-duplicativecosetsay x H,ax* H, ..., as* H. Then

G=(a1*H)U(azxH)U...U(as*H).



11 Groups 233

Now we count the elements of G.

We see that #, the number of elements of G, is equal to the number of elements
inthe coset a1 * H plusthe number of elementsof a, x H plus... plusthe number of
elements of a, *« H. But Proposition 6 tells us that every coset in the digoint union
has the same number of elements, namely m, the number of elementsin H. Thus
if G has n elements and s cosets, then n = ms. To state this formulain words, the
number of elementsin G is equal to the number of elementsin A times the number
of left cosetsof H in G.

That completes the proof of Lagrange’s theorem. O

Corollary 8. For every element b of a fnite group G, the order of b divides the
number of elements of G.

Proof. Let H = (b) bethe subgroup of G generated by ». Then the order of » isthe
number of elements of A by Proposition 2. The corollary then follows immediately
from Lagrange’s theorem. O

Corollary 9. Euler’s theorem.

Proof. Let G = Uy, the group (under multiplication) of units of Z/mZ, and let a
be any number coprime to m. Then the order d of [a],, is the number of elements
of the subgroup (a) of U,,. Hence d divides the number of elements of U,,, namely
¢(m). If ¢(m) = ds for some number s, then [a]?(") = [a]% = [1)* = [1]; hence, in
congruence notation, a®™ = 1 (mod m). O

The usual terminology is that the number of elementsin afinite group G iscalled
the order of G. Lagrange’stheorem saysthat if H is a subgroup of afinite group G,
then the order of A dividesthe order of G. The number of cosetsof H in G iscalled
the index of H in G. Thus:

(order of H) x (index of H in G) = (order of G).

If @ isan element of G, then the order of « = the order of the subgroup («) generated
by a, by Proposition 2, Section B. Thusthe two notions of order, for an element and
for agroup, are compatible.

Exercises.

15. Let G = Usg. For each of the following subgroups, write down the cosets of the
subgroup, and verify Lagrange’stheorem in each case.

(i) ([7]);

(i) ([12]);

(iii) ([5])-

16. Let G = Upy. Does it make sense to write down the coset of the subgroup of G
generated by [7]?



234 11 Groups
17. Provethat if H isasubgroup of G, then therelation,

a~bifaxH=bxH
is an equivalence relation. Why does thisimply Proposition 5?

18. (i) Let U be the group of units of Z/mZ. Then U is a subgroup of itself. For
every unit [a] of U, show that the coset [¢]U isequal to U.

(i) Show that (when m is prime) the first half of the proof of Fermat’'s Theorem
in Section 9B consists of verifying the statement of part i).

D. A Probabilistic Primality Test

The proof of Lagrange's theorem yields information on Fermat’s theorem as a pri-
mality test.

Let m be anatural number >2, and let U, be the group of units of Z/mZ. Then
Uy, isan abelian group containing ¢ (m) elements. Let

Un(m—1) = {la] in Uy | la]"~* = [1]},
the group of (m — 1)-st roots of unity in Z/mZ. Then
Un(m—1) ={[a] in U, | m passes the a-pseudoprimetest}.
Proposition 10. U,,(m — 1) is a subgroup of U,,.

Proof. By Proposition 3 it sufficesto show that if [¢] and [b] arein U, (m — 1), sois
[a][b] = [ab]. Butif [a]"* = [1] and [b]"~ = [1], then

b~ = ([a][b])"~* = [a]"Ho]" " = [1].
O

Since Uy, (m — 1) is a subgroup of U, either U,,(m — 1) = U,, or Uy (m — 1) # Uy,
(obviously). The case U,,(m — 1) = U,, always occurs if m is prime, by Fermat’s
theorem. A Carmichael number isacomposite number m for which U, (m — 1) = U,
(see Section 10B).

If Uy, (m—1) # U, and f isthe number of elementsof U,,(m — 1), then among the
s=¢(m)/f cosets of U, (m—1) in U, only the f elementsin the coset U, (m — 1)
itself satisfy [a]” = [1], while (s — 1) f elements [a] of U,, do not satisfy [a]" ! =
[1]. Since Uy, (m — 1) # U, there are at least two cosets, sos > 2and (s — 1)/ > f.
Thuswe have

Proposition 11. [f m is not prime and not a Carmichael number, then m will pass
the a-pseudoprime test for at most half of the numbers a, 1 < a < m.
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This fact has practical significance for testing a number for primeness. Suppose
we have a number m which we wish to test for primeness. Pick, say, 20 numbersa,
1 < a < m, a random, and subject m to the a-pseudoprimetest for each a.

e |f misprime, m will passall of the a-pseudoprimetests.

e If misCarmichael and all a are chosen coprime to m, then m will pass all of the
a-pseudoprime tests.

e |If m is composite and not Carmichael, then the chance that m passes the a-
pseudoprimetest for any single randomly chosen « isat most 1/2. So the chance
that m passes the a-pseudoprime test for all 20 randomly chosen numbers a is
less than 1/2%°, or less than onein amillion.

So, provided we are not so unlucky to have selected a Carmichael number (or the
use we havefor m requires only that m be prime or Carmichael), thisis agood prob-
abilistic primality test, in the sense that we have less than one chance in amillion of
being wrong if anumber passes our 20 a-pseudoprimetests and we conclude that m
isprime or Carmichael.

In fact, for most composite numbers, the index s of U, (m — 1) in U, is much
greater than 2. To see this, we have

Proposition 12. [f'd = (m — 1, ¢ (m)), then Uy, (m — 1) = Uy, (d).
The proof is an application of Bezout's |dentity and is |eft as an exercise.

Example 5. Let m = 51. Then ¢(51) = ¢(17)¢(3) = 16-2 =32, and (50,32) = 2.
So Us1(50) = Us1(2): every unit mod 51 whose 50-th power equals 1 has its square
equal to 1. The only elements of order <2 in Us; are [1],[—1],[16] and [—16]. So
Us1(50) has order 4 and theindex of Us;(50) in Us; is 8.

In Chapter 20 we will give a strengthened version of the a-pseudoprime test that
with high probability will distinguish between primes and all composite numbers,
even Carmichael numbers.

Exercises.

19. Show that Uz1(20) = Uz1(2) = {[1],[-1],[8],[-8]}.

20. Determinetheorder f of U, (m — 1) and compare it with ¢ (m) if
(iym=29;
(i) m = 20;
(iif) m = 25;
(iv) m = 75.

21. In U, suppose [b]"~1 = [c]. Show that every element [a] in the coset [b]U,,
satisfies [a]" 1 = [c].
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22. (i) Show that (50,32) = 2 and that 50- 41 = 2+ 32- 64.
(ii) Show that if @®® =1 (mod 51), thena® = 1 (mod 51), and conversely.
(iii) Show that Us1(50) = Usa(2) (c.f. Example5).

23. ProveProposition 12.

24. Suppose n isanumber so that n — 1 isprime (e.g., n = 30, 60, 48). Show that
isan a-pseudoprimefor a coprimeto n, iff « = 1 (mod ).

25. Let p bean odd prime so that m = 2p 4 1 isthe product of two primes (e.g., p
=109, 43, 47). Show that

Un(m—1)={[a]inU, | [a]? =1} = Un(2).

It follows that U, (m — 1) has four elements (see Section 12A, Exercise 33).

E. Cosets and Equations

In this section we look at cosets that arise in solving equations.
In Section 6F we studied the question of finding all solutions of the equation

[a]mX = [b]m

in Z/mZ. If the greatest common divisor of a and m divides b, then we can find
a solution X = [xo],, (a “particular solution”), for example, by reformulating the
problem to that of finding an integer solution of ax + my = b, solvable by the ex-
tended Euclidean algorithm. Then all other solutions are obtained by adding to that
particular solution the solutions of the corresponding homogeneous equation

[a]mX = [O] .

The general solution to the homogeneous equation is

m

=1 am)

Km
fork=1,...,(a,m). Sothegeneral solution to the original, non-homogeneousequa-
tionis

X =[xo+ Klm, k=1,...,(a,m).

m
(a,m)
Here is a generalization of this result for any abelian group:
Proposition 13. Let G be an abelian group with operation multiplication and iden-

tity L. Let
G(n)={heG|h" =1},
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the set of solutions in G of the equation x" = 1. Let ¢ be in G. If there is some b in G
so that b" = c, then the set of solutions to the equation x" = c is the coset

bG(n) = {bh|hin G(n)}.

Since 1 is the identity element of G, the equation x" = 1 is “homogeneous’.
If ¢ # 1, then x" = ¢ is “non-homogeneous’. The notion of homogeneous can be
characterized by the idea that the set of solutions of a homogeneous equation is a
subgroup of G.

Proof. If b" = ¢, thenforal hin G(n), (bh)" = b"h" = c¢-1 = c. So every element
of bG(n) isasolution of the equation x” = c. Conversely, if s = ¢ for somes in G,
then

(b L) =b"s" =cte =1,

s0b~1s = hisin G(n). Thuss = bh isin bG(n). o
Example 6. Let G = Upg, let
G(7) = {a € Uyla’ = 1}.
Since 6’ = —1 (mod 29), we have
{b € Uzg|b” = =1} = [6]29G(7).

Example 7. Let G =R?, real vectorsin the plane, agroup under addition of vectors,
and let

L={(x,y) inR?3x+ 2y =8}.
Let

N = {(x,y) in R?|3x + 2y = 0},

the set of solutions of the corresponding homogeneous equation. Then N is a
subspace of R?, hence is a subgroup of R?. Let » = (2,1), then r isin L since
3-2+42-1=8. The set of all solutionsto 3x + 2y = 8 isthen the coset L = r+ N.
For if (u,v) isin N, then 3u+2v =0, so

r+ (u,v) = (24+u,1+v)
satisfies
324+u)+2(1+v)=(6+2)+ (3u+2v)=8+0=28.
Geometrically, L isthe line through the point (2,1) with slopem = —3/2, and N is
the line through the origin with slope —3/2, henceis parallel to L.
This example generalizes greatly:

Example 8. Let 4 be any m x n matrix, then the set of vectors v with 4v = 0 isthe
null space N of 4, asubgroup of R”. For any vector b in R”, if u is some vector in
R” such that A4u = b, then the set of all solutions of 4x = b isthe coset u+ N.
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This last example is why we chose the letter N for the solutions to the homoge-
neous eguation in the examples above.

Example 9. In Uy7, the group of unitsof Z/17Z, let

[a] € Unl[a]® = 11}
[11,[2), (4], (8], 9], [13], [15], [16]}
(2])-

Then [3]8 = [81]% = [13]? = [169] = [-1], SO
{[a] € Ur|[a)® = [-1]}

Ur7(8) =

E

{
{
(

isthe coset

Note that
U7 = U17(8) U [3]U17(8),

the digjoint union of the cyclic subgroup (2) generated by [2] and the coset [3]{[2]).
So every [a] in Uy satisfies either x® = [1] or x® = [ 1].

Example 10. In Uy, the group of squarerootsof 1is
U21(2) = {[1]7 [_1]v [S]a [_8}}
Now 22 = 4, so the solutionsin Us; of x2 = 4 isthe coset
[2]U21(2) = {[2],[-2],[5],[-5]}-
Similarly, 42 = 16, and s0

{[a] € Uz [a]? = [16]} = [4]U21(2) = {[4].[-4], [10].[- 10]}.

Note that the cosets U»1(2), [2]U21(2) and [4]U»1(2) are disioint and their union
isal of Up. Thusthe only squaresin Uy are [1], [ 4] and [16].
Exercises.

26. The group of units Uy isthe disjoint union of Uy (90) and [2]Ugs (90), where
[2]Us1(90) = {[a] € Usa[a]* = [64]}.
Assuming that fact, how many elements are there in Ugy; (90)?

27. (i) Find the four elements of Uss(2).
(ii) Find the set of solutions of x* = 14 (mod 35). Identify the set as a coset.
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28. Let p >10and g = p+ 2 beprimes, and let m = pq.
(i) Showthat 1, p+1, —1and —(p+1) arethefour solutionsof x> = 1 (mod m).
(ii) Find the coset of U,,(2) consisting of solutionsto x2 =9 (mod m).

29. (i) Find the three 10th powersin Us;.

(ii) Show that Us;(10) = (—2).

(iii) Show how the three cosets of Usz;(10) correspond to the three 10th powers
in Uss.

30. Consider the error-correcting Code | from Section 8E. The set ¢ of code words
isthe set of vectorsC inF} so that HC = 0. Let

X

Show that if HR = W, then the set of vectors X in F} so that HX = W is the coset
R+% inFi.

F. Homomorphisms

Let G and H be groups, where we denote the operation on G by * and the identity
by eg, and similarly for H.

Defini ion. A function /' : G — H with domain G and range H is called a group
homomorphism if

f(g1*g2) = f(g1) * f(g2) forall g1,g2in G,

and

fleg) = en.

If £ G — H isahomomorphism, andif g in G hasinverseg~! sothat g« g1 =
eg, then f(g™1) = f(g) 71, theinverse of f(g). Thisfollows because

en = fleg) = flgxg N =flg)=flgh),

and theinverse of f(g) isunique.
We have implicitly seen many examples of group homomorphisms.

Example 11. If R isaring and we forget that R has a multiplication, then with the
operation + and the identity element 0, R is an abelian group, which we call the
additive group of R.

If f: R — Sisaring homomorphism, then f isagroup homomorphism from the
additive group of R to the additive group of S.
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Example 12. Also associated with aring R isU(R), the group of units, or invertible
elements, of R. If /': R — Sisaring homomorphism, then restricting /' to the subset
U(R) of R yields a group homomorphism from U(R) to U(S), because f takes the
identity element 1 of R to theidentity element of S, and f(ab) = f(a) f(b).

Other examples of group homomorphisms:

Example 13. Let A be a subgroup of agroup G, thentheinclusonmapi: H — G,
which takes an element of H and viewsit asin G, is agroup homomorphism.

Example 14. If {e} isthe group with one element, then the only possible function
from agroup G to {e} is a homomorphism, called the zero homomorphism. More
generally, if G’ is any group, and f : G — G’ is the function which takes every
element of G to the identity element of G, then 1 is a homomorphism, also called
the zero homomorphism.

Example 15. Let G be the additive group of Z/mZ, and let a be an element of
Z/mZ. Defineafunction Ly, : Z/mZ — Z/mZ by Ly (B) = a3. Then L, isagroup
homomorphism, for L, (0) =0, and Ly (B +7) =L« (B) +La(7y), by the distributive
law. Note that L, isnot aring homomorphism unless o = 1, because L, (B7) is not
equa to Ly (B)La(y). If a =0, then Ly isthe zero homomorphism.

Example 16. Let G = U,,, the group of units of Z/mZ. Then for every number r,
the function
Jr 2 Un — Uy

defined by f,([a]) = [a]" is a group homomorphism.

Example 17. A vector spaceis an abelian group under addition, and linear transfor-
mations are group homomaorphisms.

A group homomorphism f': G — G’ isone-to-oneif it isone-to-oneas afunction.
That is, for g, 2 in G, if f(g) = f(h), then g = h. As with ring homomorphismswe
can test for ahomomorphism ' to be one-to-one by looking at the kernel of f,

kerf'={ginG|f(g) = e}.

Proposition 14. Let /. G — G’ be a group homomorphism. Then Kex f is a subgroup
of G. The map f is one-to-one iff ker f = {e}, the subgroup of G consisting of just
the identity element of G.

The proof isan exercise.

Example 18. Let G = U, the group of units of Z/mZ. Let f,. : U, — U, be the
homomaorphism defined by f,.(a) = o, asin Example 14. Then the kernel of £,

ker fr ={oinUy, | " =1} = Uy(r),

is the subgroup of »-th roots of unity in U,,. See Example 5 of Section B.
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Defini ion. Let /: G — H be a group homomorphism. The image of 1 is the set
f(G) of elementsof A that have the form f(g) for somegin G.

Theimage of agroup homomorphism f': G — H isasubgroup of H (an exercise).

Example 19. Let /: R — S be a ring homomorphism. If we view f as a group
homomorphism of additive groups, the kernel of f is the same as the kernel of f
viewed as a ring homomorphism. Thus, for example, if f': Z — Z/mZ is thering
homomaorphism defined by f(a) = [a]», then, viewed as a group homomorphism of
additive groups, ker f = mZ, the set of multiples of m.

Example 20. Let Ly, : Z/mZ — 7./mZ be the homomorphism, “multiply by o,” of
Example 14. ThenkerLy, = {B inZ/mZ | o = O}. Thusker L, = Oif and only if
o isnot azero divisor in Z/mZ.

Defini ion. A group homomorphism /' : G — G’ is an isomorphism if f is one-to-
one and onto.

Proposition 15. If f : R — S is an isomorphism of vings, then f restricts to an iso-
morphism [ : U(R) — U(S) from the group of units of R to the group of units of S.

Proof. If uisaunit of R, then f(u) isaunit of S. Supposet isaunit of S. Let » be
the unique element in R so that f(r) = ¢, (r is unique because f is one-to-one) and
let/ inR besothat £(#)=¢"1. Then f(r’) = f(r)f(F) =t-t 1 =1L But f(1) =1
and £, being an isomorphism, is one-to-one. Thus 77/ = 1, and » isaunit of R. Thus
/f is a one-to-one, onto function between the set of units of R and the set of units
of S. O

We shall see some examples of isomorphisms of groupsin the next section, and
an application of Proposition 14 in Section 12D.

Exercises.

31. Verify that a ring homomorphism f: R — S yields a group homomorphism
fromU(R) to U(S).

32. Prove Proposition 14.

33. FindkerL, (Example19)if Ly : Z/mZ — 7./mZ , where
(i)m=10and o = [2];
(iym=11and a = [3]; and
(iiiym=12and o = [4].

34. Show that if » and ¢ (m) are coprimethen f, : U,, — U,, (Example 15) is one-
to-one.



242 11 Groups

35. Theimage of agroup homomorphism /: G — H is
f(G)={hinH|h=f(g) forsomegin G}.

Show that the image of a group homomorphism /' : G — H isasubgroup of H.

36. Show that if f1: G— H and f>: H — K are group homomorphisms, then the
composition f>0 f1: G — K, defined by f>0 fi(g) = f2(fi(g)), is a group homo-
morphism.

37. Show that if /: G — H isan isomorphism of groups, then the inverse function
/Y H — G, defined by f~(f(g)) = g, isagroup homomorphism.

G. Quotient Groups

Let G be a group and H a subgroup of G. We've observed in earlier sections of
this chapter the role that the left cosets of H in G play in proving Lagrange’s Theo-
rem, in providing information about primality testing via Fermat’s Theorem, and in
interpreting solutions of equationsin groups.

But the most familiar example of cosets, namely the cosets of mZ in Z, are more
than just sets. Those cosets, the congruence classes modulo i, form the elements of
the commutativering Z/mZ. Hence, in particular, they form agroup under addition,
where the addition of congruence classes is induced from the addition on Z.

In this section we observethat if G isany abelian group (with operation ) and H
any subgroup, then the left cosets of H in G aso form an abelian group, where the
operation = on cosets is induced from the operation on G. By analogy with Z/mZ,
we denote the group of left cosetsof H in G by G/H.

To show that the set G/H of left cosetsis a group, we need to explain the group
operationon G/H.

Recall how we defined addition on Z /mZ.

Let [a], and [b],, be two congruence classes. Then

(@] + [b]m = [a+blm-

In words, the sum of the congruence class of a and the congruence class of 4 isthe
congruence class of a + b.

When we defined addition of congruence classes in this way in Chapter 6, we
were concerned that the addition was “well-defined”. By this, we meant that in
defining the addition of [a], and [b],,, we were using particular representatives of
the congruence classes, namely a and b, to determine the sum [a + b],, of the two
congruence classes. What if we chose different representatives?

What we found was that

Ifa=d (mod m)andb=0b" (mod m) thena+b=d +b" (mod m).
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Thusif &' isin the congruence class [a],,, and &’ is in the congruence class [b],
then &’ + b’ isin the congruence class [a + b] .

To look at it another way, if we interpret [a],, + [b]n t0 be the set of al integers
of theforma’ + 4" whered’ isin [a],, and &' isin [b],,, then that set [a],, + [b], iSthe
same set as the congruence class [a + 5],

Now the congruence class [a],, is the left coset a + mZ, and [b],, = b+ mZ. In
fact, the notation a +mZ is really a more suggestive notation for the congruence
class of @ modulo m than [a],, is, because [a],, isthe set of all integers of the form
a-+mkfor al kinZ. The notation a + mZ describes this set well.

Using the notation a + mZ for [a],,, what we showed in Chapter 6 isthat if G is
the group Z under addition, and H is the subgroup mZ of al multiples of m in Z,
then the operation on G/H = Z/mZ defined by

(a+mZ)+ (b+mZ)= (a+b)+mZ

iswell-defined.

Having done so, then it is clear that additionin Z/mZ is associative and commu-
tative because addition in Z is associative and commutative. Also, 0+ mZ, the coset
consisting of the subgroup mZ itself, is the identity element of the group Z/mZ,
and every element of Z/mZ has an inverse (negative), namely, for any integer a, the
inverse of a+mZis —a+ mZ.

Hence the set Z/mZ of left cosets of mZ in Z is an abelian group, where the
addition on left cosets is induced from that on Z. “Induced” means that we can
determine how cosets add by adding representativesin Z.

Now let G be any abelian group, with operation * and identity e and let H be a
subgroup. Denote by a x H the left coset of the element a of G. Let G/H be the set
of left cosets of H in G. We define an operation on G/H, induced by * on G, as
follows: For every a and b in G, define the product of a x H and b « H by

(axH)*(bxH)= (axb)xH.
We want to show this product is well defined.

Proposition 16. Let G be an abelian group and H a subgroup of G. Suppose axH =
a1xH and bxH = b1+« H. Then (axb)«H = (agxby) xH.

Proof. It suffices to show that if we pick any element out of the coset a x H, and
any element out of the coset 4« H, and multiply them in G, we get an element of
the coset (a*b) « H. We show this. Let a1 = axh for somehin H, and by = b+ hy
for some /1 in H. If we take the product a; b1 = (axh) = (b* h1), then, since G is
abelian, we can rearrange the product:

(axh)*(bxhy) = (axb)* (h=h).

Sincehhyisin H, theresultisin (a*b) x H. O
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Here is an application of Proposition 16.

Example 21. We show that if p isan odd prime, then

((”;1)1)2 —1or—1 (mod p).
To do this, we let G = U, and N = {1,—1} (where we write [4], as a for conve-
nience). Then
(p—r)N=(—r)N =rN.

Repeatedly using Proposition 16, we have
p—1
(p-DIN=(1-2.--7, ) (p=1)-(p=2)-(p=" , N

=N PN (- DN (2N (-

— (1N~2N~~~p;1N)-(1)N-(2)N~~~(p;1)N)

I N TN L AN T 0 Sl A
But (p —1)! isin N by Wilson's Theorem (Exercises 12 and 13 of Chapter 14, or
Exercise 47, below), so ((7,)!1)2 isin N, and hence

((pgl)!)Z =1lor —1 (mod p),

as claimed.

Once we see that the operation * on cosets is well-defined, associativity and
commutativity follow easily since they hold in G, the coset e x H is the identity
element of G/H, and theinverseof ax H isa’ x H whered istheinverseof a in G.
Thus:

Theorem 17. If G is an abelian group and H is a subgroup of G, then the set of
left cosets G/H is an abelian group, with the operation on cosets induced by the
operation on G.

Thegroup G/H is caled aquotient group.
Here are some examples.

Example 22. Let G = Uy, the group of units modulo 21, agroup of order ¢(21) =
12. Let N = U1(2) be the subgroup consisting of the square roots of 1 in Z /217,
that is, the units modulo 21 whose squareis [1]21. Then

N ={{1],[-1],[8],[-8]}-

Then G/N consists of three cosets. From Example 8 we found that
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G/N = {N,[2]N,[4]N}.

Since ([2]N)2 = [8]N = N, thegroup G/N consists of all multiples of the coset [2]N.
Thus G/N isacyclic group of order 3.

Example 23. Let G beafinite abelian group (written multiplicatively) of even order
2m. Let f> 1 G — G bethe squaring function, f>(g) = g°. Let H be the image of G.
Then G/H is an abelian group, and every coset of H in G has order 1 or 2. For if
aH is acoset, then (aH)? = (aH)(aH) = a?H isthe identity coset H because a? is
inH.

Hereisan example. Let G = Ux. Then G has order ¢(20) = 8. Let H = /5(G),
the set of squaresin Uyg. Then H = {[1],[9]}, and

G/H = {H,[3H,[11]H,[13]H}.

It's easy to verify that the square of each element of G/H is the identity element of
G/H. For example, the coset [3|H = {[3],[7]}, and

[B)H - [3)H = H

(ascan beverified by multiplying [3] or [7] by [3] or [7] and verifying that the product
isin# = {[1],[9]}).
As anice application of quotient groups, we can prove

Theorem 18 (Cauchy). If G is a fin te abelian group of order n, and p is a prime
divisor of n, then G has an element of order p.

Proof. We do it by induction on n. Assume the group operation is multiplication,
with identity e. The result is true if n = p is prime, because if G has order p and
a # e, then a must have order p.

If n is not prime, then by Proposition 3, G has a proper subgroup H of order
m > 1, adivisor of n. If p divides m, then by induction, H, and therefore G, has an
element of order p. If p does not divide m, then let G/H be the quotient group, of
order 5. By Lagrange's Theorem, ms = n, so if p doesn’'t divide m, p must divide s,
and so, by induction, G/H has an element aH of order p.

Then a isnotin H, but (aH)? = H, the identity element of G/H. Thusa? = b
in H. Since b isin H and H has order m, we have b = (a?)" = (a™)? = e. If we
show that ¢ # e, then o™ is an element of order p in G, and the proof is done.

Butif a” =e,then (aH)" = eH = H,and also («H )P = H. Since p doesn’t divide
m, pr+ms = 1 for someintegersr,s, sO

aH = (aH)P"™™" = (aH)"" (aH)™ = H

and so aH istheidentity element of G/H, contradicting the assumption that aH had
order p in G/H. Hencea” # e and o is an element of order p in G. O

Once we have quotient groups, we can give the Fundamental Homomorphism
Theorem for abelian groups:
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Theorem 19. Let G, H be abelian groups and . G — H be a group homomorphism
with kernel K C G and image f(G) C H. Then f induces an isomorphism

f:G/K — f(G)

by f(g*K) = f(g).

Proof. We want to show that /' iswell-defined, which meansthat if g« K = g1 % K,
then f(g) = f(g1). Butif g« K = g1« K, then g = g1« k for some k in K = ker(f).
So

f(g) = flgrxk) = flg1) = f(k) = f(¢)

since f(k) = e, theidentity of H. So 1 is well-defined.

Then £ is a group homomorphism because f is, and 1 is onto f(G) because f
is. To show that f is one-to-one, suppose f(g«K) = e, then f(g) = e, SO gisin
ker(f) =K. So g+ K = K istheidentity element of G/K. Thus f isan isomorphism
from G/K onto f(G). O

Here is an application of these ideas.

Example 24. Let p be an odd prime, U, the unitsof Z/pZ, and let f: U, — U, be
the squaring function, 1([a]) = [a]? = [a?]. Let O be theimage of f. Then

0= {[a”] :[a] inUp}
isthe set of squaresin U,. The kernel of f'is
N={[a]inU,: [a]? =[1]} = {[a] in Up: a>=1 (mod p)}.

Since p isprime, N = {[1], [—1]}. The Fundamental Homomorphism Theorem says
that
U,/N = Q.

The order of U, /N isthe number of cosets of N in U,,. By Lagrange’s Theorem, this
isequal to the order of U, divided by the order of N. So the order of Qis(p—1)/2.
We can now show that the product of any two non-squaresin U, is a square. To
do so, consider U,/ Q. By Lagrange's Theorem, U,,/Q has order 2. So there are two
cosets, namely Q, the set of squares in U, and the other coset, which consists of
non-squaresin U,. For every non-square a in U, aQ isthat other coset.

Now if a is any non-square, then aQ - aQ = a0 = Q, since a® isin Q. If b
is any other non-square, then aQ = bQ, s0 Q = aQ - aQ = aQ - bQ = abQ since
multiplication of cosetsis well-defined, by Proposition 16. Thus ab isin Q, that is,
ab is asquare in U,,. Thus the product of every two non-squaresin U, is a square
inU,.

We'll give a different proof of this fact in Chapter 21, using the existence of a
primitive root.

We remark that Proposition 16 and Theorem 17 are often not trueif the group G
is not abelian. The equation
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(axh)* (bxhy) = (axb)* (hxhy)

that showed that the « operation on cosets is well-defined, used the assumption that
* 1S commutative. For a general group G and a subgroup H, the condition that the
operation on the cosets of H in G iswell-defined is equivalent to the condition that
for every a in G, the left coset a « G and the right coset G * a are equal. A subgroup
H of G with that property is called a normal subgroup of G. Every subgroup of an
abelian group is normal, but nearly every non-abelian group has subgroups that are
not normal. (The only finite exceptions are groups O x 4 where Q isthe quaternion
group of order 8 and A4 is abelian, as Rotman ((2000), p. 153) points out.)

Exercises.

38. Let G = Usg be the group of units modulo 16, a group of order 8, and let
J={[1],[-1]}, asubgroup. Then G/J isagroup of order 4. Show that every element
of G/J isapower of the coset [3]H.

39. Let G = Usg be the group of units modulo 16. Let # = {[1],[9]}, a subgroup.
Then G/H isagroup of order 4. Show that the square of every element of G/H is
equal to the identity.

40. Let G = Ugs be the group of units modulo 45, a group of order ¢ (45) = 24.
Then [4]45 has order 6. Let H be the subgroup generated by [4]4s. Find the orders of
the four elements of G/H.

41. Let G = Ugs be the group of units modulo 45, a group of order ¢(45) = 24.
Then [11]45 has order 6. Let H be the subgroup generated by [11]45. Find the orders
of the four elementsof G/H.

42. Let G = U, bethe group of units modulo p?, where p is an odd prime. Then
G isagroup of order ¢(p?) = p(p — 1). The element [1-+ p],2 hasorder p. Let H
be the subgroup generated by [1+ p]. Show that G/H is a cyclic group, generated
by the coset of any primitive root modulo p.

43. Let G = U, bethe group of units modulo p, where p is an odd prime. Let /7 be
the subgroup generated by [—1],. Show that G/H is generated by the coset of any
primitive element modulo p.

44, Let G = U, be the group of units modulo p, where p is an odd prime. Let A
be the subgroup generated by [—1],. Show that G/H consists of the cosets of the

congruenceclasses of 1,2,..., 7, ™.

45. Show that the product of the elements of U7/{[1],[—1]} isequal to the identity
element.

46. Show that the square of the product of the elements of Uy3/{[1],[—1]} is equal
to the identity element.
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47. Provethat if p isprime, G =U, and N = {1,—1}, then (p —1)! isin N, as
follows.

(i) Show that every number » with 1 < r < p — 1 hasa unique inverse ' modulo
pwithl</ <p-1.

(ii) Show that

1.2.3-.p-1=1-2.3---(p—1) (mod p).
(iii) (Gauss's 2nd grade trick) Show that

1=(1.2-3p—1)(1 2.3 (p—1))
=(1-2-3---p—1)(1-2-3---p—1)

=((p—1"H* (mod p).

(iv) To finish the proof, recall that x> = 1 (mod p), p prime, has only the solu-
tionsx=1or —1.

48. Find (pgl)! and its square modulo p when p = 5,7,11,17,23,.... Can you
guess any pattern for the values modulo p?

H. Some Nonabelian Groups

In this section we give an example of a group which is not abelian. Thisis a group
with 6 elements, and we shall present it in three guises, as &3, as GL,(F») and as
D3, each of which suggests a generalization to alarge class of nonabelian groups.

The symmetric group. The group &3 is the group of permutations on three sym-
bols. If we denote the symbolsby {a, b, c}, then apermutation is a one-to-one func-
tion fromthe set {a,b,c} toitself. The group operation is composition of functions.
There are six permutations of {a,b,c}, namely:

t:(a,b,c) — (a,b,c), theidentity permutation,

p:(a,b,c) — (b,c,a).

(The notation meansthat p (a) = b,p(b) =c,and p(c) =

p2 i (a,b,c) — (c,a,b), (e, pZ(a) =p) = cvpz(b) =p(c) = avpz(c) =
p(a)=b),

T:(a,b,c) — (b,a,c),

Tp : (a,b,c) — (a,c,b) (i.e, 1p(a) = ©(b) = a, etc.),

p2: (a,b,c) — (c,b,a).

Itiseasy to verify that p3 =1,72 =1,pt=tp?andp?t=1p .

Here isthe group table for &3:
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T T TP’ 1 p op
o’ T p? o1 p
2Tp? T Tp p PP
The group S3 is called the symmetric group on three symbols.
The general linear group. Denote by GL(F2) the group of units of the ring of
2 x 2 matrices with entries in F, = {0,1}. The group operation is multiplication.
(See Chapter 8 for a review of matrices.) Thus GLy(F) consists of all matrices

a b
<C d> such that

cd

Sincead —bc =0 or 1, we may find al elements of GL,(IF2) by finding al a,b,c,d
inFo withad —bc=1.Butad —bc=1iff ad = 1and bc =0, or ad = 0 and bc = 1.
So we get six solutions, three with a = d = 1, threewith b = ¢ = 1. Thus GLy(F>)

has the elements

det(“ b) — ad — be £0.

, (11 > (10
R = <10 o TR =1{1 1)
ThenR® =1,T7? =I,RT = TR? R?T = TR, and GL,(TF,) hasthe following mul-

tiplication table:
I R R® T TR TR?

I I R R? T TR TR?
R R R® | TR2 T TR
R2 R2 | R TRTR?> T
T T TRTR?® I R R?
TR TRTR2 T R?> I R
TR2TR?> T TR R R? 1

Thistable looksjust like the table for G3 (replacingt by 7, p by R, T by T). The
resemblanceis not an accident. Set

(r-Q )
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then the elements of GLy(IF,) act on {a, b, c} by left multiplication. For example,
01\ /1 0 _
re=(33) ()= 3) =0
0 1\ /0 1 _
=(33) ()= ()=
01\ /1 1 _
=30 (1)=(0) =

So R acts like p. Similarly, we can see how each of the other elements of GLy(IF2)
acts as a permutation of the set {a, b, c}. By identifying the permutation, we obtain
an isomorphism of groups

f:GLy(Fp) — &3

where the map " takes a matrix and determines the permutation of {a, b, ¢} that the
matrix yields. It's not hard to see that £(1) = 1, f(R) = p, f(R?) = p2, f(T) =1,
f(TR) = tp,and f(TR?) = tp?.

The dihedral group. Consider an equilateral triangle cut out of a flat board of
uniform thickness. We label the vertices of the triangle by a, b, ¢, asfollows:

A rigid motion of the triangle consists of removing the triangle from its hole in
the board, and placing it back in the hole, either right side up or upside down, in
some fashion. The group D3 consists of all rigid motions of the triangle. A rigid
motion followed by another rigid is arigid motion. Thus iteration of rigid motions
defines the group operation. There are six rigid motions:

i, the identity;

r, obtained by rotating the triangle 120° counterclockwise;

r2, obtained by rotating the triangle 240° counterclockwise;

t, obtained by flipping the triangle across the axis through the vertex ¢ and the
midpoint of the edge ab;

tr, obtained by first doing r, then ¢, and

t2, obtained by first doing 2, then ¢.

If welet D3 denote this set of rigid motions, then

D3 = {i,r,rz,t,tr,trz}.
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Notice that the six rigid motions give all of the six distinct permutations of the three
vertices {a,b,c}. For example, ¢r is the permutation (a,b,c) — (a,c,b). Thus D3
can also be viewed as the set of permutations of the verticesa, b, c. More explicitly,
we can define an isomorphism of groups

g:D3— B3

by g(i) = 1,8(r) = p,g(r?) = p?,g(t) = 7,8(tr) = Tp,g(tr?) = TP,
Each of the three versions of this non-abelian group of six elements can be gen-
eralized in adistinctive way:

I.1f {a1,az,...,a,} isaset of n symbols, then the set S, of all permutations of
ai,az,...,a, isa(nonabelian) group with n! elements, called the symmetric group.
The group operation is composition of permutations. Thisinfinite collection of finite
groupsis of particular importance, since, as we shall see shortly, every finite group
may be viewed as a subgroup of some &,,.

I.1f F, isthefield of p elements, p any prime, then GL,(IF,,) denotes the group
of invertible n x n matrices with entries in the field IF,, called the general linear

group. The set of n x n matrices with entriesin ¥, has p"* elements, S0 GL,(F)p) is
somewhat smaller. Thisis adoubly infinite collection of finite groups, since both n
and p can vary over infinite sets.

I11. Let Dy bethe group of rigid motions of the regular k-gon. Then any element
of D, can be obtained by iterating in some order two particular motions. arotation
of 360/ k degrees, and areflection, or flip, across an axis passing through the center
of the k-gon and a vertex. D, is a non-abelian group with 2k elements, called the
dihedral group.

We can see that GL,(F,) may be viewed as a subgroup of &, wherek = p" — 1.
Each element of GL,(F,) isan n x n matrix which acts as a function from the set
V' of non-zero n-entry column vectors to V. An invertible matrix is a one-to-one
function from ' to itself, that is, a permutation of 7. So GL,(F,) may be viewed as
a subgroup of the group of permutationsof V. V' is a set with p” — 1 vectors.

Conversely, 6, may be viewed as a subgroup of GL,(F,) for every prime p,
by viewing an element © of &,, as a permutation of the standard basis of F”, and
associating to & the matrix of « relative to the standard basis.

Also, D, may be viewed as a subgroup of the group of permutations of the ver-
tices of the k-gon, because any element of Dy, is completely determined by where
the vertices of the £-gon end up. So D, may be viewed as a subgroup of &;.

More generally, we have:

Theorem 20. Cayley’s Theorem. Let G be a group with n elements. There is a one-

to-one homomorphism L from G to G,,.

Proof. Let G={a1,az,...,a,}, andfor bin G, let L, be the function from G to G
defined by Ly, (a;) = b*a;. Then by cancellation and solvability, L, is a permutation
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of the set G. If e is the identity element of G, then L, is the identity permutation.
Thefunction L is a group homomorphism, that is, for any a,b,c in G,

Lyp..(a)=(bxc)xa=bx(cxa)=Ly(L.(a)) = (LpoL.)(a),

SO Lpye = LpoLe. Findlly, if L, = L., thenfor every a in G, b xa = ¢ * a; by cancel-
lation, we get b = ¢. So the function L is a one-to-one homomorphism. O

Notice that if G has n elements, &,, hasn! elements. So &,, is larger than G for
all n > 2, and the image of G isa proper subgroup of &;, (that is, isnot all of &,,).

Thetheory of groups has become an extremely rich and deep subject with impor-
tant applications to molecular chemistry and quantum physics, as well as to many
areas of advanced mathematics. If you browsein amost any college or university li-
brary you will find numerousbooks on group theory. One particularly nice treatment
of group theory isin Herstein (1975), the source of the proof of Cauchy’s Theorem,
Theorem 18.

We will not pursue the theory of non-abelian groups further in this book. See
Chapter 19 for more on cyclic groups.

Exercises.

49. Describe a group homomorphism from Us to Gg4.
50. Describe a group homomorphism from Us to S4.
51. How many elements are therein GLy(FF3)?

52. Describe a group homomorphism from Uy to &4. (Hint: One way isto let Uy
act viamultiplication on al of Z/4Z, not just on Uy.)

53. In D3, show that if H isthe subgroup generated by thereflection ¢, then thereis
an element g of D3 so that the left coset g/ is not aright coset of A in D3. Hence
multiplication of left cosetsby aH - bH = abH is not well-defined.



Chapter 12
The Chinese Remainder Theorem

In this chapter we study systems of two or more linear congruences. When the mod-
uli are pairwise coprime, the main theorem is known as the Chinese Remainder
Theorem, because special cases of the theorem were known to the ancient Chinese.
In modern algebra the Chinese Remainder Theorem is a powerful tool in a variety
of applications, aswe shall see.

A. The Chinese Remainder Theorem

Two congruences. Hereisthe result for two linear congruences.

Theorem 1. Let m and n be natural numbers > 1 (the moduli) and a,b be any inte-
gers. Then there is a solution x = xg of

x=a (mod m)
x=b (modn),

if and only if the greatest common divisor of m and n divides b —a. If x = xg is a
solution, then the set of integers x that satisfy the two congruences is the same as
the set of x that satisfy

x=xo (mod [m,n])

where [m,n)] is the least common multiple of m and n.
Before proving the theorem, we look at three examples.
Example 1. Consider the pair of congruences

x=11 (mod 74)
x=13 (mod 63).

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 253
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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If x isasolution, then
x =11+ 74r

for someinteger r, and
x =13+ 63s

for some integer s. Setting the two expressionsfor x equal to each other, we obtain
11+ 74r =13+ 63s

or, collecting the constants,
T4r — 63s = 2.

Thisequation is solvable using the extended Euclidean algorithm, since the greatest
common divisor of 74 and 63, namely 1, divides 2. In fact, Euclid’s algorithm for
74 and 63 is:

74=63+11
63=11-6—3
11=3-3+2
Using the row operation approach we have
coeff. coeff.
of 74 of 63
74 1 0
63 O 1
11 1 -1
66 6 6
3 6 -7
9 18 -21
2 -17 20

Thelast line says that
2=74.-(-17)+63-20.

Since we wish to find r,s so that 74r — 63s = 2, we set r = —17,s = —20. Since
x = 13+ 635, we find x = 13— 63-20 = 13— 1260 = —1247 is a solution of the
congruences.
Aswith asinglelinear congruence, once we find a particular solution x = —1247
of
x=11 (mod 74)
x=13 (mod 63).

we can find the general solution by taking the particular solution x = —1247 and
adding to it the general solution to the homogeneous system of congruences,

=0 (mod 74)

X
x=0 (mod 63).
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Any integer x that solves this homogeneous system must be a multiple of 74 and a
multiple of 63, hence acommon multiple of 74 and 63. Since 74 and 63 are coprime,
the least common multiple [74,63] of 74 and 63 is 74- 63 = 4662. To a particular
solution of the original (non-homogeneous) congruences, like x = —1247, then, we
can add any multiple of 4662 and get another solution. Expressed concisely, the set
of all solutionsto the set of congruences

x=11 (mod 74)

x=13 (mod 63).

isthe set of all integersx so that
x = —1247 4 4662k
for someinteger k. Thisisthe sameasthe set of integersx that satisfy the congruence
x=—1247 (mod 4662).

Example 2. We seek the smallest non-negative solution of

x=2 (mod 24)
x=8 (mod 39)
We set x = 2+ 24r = 8+ 39s, hence 24r — 395 = 6. Since (24,39) = 3 and 3 divides
6, thereis a solution. After some calculationswe find that 39-2 — 24- 3= 6, and so
x=2+24(—3) = —70. Thegenera solutionisx = —70+ [24, 39]k for k any integer.
Since [24,39] = 312, we can write the solutions asx = —70+ 312k for every integer

k,or as
x=-70 (mod 312).

In particular, x = —70+ 312 = 242 isthe smallest positive solution.

Example 3. Consider
x=5 (mod 20)

x=15 (mod 16).
We set x = 5+ 20r = 15+ 16s and collect the constant terms to one side:

20r — 16s = 10.

But in this example, the greatest common divisor of 20 and 16 is 4, and 4 does not
divide 10. So there are no integers and s that solve the equation 5+ 20r = 15+ 16s,
and so there is no solution of the pair of congruences.

The proof of Theorem 1 follows the method of the examples.

Proof. We supposex is a solution to the two congruences
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Since x is a solution to the first congruence, x = a + my for some integer y. Since x
is a solution to the second congruence, x = b + nz for some integer z. Equating the
two expressions for x yields the following equationin y and z:

a+my=b+nz

or
my—nz=>b-—a.

Now we follow the method of Section 3D for these equations. The result we ob-
tained there was:

o if the greatest common divisor of m and n doesn't divide b — «a, then there are no
integersy,z so that my — nz = b — a (for if d isthe greatest common divisor of m
and n, then d divides my — nz, hence must divide b — a). Thusthere is no integer
x that solves the original pair of congruences.

o if d = (m,n) dividesb — a, so that b — a = gd, then we can use Bezout's identity
to solve the equation as follows: we find integers ¢ and w so that mt + nw = d,
then m(tq) + n(wgq) = b — a. Hence, setting y = tq, wefind that x = a + mtg isa
solution of the original pair of congruences.

These results prove the first part of the Proposition.
For the second part, suppose xg and x; are solutions of the pair of congruences.
Then x1 — xg isasolution of the “homogeneous’ pair of congruences

That means x1 — xg isacommon multiple of m and n, and hence isa multiple of the
least common multiple [m, n]. Hence x1 — xo = [m, n]k for some k, and so

X1 =x0+ [m,nlk

for somer.

Conversely, if xg is a solution to the pair of congruences and x satisfies x = xg
(mod [m,n]) for some integer k, then x =xo (mod m) and x = xp (mod n), and so
x isalso asolution to the original pair of congruences.

The set of integers x of the form x = xo + [m, n]k may be described as the set of
integers such that

x=xo (mod [m,n]).

O

As an immediate corollary of the theorem, we obtain the Chinese Remainder
Theorem for two congruences.

Corollary 2 (The Chinese Remainder Theorem). Let m and n be coprime nat-
ural numbers > 1 (the moduli) and a,b be any integers. Then there is a solution
x=xpof
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x=a (mod m)
x=b (mod n).

The set of integers x that satisfy the two congruences is the same as the set of x that

satisfy

x=xo (mod mn).

If we have apair of congruenceswhere one of the moduli issmall, we can reduce
the Bezout’sidentity cal culationsby solving asingle congruence modul o the smaller
of the two moduli.

Example 4. Consider
x=38 (mod 60)

x=7 (mod 11).

Then x = 38+ 60r = 7+ 11s for some integers r,s. To find x we don’t need to find
both r and s in the equation

38+ 60r = 7+ 11s,

rather, just one of them. So instead of approaching the equation as a Bezout type
problem, we look at the equation as a congruence modul o the smaller of the original

moduli:
38+60r=7 (mod 11).

Reducing 38 and 60 modulo 11 yields
545-=7 (mod 11)

or
5-=2 (mod 11).

Sincetheinverse of 5 modulo 11is9, we multiply the last congruenceby 9 to obtain
r=9-5-=9-2=7 (mod 11).

Thenx = 38+ 7-60 = 458 isasolution to the original congruences. Since the |east
common multiple of 11 and 60 is 660, the general solution is

x=458 (mod 660).

Three or more congruences. The key to solving systems of more than two si-
multaneous congruences is the observation that we can express the set of inte-
gers that solve two simultaneous congruences as the set of integers that satisfy one
congruence.

Example 5. We find all solutionsto

2 (mod 12)
8 (mod 10)
9 (mod 13).

X
X
X
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We first solve the first two: we find x of the form x = 2+ 12r = 8+ 10s. It's easy
enough to see that x = 38 is a solution. Since [12, 10] = 60, the general solution of
the first two congruencesis x = 38+ 60k for £ any integer. Thus to solve the three
congruencesis the same as to solve

x=38 (mod 60)

x=9 (mod 13).
This pair of congruences has the property that the modulus 13 in the third of the
original congruencesis smaller than the modulus 60 arising from thefirst two origi-

nal congruences. Hence the congruence method of the previous exampleis helpful.
Sotofind az so that x = 38+ 60r = 9+ 13u for some u, we set up the congruence

38+60r=9 (mod 13)
which reduces modulo 13 to
—1-5=9 (mod 13)
or
—5t=10 (mod 13).

Thus
t=-2=11 (mod 13),

hencex = 38+ 60(11) = 698. The general solution to the original three congruences
isthen
x=698 (mod 780)

since [10,12,13] = 60- 13 = 780.

If we have a system of n congruencesin which the moduli are pairwise coprime
(not as in this last example), there is aways a solution and the solution is unique
modulo the product of the moduli. Thus we have:

Theorem 3 (Chinese Remainder Theorem). Let m1,my,...,m, be pairwise co-
prime natural numbers > 1 (the moduli), and ai,az,...a, be any integers. Then
there is a solution of the set of simultaneous congruences

x=aj; (mod mj)
x=ay (mod my)

x=a, (modm,).

If xg is a solution, then the set of all solutions is the set of integers congruent to xg
modulo M = mima - ... -m,.
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Proof. Theproof isby induction on . The casefor two congruencesisthe corollary
above.

For n > 2 we assumethat any set of n — 1 congruenceswhose moduli are pairwise
coprime has a solution. Suppose we have a set of n congruences as in the statement
of the theorem. We use the theorem for two congruences to replace the first two
congruences by a single congruence, of the form

X=X (mod mlmz).

Then to show that there is a solution of the original set of n congruences, we need
to show that thereis a solution for the set of » — 1 congruences consisting of all but
the first two of the » original congruences, together with the congruence

x=xo (mod mymy).

To apply the induction hypothesis, the only thing we need to observeis that the new
last modulus, m1m2, hasthe property that mqm, and m; are coprimefor j =3,...,n.
But we saw in Chapter 4 that if (m;,m1) = 1and (m;,mp) = 1then (m;,mimz) = 1.
Thus the set of » — 1 congruences has a solution by the induction hypothesis, and
that solution will be a solution of the original » congruences.

The last statement of the theorem is | eft as an exercise. O

For a first application of the Chinese Remainder Theorem, we look at single
linear congruencesto composite moduli.

Example 6. Suppose we wish to solve
36x=29 (mod 85).

Now 85 =17-5and 17 and 5 are coprime, so this congruence is equivalent to the
two congruences
36x=29 (mod 5)

36x=29 (mod 17).

To solve the original congruence, we'll solve this new system.
Now the first congruence, 36x = 29 (mod 5), is equivalent to

x=4 (mod5),
while the second, 36x = 29 (mod 17), isequivalent to
2x=12 (mod 17)

or
x=6 (mod 17)

So we need to solvethe pair of congruences

=4 (mod 5)
6

X
X (mod 17).
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Theseyield

x=4+5 =6+ 17s.
Setting this up as a congruence modulo 5 gives

17s=-2 (mod 5)

or
23=-2=8 (mod 5)

which has asolution s = 4, hencex =6+ 17-4=74.
Since 36- 74 =29 (mod 5) and 36- 74 =29 (mod 17), we obtain the solution
x = 74 of the original congruence

36xr=29 (mod 85).

See Section 12C for anontrivial extension of this strategy.
The strategy of Example 6 can be applied to systems of the form

ax=b (mod m)
ex=d (mod n).

Example 7. To solve
11x=13 (mod 20)

9% =17 (mod 25),

wefirst solve 11x = 13 (mod 20), for example, by observingthat 11-11=121=1
(mod 20), so
x=13-11=143=3 (mod 20).

Then we solve 9x = 17 (mod 25), for example, by observing that 9-11 = —1
(mod 25), so
x=-17-11=8-11=88=13 (mod 25).

So the original system is equivalent to

x=3 (mod 20)
x=13 (mod 25).

Or, having found that the first congruence is equivalent to x = 3 (mod 20), we
can substitute x = 3+ 20k into the second congruence to get

9(3+20k) =17 (mod 25)

and simplify to get
5k=-10 (mod 25),

which has a solution £ = 3, x = 3+ 20- 3 = 63. Once we find one solution, then,
since [25,20] = 100, the general solution is

x=63 (mod 100).
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Exercises.

1. Find the smallest positive solution, if any, of

x=9 (mod 16)
x=17 (mod 28).

2. Find the smallest positive solution, if any, of

x=24 (mod 66)
x=9 (mod 48).

3. Find the smallest positive solution, if any, of
x=10 (mod 15)
x=17 (mod 28).
4. Write the set of solutions of
x=5 (mod 24)
x=17 (mod 18),
if any, as the solutionsto a single congruence.
5. Write the set of solutions of
x=23 (mod 36)
x=3 (mod 8),
if any, as the solutionsto a single congruence.
6. Write the set of solutions of
x=17 (mod 30)
x=7 (mod 40),
if any, as the solutionsto a single congruence.

7. Find all solutions of

2 (mod 12)
8 (mod 10)
10 (mod 14).

Write the set of solutions, if any, as the solutions to a single congruence.

X
X
X

8. Find all solutions of

5 (mod 14)
7 (mod 8)
=13 (mod 18).

Write the set of solutions, if any, as the solutions to a single congruence.

X
X
X
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9. Find all solutions of
x=2 (mod 12)
x=16 (mod 25)
x=16 (mod 35).
Write the set of solutions, if any, as the solutions to a single congruence.

10. Show that the system

1 (mod m)
0 (mod n)
0 (mod g),

X
X
X

has a solution if and only if m and ng are coprime.

11. Find the solution closest to O of

1 (mod 11)
0 (mod 25)
0 (mod 32).

X
X
X

12. A battalion of 208 men went off to a tough battle, and when the unwounded
survivors regrouped after the encounter, their commanding officer was so shaken
by the battle and the casualties that he could not count them. So he had them form
groups of three, and found that there was one left over. He had them form groups of
ten, and there were six left over. He had them form groups of seven, and there were
three left over. How many unwounded survivors were there?

13. The West End Athletic Club has around 60 members. Many of the members
volunteered to participate in all three eventsin the club’s three-day annual compe-
tition with the East End A.C. across town. The competition involved soccer on one
day, softball the next day, and volleyball on the final day. When the participating
West Enders grouped themselves into 11 person soccer teams, there were 2 partic-
ipants left over. When they grouped themselves into 9 person softball teams, there
was one left over. When they grouped themselves into 6 person volleyball teams,
there were 4 |eft over. How many West End participants were there?

14. A 19 person youth group sold boxes of cookies, at a profit of one dollar per
box, and agreed to share the profits equally. When the boxes were sold out, their
advisor collected the money, paid the supplier and planned to distribute the profits
among the 19 members at the next meeting. She found that after dividing the dollar
billsinto 19 piles, there were 3 dollars left over. Then she was informed that one
member had quit the group. So she redivided the dollar billsinto 18 piles and found
that there were 10 left over. Just before the next meeting, another member quit. So
she redivided the dollar bills into 17 piles and found that there were no bills left
over. If no member sold more than 15 boxes of cookies, how many boxes of cookies
did the group sell?

15. Find numbers¢,u,v so that 33t + 2 = 20u + 13=29v + 1.
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16. Find the smallest positive solution to the classical Chinese problem (Yih-hing,
707 A.D.),

(mod 2)
(mod 3)
(mod 6)
x=5 (mod 12)

17. (from Su Shu Chiu Chang, 1247 AD [Joseph (2000)]: Three thieves, A, B, C,
entered a rice shop and stole three vessels, X, Y and Z, of equal size filled to the
brim with rice, but whose exact capacity was not known. When the thieves were
caught and the vessels recovered, it was found that all that was left in Vessels X, Y
and Z were 1 ko, 14 ko and 1 ko, respectively. The captured thieves confessed that
they did not know the exact quantities that they had stolen. But A said he had used
a“horse ladle” (capacity 19 ko) and taken the rice from Vessel X. B confesses to
using his wooden shoe (capacity 17 ko) to take rice from Vessel Y. C admitted he
had used a bow! (capacity 12 ko) to take the rice from Vessel Z. What was the total
amount of rice stolen?

18. From Brahmagupta (c. 625 AD) [Van der Waerden (1983)]: What number, di-
vided by 6, has aremainder of 5, and by 5, aremainder of 4, and by 4, aremainder
of 3, and by 3, aremainder of 2?

19. (from Sun Tsu Suan Ching, 4th century AD) [Van der Waerden (1983)]: There
isan unknown number of objects. When counted by threes, the remainder is 2; when
counted by fives, the remainder is 3; and when counted by sevens, theremainder is2.
How many objects are there?

1
2
5

= o= o
Il

20. Find the smallest number a > 0 that is congruent to 1 modulo 2, 3, 4, 5 and 6
andisamultiple of 7.

21. Use the method of Example 6 to solve 81x = 11 (mod 100).

22. Use the method of Example 6 to solve 83x = 100 (mod 143). Also solve the
problem by setting up the equation 83x + 143y = 100 and solving it using Bezout's
identity methods. Which method do you prefer?

23. Use the method of Example 6 to solve 23x = 1 (mod 504). Also solve the
problem by Bezout's identity methods.

24. From the Aryabhatiya (498 AD): Find the smallest number x if 8x divided by
29 givesaremainder of 4, and 17x divided by 45 gives aremainder of 7.

25. Find al solutions of
8 =2 (mod 18)

9% =28 (mod 30)

26. Find all solutions of
7x=2 (mod 17)

3x=21 (mod 22)
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27. Find al solutions of
11x=13 (mod 16

)
13x=9 (mod 28)
28. Show that there are 12 pairs of numbers (aj,az) with
0<a;<4,0<a,<6

S0 that

has a solution.
29. Show that there are [my,m>] pairs of numbers (a1, a2) with
0<a;<my,0<ar <my

o that
x=a1 (mod my)
x=az (mod my)

has a solution.
30. Generalize the last exercise to more than two congruences.
31. Let (a,m)=1and (b,n) = 1. Show that if

(mod m)

c=a
c=b (modn),

then (¢,mn) = 1.

32. A famous theorem of Dirichlet states that ¢ and m are coprime, then there are
infinitely many prime numbers p sothat p =« (mod m). Show that if a1 and m; are
coprime, a, and m are coprime, and the pair of congruences

x=a1 (mod my)
x=ay (mod my)

has a solution, then there are infinitely many primes p so that x = p is asolution of
the pair of congruences.

33. (i) Provethat if m = rs with , s coprime, then x> = 1 (mod m) has at least four
solutions.
(i) If » and s are primes,  # s, then 2 = 1 (mod m) has exactly four solutions.
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B. Another Solution Method

In this section we give an aternate method for solving a system of n congruences
when the moduli are pairwise coprime. The method is useful for solving several
systems of congruencesall involving the same moduli.

Theideaof this method is that we solve a collection of special systems and then
obtain a solution of the original congruenceas alinear combination of the solutions
of the specia systems. Here are some examples.

Example 8. Consider the pair of congruences

x=15 (mod 20)
x=3 (mod 17).

We know thereis a solution, since 20 and 17 are coprime. To solve this system we
first solve the two systems

x=1 (mod 20)

x=0 (mod 17)
and

x=0 (mod 20)

x=1 (mod 17).

In thefirst system, x = ¢; isasolution if
e1=1+20r=17s.

Making this a congruence modulo 20, we obtain
17s=1 (mod 20).

Since
17=-3 (mod 20)

and theinverse of 3modulo 20is7, we can set s = —7, hencee; = —119. Similarly,
in the second system, x = e, isasolution if

er =20t = 1+ 17u.
Making this a congruence modulo 20, we obtain
17u= -1 (mod 20).
Multiplying this congruence by —1 yields
u=1 (mod 20),

sowe can set u = 7 and e; = 120.
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Having found e; and e,, we may find a solution xg of the original system by
setting
xp = 15e1 + 3ep = 15- (—119) + 3- 120 = — 1425,
(Check: modulo 20, xg = 15- (—119) = 15- 1 = 15, and modulo 17, xo = 3-120 =
3-1=3, asdesired.)
As before, since [20,17] = 20- 17 = 340, the genera solution is x = —1425
(mod 340) and the smallest positive solutionisx = —1425+ 340- 5= 275.

Note that the strategy of finding e; and e, first will not work if the moduli are not
coprime. For example, if we tried to solve the system

x=1 (mod 20)
x=0 (mod 18)
wewould get that x = 1+ 20r = 18s. But the equation 20r — 18s = 1 has no solution
since 20 and 18 are not coprime.
Example 9. Suppose now we wish to solve
x=8 (mod 20)
x=11 (mod 17).
We've done all the work: knowing e; and e, for these moduli from the previous
example, we simply set
x0=8e1+ 1lep = 8- —119+ 11-120= 368.
The general solution isthen

x=368 (mod 340)

and the smallest positive solutionisx = 28.

If we wish to solve
x=9 (mod 20)

x=13 (mod 17),

weobtainxg = 9e1 + 13ep = 9- (—119) + 13- 120= — 1071+ 1560 = 489; the small-
est positive solution isthen x = 489 — 340 = 149.

Example 10. We solve
=2 (mod 13)

X
x=8 (mod 10)
x=7 (mod 11).
To do this, we solve the three systems with the same moduli:

e1=1 (mod 13)
e1=0 (mod 10)
e1=0 (mod11),
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and
e2=0 (mod 13)
e2=1 (mod 10)
e =0 (mod 11),
and

e3=0 (mod 13)
e3=0 (mod 10)
e3=1 (mod 11).

These systems are not as onerous as they might seem at first sight, because they all
reduce immediately to systems of two congruences, namely

e1=1 (mod 13)
e1 =0 (mod 110),
and
e =0 (mod 143)
ez =1 (mod 10),
and
e3=0 (mod 130)
e3=1 (mod 11).
For the first, e; = 1+ 13r = 110s, hence s is the inverse of 110 modulo 13. Since
110=6 (mod 13), s = —2 and e; = —220.
For the second, e = 1+ 10f = 143u, hence u is the inverse of 143 modulo 10,
henceu = —3 and e; = —429.
For the third, e3 = 1+ 11v = 130w, hence w is the inverse of 130 modulo 11.
Since 130= -2 (mod 11), w =5 and e3 = 650.
Having found e1, ez and es, a solution of the original congruences

2 (mod 13)
8 (mod 10)
7 (mod 11).

X
X
X

xp = 2e1+ 8ep+ Te3 =2-(—220) + 8- (—429) + 7-650= 678.
The general solution to the original congruencesis

x=678 (mod 1430)

since 10-11- 13 = 1430.
If we wish now to solve

5 (mod 13)
3 (mod 10)
6 (mod 11),

X
X
X
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asolutionis

X0 = Bey + 3o+ 6eg = 5+ (—220) + 3+ (—429) + 6 650
— —1100 — 1287 + 3900 = 1513,

and the smallest positive solutionisx = 1513 — 1430 = 83.

If we are interested in solving only a single system of » congruences to pair-
wise prime moduli, the method of section 12A involves solving n — 1 systems of
two congruences, while the method of this section involves solving n systems of
two congruences. An additional advantage of the method of 12A is that it deals
with systems in which the moduli are not pairwise coprime. The advantage of the
method of this section is that it is much faster for solving more than one system of
n congruences to the same moduli.

Babylonian multiplication. Here is a fanciful application of the method of this
section.

Imaginethat you have been transported to asociety like ancient Babylonia, where
“paper” consists of heavy clay tablets, and numbers are in base 60. To multiply
numberslike

(35,43,52) = 35-607 4 43- 60+ 52

and
(14,2,47) = 14-60%+2- 60+ 47,

by the usual multiplication algorithm, it would appear that you need to either mem-
orize the base 60 multiplication table, containing %% = 1770 products, or writethe
table on a clay tablet that is much too heavy to carry. So what do you do? Use the
Chinese Remainder Theorem.

First observethat 5-8-9-11 = 3960 > 59- 59, and 5, 8, 9 and 11 are pairwise
coprime. So we find es satisfying

es=1 (mod5)

es=0 (mod8-9-11);
eg satisfying

es=1 (mod 8)

eg=0 (mod5-9-11);
eg satisfying

eg=1 (mod?9)
eg=0 (mod5-8-11);
and eq1 satisfying
e;1=1 (mod 11)
e11=0 (mod5-8-9).
We find that es = —1584, eg = —495, eg = —440 and e1; = —1440.
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To multiply 52 - 47, we find that

52.47=2-2=-1 (mod 5)
52.47=4-—-1=4 (mod 8)
52.47=-2.2= -4 (mod 9)
52.47=-3.3=2 (mod 11).

Then modulo 3960,

52-47= (—1)es+4eg+ (—4)eg+ 2e11
= 1584 — 1980+ 1760 — 2880 = —1516 = 2444 (mod 3960).

Since 5247 < 3960 and 52 - 47 = 2444 (mod 3960), we must have 52- 47 = 2444,
We can set up atable of all the productsthat can arise in computationslike this.
Since every number modulo 5 is congruent to O, 1 or 2 or their negatives, our

table only needs es and 2es. Similarly, for modulo 8, 9 and 11 our table only needs

68,268,368 and deg; 69,269,369 and deg; and e11,2e11,3e11,4e11 and 5e11, all mod-

ulo 3960:

es eg eg el
1-1584 —495 —440 —1440
2 792 —990 —880 1080

3 —1485 —1320 —360
4 —1980 —1760 —1800
5 720

For example, 3eg is congruent modulo 3960 to —1320; while 4eq1 is congruent
modulo 3960 to —1800.

Example 11. We use the tableto find 43 - 47.

We observe that
43-47=1 (mod 5)

=-3 (mod 8)
=—-4 (mod9)
=-3 (mod 11),

43-47=1-e5—3-eg—4-e9—3-e11  (mod 3960)
and we read these terms off the table to get
43-47= —1584+ 1485+ 1760+ 360= 2021 (mod 3960).

Since 43- 47 < 3960, 43 - 47 = 2021.

In this way we can solve our Babylonian “memory” problem by creating a clay
tablet with just that small table of 15 numberson it. With that table we can multiply
any two numbers <60 using congruencesto the moduli 5, 8, 9 and 11, and addition.



270

Exercises.

34. (i) Find e so that
e1=1 (mod 21)

12 The Chinese Remainder Theorem

e1=0 (mod 25).

and e, so that
e =0 (mod 21)

e =1 (mod 25).
(it) Find the smallest positive solution of

x=3 (mod 21)

x=17 (mod 25).

(iii) Find the smallest positive solution of

x=17 (mod 21)

x=-8 (mod 25).

35. (i) Find eq so that
e1=1 (mod 11)

e1=0 (mod 13)
e1=0 (mod 15),

find e, so that
e2=0 (mod 11)
ez =1 (mod 13)
e =0 (mod 15),
and e3 so that
e3=0 (mod 11)
e3=0 (mod 13)
eax=1 (mod 15)
(i) Find the smallest positive solution of
x=3 (mod 11)
x=5 (mod 13)
x=8 (mod 15)
(iii) Find al solutions of
x=9 (mod 11)
x=2 (mod 13)
x=-7 (mod 15)
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36. Multiply the base 60 numbers (39, 26) and (56, 44) using the table as in
Example 11 to multiply digits.

37. Verify that eg = —440 isasolution of

eg=1 (mod?9)
eg=0 (mod5-8-11).

38. Design an adaptation of Example 11 to multiply numbersin base 1000. Which
moduli will give the smallest possible number of table entries?

C. Some Applications to RSA Cryptography

RSA Decrypting. This application refers to the RSA cryptosystem described in
section 10A.

Suppose Bob develops an RSA cryptosystem for Alice to use to send messages
to Bob. Recall that Bob does this as follows: he finds two large primes p and ¢
and sets m = pq (the modulus). He picks an encoding exponent e that is coprime to
¢(m)=(p—1)(q—1),findsadecoding exponent d satisfyinged =1 (mod ¢ (m)),
and sends m and e to Alice. To make computations easy for Alice, he chooses e to
be a small number (suchase = 3, or 7).

To send the message w to Bob, Alice computes ¢ = w® modulo m and sends
Bob ¢. To determine w, Bob must compute ¢¢ modulo m. But ¢ is going to be a
number of almost the same number of digits as m, and since e is small, d will have
almost the same number of digits as m. Thus determining ¢ modulo m takes a bit
of effort.

But Bob has the advantage that he knows that m = pq. So he can proceed as
follows:

(i) Computec1 = ¢? (mod p) andc2 = ¢? (mod ¢) where ¢1 and ¢, are as small
as possible.

(ii) Find y so that

y=c1 (modp)

y=cz (modgq).
Then

y=c¢? (mod p)

y=c! (mod g),
SO

y=c? (mod pq).

and pg = m. If we choose 0 < y < m, then since Alice's original word w satisfies

w=c!  (mod m).

and 0 < w < m, we must havey = w.
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Example 12. To illustrate how this works, suppose the modulusm = 187 = 11- 17,
the encoding exponent is e = 3 and Alice wants to send w = 127 to Bob. Alice
encodes w to get ¢ = 127% = 172 (mod 187), and sends ¢ to Bob. The decoding
exponentisd = 107, so Bob needsto find ¢? = 17297 (mod 187). So he computes

17217 (mod 11)

and
172Y7  (mod 17).

Now 172 =7 (mod 11), so 172107 = 7197 and thisis congruentto 77, since 710 = 1
(mod 11) by Fermat’s Theorem. One can check easily that 7" = 6 (mod 11).

Also, 172 = 2 (mod 17), so again using Fermat’s Theorem, 17217 = 2107 =
21 (mod 17). But 2 = —1 (mod 17), s0 211 = 23 =8 (mod 17). Thusw = ¢? =
172'97 (mod 187) satisfies

One checks that w = 127 asfollows:

w=8+17r=6+11s,

17r=-2 (mod 11),

hence
r=-4 (mod 11)

and sow =8+ 17(—4) = —60 (mod 187). Since 0 < w < 187, w = —60+ 187 =
127.

It has been estimated that decrypting using the Chinese Remainder Theorem in
this way takes somewhere between 1/4 and 1/3 of the time needed to compute ¢?
modulo m directly. Note however, that only someone who knows the factorization
of the modulus m can use this method. That's why, if Bob designed the code, then
the exponent used by Alice should be small to minimize her computations, since she
cannot use the Chinese Remainder Theorem.

Common encoding exponents. SupposeAlice, afinancial advisor, hasthreeclients,
Bill, Bob and Brian, each of whom has hisown modul us, m1, m» and m3 respectively.

Alice wantsto send privileged information about a particular stock to each of them.

For convenience, Alice always uses the encoding exponent ¢ = 3. So Alice sends
the message w to each of them, as follows: To Bill she sends c; = w® (mod ;).

To Bob she sends c; = w® (mod m3). To Brian she sends c3 = w® (mod m3). Eve
(perhaps an agent looking for violations of insider trading laws) intercepts c1, ¢, c3

and knows m1, m», m3 and e = 3. She doesn’t know w or w3, but she knows that
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w'=c¢1 (mod my)

wi=co, (mod my)

wi=c3 (mod ms).

So she solves
t=c1 (mod ml)

t=co (mod mz)
t=c3 (mod m3)

for some number ¢ < mymoms. Then

3 (mod mamams3).

t=w
But w < m; fori=1,2,3, 0 w® < mymoms. Thust = w?.
Once Evefinds¢, she can simply computethe cuberoot of ¢ to find the message w.
The moral of thisexampleisthat one should not send the same message with the
same small encoding exponent to many different recipients.

Safeprimes. A prime number p is called asafeprimeif p = 2g + 1 whereg isaso
prime. Examples. p=5, 7,11, 23, ....

Safeprimes are useful primes for constructing moduli for RSA codes, because
there are some factoring algorithms, such asthe Pollard p — 1 agorithm, that factor
large numbers m more efficiently when one of the primefactors p of m hasthe prop-
erty that p — 1 isaproduct of only small primes. Any odd prime p has the property
that the largest possible prime factor of p —1is (p — 1)/2. Hence a safeprimeis a
prime p so that p — 1 has aprime factor that is as large as possible. An RSA modu-
lusthat is aproduct of safeprimeswill be maximally effectivein thwarting factoring
algorithms such as the Pollard p — 1 agorithm (Section 10C).

Safeprimes must satisfy certain congruences, as notesin the following exercises.

Exercises.

39. Show that if p > 20 is a safeprime, then
(i) p=2 (mod 3)
(i) p=3 (mod 4)
(iii) p=2,30r 4 (mod 5)
(iv) List the three congruence classes modulo 60 that can contain saf eprimes.
(v) Find six safeprimes >60.

40. Show that for every odd prime /, a safeprime p > [ must satisfy
p#Z0orl (mod/).

41. List the congruence classes modulo 84 that can contain safeprimes.
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42. A prime p isspecial if p =2p;+1isasafeprimeand also p1 =2p2+1lisa
safeprime.

(i) Show that a special prime must be congruent to 7 modulo 8;

(i) Show that for each odd prime /, a special prime p with p, > [ cannot be
congruent to 0, 1 or 3 modulo /. What are the corresponding conditionson p,?

43. Find the least non-negative residue of

95192 (mod 217).
44. Find the least non-negative residue of

100%*  (mod 247).

(Note: 247 =13-19.)

45. Supposeyou know m = 17-23 = 391, Alice’s exponent is 3, and she sends you
the encrypted word ¢ = 21. The decrypting exponent is 235. Find w.

46. Eve knows that Alice sent the same plaintext message w to Bob with m =
17,e = 3, to Bill with m = 23 and e = 3, and to Brent with m = 31,e = 3. She
intercepts the encrypted messages:

c1=11 (mod 17)
c2=3 (mod 23)
¢3=23 (mod 31).

What is w?

D. Homomorphisms and Euler’s ¢-Function

Recall from Section 7D that if R, S are rings, a function /' : R — S is aring homo-
morphism if
flritrz) = f(r1) + f(r2)
f(rarz) = f(r1) f(r2)
J)=1
The kernel of aring homomorphism f: R — S isthe set

ker f = {rinR|f(r) = 0}.

We showed that a ring homomorphism /' : Z — S is uniquely determined by f(1),
forthen f(n) = f(1)+...4+ f(1) (n summands) in Sif n > 0, and f(—n) = —f(n).
What about ring homomorphismsfrom Z/mZ to S?
It turns out that every such ring homomorphism arises from a homomorphism
fromZtoS.
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To see this, suppose
g Z/mZ —S

is aring homomorphism. Let
Y :Z — ZL/mZ

be the homomorphism that takes r in Z to the congruence class [r], in Z/mZ.
Then the composition of ¥, followed by g is a homomorphism f from Z to S: f'is
defined by
f(r) = g¥n(r) = g([rln)-
Moreover, if » = mk, then f(mk) = g([mk]n) = g([0],») = 0. So the kernel of f
contains mZ.
To sum up:

Proposition 4. Every ring homomorphism g : Z/mZ — S lifts to a ring homomor-
phism f: 7 — S so that mZ C ker(f) .

The converseis useful.

Proposition 5 (Homomorphism Theorem). Let S be a commutative ring and let
f 1 Z — S be the homomorphism define by f(n) =n-1s for all nin Z. If f is not
one-to-one and ker(f) 2 mZ for some m # Qin Z, then f induces a homomorphism
[ from Z/mZ onto {n - Ls|n in Z}, define by f(|alm) = f(a) =a- L.

If ker(f) = mZ then f is an isomorphism from Z/mZ onto

{n-LsinZ} CS.

We proved this as Proposition 23 of Section 7D.
For a useful application of the Homomorphism Theorem, we introduce products
of rings.

Products of rings. Let R, S be two sets. The product of R and S, written R x S, is
the set of ordered pairs (r,s) wherer isin R, s in S. The notion of a set of ordered
pairs should be familiar from analytic geometry. Assigning coordinatesto pointsin
the plane gives a one-to-one correspondence between pointsin the plane and the set
R x R of ordered pairs of real numbers.

Suppose R and S are not just sets, but are commutative rings. Then the prod-
uct R x S can be made into a commutative ring via coordinatewise operations, as
follows:

(r,s)+ (¥ ,s') = (r+7,s+5"),
(rs)- (,8') = (.58,
—(r,s) = (=r,—s).
The operations on R x S are defined by using the operations of R and S in the re-
spective coordinates.
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The zero and multiplicative identity elements are

0=(0,0),
1=(1,1).

With these definitionsit is easy to see that if R and S are commutativerings, then
R x Sisacommutativering.

If R and S are rings with a finite number of elements, say R has m elements and
S hasn elements, then R x S has mn elements.

Example 13. Z/27 x Z/3Z has six elements. Here is its multiplication table:

00 (L1 (0,2 (1,0 (01 (1,2
(0,00 (0,00 (0,0 (0,0 (0,00 (0,0) (0,0
(L1 (00 (L1 62 (Lo (01 (L2
(0.2 (0,00 (0,2 (0,1) (0,0 (0,2 (0,1
(1.0 (0,0 (L0 (6,0 (L0 (0,00 (1,0
(0.1) (0,0 (0,1 (6,2 (0,0 (0,1) (0,2
12 00 (12 01 (1o 02 (11

Evidently, (0,0) acts as the zero element, and (1, 1) asthe identity element.
We can find the units and zero divisors of a product of rings:

Proposition 6. (i) (a,b) is a unit of R X S iff a is a unit of R and b is a unit of S.
(ii) (a,b) in R x S'is a zero divisor iff (a,b) # (0,0) and either a is zero or a zero
divisor of R, or b is zero or a zero divisor of S.

Proof. Part (i) is easy. To prove (ii), suppose (a,b) # (0,0). If a is a zero divisor,
and &’ isnon-zero in R with aa’ = 0, then for every b in S, (a,b)(a’,0) = (0,0), s0
(a,b) isazerodivisor. If a = 0, then (0,5)(1,0) = (0,0), so (0,b) isazero divisor.
Similarly if 4 is either a zero divisor or zero.

Conversely, if (a,b) isazerodivisor, then (a,b)(a’,b") = (0,0) for some (o', ') #
(0,0)inR x S.Thenad’ =0inR,and bb’ =0in S. Eithera’ £ 0or ' #0.1f a’ #0,
then a = 0 or is a zero divisor; if ' # 0 then » = 0 or is zero divisor. That proves
(ii). O

The Homomorphism Theorem yields the following description of Z/mZ when
m isaproduct of two coprime numbersr,s

Theorem 7. Let m = rs where r and s are coprime natural numbers >2. Then there
is an isomorphism of rings

V:Z/mL— ZL)rZ X L]sZ

given by y([a|n) = ([al [als).
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For example, this theorem says that the ring Z /27 x Z/3Z looks just like the
ring Z/6Z. In fact, the map v in this case works as follows: here [a] means [a]s, and
(a,b) means ([a]z, [b]3).

v([0)) = (0,0),
v([1) = (1.D),
v([2)=(2,2)=(0,2),
v([38) = (3,3 =(10),
v([4]) = (4,4)=(0,1),
v([8) = (5,5) = (1,2).

Thus the two units, [1] and [5], of Z /67 correspond under the isomorphism y to
the two units (1,1) and (1,2) of Z/27Z x 7 /3Z; the zero divisors [2],[3] and [4] of
7,/6Z correspond to the zero divisors (0,2), (1,0) and (0,1) of Z/27Z x Z/3Z.

The proof of Theorem 2 relates to the Chinese Remainder Theorem.

Proof. Letm =rs and let
0:7 —7/rLx7]sZ

by ¢(a) = ([a], [als) = a([1],[1]s). If a = mk, then ([mk],, [mk]s) = O, sincem = rs.
So mk isin the kernel of ¢ for every k.
By the Homomorphism Theorem we get an induced homomorphism

V:Z/mL— ZL)rZ X L]sZ

by w([a]m) = ([a],[a]s). To show that v is one-to-one, we look at the kernel of v,
namely, the set of [a],, sothat w([a],) =0inZ/rZ x Z/sZ. Now y([a],,) = 0if and
only if [a], = 0and [a]; = 0; that is,  dividesa and s dividesa. But sincer and s are
coprime, that impliesthat m dividesa, so [a],, = 0. That meansthat the kernel of y
consists of only the zero element of Z/mZ, namely [0],,. Hence v is one-to-one.

To show that y is an isomorphism, we only need to show that y is onto. For
that, we have two possible arguments. One uses the Chinese RemainderTheorem;
the other reproves the Chinese Remainder Theorem.

Here is the argument that uses the Chinese Remainder Theorem:

Let ([b],[c]s) bean arbitrary element of Z/r7Z x Z./s7Z. To show that ([b],, [c]s) =
(lal, [a]s) = w(a) for some integer a mod m, we must find an integer « so that

a=b (modr),

a=c (mods).
But since r and s are coprime, an integer « solving this pair of simultaneous congru-
ences can always be found. Thus y is onto.

Conversely, if we can show that y is onto without using the Chinese Remainder
Theorem, then for »,s coprime, the pair of congruences

b (mod r),

x
x=c (mods),



278 12 The Chinese Remainder Theorem

has a solution for every b, ¢, and so the Chinese Remainder Theorem holds for sets
of two congruencesto coprime moduli.

Why is y onto? The argument that doesn’t use the Chinese Remainder Theorem
is a counting argument. We know that v is a one-to-one function from a set with
m elements, namely, Z/mZ, to another set with m elements, namely, Z/rZ x Z./sZ.
A one-to-one function from a set R of m elements to another set S of m elements
must be onto, because if v is one-to-one, then w(R) must have the same number
of elements as R does. Thus y(R) is an m-element subset of the m-element set S.
Hence w(R) = S. O

For m = rs with (r,s) = 1, the isomorphism vy : Z/mZ — Z/rZ x Z/sZ relates
to the aternate method of solving the pair of congruences

x=b (modr)
x=c¢ (mods)

presented in Section 12B. For if e satisfies

x=1 (mod r)
x=0 (mod s),
then (dropping the bracket notation), w(e1) = (1,0). Similarly, if e, satisfies
x=0 (mod r)
x=1 (mod s),
then w(ez) = (0,1). To solve
x=b (modr)
x=c¢ (mod s)

meansto find the unique a modulo m so that w(a) = (a,a) = (b,¢) INZ/rZ x Z/sZ.
But
y(bey+cez) = y(be) + y(cez)

y(b)y(er) +w(c)y(e2)
(b,6)(1,0)+ (¢,c)(0,1)

= (b,0)+ (0,c) = (b,¢).
Since y isone-to-one, bes + cey isthe unique @ modulo m that mapsto (b, ¢), hence
is the unique solution modulo m of the original congruences

x=b (modr)

x=c (mods).

As we observed with the example of Z /67 above, units of Z/6Z correspond to
the unitsof Z /27 x 7./37Z. Thisis aways the case. We have
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Proposition 8. If m = rs with r and s coprime, and
V:Z/ml — Z[rLxZ]sZ

is the isomorphism of the theorem, then \ restricts to an isomorphism of groups
from Uy, to U, X Us.

Thisisaspecial case of Proposition 14, Section 11F. Hereis adirect proof.

Proof. Observethat
U, x Uy =A{([p],[c]) € Z/rZ x Z/sZ|(b,r) = 1and (c,s) = 1}.

If aisaunit of Z/mZ, then (a,m) = 1, hence (a,r) = 1and (a,s) = 1. So y([a]) =
([a],[a]), and y maps the unit [a] of U, to the pair ([a],[a]) in U, x Us. Thus y
defines afunction v, from U, to U, x Us.

Since y isaring homomorphism, v, is agroup homomorphism.

v, IS one-to-one because v is one-to-one.

To show that v, is onto, suppose ([b], [c]) isin U, x Us. Then there is some [d]
in U, so that v, ([a]) = ([a], [a]) = (8], [c]). Hence [a] = [5] in Z/r7 and [a] = [c]
in Z/sZ. But then a is coprime to r, and a is coprime to s, and so a is coprime to
rs = m. Thusa isaunit modulo m, hence [a] isin U,. This showsthat y;, maps U,
onto U, x U. O

Thistheorem yields aformulafor Euler’s phi function:
Corollary 9. If m = rs, r and s coprime, then ¢ (m) = ¢(r)¢(s).

Proof. ¢(m) is the number of units of Z/mZ, and ¢(r)¢(s) is the number of
pairs ([b],[c]s) where [b], is a unit of Z/rZ and [c]s is a unit of Z/sZ. Since
v, : Uy, — U, x Uy is an isomorphism, hence a bijection, the result follows from
Proposition 8. O

Corollary 10. Let m = pJ*p3? -- ~p§g be a product of prime powers. Then

g
z/mz.= ]2/ p{Z,
i=1

and

The proof of thisis aroutine induction from the previous corollary.
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Exercises.

47. Write down addition and multiplication teblesfor Z/2Z x Z/2Z.

48. Write down the elements of Z/127Z and of Z/3Z x Z/4Z, and identify which
elements correspond under the map y from Z/12Z t0 Z/3Z x Z/4Z.

49. Write down the elements of Z/10Z and of Z/2Z x Z/5Z, and identify which
elements correspond under the map y from Z/10Z to Z /27 x Z/5Z.

50. Show that if R,S are non-zero commutative rings then R x S always has zero
divisors, and hence is never an integral domain or afield.

51. Extend the proof of Theorem 7 to show that if m = g1¢2- - - g, isafactorization
of m into pairwise coprime factors, then Z/mZ isisomorphicto Z/q1Z x Z/q2Z x
.. X L] qqL.

52. Examinethemap v : Z /247 — 7./67 x 7/ AZ given by w([a]24) = ([a]s, [a]a).
What isthe kernel of w? That is, which elements of Z /247 get mapped by v to the
zero element of Z/6Z x Z./47.?

Which elements of Z/6Z x Z/4Z are in theimage of y?

53. Suppose
x=a (mod 8)
x=b (mod 12)

has a solution x = xg. How many solutions to this system of congruences are there
modulo 24?

54. Find anumber xo whose order modulo p is (p — 1) /2 and whose order modulo
qis(g—1)/2, where

) p=74q=11

(it) p=11,4 = 19.

(See Section 7B, E3).

The next exercisesrelate to determining the number of numbersa < m for which
m is an a-pseudoprime—see Section 11D.
Recall that
Un(r)={la]minUyla"=1 (mod m)},

the group of 7-th roots of unity in Z/mZ. Then m is an a-pseudoprimeif a” 1 =1
(mod m), which isthe caseif [a] iSin Uy, (m — 1).

55. Show that if «' =1 (mod p), where p is prime, thena?~Y =1 (mod p).

56. Let m = pq with p, g distinct primes.

(i) Showthat (m—1,p—1)=(m—21,q—1)=(p—1,9—1).

(i) Show that for a any integer, a” =1 (mod m) if and only if " =1 (mod p)
anda" =1 (mod gq).

(iii) Show that Uy, (m — 1) = Uy (d) whered = (p— 1,4 — 1).
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57. Suppose p and ¢ are primeswith p =3 (mod 4) and (Pgl, ‘151) =1lLletm=

pq, Usethelast exerciseto show that U, (m — 1) = U, (2). Show that U, (2) hasfour
elements.

58. Use the last exercise to show that if m = pg with p and ¢ twin primes (that
means. g = p + 2), then U,,,(m — 1) hasfour elements.

59. Show that if m = pg with p =3 (mod 4) and g = 17, then U,,,(m — 1) has four
elements.

60. Show that if m = 2501 = 61- 41, then U, (m — 1) = U, (20).

61. Show that Uss(64) = Uss(4) and has order 16.












Chapter 13
Polynomials

Beginning with this chapter we turn attention to polynomials with coefficientsin a
field. In broad outline the theory follows that for integers: we prove the analogue of
the Fundamental Theorem of Arithmetic (Chapter 4), study irreducible polynomials
(the analogue of primes), and devel op the concepts of congruences and congruence
classes, and analogues of Fermat’s theorem and the Chinese remainder theorem.
When the theory for polynomials is combined wih the theory for integers, what
comes out in Chapters 23 and 24 is the theory of finite fields.

A. Polynomials and Functions

A polynomial with coefficientsin acommutativering R is an expression of the form
p(x) = ax" + ap_1xX""1+ .. +ax+ao,

where the coefficients a,,a,_1, . ..,ap are elements of R, acommutativering, x isa
symbol, called an indeterminate, and n is some integer >0. The symbols x?, ..., x"
are powers of the indeterminatex: that is, x> = x - x,x® = x - x - x, etc. By convention,
0
x'=1.
Some examples (with R = R, the real numbers):

plx) =x 73x+2,

(x)
px) =— x +x,
p(x)fn(hereaofn andO0=a;=az=...),
p(x) = 0 (hereal the coefficients are 0).

We wrote p(x) starting with the constant term on the right and writing decreasing
powers of x from left to right. We could just as well reverse the order, and write

px) = ap+arx +ax®+ ...+ ax".

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 285
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The order in which the terms are written doesn’'t matter (as long as we include the
powers of x as placeholders—see Section C, below).

The notation p(x) is suggestive of functional notation.

In calculus, a function such as f(x) = x3 4 sinx is presented by giving a de-
scription of what the value of the function £ is on a “typical” or “indeterminate’
real number x. Thusto find the value of the function /" at the number 2, we simply
replace x by 2, to get the real number /(2) = 23 4 sin2.

So also with a polynomial: any polynomial p(x) with coefficientsin the ring R
defines afunction from R to R by sending » in R to p(r), the element of R obtained
by replacing the “indeterminate” element x in the expression p(x) by the element »
of R. Thusif p(x) = 3x? — 2x +5in Q[x], then p(—3) = 3(—3)°> —2(—3) + 5= 38.
If p(x) = [3]x + [4]x%in Z/6Z, then replacing x by [2] in Z/67Z yields

p([2) =32+ [4[2° = [6+32]= 2]

inZ/6Z.

However, a polynomial with coefficientsin a commutative ring R should not be
thought of as afunction described by its value at an indeterminate element of R, but
rather as just aformal expression involving the symbol x and its powers.

The reason for making this distinction between polynomials and functions has
to do with when two polynomials are equal, compared with when two functionsare
equal.

Two polynomials

px) =ap+ax+...+ax"

and
q(x) =bo+bix+ ...+ byx",

areequal if and only if the coefficients of each power of x are equal:
ap=bo,a1=">b1,...,a, =by,...,a, = by,,.
In particular, if n < m, then
byir=bpip=...=by=0.
Thus as polynomialswith coefficientsin Z /27, the polynomial
plx) = asx> + axx® + arx + ag

isequal to
q(x) =x°+1

ifandonly if aqg=az=1anda; =a, =0.

On the other hand, two functions f(x) and g(x) defined on the set R are equal if
and only if for al a in R, the numbers f(a) and g(a) are equal.

Any polynomial with coefficients in the commutative ring R defines a function
on R, aswe've seen. Thus two polynomialsthat are equal as polynomials are equal
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asfunctions. However, it is possiblefor two polynomia swith coefficientsinaring R
to be different as polynomialsbut be equal as functions. For example: in R =7,/27Z,
let p(x) =x+1, g(x) =x>+ 1. Then p(0) = 1 = ¢(0), and p(1) = 0 = g(1). Thus
as functions on Z /27, p(x) = q(x). However, as polynomids, p(x) and ¢(x) are
obviously different, since, for example, the coefficient of x° in p(x) is 0 and in
g(x)isl.

We will prove in the next chapter that if R is an infinite field, such as the real
numbers, then two polynomialswhich are equal as functionson R must be equal as
polynomials. The example above with R = Z /27 illustrates that the two notions of
equality need not be the same if R isafinitefield.

Exercises.

1. Using Fermat’stheorem, for each prime number p find two different polynomials
with coefficientsin Z/ pZ which agree as functionson Z / pZ.

2. Find a polynomia ¢(x) with coefficients in Z/6Z such that ¢(x) is equal to
p(x) = [3]x+ [4]x® asfunctions on Z /67 but ¢(x) and p(x) are not equal as polyno-
mials.

B. The Commutative Ring R[X]

The set of all polynomials with coefficients in the commutative ring R is denoted
by R[x].

Earlier we observed that when p is prime, Z/pZ is afield with p elements, and
introduced the notation I, for that field. When considering polynomials with coef-
ficientsinZ/pZ , we will generally use the notation I, instead of Z/pZ and write
the set of polynomialsasF, [x|, rather than (Z/pZ)|x].

The polynomia p(x) = ag+ aix+ ...+ a,x" has degree n if x" is the highest
power of x appearing in p(x) with its coefficient a,, not zero. Then the coefficient
a, of x" is caled the leading coeffic ent of p(x). The polynomia with ap = a3 =
... = 0iscalled the zero polynomial and is denoted by 0. By convention, the zero
polynomial has degree —<o. Every other polynomial p(x) has a degree >0. The
degree of a polynomial p(x) isdenoted by degp(x). Thering R can be thought of as
asubset of R[x] by viewing an element « of R as a polynomial of degreeO (if « # 0
or —oo (if a = 0).

Polynomials may be added and multiplied. The operations are defined just as for
functions. If

plx) =ap+ax+...+ax"

and
q(x)=bo+bix+ ...+ bux"

then
px)+q(x)=(ao+awx+...+ax")+ (bo+brx+ ...+ byux™);
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if, say, m > n, we can collect terms and get

p(x)+q(x) = (ag+bo) + (a1 +b1)x+ ...+ (an+bp)x" + bypax™ 4. 4+ byx™.

(13.1)
Similarly, using the distributive law and collecting the coefficients of each power
of x, multiplication of p(x) and ¢(x) is

p(x)-q(x)
= (ap+arwx+...+aux")(bo+bix+ ...+ bux")

= aobo+ (aoh1+ a1bo)x+ ...+ | z aibj}xk + o Faphy Xt
it j=k

(13.2)

Thusif a,b,, # 0then theleading coefficient of p(x)g(x) istheproduct of theleading
coefficients of p(x) and g(x).

With these definitions of addition and multiplication, with O the zero polynomial,
and with 1 the polynomial with ag = 1 and all other coefficients = 0, it is easy to
see that R[x] is a commutative ring.

Proposition 1. Let R be a commutative ring. For every non-zero polynomials p and
q in R[x], if the leading coeffic ent of p is a non-zero divisor in R, then

deg(pq) = deg(p) +deg(q).
The formula holds for all non-zero polynomials p, q in R|x] if R has no zero divisors.

Proof. Suppose p(x),q(x) in R[x] have degreesn and m, respectively. Let a, be the
leading coefficient of p(x) and b,, the leading coefficient of ¢(x). If a, isnot a zero
divisor in R, then a,,b,, # 0, so isthe leading coefficient of p(x)q(x). Thus p(x)g(x)
has degree n +m = deg(p(x)) + deg(¢(x)). O

The convention that the zero polynomial has degree —<- together with the rea-
sonable assumption that —ee 4+ m = —eo for m any integer or m = —oo, dlows the
formula deg(fg) = deg(f) + deg(g) to extend to the case where one or both of f
and g isthe zero polynomial.

In the rest of the book, we will usually consider only polynomials with coeffi-
cientsin afield F, rather than in a general commutative ring R. However, occasion-
aly it is convenient to allow polynomials with coefficients in a commutative ring
whichisnot afield. One exampleis R = Z/nZ, congruence classes of integers mod-
ulo n. Of course Z/nZ is afield only when n is prime. Another exampleis S = R]y],
polynomialsin the indeterminate y with coefficientsin the the commutativering R.
Then S[x] will be polynomialsin x with coefficientsin R[y], that is, polynomiasin
two variableswith coefficientsin R. Then S[x| isusually denoted by R[y,x] or R[x,y].
An expression such as x? 4 3xy +y? — 2 isapolynomial in R[x,y]. In asimilar way
we can define polynomialsin three variables over R as polynomialswith coefficients
inthering of polynomialsin two variableswith coefficientsin R, etc.
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Exercises.

3. Show that if R has no zero divisors, then R[x] also has no zero divisors.

4. Show that if R has zero divisors, there exist polynomials f,g in R[x] so that
deg(/fg) < deg(/f) + deg(g).

5. Let F beafield. Using Proposition 1, show that for p(x) in F[x], thereis some
q(x) with p(x)g(x) = 1, iff p(x) has degree 0. Thus the units of F[x] are precisely
the polynomials of degreeO.

6. LetR=7/47 ={0,1,2,3}.
(i) Show that 1+ 2x isaunit of R[x].
(ii) Show that every unit of R[x] hasthe form 1+ 2f(x) for some f(x) in R[x].
(iii) Find all of the zero divisors of R|x].
(iv) Find elements of R[x] which are neither units nor zero divisors.

C. Detaching the Coefficient

We have defined polynomialsin terms of an indeterminate, or formal symbol x, but
it is possible, and sometimes more convenient, to define a polynomial strictly by its
coefficients, without using x. The relevant information about the polynomial is its
coefficients. Thus we can associate to

plx) =3 + 23— 50— 1,

the 5-tuple (3,2,0, -5, —1), where the middle O is the coefficient of x2. Here we
must agree on the order in which the coefficients appear, so as not to think of that
5-tuple as representing the polynomial

q(x) =34+ 2x— 53 —x%.

So our convention is that when describing polynomials by tuples of numbers, the
tuples will always describe a polynomial written with decreasing powers of x from
left to right.
With that convention, we can define a polynomial with coefficients in R as a
sequence
(an,an,l, . ,al,ao)

of elements of R. Two sequences
(alﬁal’l*l? ce aa].?ao)

and
(bmabWI717 e ab].?bo)
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areequal if (say) m <nand
aOZbOaal :bla"'7am :bn’h

and a,, . 1,am12,...,a, aredl zero. Thustwo sequencesare equal if one sequenceis

the rightmost part of the other, and all other entriesin the longer sequence are zero.
Doing arithmetic operations on polynomialsis easier when the polynomials are

written as sequences. To see this, consider the way we work with natural numbers.
Suppose we want to multiply 7- 10+ 9and 3- 10+ 6. We don’t compute

(7-10+9)(3-10+6) = (7-3)- 10>+ ((7-6) +(9-3))-10) +9-6
=(2-10+1)-10°4 (4-10+2+2-10+7)-10+5-10+ 4
— (2-10%+10%) + (6-10°+9-10) + (5- 10+ 4)
=2.103+7-10°+ (10+4) - 10+ 4
=2.10%+7-10°+ 10+ 4-10+ 4
=2-10°+8-10°+4-10+4;
instead, we write 7- 10+ 9 as 79, 3- 10+ 6 as 36 and multiply 79 and 36 using the
well-known multiplication algorithm.
Similarly for polynomials.
Addition of two sequencesis “componentwise”, as follows:
(al’hanfla e 7a17a0) + (bmabmfib e 7blab0)
= (an +bnaan71+bn71>- . 7al+bl7a0+b0)7
where we have assumed herethat n > m and b,,.1 = ... = b, = 0.

For example, to add 4x® +2x — 3 and x°> — x + 8, we add (0,4,2,—3) +
(1,0,—1,8) = (1,4,1,5):

04 2 -3
+ 10 -1 8
14 1 5

Addition of polynomialsis similar to addition of numbers, except that with polyno-
mialsthereis no carrying.

Multiplication is not componentwise multiplication. The product of two polyno-
mials (ay,an-1,...,a1,a0) and (by,bn — 1,...,b1,bo) isthetuple whose entries are
the coefficients (in the appropriate order) of the polynomial p(x) - ¢(x) in formula
(2) above. To illustrate, consider multiplying the two polynomials

p(x) =x*4+33—x°—4x—6= (1,3,-1,-4,-6)

and
q(x) =3x*+x?+5=(3,0,1,0,5).
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We set up the multiplication of five-tuples just like multiplication of decimal inte-
gers, and perform the algorithm in the same way, except with no carrying:

1 3 -1 -4 -6
3 0 1 0 5
5 15 -5 -20 -30
0 0O O 0 0
1 3 -1 -4 6
0 O 0 0 O

39 -3 —-12 -18
= 39 -2 -9 -14 11 -11 -20 -30
Thus,
p(x)g(x) =3x8+ 9 — 248 — 9x® — 14x* 4 11x% — 115 — 20x — 30.

(In the array, the top two lines are the coefficients of the two polynomials, the
next five lines are the coefficients of the polynomial obtained by multiplying p(x)
by 5, 0-x, x2, 0-x3 and 3x*, respectively, and the bottom line sums the coefficients
of each power of x in the previousfive lines.)

Just as with numbers, multiplying polynomials as above is efficient because the
powers of x are never written down. Only the coefficientsarein play. (Onceyou try
afew examples, you should find multiplication of polynomialseasier than multipli-
cation of numbers. In particular, when the polynomials have entriesin F, = {0, 1},
multiplication is extremely easy!)

If you have had some linear algebra, the identification of a polynomial with its
sequence of coefficients is what we do when we write down the coordinates of a
vector with respect to abasis. In fact, here the scalars are from R, the vector spaceis
R[x] (assuming R is afield), the basisisaninfiniteone: ..., x",x"~1,... x,1, and the
tuple (a,,a,-1...,a1,a0) includes al the non-zero coordinates of the polynomial

px) = apx" +a, 1x" +---+a1+ao

with respect to the basis .. .x" x*1,... x, 1.

Exercises.

7. Detach the coefficients and multiply in Fo[x]:
(i) B4 x+1)(x*+x%+1);
(i) (¥ +x+1)%
(i) (¥ 4x) (¥ +x+ 1);
(iv) (P +x) (B +x2+ 1) (P +x+1).
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8. Detach the coefficients and multiply in F3[x]:
(i) (x® + 2¢+ 2) (222 + 1);
(i) (B +1) (2% +2).

9. Detach the coefficients and multiply (x* +x®+x? +x+1)(x — 1) in Q[x]. Then
generalize the result to the case where the left factor has degree n.

D. Homomorphisms

Recall from Section 7D that a ring homomorphism from aring Sto aring T is a
function or “map” n : S — T, so that for any s,s" in S, N(s+s') = n(s) +n(s),
N(s-s') = n(s)-n(s), ard n(1) = 1. There are several important ring homo-
morphisms whose domain is R[x], the ring of polynomials with coefficients in a
commutativering R.

Example 1. Let Funct(R,R) be the ring of functions from R to R, where addition
and multiplication of functions are the usual operations as described above, and the
function 1 isthe constant function 1(s) = 1 for al s in R.

Let ¢ : R[x] — Func(R,R) be the map given as follows: if p(x) isa polynomial,
o(p(x)) is p(x) thought of asafunction on R. Then ¢ isahomomorphism, because
addition and multiplication of polynomialsasdefined above, coincideswith addition
and multiplication of polynomial functions. This homomorphism ¢ , which tells us
to view a polynomial with coefficientsin R asafunction on R, will often be applied
implicitly, that is, without specific mention, as in statements like “think of p(x)
as afunction on R.” No confusion should arise. But it is useful to be explicit that
polynomials and functions are different, and the identification of a polynomial as
a polynomial function in fact defines a homomorphism that we have denoted by
¢ here. As we noted earlier (see Exercise 1), the homomorphism ¢ from R[x] to
Func(R,R) need not be one-to-one. In fact ¢ is never one-to-oneif R isafinitering.
This can be seen by counting: if R hasn elements, then Func(R,R) hasn”" elements
(why?), while R[x] is an infinite set (why?).

Example 2. Related to ¢ isacollection of functions ¢, : R[x] — R, onefor eacha in
R: ¢, is“evaluaionat a.” For any p(x) in R[x], @,(p(x)) isdefined to be the element
p(a) of R obtained by thinking of p(x) asafunction on R and evaluating thefunction
at a. Then ¢, isahomomorphism; in fact it is the composite of the homomorphism
¢ of Example 1 and the map from Func(R, R) to R given by taking afunction f(x)
and evaluating it at a to get f(a). The latter is a homomorphism because of the way
we define addition and multiplication in Func(R,R).

Example 3. Let v : R — S be ahomomorphism. Then we get an induced homomor-
phism, which we'll also call v, from R[x] to S[x], defined by

y(anx"+ ...+ aix+ag) = wlay)x" + ...+ y(ar)x+ w(ao),
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that is, replace the coefficients of apolynomial p(x) by their images under the func-
tion y. This new function v is aso ahomomorphism, asis easily checked.

One particularly useful example of such a function y is the “reduce mod m”
function that takes a polynomia p(x) with coefficients in Z and yields the poly-
nomia y(p(x)) with coefficients in Z/mZ whose coefficients are the congruence
classes mod m of the coefficients of p(x). For example, if p(x) = 5x* +2x3 — 7x+ 3,
m = 2, and y isthe homomorphismfrom Z to F, = Z /27 given by taking anumber
n to its congruence class mod 2, then y(p(x)) = [5]2x* + [2]2x® — [7]2x + [3]2, or if
we, as usual, identify F» as {0,1}, then

vip) =x*+0 +x+1=x*+x+1.
Another exampleis the homomorphism v : Z[x] — Qx| given by taking a poly-
nomial with coefficientsin thering of integers Z and thinking of it as having coeffi-

cientsin thefield of rational numbers Q. Similar examplesarise from thinking of Z
(or Q) asasubring of R, the real numbers, or C, the complex numbers.

Exercises.

10. Explainwhy if R isafinitering, then ¢ : R[x] — Func(R,R) isnot one-to-one.

11. For which, if any primes p, do x® + 2x? 4 x and x° + 8x + x agree as functions
onZ/pZ?






Chapter 14
Unique Factorization

In this chapter we show that every polynomial of degree >1 with coefficientsin a
field factorsuniquely (in a sense to be defined) into a product of irreducible polyno-
mials. To reach this result, we follow the same development as for natural numbers:
the division theorem, Euclid’s Algorithm and Bezout's | dentity.

A. Division Theorem

Let p(x) = agx? + ...+ a1x+ag beapolynomial with coefficientsin afield F. Recall
that if a; # 0, then d is the degree of p(x), and a, is caled the leading coefficient
of p(x). If p(x) has degree <0, then p(x) = ag, S0 can be considered as an element
of thefield F, or a constant, or ascalar.

If d isthe degree of p(x) and the leading coefficient a, = 1, then p(x) is monic.

The main theme of this chapter is that the entire sequence of arguments in
Chapters 3 and 4 which led to the Fundamental Theorem of Arithmetic isvalid for
polynomials with coefficients in any field. The fact that we can associate to a non-
zero polynomial an integer >0, its degree, enables usto use induction to provefacts
about polynomials, like the Division Theorem, Euclid’s Algorithm and uniqueness
of factorization, just as we did for numbers.

You may wish to review the definitions and results for Z in Chapters 3 and 4 at
this point so you can anticipate what will happen in this chapter.

We will often let f,g,p,q,r, €tc., dencte polynomials, omitting the “(x)” in
“fx)

Just as with the theory for natural numbers, the first step is:

Theorem 1 (Division Theorem for Polynomials). Let R be a commutative ring.
Let f,g be two polynomials in R[x] with [ # 0, and suppose that the leading co-
effic ent of f is a unit of R. Then there are polynomials q (the quotient) and r (the
remainder), with degr < deg f, such thatg= fq+r. Ifalso g= fq1+r1, then g = q1
and r =r1 (i.e., the quotient and the remainder are unique).

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 295
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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Proof. Wefix f # 0 and prove that for any g, there exists some ¢ and r satisfying
the statement of the theorem, using complete induction on the degree of g.

If degg < degf, then set ¢ = 0,7 = g: then obviously g = fg + r with degr <
degf.

Suppose degg > degf. Let f = f(x) = agx + ...+ ap have degree d and that a,
isaunit of R. Let g = g(x) = by x“T + ...+ bo have degreed + s, wheres > 0. Let
g1 =g~ (bais/aq)x’ f. Then deggy < degg, since the coefficient of x¥** in g1 is
zero. By induction, g1 = fg1 + r for some polynomialsg; and », with degr < deg 1.
But then 1

g=g1tbasa; X' f
= far+r+bapsa X f
= f(q1+bapsayx*) +r
proving the existence of a quotient and remainder for /" and g. By induction, the
existence of ¢ and r is proven.

For uniqueness, suppose g = fq+r = fq1+r1, with degr < deg / and degr; <
deg f. Then

flg—q1)=r1—r.
If g—q1#0, lets > 0 bethe degree of ¢ — ¢1. Since the leading coefficient of f'is

aunit, /(¢ — q1) has degree deg(f) + s by Proposition 1 of Chapter 13, whiler; —r
has degree < deg(f), whichisimpossible. Thusq —¢1 =0and r; —r =0. O

The argument which obtains g, from g inthefirst part of the proof isthefirst step
in the familiar process of long division of polynomials, a process which computes ¢
andr.

Corollary 2. If F is a fie d, then the Division Theorem holds for all f # 0 and g in
Fx].

A polynomia f divides a polynomia g if g = fq for some polynomial ¢. For
example, in Q[x], x> — 1 dividesx* — 1 because (x> — 1)(x*> — 1) = x* — 1. Similarly,
x%+x+ 1 dividesx® — 1 (verify this), while x — 1 does not dividex® — 2, as follows
immediately from the following useful criterion:

Theorem 3 (Remainder Theorem). If f(x) is a polynomial with coeffic ents in a
fiedF,and ais in F, then f(a) is the remainder when dividing f(x) by x — a.

Proof. Write f(x) = (x — a)q(x) + r(x), by the Division Theorem. Then degr(x) <
deg(x —a), so r(x) isaconstant, cal it r, in F. That is,

) = (x—a)g(x)+r.
Evaluating both sides at x = a, we have
fla) = (a—a)g(a) +r=r.

Hence f(a) isthe remainder when f(x) isdivided by x — a. O
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The Remainder Theorem yields as a special case:

Proposition 4 (Root Theorem). If f(x) is a polynomial with coeffic ents in a feld
F,andaisinF, then f(a) = Qif and only if x — a divides f(x).

The Root Theorem has the following useful conseguence.

Theorem 5 (D’Alembert’s Theorem). A nonzero polynomial f(x) of degree n in
Fx], F a feld, has at most n distinct roots in F.

Proof. Induction on 7, the degree of f.

If degf = 0, then /" isanonzero constant polynomial, so hasno rootsin F.

Now suppose f isapolynomial of degreen > 0, and supposeit hasr distinct roots
ai,...,a,. in F. We must show r < n. We have f(a,) = 0, so by the Root Theorem,
f(x) = (x—a,)g(x), where g(x) has degree n — 1. Now for each i, 1 <i<r—1,
fla;) = (a; —ay)g(a;) in F, sosince f(a;) =0, a; # a, and F has no zero divisors,
we must have g(a;) = 0. Hence g(x) hasroots ay, . ..,a,_1. But degg = n — 1. By
induction, »—1 <n— 1= degg. Hencer < n = deg f. O

Corollary 6. If F is a f eld with inf nitely many elements and f(x) and g(x) are two
polynomials with coeffic ents in F, then f(x) and g(x) are equal as polynomials
with coeffic ents in F if and only if f(x) = g(x) as functions on F. That is, if F is
an infin te fie d, then the homomorphism from F x| to Func(F,F) given by viewing
a polynomial as a function, is one-to-one.

Thisresult impliesthat no confusion can arise if over the real numbers, we think
of polynomials as real valued functions, or view x as an “indeterminate real num-
ber”. On the other hand, the assumption that F' have infinitely many elements is
necessary, as we observed in the last chapter.

Proof of Corollary. If f(x) = g(x) as polynomials, then for any element a of F,
f(a) =g(a), aswe observed in the last chapter. That is, f(x) and g(x) are equal as
functionson F.

Conversely, suppose f(x) and g(x) are two polynomials, and f(a) = g(a) for
al ain F. Then i(x) = f(x) — g(x) is apolynomial in F[x] with the property that
h(a) =0for every a in F. If h(x) has degree n for some finite number n and F has
infinitely many elements, then 4(x) has more than » rootsin F'. So i(x) must be the
zero polynomial, by D’ Alembert’'s Theorem. Hence f(x) = g(x) as polynomials,
completing the proof. |

D’ Alembert’s Theorem will enable us to prove the Primitive Root Theorem in
Section 19A.
Exercises.

1. Find the quotient and remainder when the first polynomial is divided by the
second (in Q[x]):
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0) XB—Tx—1x—2

(i) x* =2 — ;% + 3 — 1,
(iii) 2 — 3 + L;x;

(iv) X2 +x+1;2;

(V)32 —x—1;x3—2.

2. Does the Division Theorem always work for polynomials / and g in Z[x] if the
leading coefficient of f is not a unit of Z but divides the leading coefficient of g?
Explain.

3. Find an example of an f whose leading coefficient is a zero divisor, such that f
divides some polynomial g but the quotient and remainder are not unique. (I found
such an examplewith R = 7Z/87Z)

4. Without using long division of polynomials, find the remainder (in Q[x]) when:
(i) x® — 2 + 4is divided by x — 2;
(ii) x* — 7x? + 3isdivided by x + 1;
(i) x*° — 8x'2 + 3is divided by x* — 1.

5. (i) Doesx — 3 dividex* +x3 +x+4in Q[x]?in Z[x]?

(i) Since both x — 3 and x* 4+ x® 4 x + 4 have coefficients in Z, we can look at
their imagesin (Z/mZ)[x] for any m. Find al m > 2 for which the image of x — 3
dividestheimage of x* 4+ x° +x +4in (Z/mZ)[x].

6. Find all m so that the image of x° 4 3 divides the image of x°>+ x3 +x2—9in
(Z/mZ)[x].

7. InQ[x], when f isdivided by (x* — 3)(x + 1), the remainder isx? + 2x + 5. What
is the remainder when 1 is divided by x? — 3?

8. For which valuesof kin Q doesx — k dividex® — kx2 — 2x + k+3?

9. Show that if ¢, b, and a + b are distinct nonzero elements of acommutativering R,
and ab = 0, then f(x) = x> — (a + b)x hasfour distinct rootsin R, namely, a,b,a+b,
and 0. Give an examplewith R = Z /6Z.

10. Find all rootsin R[x] of f(x) = x? — 2x when:
(i) R = Z,/15Z;
(il) R = Z,/30Z

11. For every n > 2, can you find a commutative ring R and a polynomial f(x) of
degree 2 with at least n rootsin R? (Try choosing R = Z/mZ with m a product of
many distinct primes.)

12. LetF, = Z/pZ bethefield of p elements, where p is an odd prime. Label the
elementsof I, as0,1,2,..., p — 1 modulo p. Prove Wilson's Theorem:

(p—1)'=-1 (mod p)
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as follows: observe that, by Fermat's Theorem, the polynomia f(x) = x*~* -1
inF,[x] has 1,2,...,p — 1 as roots. Apply the Root Theorem to get a complete
factorization of x?~1 — 1 into linear factors, and then compare the constant term of
the product of the factors with the constant term of f(x).

13. Let F, be the field of p elements with p an odd prime, asin the last exercise.
Explain why the polynomial x? — 1 in F,[x] has only the roots 1 and p — 1. Show
then that every number a with 1 < a < p — 1 has an inverse modulo p that is not
congruent to @ modulo p. Using that observation, prove Wilson's Theorem.

B. Greatest Common Divisors

With the Division Theorem in hand, we can obtain Euclid’'s Algorithm and Bezout's
Identity for polynomials, just as we did for natural numbersin Chapter 3.

Let f,g bein Fx] where F isafield. A polynomial p in F[x] isagreatest common
divisor (g.c.d.) of fandgif p divides f and p dividesg, and any ¢ in F'[x] that divides
f and g has adegree that is not larger than the degree of p. That is, p isacommon
divisor of f and g of largest degree.

We can find agreatest common divisor of two polynomialsby using the Division
Theorem repeatedly, just asfor numbers. The process, called Euclid’s Algorithm for
polynomials, goes back at least to Simon Stevin, 1585, and works as follows:

Euclid’s Algorithm. Given two polynomials f,g in F[x] with /" # 0O, divide f into
g, then the remainder into £, then that remainder into the previous remainder, etc.,
or symbolically,

g=fa1+n

f=rga+r

L =1r2q3+r3

Tp—2="p-1qn+"n
Tp-1=Tnqny1+0

Since degry < deg f,degrp < degri, €tc., the sequence of divisions ends after at
most deg f steps. Then, just as with natural numbers, we have

Theorem 7. In Euclid’s Algorithm for f and g, the last nonzero remainder ry is a
greatest common divisor of f and g.

Note that we have carefully said “a greatest common divisor,” rather than “the
greatest common divisor.” Two polynomials have as many greatest common divi-
sors as there are non-zero elements of the field of coefficients, and Euclid's Algo-
rithm may in fact produce more than one of them (see Exercise 16). The reason this
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phenomenon didn’t show up when we were finding greatest common divisors for
numberswas that we looked only at natural numbers, that is, positive integers. If we
were to have defined “greatest” for integers as “ greatest in absolute value,” then the
greatest common divisor of two integerswouldn’t be unique either: for example, —8
and 6 have two greatest common divisors in the absolute sense, namely 2 and —2.

Similarly for polynomials: x> — 1 and 5x? + 10x 4 5 have many greatest common
divisorsin Q[x]: x+1,2x+ 2, (x/17) 4+ 1/17, etc. But with integers, it is obvious
(isit?) that all greatest common divisors divide each other, and the same is true for
polynomials.

Two greatest common divisors e and d of [ and g must differ by a scalar multiple:
d = aeforsomeain F. For let d bethe greatest common divisor of f and g obtained
by Euclid’s Algorithm, and suppose d has degree r. If e is a common divisor of f
and g, then e divides d by Exercise 17. If e isagreatest common divisor of f and g,
then dege = degd, fromwhich it followsthat d = ae where a hasdegree O, that is, a
is anonzero element of thefield 7. But then e = a~1d, s0 e and d divide each other.

Defini ion. Two polynomialsd and e, such that each is anonzero scalar multiple of
the other, are associates.

For example, x? + 2 and —5x? — 10 are associates in Q[x].

Any polynomial with coefficientsin afield is an associate of exactly one monic
polynomial, namely, the polynomial obtained by dividing each coefficient by the
leading coefficient. Thus,in Q[x], 3x? + 2x + 5isan associate of x2+ 5x+ 3, amonic
polynomial.

Monic polynomials play a role similar to natural numbers. just as there is a
unique natural number that is a greatest common divisor (in the sense of greatest
in absolute value) of two integers, similarly thereisaunique monic polynomial that
isagreatest common divisor of two polynomialswith coefficientsin afield.

Thus if we refer to the greatest common divisor of two polynomials, we will
mean the unique greatest common divisor that is monic.

As with numbers, we denote the greatest common divisor of two polynomials f
and g by (fg).

Returning to Euclid’s Algorithm, we showed in Chapter 3 that if d isthe greatest
common divisor of two numbers a and b, then there are integers » and s so that
d = ra+ sb. So aso with polynomials:

Theorem 8 (Bezout’s Identity). Every greatest common divisor d of two polyno-
mials f and g in F|x|, F a feld, can be written as d = rf + sb for some polynomials
rand s in Flx].

The proof of thisis virtually identical to the proof for numbers, and is left as an
exercise.

Say f and g are coprime, or relatively prime, if any greatest common divisor of
f and g is a constant. In that case, 1 is a greatest common divisor (since 1 is an
associate of any nonzero constant polynomial). So we can write 1 = rf + sg for
some polynomialsr and s.
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Recall that Euclid's Algorithm gave acomputational procedurefor not only find-
ing the greatest common divisor d of numbersa and b, but also writing that greatest
common divisor d asra+ sb. So also with polynomials.

For example, consider x°+ 1 and x® + 1in F2[x]. Euclid’s Algorithmiis

1= (3% + (24 1),
1=+ 1x+ (x+1),
241=(x+1)(x+1)+0.

Hencex + 1 isthe greatest common divisor of x® + 1 and x3 + 1. Then

x+1=(3+1)+ %+ x
=P+ 1)+ ((P+1)+ P+ Dxd)x
=@+ 1))+ (P+ 1)+ 1).

Thus the greatest common divisor iswritten according to Bezout's | dentity, by suc-
cessively substituting for remaindersin the equation for the last nonzero remainder
in Euclid’s Algorithm.

We can a so adapt the extended Euclidean algorithm matrix method that we used
for numbersin Chapter 3.

Exercises.

14. Using Euclid’s Algorithm, find a greatest common divisor in F3[x] of x* + 1 and
5
x>+ 1.

15. Using Euclid’s Algorithm, find a greatest common divisor in F3[x] of x> —x +4
and x° + 2x? + 3x + 2.

16. InFs[x], find a greatest common divisor of
3%+ 4x% + 3and 3 + 42+ 3r + 4

in two ways, first dividing the left polynomial into the right one, then dividing the
right one into the left one. Verify that the two greatest common divisors are asso-
ciates but not equal.

17. (i) Provethat in Euclid’s Algorithm for f/ and g, the last nonzero remainder isa
common divisor of /" and g.

(i) Prove that if e is any common divisor of f and g, then e divides the last
nonzero remainder in Euclid’'s Algorithm for /" and g. Hence the last nonzero re-
mainder is a greatest common divisor of f and g.

18. Prove Bezout's Identity for polynomials.
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19. In F3lx], write, if possible, the polynomial 1 in the form f(x)p(x) + g(x)g(x),
where p(x) =x3+1and g(x) =x3+x+1.

20. InT3[x], write, if possible, the polynomial 1 in the form f(x)p(x) + g(x)q(x),
where p(x) = x3 +x2+x+2and g(x) = x>+ 2x2 4 2.

21. InQ[x], find the greatest common divisor of x® — 1 and x* — 1. Write the greatest
common divisor asin Bezout's | dentity.

22. In Fy[x], find some r(x),s(x) so that r(x)f(x) + s(x)g(x) = 1, where f(x) =
x2+x+1,and gx) = x3;

23. InTFy[x], find some r(x),s(x) so that r(x)f(x) +s(x)g(x) = 1, where f(x) =
4 rrandg(x) =8+’ + a8 x84 x 41,

24. In Fy[x], find some r(x),s(x) so that r(x)f(x) + s(x)g(x) = 1, where f(x) =
x5 —1and g(x) = x* +x%+x.

25. (i) Find the greatest common divisor in F3[x] of x° +2x3 +x? +x+ 1 and x* +
23 +x+1.

(i) Find the least common multiple in F3[x] of x5+ 2x3 4+ x? +x+1 and x* +
23 +x+1.

26. Find the greatest common divisor d(x) in Q[x] of f(x) and g(x) and find poly-
nomials r(x) and s(x) with £(x)r(x) + g(x)s(x) = d(x), where f(x) = x*> — 3x +2
andg(x) =x>+x+1;

27. (i) For every m,n > 0, show that the greatest common divisor in Q[x] of x™ —1
andx” —1isx? — 1whered = (m,n).
(ii) Find polynomials 7(x) and s(x) with £(x)(x" — 1) +g(x)(x" — 1) = x4 — 1.

28. Show that in R[x], x* +x2 + 2 and x*> — x + r are coprime for all » # 0, 1.

29. Find the monic polynomial k(x) of smallest degreein Q[x] so that (x® — 1)k(x)
isamultiple of x% — 1.

30. Show that for f,g,n in F[x], F afield, if (f,g) = 1 and & divides f, then
(h,g)=1.

31. Show that for f, g,/ in F[x], F afield, if (f,g) =1, then (fh,g) = (h,g).
32. For f,g,hinFx], F afield, show that if / dividesgh, then f divides(f,g)(f.h).

33. Show that for f,gin F[x], F afield, if (f,g) =d, thend =rf+sg wherer,s in
F[x] may be chosen so that degr < degg and degs < deg /.
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C. Factorization into Irreducible Polynomials

Recall that a unit of aring R is an element f for which there is some element g
in R with fg = 1. If F isafield, then in the ring F[x], the only units are non-zero
constants, that is, polynomials of degree zero.

Defini ion. A polynomid p in F[x] is irreducible if p isnot aunit, and if p = fg,
then f or g must be a unit, that is, a constant polynomial.

Irreducible polynomials are like prime numbers. In particular:

Proposition 9. If p is irreducible, and f is a polynomial which is not divisible by p,
then the greatest common divisor of p and f is 1.

Proof. Supposed = (f,p). Since p isirreducibleand d divides p, either d isaunit,
that is, anon-zero constant, or d is an associate of p. In the latter case, p divides f.
In the former case, p and f are coprime, and the greatest common divisor of f and
pisl, anassociate of d. O

Here are some examples of irreducible polynomials:

x+aisirreduciblein Fx] for F any field;

x?+ Lisirreduciblein R[x], but not in C[x];

x% — 2isirreduciblein Q[x], but not in R[x];

x?+ lisirreduciblein Z/3Zl[x], but not in Z/5Zx|; and

x%4x + Lisirreduciblein Z/2Z]x].

We will study the question of which polynomialsare irreducible in several later
chapters.

Irreducible polynomialsin F[x], F afield, are the multiplicative building blocks
of nonconstant polynomials, just as primes are the building blocks of natural num-
bers >1:

Theorem 10. Every polynomial of degree >1 in F|x|, F a feld, is irreducible or
factors into a product of irreducible polynomials.

The proof isvirtually identical to that for numbers, an induction argument on the
degree of the polynomial, and is|eft as an exercise, below.

It is also easy to prove that factorization of a polynomial into a product of irre-
ducible polynomialsis unique. The key lemmain the proof, as with numbers, isthe
following consequence of Bezout's I dentity:

Theorem 11. Let p be an irreducible polynomial in F|x], F a feld. For every two
polynomials f,g in Fx], if p divides fg, then p divides [ or p divides g.

Thisresultisalso proved in the same way asfor integers, so isleft asan exercise.
Here is the theorem on unigqueness of factorization:
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Theorem 12. In F[x|, F a feld, if

f=pip2-...-ps=q192- .. @

are two factorizations of the polynomial f into a product of irreducible polynomials
in Fx|, then s =t and there is a one-to-one correspondence between the factors
DP1,P2;---,Ps and q1,qa, ... ,q;, where if p; corresponds with q;, then p; and q; are
associates.

Every factorization of an associate of f will have factorsthat are associates of a
factorization of 1. For example, in Fs|x],

P hx43=(x+2)(x—1),

and
3%+ 3+ 4= (2c+3)(4x+3):

the two polynomials are associates of each other, and the factorsx+2andx — 1 are
associates of 4x + 3 and 2x + 3, respectively.

Since any polynomial is an associate of a unique monic polynomial, and the
product of monic polynomials is monic, we can rephrase the theorem on unique
factorization to require that f and al p; and ¢; be monic polynomials. In that case,
the theorem becomes:

Theorem 13. In F x|, F a feld, if

f=pip2-...-ps=q1q2-...* q;

are two factorizations of the monic polynomial f into a product of monic irreducible
polynomials in F x|, then s = t and the sets {p1,p2,...,ps} and {q1,q2,...,q:} are
equal.

We have left the proofsin this section as exercises because the theorems and the
proofs are so similar to those in Chapter 4.

Just as with integers, we can write the factorization of apolynomial fin Flx] in
exponential notation, as

[=p1pF - PE
where p1,p». .., pe are distinct irreducible polynomials. If any e; is bigger than 1,
we shall say that / has a multiple factor: thus f(x) = (x*> +2)3(x + 1) in R[x] has
amultiple factor, while f(x) = (x? + 2)(x+ 1) does not. If f(x) hasamultiplelin-
ear factor, then f(x) is said to have a multiple root in F. An example is f(x) =
(x+2)%(x + 1), which has the multiple root —2.

Just as with numbers, if the factorizations of f and g into products of irreducible
polynomials are given in exponential notation, then it is easy to write down the
greatest common divisor of /" and g, and the least common multiple of f and g. If it
is not clear how to do this, refer back to Section 4B.
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Exercises.

34. Prove Theorem 10 using induction on the degree of the polynomial.

35. Prove Theorem 11.

36. Prove Theorem 13 by induction on s, just as with numbers.

37. Show that in F»[x], two polynomialsare associates if and only if they are equal.

38. In F[x], F any field, show that if p,q areirreducible and monic, and p divides
q,then p =q.

39. Let f(x) =x?+bx+4inR[x]. For each b in R, factor f(x) into a product of
irreducible polynomialsin R[x].

40. (i) Show that in R[x], no polynomial of odd degree >1isirreducible.

(ii) Show that if f(x) in R[x] hasamultiplefactor, then its derivative f”(x) is not
relatively primeto f/(x).

(iii) Supposea in R isaroot of f(x) in R[x]. Show that a is a multiple root of
f(x), iff f'(a) = 0, iff the graph of y = f(x) istangent to the x-axis at x = a.

(iv) Show that if f(x) inIR[x] hasno multipleroots, and has odd degree, then f(x)
must have an odd number of real roots.

41. Find the greatest common divisor in Q[x] of
(x24+3x+6)2(x+1)3(x —3)2 and (x® + 3x + 6) (x + 1)*(x — 2)%;

42. Find the greatest common divisor in Q[x] of (x? — 3x — 4)3(x — 3)? and
(x — 4)3(x% — 3x — 4)?

43. Factor x° — x into a product of irreducible polynomiasin Fs[x]. (Hint: Recall
Fermat’s theorem.)

44. For any prime p, show that in I, [x], x” — x factorsinto

x(x=1)(x—-2)-...-(x—(p—1)).

One way to factor a small nhumber into a product of primesis by tria division.
For example, to factor 60060, we factor out obvious small factors, namely 2, 2, 3,
and 5 to get 60060 = 2-2-3-5-1001, and then find by trial division that 1001 =
7-13-19, s0that 60060 =2-2-3-5-7-13-19. Similarly, this strategy isfeasible for
polynomials of low degreein [F,[x].

45. Provethat if f(x) in F[x], F any field, has degreen > 1 and is not irreducible,
then f(x) has an irreducible factor of degree <n/2.

46. Find all irreducible polynomialsin F,[x] of degree <4. There are eight of them.
(The Root Theorem will be helpful.)
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47. Using tria divisionin IF,[x], factor into a product of irreducible polynomials:
(i) X0+ x4+ x;
(i) B +x" +x8 x4+ 1
(i) x" + 28+ x4 1;

48. Using trial divisionin F»[x], factor into a product of irreducible polynomials:

(i) x®—x;
(i) x10 —1;
(i) x> — 1.

49. Let e be any natural number. Show that inIF,,, p prime, there are at most e units
whose ordersdividee.

50. Let R be acommutative ring and suppose a, b are nonzero elements of R such
thata-b=0/(i.e, a and b are zero divisors).

(i) Show that unique factorization in R[x] is false by finding two different factor-
izations of f(x) = x? — (a + b)x into irreducible polynomialsin R[x].

(i) Show that in R[x] there exists an irreducible polynomial p that dividesa prod-
uct fg of two polynomials but divides neither f nor g.

(iii) Give explicit examples of (i) and (ii) when R = Z/217Zx].

51. Showthatif Fisaninfinitefield and p(x) isanirreducible polynomial of degree
d in Fx], then F[x] has infinitely many irreducible polynomials of degree d. (Hint:
Try p(x—a).)



Chapter 15
The Fundamental Theorem of Algebra

In Chapter 14 we showed that every nonconstant polynomial in F[x|, F a field,
factors uniquely (up to associates and the order of the factors) into the product of
irreducible polynomials. Irreducible polynomialstherefore relate to all polynomials
in the same way that primes do to all natural numbers. Thus one naturally asks:
Which polynomials are irreducible? and, How does one factor a given polynomial
into a product of irreducible polynomials?

When looking for irreducible polynomials over afield, we can restrict our atten-
tion to monic polynomials. Every polynomial is an associate of amonic polynomial.

The question, which polynomiasareirreducible, dependson the field F of coef-
ficients.

For example, consider the polynomial x® — 2. This is a polynomial with coef-
ficientsin Q, and Q ¢ R  C, so we can ask how x® — 2 factors in Q, in R, and
inC.

In Q[x],x% — 2isirreducible.

INR[x],x% — 2= (x — 21/3)(x? + 21/3x 4- 41/3),

In Clx],x® — 2 = (x — 2Y3)(x — 02V/3)(x — w?2Y/3) where ® = #/3 =
—(1/2) + (iv/3/2) isacomplex root of x* — 1.

Thus the answer to the question, which polynomials are irreducible, clearly de-
pends on the field of coefficients.

When the field F' is the real numbers, an additional reason to study irreducible
polynomials was the discovery of the fundamental theorem of calculus by Newton
and Leibniz inthelast third of the seventeenth century. The fundamental theorem of
calculus meant that previoudly intractable problems of finding areas, volumes, arc
lengths, centroids, etc., could be solved by finding antiderivatives of functions. So
attention turned to the problem of finding antiderivatives of all kinds of functions.

Antiderivatives of polynomial functions were easy.

The next natural class of functionsto consider were rational functions, functions
of the form f(x)/g(x), where f(x) and g(x) are polynomials with real coefficients.
For these functions, the method of partial fractions showed the need to know which
polynomiaswith real coefficients were irreducible.

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 307
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In this chapter we will begin by looking at rational functions and their partial
fraction decompositions, then examine the Fundamental Theorem of Algebra and
its antecedents.

A. Rational Functions

In the same way that the field of rational numbersis formed from the ring of inte-
gers, the field of rational functions may be constructed from the set of polynomials
with coefficientsin afield. A rational function with coefficientsin the field F isan
expression of theform f'(x)/g(x) where f(x) and g(x) arein F[x] and g(x) # 0. Two
rational functions are equal,

J(x) _ hix)

glx)  k(x)
if k(x)f(x) = g(x)h(x) in F[x]. Cal the set of rational functionswith coefficientsin F
by F(x) (as opposed to Fx], which denotes the set of polynomialswith coefficients
inF).
Addition and multiplication of rational functionsis defined by the usual rulesfor
fractions (we drop “(x)"):

f+h7fk+hg_ Sh fh

g k gk gk gk
It is very easy to verify that F(x) is afield. A polynomial f may be viewed as a
rational function by thinking of it as {

The terminology “rational function” is somewhat misleading. The elements of
F(x) are not functions on the field £, but formal expressions in the same sense as
polynomialsare. One can evaluate arational function f(x)/g(x) at any element a of
F at which g(a) # 0, but two rational functions may agree when evaluated at every
element of F and yet be different elements of F(x), such asx and x3/(x?> + x4 1)
in F(x); and there may exist rational functions in F(x) which cannot be defined
asfunctionson F at al, such as (x* — x4+ 1)/(x® — x) in F3(x), whose denominator
gives zero when evaluated at each element of [F3.

However, as with polynomials, it can be proved that if F isan infinitefield, then
two rational functions which have the same values when evaluated on infinitely
many elements of F must be equal.

Exercises.

1. Provethislast assertion.

2. Show that every rational functionin F(x) can be written uniquely as ZEE; where
h(x) and k(x) are coprime and k(x) is monic.
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B. Partial Fractions

Themethod of partia fractionsisaway of decomposing arational function f/g into
asum of termswith denominatorsof degrees smaller than deg g when afactorization
of g is known. In case f/g is a rational function with real coefficients, viewed as
a real-valued function, then partial fractions becomes an important technique of
integration. In this section we shall describe the general method.

We assume f(x) and g(x) arein F[x], where F’ is an arbitrary field.

Given f/g, we first use the division theorem, if necessary, to write /' = gg +r,
with degr < degg. Then f/g = ¢ + r/g. The basic problem, to write f/g as a sum of
termswith “nice” denominators, remainsfor r/g. So we shall assume that we started
out with f/g, where deg/ < deg g.

Here isthe general description of partial fractions.

Theorem 1. Let g = pil pgz ...po be a factorization of g into a product of powers

of coprime polynomials p;, and suppose that degf < degg. Then there are unique
polynomials h;,i =1,....r, with degh; < degp’, such that

hi  hy h
S et ottt o
g Pq 12 Dr
Proof. Inductionon r, » = 1 being trivial.

In order to pass from » — 1 to r, and thus prove the theorem, we let a =
Pipt...po b= p¢ and provethe following, which is the induction step.

Lemma 2. Let g = ab where a and b are coprime, and suppose deg | < degg. Then
there are unique polynomials r,s with deg r < deg a, degs < degb, so that

,
f_rs
g a b

The theorem follows. For using the lemma, we may write

f r s
o e1 e e,,,1+ ey

g pypy---P_q Pr

use induction to write

r h1 ho h_1
=+ ot
12Uz S S Pt
and set /1, = s. 0O

Proof of lemma. To prove the lemma, we use Bezout's Identity: since « and b are
coprime, there are polynomials s, » such that

as+br=f,
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where we can choose degs < degb, degr < dega by Exercise 33 of Section 14B.
Then divide by g = ab:

f _r n s
g a b
To show r,s are uniqueis easy. |
Example 1. We decompose
5x 42
x2—4

into partial fractions. To do o, we factor x2 — 4 = (x + 2) (x — 2), then we know we

can write
Sx+2 Bx+2 a b

-4 (x+2)(x—2) x+2+x72

wherea, b are constants (polynomialsof degree <0). We can find « and 5 by putting
the right side over the common denominator (x — 2)(x + 2),

a b a(x—2)+b(x+2)
x+2 x—2  (x+2)(x—2)
and then solving the equation arising from setting the numerators equal:
5x+2=a(x—2)+b(x+2)
togeta =2,b=3.
Example 2. InF[x], x® +x? + 1 and x + 1 are coprime, and hence
)C2 o x2
a2 +x+1 (B4+x24+1)(x+1)
_a b(x)
Cox+1 0 xB4x241

where b(x) has degree at most 2 and « is a constant. So we solve

=a(34+x%+1) +b(x)(x+1)

for a and b(x): we find that

=B+ D)+ (P x+ D) (x+ 1)

thusa = 1, b(x) = x> +x+ 1 and

x2 1 ¥4+x+1
4x24+x+1 x+1 xB+x2+1
Once we have arational function written as a sum of terms of the form f/p¢, we
can further decompose f/g by representing the numerator in base p.
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To write £ in base p for any polynomial p meansto write /' = ro+ rip + rop® +
...+ rp*, where degr; < degp for all i. In case p(x) = x, writing the polynomial
f(x) in base x is the way we usualy write f(x). If we can write f in base p, then
f/p° decomposes as

[ rotrip+ r2p2 + 4 pk
e P
o, T Tk
= e +p671 +"'+pefk
with degr; < degp for al i. In case p(x) = x — r has degree 1, then al of the r; are
constants.

We write f in base p just as with integers, as follows. Divide p into f,

S =pgo+ro

with degr < degp; then divide p into the quotients, successively:

qo = pq1+r1 with degr; < degp
q1 = pqz+r2 with degr, < degp

qk—1 = pqx + 1 With degry < degp.

Then for @l i > 0, degg;.1 = degq; — degp, so for some k, degq;_1 < degp. Then
qr = 0and g;_1 = r. Successively substituting then gives

f=np+rnap" . Arptro

as can be seen by substituting each successive equation into the first equation. Since
the quotient and remainder in the division algorithm are unique, the representation
of finbase p isunique.

Representation in base p for polynomials is thus essentially the same as for
integers.

The complete decomposition of f/g isthen achieved by partial fractionsfollowed
by writing the numerator in base p and reducing to lowest terms.

Example 3. Let
flx)  H*+5
glx)  (P+1)%
inR(x).
Following the method as described above, we know that there is a polynomial
a(x) of degree <3 and a constant » so that

3*+5 a(x) b

(x24+1)%  (x241)2 Ty
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Putting everything over the common denominator (x + 1)?x and comparing nume-
ators gives
xa(x) +b(x*+2x° + 1) = * + 5.

We find that
x(—2¢3 —10x) +5(x* + 202 + 1) = 3?4 5,

and so a(x) = —2x3 — 10x, b = 5and

At+5 —2x3—10x+5
2+ (¥2+1)2  x’

To expand —2x3 — 10x in base x2 + 1 we divide —2x3 — 10x by x% + 1:

23— 10x = (x? 4 1)(—2x) — 8,

then
—23—10r  (x*4+1)(—2r)—8& -2 N —8x
(x2+1)2 (x241)2 X241 (x2+1)2
and so
At +5 —2x —8 5

(2+1)2 x2+l+ (x2+1)2 S
Knowing the degrees of the numerators, we can find the coefficients of the nu-
merators by setting up a system of linear equations: by the general theory, we know
that the decomposition should be

A*+5 _ax+b ex+d +e
(2+1D2  x2+1 (x2+1)2 «x

for somerea numbersa, b, c,d, e. We put the right side over acommon denominator,
collect coefficients, equate them to the coefficients on the left side, and solve the
resulting system of linear equations:

At 45 (a+e)x*+bx3 4 (a+c+2e)x’+ (b+c)x+e

(x2+1)2x (x2+1)%
SO
at+e=3
b=0
a+tc+2e=0
b+d=0
e=5

withsolutiona = —-2,b=d =0,c = —8,e=5.
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Exercises.

3. Writex3inbasex+ 1.

4. Write (x? + 3¢+ 1)
(i) inbasex+ 2;
(i) in base x® +x + 1.

5. Decomposeinto partial fractions:

0 it
() (1242

244
(iii) (x+1)2(>:2) (x+3)°

6. What is the analogue of partial fractionsin Z? lllustrate it with 17,/180.

7. Let xp area number, and f(x) be a polynomial in R[x] of degree n. The Taylor
expansion of f(x) aboutx = xq is

as () (x,
15) = f(w0) + £ (o) —x0) +7 00 (w2t T 0 e

sincethe m-th derivative /™ (x) = 0 for m > n. Show that Ty (x) = f(x), hence Ty(x)
isthe expansion of /' in base p(x) = (x —xo).

C. Irreducible Polynomials over R

The theorem on partia fractions shows that any rational function f(x) is a sum of
rational functionsr(x)/p(x)¢, where p(x) isirreducible and deg (x) < deg p(x). In
particular, this is true when f(x),g(x) are polynomials with real coefficients. The
antiderivative of a sum of functionsis the sum of the antiderivatives, so partial frac-
tions reduces the problem of finding the antiderivative of a complicated rational
function to finding the antiderivatives of p}; where p(x) is an irreducible polyno-
mial in R[x]. The discoverers and early students of calculus in the seventeenth and
eighteenth centuries knew partial fractions. Thusit was natural for them to want to
know, which polynomialsin R[x] areirreducible?

For F any field, if »isin F then the polynomia f(x) = x — r isirreducible over
any field, so, in particular, if F isthefield of real numbers.

With only a bit more effort, we can find out which monic polynomials of degree
2 with real coefficientsareirreducible.

Let f(x) =x?+bx+c. Then f(x) isirreducibleiff f(x) hasno real roots, by the
Root Theorem. This occursiff the graph of y = f(x) doesn’t cross the x-axis. To see
what this means algebraically, we complete the square:
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y=f(x)=x’>+bx+c
=x2+ bx+b?/4+c—b*/4
= (x+b/2)?— (b*—4c) /4.

Thuswhen x = —b/2, y takes on its minimum value, y = —(b? — 4c) /4. Of course,
for x alarge positive or alarge negative real number, y is positive. So f(x) crosses
the x-axisiff b — 4¢ > 0. To sum up:

Proposition 3. If f(x) = x? + bx + ¢ is a polynomial of degree 2 in R[x], then f(x)
is irreducible iff b*> — 4c < 0.

What about polynomials of degree >27?

If we think about the graph of y = f(x) where f(x) isapolynomial of odd degree,
then it becomes clear that every polynomial of odd degree hasareal root, and there-
fore by the Root Theoremisnot irreducible. If f(x) =x" +a, 1xX" "1 +---4a1x+agp
with » odd, then for x large and positive, f(x) > 0, while for x large and negative,
f(x) < 0. Since f(x) isacontinuous function of x, the Intermediate Value Theorem
impliesthat thereis some x for which f(x) = 0, that is, f(x) hasaroot.

Thus if there is an irreducible polynomial f(x) of degree >2 in R[x], then the
degree of f(x) must be even.

[t turns out that

There are no irreducible polynomials in R[x] of degree >2.

Several of the greatest mathematicians of the eighteenth century tried to prove
this statement, notably Euler and Lagrange, but not until Gauss, in 1801, using com-
plex numbers, was there areasonably satisfactory proof of the result, which cameto
be known as the Fundamental Theorem of Algebra

Integrating. Assuming that the only irreducible polynomiasin R[x] have degree
<2, then by partial fractions, we know that any rational function f(x)/g(x) may be
written as a polynomial ¢(x), plusasum of terms of the form

a

(x—d) (15.2)
and
px+q
(x2+ bx +c)s’ (152)

where x? + bx + c isirreducible in R[x]. Thusto find the indefinite integral (or anti-
derivative) of arational function f(x)/g(x), that is, to find a function H(x) so that
H'(x) = f(x)/g(x), it sufficesto find the integral s of expressions of the forms (15.1)
and (15.2).
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By completing the square and setting e? = (4¢ — b?) /4, we can write the expres-
sion (15.2) as
px+gq
((x+b/2)2+ e2)s

which, after the change of variablesy = x + b/2, becomes

my n

(2 + e2)s + (2 +e2)” (15.3)

Thus assuming that the factorization of g(x) into irreducible polynomials of degrees
1 and 2 can be found, the integral

)
J g™

reduces to a sum of integrals of the forms

. / p(x)dx
where p(x) isapolynomial;
/ T (15.4)
| / o ixez)s dx (15.5)
and
| / (xzfez)sdx, (15.6)

The integral of a polynomial isvery easy.
If » # 1theintegral (15.4) equals

(A—r)(—dy1 T

if r=1itequalsalog|x—d|+C.
If we substitute x? = « in integral (15.5), it becomes

/ bx dx—b/ du
; (x2+62)s _2. (u+62)s’

whichis of the form (15.4).
The remaining integral, integral (15.6), is somewhat more difficult. In calculus
textbooks an integral of type (15.6) is usually done by setting x = etan(¢) to trans-

formitinto
/ cesec?(t)dt ¢ /CO&“*Z(t)dt

(e2sec?(t))s T o1
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which is then done by a recurrence formula, derived by using integration by parts.

D. The Complex Numbers

Before proceeding further, we pause to review the complex numbers.

A complex number is an expression of theform o = a+ bi, wherea and b arereal
numbersand i = /—1. If o = a + bi, a is called the real part of «, b the imaginary
part of o, and o = a + bi isthe normal form of a. The set of al complex numbers
is denoted by C. The set C isafield, with addition:

(a+bi)+ (c+di)=(a+c)+ (b+d)i
and multiplication as forced by the distributive law:
(a+ bi)(c+di) = ac+ (ad + bc)i + bdi?.
Using the property that /2 = —1, this becomes
= (ac —bd) + (ad + bc)i.

Also,
0= 0+ 0i isthe zero element; and

1=1+0iistheidentity.

If @ =a+ biisinC, thenits complex conjugate, denoted «, is o0 = a — bi, and we
have
oot = (a+bi)(a— bi) = a® + b?,

which = 0if ¢ = b = 0 and otherwise is aways a positive real number. So if a =
a+ bi # 0, then o has an inverse whose normal formis

a b .
- L.
a?+b?  a?+b?

So Cisafield.

We may visualize C geometrically asthe set of vectors (= directed line segments)
in the plane, with oo = a + bi corresponding to the vector from the origin to the
point with coordinates (a,b). The horizonal axis is called the real axis, because
vectors on the horizontal axis correspond to real numbers, complex numbers with
imaginary part equal to zero. Similarly, the vertical axisiscalled theimaginary axis.
The complex conjugate o of « isthe reflection of the vector o acrossthe real axis.

The real number || = Voo = Va2 + b2 isthe length of the vector o.

A convenient way to represent elements of C is in terms of polar coordinates.
If oo =a+ biis acomplex number, |a| = r is the distance from the origin to
the point (a,b) (i.e., r = Va2 +b2) and 6 is the angle (measured counterclock-
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wise) from the positive real axis to the vector o, then a = rcos6,b = rsin6, so
o =a+bi=rcosO+irsing. Theangle 6 iscalled the argument of ¢, and is some-
times denoted arg o. Multiplication of complex numbers when described in polar
coordinatesworks rather neatly, thanks to some trigonometric formulas:

(rcos@ +irsin®)(scos¢ +issing)
=rs((cosOcosp —sinfsing) +i(cos@sing +sinbcosg))  (15.7)
= rs(cos(6 + @) +isin(6 + ¢)).
That is, when multiplying two complex numbers, lengths multiply and arguments
add.

If you have had some acquaintance with infinite series, then you probably know
the Taylor series for the exponential function e = exp(x):

2 3
X X
ex:1+x+2!+3!+...
aswell asfor sinx and cosx:
. o XS x5 x7
Snxfx73!+5!*7!+...
and
71 X2 x4 x6
CcoSx = 72!+4!76!+"'

all three of which converge for al real numbersx. Then cosx + isinx has a Taylor
series
. D R A B
Lo~ 3 Ty s e
which would be the same as the Taylor series for the complex function ¢ if we
knew what ¢ was. So we define ¢ for x real by setting ™ = cosx + isinx: that
is, we define e™ by replacing x by ix in the Taylor series for ¢*. Then an arbitrary

complex number ¢ can be written in polar form as

+...

o = r(cos@ +ising) = re.

If B isanother complex number, B = se?, then the multiplication of formula (15.7)

above becomes

apf =re¥se = rset(0+9)

which is exactly what one would expect from the laws of exponents.
Thus, we have two ways to represent complex numbers .. Thereisnormal form:

o =a-+bi,

and polar form:
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Normal formis convenient for addition. Polar form is convenient for multiplication.
An interesting special case of multiplication is de Moivre'sformula

(cos® +ising)" = (%) = &%) = cosn + isinne.

Thisformulais useful for understanding the roots of unity in C. If weset { = ™/,
then {” = ™ = cos2n +isin2n = 1. So ¢ and all of its powers are roots of the
polynomial x" — 1, hence are called n-th roots of unity. The n-th roots of unity may
be drawn as follows: take the circle of radius one with center at the origin (the “ unit
circle”) and starting with the point (1, 0), mark along the circumference n equally
spaced points, each separated from the next by an arc of the circle of length 27 /n.
The vectorsfrom the origin to these points are the n-th roots of unity in the complex

plane.
For example, the cube roots of unity in C are 1 and
S COS27r —|—isin2n B _1+ \/Si
N 3 3 2 2
4 fcos4n+’sin4n 1 V3.
CTTEEg T g Ty ok
The fourth roots of unity are 1,e™/2 = i, ¢™ = —1 and ¢%™/2 = —;.

We note that roots of unity occur in fields and rings other than subrings of C, and
can look much different than roots of unity in C. as we observed in Section 11B.
For example, in Z/13Z, the congruence class of 5 is a fourth root of unity since
(denoting [ Jazby [ ]):

(5 = [25] = [-1], [5]* = [1],
and the congruence class of 3 isacube root of unity:
B =[271=11
inZ/137Z.

Exercises.

8. Solve ax = B in C, where:
(a=3+2iandpB =1—1;
(i)o=1—iand B =3+2;
(iil)a=3—2iand B =3+ 2i.

9. Find theinversesin normal form of
(i) 1+,
(i) 1+ v/2i,
(iii) 1+ 6i.

10. Writein polar form:

(i) (1+9)/2,
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(i) 4— 4,
(iii) 8i,
(iv) —1.
11. Let b, c berea numberswith 52— 4¢ < 0.
(i) Write down the two roots o and B of x4 bx + c. Show that o and B are

complex conjugates of each other.
(i) Find aformulafor the length of « in terms of the coefficients » and c.

12. UsedeMoivre's Theorem for n = 3 to write cos(3x) as a polynomial in cos(x).

13. Find all of therootsin C of:
(i) x®—1;
(i) x®—1;
(i) x2 — 1;
(iv) 3+ 1.

14. Show that complex conjugation is a one-to-one ring homomorphism from C
onto C.

15. (i) What is the complex conjugate of re'®?
(i) What is the inverse of re'®?

16. Show that o = o if and only if o isin R.

17. Show that if f(x) isapolynomial with real coefficientsand a =r+isinCisa
root of f(x), then sois o = r — is, the complex conjugate of z.

18. Giventhat f(x) = x* — 4x3+ 3x? + 14x 4 26 has the root 3+ 2i, factor f into a
product of irreducible polynomialsin R[x].

19. Find all rootsin C of:
(i) x®—2;
(i) x*+2;
(iii) x° — 2i.
20. If
flx)=x"+ X" T+ x4 oy + o

isapolynomial with coefficients oy, ..., o, iIN C, let
F(x) =x"+oax" T o 24 o1+ o

(i) Show that g(x) = f(x)f(x) isapolynomial with real coefficients.
(ii) Show that if yisaroot of g(x), then either y or yisaroot of f(x).

21. Let f(x) =x*>— (3—2i)x+ (5—1i). Findapolynomial g(x) with real coefficients
such that every root of f(x) isaroot of g(x).
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E. Root Formulas

Quadratic equations. The problem of finding roots of polynomials hasits origins
in work of the ancient Babylonians (before 1500 B.C.), who began the study of
finding roots of quadratic and cubic polynomials, or equivalently solving quadratic
and cubic equations. “Roots’ to al mathematicians before the sixteenth century
A.D. meant positivereal roots, and negative coefficients were not permitted, so even
the study of quadratic equations was complicated by the need to look at several
different cases:
ax? + bx = c,

ax’+c= bx,

and
ax? = bx+ ¢,

wherea, b, c are all positive integers.
By the time of Euclid (300 B.C.) mathematicians knew how to complete the
sguare to solve these equations. For example, given

ax2+bx:c,
add ﬁz to both sides to give
b, b?
a(x+2a) _C+ 461’

from which x can be found as soon as one finds the square root of a and of
¢+ b?/4a = (b?+ dac) /4a. The question of imaginary numbers never really arose
in this context, because a, b, and ¢ were all chosen to be nonnegative, and all square
rootsinvolved positive numbers. The fact that the square roots were often not natural
numbers was avoided by thinking of the problem geometrically, as the problem of
constructing aline segment whose length was x. Since square roots of positive num-
bers can be constructed by straightedge and compass techniques, and the problem
of solving the equation was reduced to that of constructing square roots of positive
quantities, the problem was solved.

Long before the Greeks, the Babylonians knew how to find square roots of posi-
tive quantities, and also knew how to solve problems such as the following:

Given the area a and the perimeter 2q of a rectangle, fin the lengths of the sides.

If we denote the sides by x and y, then we need to solve

Xt+y=gq
Xy =a.
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This pair of equations is called the Babylonian normal equations. Here is how the
Babylonians solved them. Introduce a new unknown, z, so that

Then x+y = g, clearly. Substituting into the second equation, we obtain

q q _
(2+Z)(2 Z)7a7
or )
=9 —a

Take the square root of the right side to find

2 2 _
Z:\/q g ViP—4a

4 2

then substitute to find x and y.

We can use the Babylonian normal eguationsto obtain the quadratic formula, as
follows:

Suppose f = x?+ bx + ¢ hasroots » and 5. Then

X2 4bx+ce=(x—r)(x—s) =x%— (r4s)x+rs.

Thusthe roots r and s satisfy the Babylonian normal equations

r4+s=-b

rs =c¢

The Babylonian method then finds » and s:

r=— +z,5:7272

2
with

Cubic equations. For many centuries, from the time of the Babylonians to the
sixteenth century A.D., mathematicians sought a method to find a root of the cubic
polynomial. The problem had particular import because of its close rel ationship with
the classical geometrical problem of trisecting an angle by ruler and compass. For
example, to trisect the angle of 60 degreesis equivalent to constructing the cosine
of 20 degrees, and since cos36 = 4cos® 6 — 3cosH, cos20° is aroot of the cubic
polynomial 4x% — 3x=1/2.
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Unfortunately, the geometrical methods of the ancient Greeks were doomed to
be unsuccessful, for it turns out to be impossible to find the root of a general cubic
by straightedge and compass methods.

Some ancient Greek mathematicians, and Arabic mathematicians of the ninth
and tenth centuries, including Omar Khayyam (the poet), discovered that aroot of a
cubic could be obtained geometrically as the intersection of two conics. For exam-
ple, the equation x° + px = ¢ (with p,q > 0) can be rewritten asx* + a?x = ab; then
the positivereal solution x of the equation isthen the x that solves the two equations
x? =ya,y® = x(b —x), equations of a parabolaand acircle, respectively. (Of course,
aparabolacannot be constructed with straightedge and compass.) [Berggren (1986),
p. 126ff.]

But it wasn't until the assimilation of the methods of algebra, introduced into
western Europe in the middle ages via Latin trandations of Al-Khwarismi’s The
CompendiousBook on Calculation by Al-jabr and Al-mugabala, writtenin Baghdad
around A.D. 825, that a general method was discovered for solving the cubic, by the
Italian mathematician del Ferro sometime prior to his death in 1526, and later by
Tartagliain 1535. The method was first published by Cardano in his Ars Magnain
1545.

The solution of the cubic equation

CHax=b  (a,b>0), (15.8)

by del Ferro was perhaps the first major new discovery in mathematics since 212
B.C., thetime of the death of Archimedes.

The solution of (15.8) was as follows:

Set x = u + v, and substitute into (15.8), to get

u +v3 4+ Buv(u+v) +a(u+v)=b.
This can be solved if we set
w3 =band3uy = —a.

Cubing the second equation yields

B+vi=b B3 =—(d3/27). (15.9)
Equations (15.9) are Babylon normal equationsfor «° and v3. The solutionsof (15.9)
are
b 1 4a3
3 _ 2
ot 2\/b 27
and

b1 448
3_b_ 2
V' 7o 2\/b tor
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Taking the real cuberoots of «° and® to find « and v, we obtain x = u + v, apositive
solution to (15.8). Noticethat for a,b > 0, (15.8) hasauniquereal root, and that root
is positive, since the function

f(x) =x3+ax—b
has f(0) = —b < 0and f'(x) = 3x>+a > Ofor al x.
Example 4. (from Cardano’s Ars Magna.) Consider
X34 6x=20.
Set x = u-+v, to get
P+ v3 4 Buv(u +v) 4 6(u+ v) = 20.
Set 12 + 3 = 20, 3uv = —6, and solve for 12 and v® to get
u® =10+ /108, = 10— 1/108.
To get the obvious solution x = 2, we note that
10+ /108 = 10+ 6v/3 = (1+v/3)3,
sou=1++/3, andsmilarly,v=1—+/3,0x=u+v=2.
Example 5. Consider the equation
X +3r=14. (15.10)
Setting x = u + v, as above, we obtain
w13 = 14, uv= -1,

then
u® =7++/50

W =7 —/50.

If we choose for  and v the real cube roots of %2 and v3, then uv is a positive real
number whose cubeis 32 = —1, henceuv = —1. Then

x=u+v=(7+V50)3+ (7—/50)1/3

isthe desired solution to (15.10). (See Exercise 23, below.)

Del Ferro solved one particular case of the cubic, namely the case (15.8) above,
x% 4+ ax = b. The sixteenth century Italians, not recognizing negative numbers, had
to consider three different cases of the cubic:

x3+ax:b,

x3—|—b:ax,
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and

x3:ax+b,

wherein each case, ¢ and b are >0. (Thecasex® + ax+b = 0,a,b > 0, did not arise
because that equation has a unique real solution which is negative, so, from their
point of view, had no solution of interest.) Each of the three cases involved slightly
different methods of solution. Cardano, in the Ars Magna (1545) was the first to
publish solutionsto all three cases.

The general cubic equation has the form

B+ at> +bt+c=0.

Cardano showed how to reduce this general equation to one of the three cases above:
eliminate the /2 term by making an appropriate substitution, namely, x = ¢ +a/3;
then f(¢) istransformed into a polynomial of the form

px) =x+qx+r

for some ¢ and . Which case this represents depends on the signs of ¢ and r.

The “casus irreducibilis”. One of the cases solved by Cardano was particularly
mysterious, namely the case where the cubic polynomial has three real roots. For
those polynomials, the solution of Cardano involvesimaginary numbers.

We illustrate this situation with the equation

B=T7x+6.
We set x = u + v in thiscase, to get
B+ 3uPv+ 3P+ = Tu+7v+6,
which is solved if we can solve
B3 =63uv=7.
We set 13 = 3+ 2,13 = 3—z, then clearly u® + 1% = 6, while

343/27 =1t =922,

hence
22 =9-343/27=—-100/27,
” v
10y/-3
=+ :
: 9
Thus

10V-3 5, 10V-3

3 _
u’> =3+ 9 V= 9
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If we observe that

3_ [9+\/—3]3

S \/—3}3
. =

“ 6

) )

then we can set
9++-3 9-/-3
6

u= 6 , V=
and
x=u+v=(9+v-3)/6+(9—-3)/6]=3.
Now let
o —1+2\/—3’

acube root of unity in C. Then ® is also the cube of

9+v-3 oo 3t 2v-3

( 6 ) 3
and of

(9+ \/—3)w2_ —-3-5/-3

6 B 6 '

So we can let y y

-3+2y/-3 —-3-2//-3

x= 3 + 3 =2

or

—3+5/-3 N —3-5/-3
X = =
6 6
Thusx = —1,2 and 3 are the solutions of the equation

-1

X—Tx—6=(x—3)(x+1)(x+2).

In this example, Cardano’s method finds the three real roots of the polynomial x3 —
7x — 6, but expresses all three as the sums of complex numbers.

Cardano’s solution of the cubic in this case is the first situation in the history of
mathematicsin which complex numbers appeared in an essential way in the solution
of a“real” problem.

We can show that for an equation such as x3 = 7x + 6, Cardano’s method must
always expressthe real roots as differences of non-real complex numbers. To do so,
we first obtain acriterion for a cubic to have three real roots.

Proposition 4. Let f(x) = x3 — px + g have distinct complex roots. Then f(x) has
three real roots if and only if 27¢% < 4p°.

Proof. Thederivative /' (x) = 3x*> — p. If p < 0, then 27¢% > 4p3, and also f(x) > 0
for al x, so f(x) has exactly one real root. If p > 0, write p = s® with s > 0. Then
f'(x) =0forx=s/v/3andx = —s/+/3, and f hasthreereal rootsiff /(—s/+/3) >0
and f(s/+/3) < 0. Now
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f(s) 7SS+2S+ 2Ss+ >0
= S =
V3) T3yt va 1T 33

iff
_2¢3
> )
17 3y3
and similarly, f( \;3) < Oiff
2.5‘3
< .
=33
Thus f hasthreereal rootsiff
253
< )
al <15 5
whichis equivalent to
455 4p8
2 —
TS 77 21
the desired inequality. O

Proposition 5. Let f(x) = x% — px + q have distinct complex roots. Then f(x) has
three real roots iff Cardano’s method gives roots that are sums of non-real complex
numbers.

Proof. In Cardano’s method we set x = u + v, then set

ud+3 = —q
3uv = p;

we introduce z so that
q 3. 9
u-=—_+z,v ffzfz

2

from which it follows that 5 3

2_9 P
T a2
Cardano’s method will yield  and v non-real complex numbersif and only if z2 < 0.
As shown above, f(x) hasthreereal rootsif and only if
3

4
2 P
Q<27’

exactly the condition that z2 < 0. i

Vieta’s method. Later in the 16th century, Vieta (1593) discovered a way to use
trigonometry to find the three real roots of the polynomial

Jx)=x*—px—gq
when 274% < 4p3. The method uses the trigonometric identity

(%) 4cos* 0 = 3c0s6 + cos36.
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Multiply (*) by 2m3 for any real number m to get
8m>cos’ 6 = 6m>cosh + 2m>cos36.
If we set x = 2m cos6, then this equation becomes
x3 — 3m®x — 2m®cos30 = 0.
If we can solve the equations
p=3m?, g =2m°cos36
for m and 36 in terms of p and ¢, then f(x) will have the solutions x = 2m cos6,

x = 2mcos(0 + 27 /3) and x = 2mcos(8 — 21t /3). Now the equation ¢ = 2m°>cos36
issolvableiff —1 < 2313 < 1, or equivalently,

q2 < 4mB.

When p = 3m?, this becomes
3

p

27

But f(x) has three real roots iff 27¢° < 4p3. Thus whenever f(x) has three real
roots we can solve for 36 and find the three roots of f(x) by Vieta's trigonometric
method. [see Hartshorne, http://math.berkeley.edu/robin/Viete/construction.html]

<4

Quartic equations. Once having learned how to solve a cubic, it was only a short
time before Cardano’s student Ferrari (born 1522) discovered how to solveaquartic,
sometime before 1541. Hereis how it is done.

Given the polynomial equation

Vi4+ayP +by? +cy+d =0,

we first make the substitution y = z — a/4 to get a new equation in z in which the
coefficient of z2 is 0. Thus we reduce to an equation of the form

Z4+pzz+qz+r:0.

Now isolate the term z* and put the other terms on the right side, then add to both
sides %22 4 1*/4, to get

A2 1 A= 122 4 A A — pP— gz — 1.

The left sideis a perfect square, namely (22 +2/2)2, and we can solve the equation
easily if we can chooset so that the right side is also a perfect square. We write the
right side as

(> — p)2? —qz+ (t*/4—r) = az® + Bz +.
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The right hand side is a perfect square if B2 — 4oy = 0: for if we complete the
square:
oz +Pz+v=0o(z? +Bz/a) +y

= o(2? + Bz/ o+ B?/4a®) + y— B? /4o

—a (z+ zﬁa)2+ <4a£aﬁ2) ,

we will obtain a perfect square if we can find some ¢ so that 4ory — B2 = 0.
Now the condition

4oy—B%=0

becomes
4= p)(—r+1*/4) = (~g)° =0

or
% pt4 — A%+ (4pr — qz) =0.

Setting 2 = x yields
¥ — px2 —4rx+ (4pr— qz) =0,

acubic that we already know how to solve!

It isinteresting that there is no formulato find the roots of a polynomial of de-
gree >5; that is, thereis a polynomial of degree 5 whose roots cannot be described
by taking the coefficients and manipulating them by the usual algebraic operations
together with the operation of taking »-th roots (forming radicals) in the way we
did for polynomials of degree 2 or 3. This famous theorem is due to N.H. Abel
(1802-1829), the Norwegian mathematician for whom the term “abelian” (“abelian
group”) was named.

Exercises.

22. A man walks 6 milesin time¢ hours. If he walked 6 milesin time ¢ — 2 hours,
the rate would be 2 miles per hour more. Put this problem into Babylonian normal
form, thenfind s and therate » = 6/1.

23. InExample 3, show that (7 4 v/50)Y/3 4- (7 — v/50)/ = 2 by showing that
7+V50=7+5V2=(1+2)%.
24. Find asolution of x3+3x = 5.

25. (i) Verify that x> — 49x + 120 has three real roots.
(i) Find the three roots by Cardano’s method.
(iii) Find the three roots by Vieta's method.
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26. Find asolution of x3 + 6x + 8= 6x2.

27. Theequation y* + 5y = 6 has the obvious solution y = 1. Use Ferrari’s method
to show that y = 1 isasolution.

F. The Fundamental Theorem

The Fundamental Theorem of Algebrawas finally given a proof by Gaussin 1801.
By the time of Gauss it was natural to express the theorem as a result over the
complex numbers, namely:

Theorem 6 (Fundamental Theorem of Algebra). Every polynomial p(x) in Cx]
of degree >1 has a root in C.

Of coursethisimpliesthat the only irreducible polynomialsin C[x] are of degree
one.

From the complex version of the fundamental theorem we can easily obtain
Euler’s conjectured real version:

Corollary 7. No polynomial f(x) in R[x] of degree >2 is irreducible in R|x].
We prove Euler’s version from Gauss's version.

Proof of Corollary. Let f(x) in R[x] have degree >2. We will show that f(x) is not
irreducible. We can assume that f(x) hasno real roots, by the Root Theorem.
Suppose o isanonreal complex root of f(x). Let

p(x)=(x—a)x—a),
where, if a = a+ bi, then oo = a — bi isthe complex conjugate of c. Then
plx) =x2 — 20+ (a®+ b?)

isin R[x] (and isirreducible in R[x] since its two roots are nonreal). Now divide
J(x) by p(x) inR[x],

Jx) = p(x)q(x) +r(x), (15.11)
with deg (x) < 1. Let r(x) = r+ sx. Evaluate equation (15.11) at x = o. We get
r(a) =0, since a isaroot of both f(x) and p(x). But then»+so. = 0, and so unless
r=s =0, we concludethat o is real, a contradiction. Thus p(x) divides f(x), and
sincedeg p(x) = 2 < deg f(x), f(x) isnot irreducible. O

Proof of the Fundamental Theorem of Algebra. The rest of this section is de-
voted to one of the half-dozen or more distinctly different proofsof the Fundamental
Theorem of Algebra. The proof we present is essentially a proof of Argand, 1814.
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It involves a minimal acquaintance with functions of two (real) variables. and may
be omitted without loss of continuity.

Inthe proof we shall assumethat p(z) ismonic, that is, hasleading coefficient= 1.

Before beginning the proof we describe some facts we need which go into the
proof. Let z = x+iy. We think of acomplex number asrepresentedin thereal (x, y)-
plane by corresponding z = x + iy with (x,y).

A polynomial p(z) in C[z] may be written as

p(z) = p(x+iy) = p1(x,y) +ipa(x,y),

where p1(x,y) and p2(x,y) arereal polynomialsin thereal variablesx,y. Then |p(z)|
may be written as

Pz = \/Pl(an)2+P2(an)2~

Since p1(x,y) and po(x,y) are real polynomias in x,y, p1(x,»)? + p2(x,y)? is a
nonnegativereal-val ued continuousfunction of x and y, and since the positive square
root /¢ of ¢ is a continuous function of ¢ for t > 0, [p(z)| = /p1(x,y)2 + pa(x,y)?
is continuous as a function of x and y.

A basic fact from calculusis that a function continuous on a closed disk

D= {(xy)*+y* <R}

in the x-y-plane has aminimum valuein D.
Before beginning the proof, we prove a result that yields an upper bound on the
size of the roots of a polynomial.

Proposition 8. Let f(z) =z" +a, 12" 1 +... + a1z +ag in C[x]. For every M >0,

if
lz| > M+ 1+ |a,—1]|+ ...+ |a1| + |aol,

then |f(z)| > M .
Proof. From thetriangleinequality:

|a+b| <lal +b]
we obtain
lal =la+b—b|<l|a+b|+]b|
la+b| = lal—1b. (%)
We provethat if |z] > 1, then
@] = |zl = (|an-a] + .-+ |aa| + |ao])

by induction on n = deg f(z).
If degf =1, then f(z) = z+ao, 0| f(2)| > |z| — |ao| by ().
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If degf =n>1,let f(z) =zf1(z) + ao With
filz) = 2 Yva, 12+ taztar.
We assume by induction that if |z| > 1, then

1A@)] = |zl = (lan-1] + ...+ |aa]).
Then
/(@) = |zf1(2) + ao|
> |z][f1(2)| — |ao| by (x)
= |/1(2)| — lao|
> |zl = [(an-1] + ...+ |a1| +|aol).
If we assume that

lz| > M+ (1+|ap—1]+ ...+ |a1| + |aol),

then
|f(z)] > M+1.

Corollary 9. If r is a root of f(z), then
|| <1+ |ap—1|+ ...+ |a1| + |aol.

See Section 26B for other bounds on the roots of a polynomial.

Our proof that p(z) in C[z] hasaroot in C has two parts.

() Thereisapoint zg in the complex plane such that |p(zo)| < |p(z)| for al zin
C (not just in some disk).

(I1) If zg isthe point found in (1), where | p(zo)| is a minimum, then p(zp) = 0.

Part I. For thefirst part of the proof, let
plz) =2"+a, 12" 4. 4+ arz+ao

in C[x]. Using Proposition 8, choose M = 1+ |ag|. Then thereis some R > 1 so that
for |zl > R, |p(z)| > M. Let D = {z: |z] < R}. From calculus it is known that there
is some zp in D such that |p(zo)| < |p(z)| for @l z in D. Now, by the way that we
have chosen D, |p(z0)| < |p(z)| for all z. For if zisnot in D, |z| > R, s0 |p(z)| >
1+ |ag| > |ao| = |p(0)|. Since 0 isin D, |p(0)| > |p(z0)|. Thus |p(z0)| < |p(2)| for
all z, in D or not. That completesthe first part of the proof.

Part II. Let zo be the point found in Part | such that |p(z0)| < |p(z)| for al z. We
are going to make two changes of variables to put zg at the origin and make our
polynomial easy to work with.
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First make a change of variablesw =z — zp. Then p(z) = p(w+2z0) = q1(w) isa
polynomial inw and |¢1(0)| = |p(z0)| < |p(z)| = |q1(w)| for al w: thus |g1(w)]| has
itsminimum at w = 0.

We want to show that ¢1(0) = p(zp) = 0. If that is the case, we are done. So for
the rest of the proof we assume that ¢1(0) = ag # 0; from that assumption we shall
reach a contradiction.

Assuming ag # 0, let g2(w) = (1/ap)g1(w). Then |g2(w)| has a minimum at
w = 0iff g1(w) does. Now g(w) hastheform

q2(w) = 1+ bw" + byw" 4 bw™ Tk

for somem > 1, whereb # 0in C and m+ k = n = the degree of g2(w) = the degree
of p(z).

Let » bean m-throot of —1/bin C. Thenr"b = —1. Let w = ru, and set g(u) =
q2(ru) = g2(w). Then |g(u)| hasaminimum at u = 0 iff |g2(w)| has a minimum at
w = 0. Now ¢(u) hastheform

q(u) = 1+ b(ru)" + by (ru)" 4 .+ b (ru)™*
=1—u"+u"0(u) (since b = —1),

where

O(u) = c1+cou+ ...+ et

isin Clu], with ¢c; = b/ foreach j, 1 < j < k.
Note that ¢(0) = 1, so 1 isthe minimum value of |g(u)].
Let r bearea number >0. Setting u = ¢,

10(8)| = |e1 4 cot + ...+ cpt* 1

<lea| +lealt + ...+ el = Qolt)
by the triangle inequality. This last polynomial Qo() is a polynomial with real co-
efficients, and is >0 when ¢ isreal and >0.
Ast — 0,t00(t) — 0. Chooset with 0 < ¢ < 1 so that 1Qp(z) < 1.

We show that for this choice of ¢, setting u = ¢ gives |¢(7)| < 1 = |¢(0)|, contra-
dicting the assumption that |¢(u)| had itsminimum at « = 0. Hereiswhy |¢(¢)| < 1:

lq(6)] = |1 =" +"0(1)]
< [1—1"+[t"+10(1)| (by the triangle inequality)
=(1—-")+1t"|0(t)| (Snce0<t < 1)
< (1=1")+1"(1Qo(1))-

Sincet is chosen so that tQo(¢) < 1, thislast number is

< (A=t 4" =1=|q(0)].
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Sincet # 0, |¢(u)| does not have its minimum at « = 0. We have reached a contra-
diction, and the proof is complete.

The above proof is given in articles by C. Fefferman (1967) and F. Terkelson
(1976), and is essentially in Chrystal (1904, Chapter XI1I).

While we know which polynomialsin R[x] or C|x] areirreducible, it is substan-
tially harder to see how to factor or to find the roots of a polynomial we know is not
irreducible. In general, the roots must be obtained by approximation. Such problems
form an important part of the subject of numerical anaysis.

Exercises.

28. Give an examplewhere p(z) = 2" +a,_ 12" 1+ ...+ az® + a1z +ap and |z| >
|an—1]+ ...+ |a1| + |ao|, but p(z) = 0.

29. Where in the proof of the fundamental theorem did we write a polynomia in a
new base?

30. Let p(z) = (L+i)z3+ (2—i)z% + 4z + 2i. Write p(z) = p1(x,») +ip2(x,y) and
determine |p(z)|, asin the proof.

31. Let f(z) =22 +iz? + 82+ 3. Find some R > 0 so that for al z with |z| > R,
|f(z)| > 20.

G. The Derivative and Multiple Roots

If you have seen any calculusat al, you havelearned to find the derivative of apoly-
nomial function. If not, it doesn’t matter, because finding the derivative of a poly-
nomial isreally an algebraic process that can be performed without limits, slopes of
tangent lines, or other interpretationsthat arisein calculus.

We are interested in finding derivatives of polynomials because the derivative of
apolynomial, together with Euclid' s algorithm, helps determineif a polynomial has
amultiple factor.

Let F beafield (not necessarily the real numbers). The differentiation operator

D: Fx] — F[x]

is defined by the following properties:
(1) D(x") = nx""for al n > 0. In particular, D(1) = D(x°) = 0.
(2) Disalinear transformation. Thusfor al f(x),g(x) in F[x] anda in F,
(&) D(af(x)) = aD(f(x)) and
(b) D(f(x) + g(x)) = D(f(x)) + D(g(x))-
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Since every polynomial f(x) of degreen,
f(x) =ax"+ an_1X"1 . awx +ao,

isauniquelinear combination of 1,x,x2,...,x", it followsthat D is uniquely defined
on F[x] by thetwo rules (1) and (2). In the language of linear algebra, {1,x,...,x"}
is a basis of the F-vector space of polynomials of degree <n, and so the linear
transformation D is uniquely determined by rule (1).

For f(x) in F[x], let /' (x) = D(f(x)) and call f/’(x) the derivative of f(x).

For example, if f(x) = x4 6x® — 5x — 10, rule (2) gives:

D(x®+ 6x% — 5x — 10) = D(x%) + 6D(x?) + (—5)D(x) + (—10)D(1);
then applying rule (1) we get
= 3%+ 12¢ 5.

Thereisasubtlety inrule (1), D(x") = nx"~1. The“n” inx" is anatural number:

x" means n copies of x multiplied together. However, the coefficient “n” in nx" 1
means theimage in F of the natural number » under the map from Z to F given by
n—14+1+...4+1(n summands) in F. Recall that if R isacommutative ring with
unity (denoted by 1), then R has characteristic zero if

n-1=141+...4+ 1(n summands) # O for every n > 0,
and has characteristic p if
1+1+...4+1(p summands) = 0.
If R has characteristic p, then nx~1 = 0iif p dividesn. For example, if F = F3, then
D(x%) =6x° =0,

since the coefficient 6 really means [6]3 = O, the zero element of Fs.
From rules (1) and (2) follow the Product Rule:

D(f(x)g(x)) = f'(x)g(x) + f(x)g' (x)

and the Power Rule:
D(f(x)) = ef(x)* 1/ (x).
Their derivations are | eft as exercises.
Here is our main reason for introducing the derivative of a polynomial:

Theorem 10. Let F be a feld, f(x) be in F|x].

(a) If f(x) has a multiple factor, then f(x) and f’(x) are not coprime.

(b) If the fie d F has characteristic zero or is a fin te fie d of characteristic p # O,
and f(x) and [’ (x) are not coprime, then f(x) has a multiple factor.
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Proof. By unique factorization, f(x) and f’(x) are not coprime if and only if there
isan irreducible polynomia ¢(x) that is acommon divisor of f(x) and f'(x).

To prove (@), suppose f(x) has a multiple factor: f(x) = g(x)¢h(x) with e > 1.
Then using the product and power rules,

I'(6) = eq(x) ¢ (x)h(x) + q(x)°R'(x)
= q(x)* *[eg' (x)h(x) +q () ()],

so that if e > 1, then ¢(x) isacommon factor of f(x) and f”(x), and f(x) and f”(x)
are not coprime.
For (b), we need:

Lemma 11. If g(x) is a polynomial of degree >1, and q(x) divides ¢'(x), then
/
q'(x)=0.

Proof. Since degq’(x) < degq(x), the Division Theorem gives
q'(x) =0-q(x) +4'(x).
Thusin order for ¢(x) to divide ¢’(x), the remainder ¢’ (x) = 0. O

Now suppose ¢(x) is an irreducible common divisor of f(x) and f'(x). Then
f(x) = q(x)h(x) for some polynomial (x). So by the product rule,

f (@) =g (x)h(x) +q(x)H (x).

Now ¢(x) divides f'(x), so ¢(x) must divide ¢’'(x)A(x). Since ¢(x) is irreducible,
q(x) must therefore divide ¢’ (x) or A(x).

If ¢(x) divides(x), then A(x) = g(x)k(x) for somek(x), and so f(x) = g(x)h(x) =
q(x)q(x)k(x), and ¢(x) isamultiple factor of f(x), proving the theorem.

We show that if ¢(x) isirreducibleand F is asin (b), then the case, ¢(x) divides
¢’ (x), cannot occur.

If ¢(x) divides ¢’ (x), then ¢’ (x) = 0, by Lemma 11.

Suppose the polynomial ¢(x) hasdegreen > 1,

q(x) = an" + an X" Aax ao,
wheren # 0. Then
ql(x) = nanxnil + (”l — 1)an71xn72 +...+as.

If F has characteristic zero, n-a, isnot equal to 0in F, and so na,x" 1 isnot zero
in Flx]. Hence ¢/(x) is a nonzero polynomial of degree <n. Therefore ¢(x) cannot
divide ¢’(x) by Lemma11.

If F has characteristic p for some prime p, and ¢(x) divides¢’'(x), then ¢’ (x) =0,
sora, =0in F for r=0,1,...,n. Thisimplies that the only non-zero coefficients
of ¢(x) arethe a, where p, the characteristic of F, dividesr. Thus
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(m=1)

q(x) = ampx™? + a(m—1)pX LT +a2px2p +apx? +ag

for some m.

To see that such a polynomial ¢(x) cannot be irreducible, we observe that since
F isafinitefield, each element of F' isa pth power (since the Frobenius map a — a”
is a one-to-one ring homomorphism from F to F, hence maps onto F—see Section
12E). So in particular, each non-zero coefficient ay,, of ¢(x) can be written as a;, =
¢ for some ¢, in F. Hence

q(x) = chx"? Jrc‘;flx(mfl)p +... +c’27x2p +cixP + b
Since (a+ b)? = a? + b? for dl a,b in F, we can write this as
q(x) = (emx™ + Cm1X" T e+ e+ o)’

But then ¢(x) is not irreducible. Thus if ¢(x) is an irreducible polynomial in F[x]
where F is afinite field, then ¢(x) does not divide ¢'(x). That completes the proof
of the theorem. O

Example 6. Let f(x) = x34x% — 8x— 12in Q[x]. Then f’(x) = 3x* + 2x — 8; doing
Euclid’sagorithmon f and f” gives:
J@) =1 (x)q(x)+r(x)

whereg(x) = 3x+ § and

Then r(x) divides f”(x), in fact,
324 2r—8=(x+2)(3x—4).

So x + 2 is agreatest common divisor of f and /. Hence r(x) is a multiple factor
of f(x). If we divide f(x) by (x+ 2)2, we find that the quotient is x — 3, so f(x)
factorsas

F(x) = (x+2)%(x—3).

Example 7. In F3[x], x + 1 isacommon factor of f(x) =x°+2x*+ 2x? +x+ 1 and
(%) =2*+ 23+ x+ 1. Wefind that £ (x) = (x +1)2(x3 + 2x + 1).

Using the derivative helpsto simplify apolynomial f(x) over afield of character-
istic zero (like Q or R) when we wish to understand the roots of f(x). For suppose
f(x) isapolynomial of the form:

J(x) = pa(x)p2(x)2... pg(x)%,

aproduct of powers of distinct irreducible polynomials. Then for each i, the highest
power of p;(x) that divides f”(x) is pf"’l, and so the greatest common divisor of



15 The Fundamental Theorem of Algebra 337
f(x) and f'(x) is
(f(x),/'(x) = p1(x) T pa(x) 2t pgla) ™.

Hence

)P = PPt

the squarefree part of f(x). It is obvious that f(x) and (f(x};();'?(x)) have the same

irreducible factorsin F[x], except that in ( f()-f)f);?(x)) all the irreducible factors have
multiplicity 1. In particular, if we are interested in just finding the distinct roots
of f(x), then the squarefree part of f(x) has the same roots and, if not equal to
f(x), will have lower degree than f(x). For some root-finding a gorithms over the
real numbers, such as Sturm’s Theorem, knowing that a polynomial has no multiple

rootsis necessary for locating the roots.

Exercises.

32. Prove the product rule: D(f-g) = fD(g) + gD(f), as follows: First show it
in case both f(x) and g(x) are monomials, that is, when f(x) = ax",g(x) = bx™
for some a,b in F, and some natural numbers m,n. Then using that D is a linear
transformation, reduce D(f - g) for any two polynomials f and g to the case of a
product of monomials.

33. From the product rule, prove the power rule: for every natural number e > 1,
D(f(x)%) = ef(x)* "1/ (x)

34. Let f(x) = x* — 33 +x% + 3¢ — 2in Q[x]. Find the greatest common divisor of
f(x) and f”(x). Find the squarefree part of f(x).

35. Let f(x) = x*— 23+ 3x? — 2x + 1in Q[x]. Show that a greatest common divisor
of f(x) and f'(x) isx? —x + 1. Then factor f{(x).

36. If f(x) isin Q[x], then f(x) can also be thought of as having coefficientsin the
larger field C. Show that f(x) hasamultiple factor in Q[x] if and only if f(x) hasa
multiple factor in Clx].

37. Let f(x) = x* +x2+x+ 1in F,[x]. Show that f(x) has no multiple factor.
38. Let f(x) = x* +x?+ 1inT,[x]. Show that f'(x) = 0. Factor f(x).
39. InTF;[x] test the following polynomials for multiple factors:

(i) X® +x* +x%+x;
(i) x"+x8 x5+ x84+ 1
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40. InF,[x] test the following polynomialsfor multiple factors:

() x"+x*+x2+x+1;

(i) x"+ x4 x% x4 1,

(i) x” + 28+ x4+ X%+ x.
41. InQ[x] test f(x) = x*+5x3+9x? + 7x + 2 for amultiplefactor. Find the square-
free part of f(x).

42. Suppose f(x) isin F[x], F afield, and the characteristic of /' does not divide
the degree of f(x). Show that if f(x) and f”(x) are not coprime, f(x) must have a
multiple factor.

43. Factor x® + 3¢+ 2x5 4+ 4in Fs[x].
44. Factor x° + x4 +x3 4+ x2 +x + LinF,x].
45. Factor x* + 2x3 + 22 +-x 4+ 4in Fs[x].

46. Provethat /" = g"+ h" hasno solutionsin R [x] withn > 2, f, g, h each of degree
atleast 1, and 1, g, and i pairwise coprime. (Thisisthe analogue for polynomials of
Fermat's Last Theorem for natural numbers. The problem can be done by looking
at the possible degreesof f, g, and /; it may help to start out by taking the derivative
of both sides of the equation.)



Chapter 16
Polynomials in Q|x]

In this chapter we begin considering the question of how to factor polynomialswith
coefficientsin Q, thefield of rational numbers.

Here the situation is much different from the situation over R or C. Over Q there
are many irreducible polynomials of every degree, and determining which polyno-
mials areirreducibleis difficult, compared to the real or complex case. On the other
hand, finding roots (and therefore irreducible factors of degree 1) of a polynomial
in Q[x] is easy, and we will eventualy give two different explicit procedures for
determining the compl ete factorization of any polynomial with rational coefficients
in afinite number of steps.

The starting point for all the results on Q[x] is the fact that factoring in Q[x] is
“the same” as factoring in Z[x]. Thefirst part of this chapter is devoted to showing
that fact.

A. Gauss’s Lemma

Recall that if /(x) and g(x) are two polynomials with coefficientsin afield F, and
there is some non-zero element ¢ of F so that f(x) = cg(x), then f(x) and g(x)
are associates, or g(x) is an associate of f(x). Polynomialsthat are associates have
essentially the same factorizationsinto products of irreducible polynomials.

If /(x) =aux"+...4+a1x+ ap is a polynomial with rationa coefficients (i.e.,
ap,...,a1,a0 aein Q), then we can multiply f(x) by the least common multiple of
the denominators of the coefficients, call it s, to get a polynomial g(x) = sf(x) with
integer coefficientsthat is an associate of f(x) in Q[x]. If we have afactorization of
f(x), multiplying one of thefactorsof f(x) by s will then giveafactorization of g(x).
Hencethefactorizationsof g(x) and f(x) into productsof irreducible polynomialsin
QIx] will be the same, up to associates. So in studying factorization of a polynomial
in Q[x], we can always assume that the polynomial has integer coefficients.

We can ask for more.

L.N. Childs, 4 Concrete Introduction to Higher Algebra, Undergraduate Texts 339
in Mathematics, (© Springer Sciencet+Business Media LLC 2009
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Defini ion. A polynomial f(x) with rational coefficients is primitive if f(x) has
integer coefficients and the greatest common divisor of those coefficientsis 1.

Every polynomia f(x) with integer coefficients is an associate of a primitive
polynomial: simply divide f(x) by the greatest common divisor of its coefficients.
The resulting polynomial is an associate of f(x) and is primitive. Hence any poly-
nomial in Q[x| is an associate of a primitive polynomial. For example, a primitive
associate of 83+ (¥)x+ £ is

15 10 6
3 _ 3
60x°+25x+ 9= ( 2) <8x +(3>x+5>.
A convenient way to characterize primitive polynomials is by looking at them
modulo p.
Let p be a prime number. Given a polynomial f(x) with integer coefficients, we
can obtain a polynomial with coefficientsin Z/pZ by replacing the coefficients of

f(x) by the congruence classes of those coefficients modulo p. Let us denote by y,
the map that doesthis. Thusif

ap'+ ... +ax+ag
hasinteger coefficients, then
Yplanx" + ...+ arx +ao) = [a,)x" + ...+ [a1]x + [ag].

Then f(x) in Z[x] is primitiveif and only if no prime number divides al the coeffi-
cientsof f(x), if and only if for every prime p, ,(f(x)) # 0. For example,

2(60x3 + 25x + 9) = x + [1].
Notice that the map v, : Z[x] — (Z/pZ)[x] is ahomomorphism: in particular,

(/) - 1 (8(x)) = % (f(x)g(x))

for al polynomials 1(x), g(x) in Z[x].
Using the map y,, we can easily prove:

Proposition 1. The product of two primitive polynomials is again a primitive poly-
nomial.

Proof. Suppose f(x) and g(x) are primitive. Then for every prime p, 7,(f(x)) # 0,
and y,(g(x)) # 0in (Z/pZ)|x]. But (Z/pZ)|x] has no zero divisors since Z/ pZ is
afield. So y,(f(x)g(x)) = 1 (f(x)) - »(g(x)) # 0. Since thisis true for every prime
p, therefore f(x)g(x) is primitive. O

We also need:

Lemma 2. [f g(x) is primitive, f(x) is in Z|[x], and f(x) = ag(x) for some rational
number a, then a is in Z. If f(x) is also primitive, thena =1 or —1.
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Proof. Write a = r/s with r,s coprimeintegers. Then
sf(x) = rg(x).

Since » and s are coprime, s must divide al the coefficients of g(x). But g(x) is
primitive, so s = 1 or —1. If aso f(x) is primitive, then by the same argument, »
must be1 or —1. Hencea = 1or —1. O

The main result of this section isthe very useful
Theorem 3 (Gauss’s Lemma). Let f(x) be a polynomial with integer coeff cients.
Suppose f(x) = a(x)b(x) with a(x) and b(x) in Q|[x]. Then there are polynomials

ai(x) and b1(x) in Z[x], associates of a(x) and b(x), respectively, so that f(x) =
ax(x)b1(x).

Gauss'sLemmameansthat if wewish to find afactorization of apolynomial with
integer coefficients, we need only look for factors that have integer coefficients.

Example 1. Consider the polynomial
x*— 3%+ x+5.
Suppose we seek a factorization into the product of two polynomials of degree 2:
x* 3% 4 x+5=(x®+ax+b) (¥’ +cx+d).

If thereis such afactorization in Qx], thereis onein which the coefficientsa, b, ¢,d
areintegers, according to Gauss's Lemma. We multiply out the right side and equate
coefficients of the various powers of x. Comparing coefficients of x3, we see that
¢ = —a; then comparing coefficients of x2,x and 1 yields

—3=b+d—d?
l=ad—ab=a(d-b),
5=0bd.

Since a, b and d areintegers, the second equationyieldsd —b=1or —1,s0 b and d
differ by 1; while the third equation yieldsb = +1,d = +50r b= +5,d = +1. So
thereis no factorization of the desired form.

If we had been unable to assume that a,b and d were integers, we would have
had infinitely many possibilities for a,b and d, and showing that the equations had
no solution for every possible choice of a, b and d would have been more difficult.

Proof of Gauss’s Lemma. Let f(x) bein Z[x], and suppose f(x) = a(x)b(x), where
a(x) and b(x) arein Q[x] . Let ay(x) and b1 (x) be primitive polynomialsin Z[x] that
are associates of a(x) and b(x), respectively, so that

a(x) = cai(x), b(x) =dbi(x)
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with ¢, d some rational numbers. Then

f(x) = cdai(x)by(x).

Now aj(x)b1(x) is primitive, by Proposition 1, and so ¢d is in Z, by Lemma 2.
Hence

J(x) = (eday(x))b1(x),

a factorization in Z[x] where cday(x) and b1(x) are associates of a(x) and b(x),
respectively. That completesthe proof. O

Corollary 4. If f(x) is in Z[x] and f(x) = g(x)h(x) in Q[x] with g(x) primitive, then
h(x) is in Z[x].

Proof. By Gauss'sLemma, f(x) = cg(x) - dh(x) for somec,d in Q withcd =1 and
cg(x),dh(x) in Z[x]. But since cg(x) isin Z[x] and g(x) is primitive, ¢ must bein Z
by Lemma 2. Hence /i(x) = cdh(x) = c(dh(x)) isin Z[x]. O

Applications of Gauss’s Lemma. Hereisawell-known criterion, dueto Descartes
(1637), for finding roots of a polynomial with integer coefficients:

Theorem 5 (Descartes’ Rational Root Theorem). Let
f(x) =ax"+ ap_1xX" T+ .. 4 ax+ao

be in Z[x]. Suppose r/s is a rational root of f(x) where r,s are in Z with (r,s) = 1.
Then s divides a, and r divides ay.

Proof. Since r/s isaroot of f(x), we canwrite f(x) = (sx — r)g(x) for some poly-
nomial
glx) = bp_1x" Y+ ..+ bix+bo

in Q[x]. By Coroallary 4, since sx — r isprimitive, g(x) isin Z[x], and clearly b, 15 =
an, bor = ao. O

Hereis an alternate proof:

Proof. Suppose
0=/ =a" ) +ars +-+ar +ao.
N S S N
Multiply through by s”, to get
0= s”f(r) =a" +ay_ 1" s+ + al(rs"*l) +aps”.
S

Then s must divide a,,7, and since » and s are coprime, s must therefore divide a,,.
Similarly, » must divide ags”; since» and s are coprime, » must divide ag. 0
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Since a, and ag each have only afinite number of divisors, the theorem implies
that finding the roots of a polynomial with integer coefficientsis reduced to testing
afinite collection of rational numbersr/s depending on @, and aq (see Exercise 12).

Example 2. The only possible roots of the polynomial
x4 834 15¢% —6x -9
arex=1,-1,3,-3,9, and —9, the six divisors of 9.
Example 3. Consider finding aroot of the polynomial
plx) = x° — 141x* + 142> — 281x° + 176x — 5040

Since5040 = 2*.32.5.7, it has 120 (positive or negative) divisors, and hence, using
Descartes' criterion, there are 120 candidates for a possible root of p(x). It would
be helpful to find a way to reduce the number of possibilities. One way is to get
a bound B on the size of the roots of p(x) that is smaller than B = 5040. We will
consider that question in Chapter 26. (It turns out that 140 isaroot of p(x).)

Hereisan examplethat illustrates away to improvethe effectiveness of Descartes’
criterion.

Example 4. Consider finding roots of
Slx) = x* 45 — W — 14x + 24,

Since 24 has 16 divisors we would need to check as many as 16 numbersas possible
rootsof f(x). But noticethat /(1) = 7, which hasonly four divisors. If b isaroot of
f(x), then since f(x) ismonic, b must bein Z, and so x — b is primitive. Therefore
x — b divides f(x) in Z[x], and so

1—-bdivides f(1) =7.

Thusthe possible roots » of f(x) must satisfy

1-b=1, or
1-b=-10r
1-b=7,0r
1-b=-T7.

That is, » = 0,2,—6 or 8. Testing those four possibilities, we find that f(—6) = 0.

Before leaving this section we note that, if we wish, we can restrict our factor-
izations of polynomiasin Q[x] to monic polynomials with integer coefficients. For
suppose given a polynomial

f(x) =anx"+...+ax+ao
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with integer coefficients. If we set x = y/a,, we get

n n—1

Y Y Y
g(y) = a,,aZ +an71ag71 +... —‘,—alan + ap.

Multiplying g(y) by a’~* yields

h(y) ="+ a1t ay_2any" 2+ ..+ ardl %y +agal L,
amonic polynomial with integer coefficients. Any factorization of f(x) would cor-
respond to a factorization of g(v), and hence of %(y), and conversely. In particular,
if y=risaroot of i(y), thenx =r/a, isaroot of f(x).

Exercises.

1. Find a primitive polynomial which is an associate of
(i) f(x) = (4/3)x*+ 6x3+ (2/9)x2+ (9/2)x + 18
(i) f(x) = 323+ Ex2+ x4 12,

2. Try to find a factorization of x* — 3x% 4 9 into a product of two polynomials of
degree2in Z[x].

3. (i) Show: if f(x) in Z[x] ismonic, it is primitive.

(i) Show that if f(x) in Z[x] ismonic and factorsas f(x) = g(x)h(x) where g(x)
and /(x) arein Q[x], then g(x) and & (x) are associates of monic polynomials g1(x)
and /1 (x) in Z[x] such that f(x) = g1(x)h1(x).

4. Show the converse of Proposition 1: if f(x) and g(x) arein Z[x] and f(x)g(x) is
primitive, then f(x) and g(x) are both primitive.

5. Show that if f(x) and g(x) are primitivein Z[x] and f(x) divides g(x) in Q[x],
then the quotient is primitivein Z|x]. (Use the previous exercise.)

6. (i) Show that if f(x) ismonic in Z[x] and f(x) = g(x)h(x) in Q[x] where g(x)
and i(x) are monic, then g(x) and A(x) arein ZIx|.

(i) Show that if f(x) is monic in Z[x] and f factors into a product of monic
irreducible polynomiasin Qlx], then al of the monic irreducible factorsof f arein
Zx].

7. Show that if the greatest common divisor of a,,...,a1,a0 isd, then the greatest
common divisor of a,/d,... ,a1/d,ap/d is 1.

8. If fand g are monic polynomiasin Z[x], does their (monic) greatest common
divisor in Q[x] necessarily have coefficientsin Z?
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9. Find all rational roots of:
(i) x> —x+1;
(i)} +x°4+x+1;
(iii) x® —x%2 — 3x + 6;
(iv) x* + 723+ 11 4+ 6x + 5;
(V) x* = x84+ 52 4 x — 6.

10. Find all rational roots of:
(i) 6x3 +x% — 5y — 2;
(ii) 2x° — 3x — 4;
(iii) 334+ 7x°— 7x — 3.

11. (i) For the polynomia f(x) = 6x3+x2 — 5x — 2, find the roots of the monic
polynomial /(y) = 62/(%), then find the roots of /(x).

(ii) Repeat with f(x) = 2x> — 3x — 4;

(iii) Repeat with f(x) = 33+ 7x2 — 7x — 3.

12. Observethat if f(x) = x*+ 15x3 + 72x? 4 137x + 174, then f(—7) = —1. What
are the possible roots of f(x)?

13. Let d(n) bethe number of positive divisorsof n > 1 (including 1 and r).

(i) Show that d(a)d(b) = d(ab) if a and b are coprime.

(ii) Find d(p™) for p prime. Find d(n) for any n.

(iii) Show that if (x) isamonic polynomial in Z[x] and f(0) = n, then there are
2d(n) potentia roots of f(x) according to Theorem 5.

(iv) Find the comparable number if f(x) isnot monic, but has leading coefficient
ap andf(O) = ay.

14. Find a polynomial f(x) whose constant term f(0) has at least 12 divisors, but
such that f(a) = 1 for somea # 0.

B. Testing for Irreducibility

How do we decide if a polynomia f(x) in Q[x] is irreducible? Suppose f(x) has
degreed > 1.

One way isto reduce modulo m for some number m > 1.

Let %, : Z|x] — (Z/mZ)|x] bethe homomorphismwhich replaces each coefficient
of f(x) by its congruence class modulo m. Then if the leading coefficient of f(x) is
aunit modulo m, then y,,(f(x)) will aso have degreed.

Suppose f(x) = a(x)b(x) wherea(x) and b(x) have degrees and s, respectively,
where r + s = d, and the leading coefficient of f(x) is a unit modulo m. Then the
leading coefficients of a(x) and b(x) must aso be units modulo 2, and so

T (f (%)) = Yn(a(x)b(x)) = You(a(x)) Y (b(x))-
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is afactorization of f(x) modulo m into polynomials of the same degrees » and s.
This observation implies.

Proposition 6. Let f(x) be in Z[x]. If for some number m > 2, the leading coeffic ent
of f(x) is a unit modulo m and vy, (f(x)) is irreducible for some m, then f(x) is
irreducible.

In particular, thislast result is true when £ is monic.

Example 5. Let f(x) =x° — 4%+ 2x3+x2 + 18x + 3. Then 3o(f(x)) = x> +x% + 1,
which is easily shown to beirreduciblein I, [x]. So f(x) isirreduciblein Q[x].

Example 6. Let f(x) =x° 4+ 4x* + 23+ 3x? —x + 5. Then yo(f(x)) = x> +x°+x+1,
whichisreduciblesince 1isaroot in F2; however, ya(f(x)) = x> +x* + 2x3+2x + 2
isirreduciblein F3[x](see Exercise 19), and so f(x) isirreduciblein QIx].

This last example shows that a polynomial in Q[x] can be irreducible but factor
modulo m for some modulusm. In fact, there are monic irreducible polynomialsin
Z|x] that factor modulo p for every prime p—see Section C, below.

Example 7. Let f(x) = 3x* + 6x® + 12¢x% + 13¢ 4+ 31. Modulo 3, f(x) =x+1, a
polynomial of degree <4, so reducing f(x) modulo 3 isnot helpful. But 1(f(x)) =
x*+x+1, anirreducible polynomial of degree 4 in F,[x]. So f(x) isirreduciblein
Q).

Example 8. Let f(x) = (2x+ 1) (x2 —x+ 1) = 2x3 —x? +x + 1, obviously not irre-
duciblein Q[x]. But y2(f(x)) = x> +x+ lisirreduciblein Z/27Z[x]. This shows that
the condition on the leading coefficient of f(x) is necessary for Proposition 6 to be
valid.

Proposition 6 impliesthat if for some degreed and somem thereisan irreducible
polynomial %(x) of degree d with coefficients in Z/mZ, then there are infinitely
many primitive polynomials of degree d with coefficientsin Z that are irreducible
in Q[x], namely, all polynomialsof degreed in Z[x| that reduce modulo m to /(x).

It isknown (see Chapter 27, Proposition 8) that there are irreducible polynomials
of every degree >0 in Z/pZ|x] for every prime p, and hence there are infinitely
many irreducible polynomials of every degree >0 in Q[x]. But we can also show
that fact directly, using:

Theorem 7 (Eisenstein’s Irreducibility Criterion). Suppose f(x) = a,x" + ...+
aix + ag is in Z[x] and there exists a prime p such that p does not divide a,, p
does divide a,, _1,a, o2, ...,a1,ao, but p2 does not divide ag. Then f(x) is irreducible

in Q[x].

Proof. Given the hypotheses on f(x), if y, : Z[x] — 7Z/pZ|x] is the “reduce the
coefficientsmod p” map, then y,(f(x)) = [a,|x", where [a,] # [0] inZ/ pZ. Assume
n>2.

Suppose f(x) = g(x)A(x), wheredegg(x) =r > 1,degh(x) =s > 1,andr+s=n.
Then y,(f(x)) = 1p(g(x))7,(h(x)) INZ/pZ]x]. By unique factorization in Z/ pZ[x],
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we must have y,(g(x)) = [b]x" and y,(h(x)) = [c]x*, where bc = a,, (mod p). Hence
Y»(g(0)) = ¥,(h(0)) = O; that is, g(0) =0 (mod p) and ~(0) =0 (mod p). Then p
divides g(0) and p divides /(0). But then p? divides g(0)4(0) = £(0) = ao, contra-
dicting the hypothesis on ag. Thus f(x) must beirreducible. O
Example 9. It is easy to construct examples where Eisenstein’s criterion applies.
The simplest are radical polynomials

xX"—b

where b has a prime factor p such that p? does not divide b, such as
x'—12

or
x*— 45.

Example 10. Let p be an odd prime, and | et

P—1
(I)(x):xp1+xp72+...+x+1:x 1
X—

Then settingx =y +1,

a0) =1y = 0T

= (D (D (P (7 )

Then ¢(y) isirreducible by Eisenstein’s criterion, since p divides (%) for 1 < k <
p—1,and (p‘jl) = pisnot divisible by p?. Hence ®(x) isirreducible.

We observe that ®(x) has as roots al of the p-th roots of unity in the complex
numbers other than 1. Since @(x) isirreducible, ®(x) isthe polynomial of smallest
degree whose roots are the p-th roots of unity.

Chebyshev polynomials. For each n > 1, the Chebyshev polynomia of the first
kind 7;,(x) is defined by 7,,(cosO) = cos(n6). For example,
Ti(x) =x since cos(0) = cos(0);
To(x) =2x>—1  since2cos’(0) — 1 = cos(26);
T3(x) = 43— 3  since4cos’(0) — 3cos(0) = cos(36);
etc. The Chebyshev polynomials are polynomialsin Z|x].
Vieta used the formula 73(cos(6)) = cos(30) to help solve cubic polynomials
with three real roots (see Section 15E).

For p prime, we can show that 7),(x) = xQ(x) where O(x) isirreduciblein Q[x],
using Eisenstein’s criterion with the prime p.
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To do so, wefirst obtain aformulafor 7,(x) by using DeMoivre'sformulafor 6:

(cos(0) +isin(0))" = cos(nB) +isin(nH)

and for —6:
(cos(—0)+isin(—0))" = cos(—nB) +isin(—n0),

which becomes

(cos(0) —isin(0))" = cos(nB) —isin(ndh).
Adding the DeMoivre equationsfor 6 and —6 gives

2cos(nB) = (cos(6) +isin(0))" + (cos(6) — isin(0))".

If we set x = cos(6) and

isin(9) = \/cosz(e) —1=1/x2-1
for -1 <x <1, wehave

(x+Vx2—1)" 4 (x — Vx2 — 1)".

T(x) = ;

Thisformulafor 7, (x) yields

Theorem 8. Assume n is odd. Then
(i) T,(0) = 0;
(ii) The leading coeffic ent of T,(x) is 2",
(iii) The coeff cient of x in T,(x) is (—1) "2'n;
(iv) If p is an odd prime, then T,(x) = x” (mod p)

Proof. For n odd, expanding the expression for 7;,(x) using the Binomial Theorem
gives

(x Va2 —1)" 4 (x — Vx2 - 1)"
2

- (2 (1)t 3 (D) tentve- 1)k> |

k=0

Tu(x) =

Thetermsfor & odd cancel, and the k even terms are equal, so we have

PN a2
o= 3 (5 20
=0

Sincen — 2l isodd for al 7, 7,,(0) = 0, proving (i).
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The coefficient of x” isthen

Sincen isodd,

So the coefficient of x” in 7,,(x) is 2"~1, proving (ii).
In the expression for T, (x), the coefficient of x only arises for / = "3, with
coefficient

proving (iii).
Finally, if n = p, an odd prime, then () =0 (mod p) forall / > 0, so

n—1)/2
Tp(x) = P =232 1
R (ARt

=x (mod p),

proving (iv). O
Now we get our claimed resullt:
Theorem 9. For each odd prime p, T, (x) = xQ,(x) where Q,(x) is irreducible.

Proof. T,(x) = xQ,(x) by the Root Theorem, since 7,,(0) = 0. Since T),(x) = x”?
(mod p), it is clear that 0, (x) =x?~1 (mod p), and so the prime p d|V|d$ every
coefficient of 0, (x) except the leading coefficient. But the constant term of O, (x)
is (—1)P=1/2p py part (jii) of the Theorem. So O, (x) satisfies the conditions of
Eisenstein’s Irreducibility Criterion. O

In Chapters 17 and 26 we shall describe two different techniques for systemat-
ically factoring a polynomial f(x) in Q[x]. One uses an analogue of the Chinese
remainder theorem for polynomials. The other involves the idea of factoring f(x)
modulo m and then seeing if any such factorization lifts to a possible factorization

in Q[x].
Exercises.
15. Provethat for any f(x) in Z[x] and any ¢ in Z, evaluating f(x) at x = ¢ and then

reducing modulo p, is the same as evaluating y,(f(x)) at x = [c] in Z/pZ. Where
was this fact implicitly used in the proof of Eisenstein’s criterion?
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16. Give an example of amonic polynomial f(x) in Z[x] that isirreduciblein Q[x]
but factors modulo 2 and modulo 3.

17. Adapt Eisenstein’s criterion to prove that 2x* — 8x? + 3isirreduciblein Q[x].

18. Show that f(x) = x®4x?+ Lisirreduciblein F[x] asfollows:

(i) Show that if f(x) isnot irreducible, then it has an irreducible factor of degree
1 or degree 2.

(ii) Show that f(x) has no factors of degree 1 (check roots).

(iii) Show that £(x) isnot divisible by x? +x + 1, hence has no irreducible factors
of degree 2.

19. Show that f(x) = x°+x*+ 2x3+ 2x + 2isirreduciblein F[x] asfollows:

(i) Show that f(x) hasnorootsin Fs.

(i) Suppose f(x) = (ax? 4 bx + ¢)(dx® + ex? + fx + g), then you can assume
a=d =1 (why); multiply theright side together, collect coefficientsof x*,x3,x%,x,1
together and equate them to the coefficients of f(x) to get five equationsin the five
unknownsb, c, e, f,g. Show that the system of five equations has no solution in F3.

20. (i) Suppose f(x), monic in Z[x], factors modulo 3 into the product of two ir-
reducible polynomials of degree 2, and factors modulo 2 into the product of an
irreducible polynomial of degree 3 and a polynomial of degree 1. Show that f(x) is
irreduciblein Q[x].

(i) Nlustrate part (i) with f(x) = x* 4 5x% 4 3x% 4 2x + 5.

C. Polynomials that Factor Modulo Every Prime

In the last section, it was claimed that there are polynomials in Z[x] that factor
modulo p for every prime p but are irreducible in Q[x]. In this section we describe
aclass of such examples. Their existence will be of interest in Section 27B.
Our examples are polynomials of the form x* + ax? + b2 for integers a and b.
We first show that these polynomialsfactor modulo any prime. Then we will find
conditionson « and b so that the polynomiasareirreduciblein Q[x].

Proposition 10. For all integers a, b and all primes p, the polynomial f(x) = x*+
ax? + b factors modulo p.

Proof. First suppose p = 2. Then f/(x) iscongruent modulo 2 to one of thefollowing
polynomials:

Aa? 1= (% +x+1)?

1= +1)°

Arx?=x2(x®+1) = (2 +x)?

xt

Each of these is reducible modulo 2.
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Now suppose p isan odd prime. Choose s so that « = 2s (mod p). Then
fx) =x*+ 2%+ b2 (mod p),
and we may write this polynomial in three different ways:
x4 202 4 b? = (X% +5)2 — (s — b?)
= (x®+b)% — (2b — 25)x?
= (x> — b)? — (—2b — 25)x?
Then f(x) will be the difference of two squares modulo p, and will therefore factor
modulo p, if one of s2 — b2, 2b — 25, or —2b — 2s is asquare modulo p.
From Example 24 of Section 11G, we know that in the group U, of units modulo
p, the product of two non-squaresis a square. Thus, suppose 2b — 2s and —2b — 2s

are nonsquaresmodulo p. Then their product (2s5)2 — (2b)? = 4(s®> — b?) isasquare.
Since 4 is asquare, therefore s — b2 is asquare modulo p. i

Now we prove:
Proposition 11. For a,b in Z,
fx) =x*+ax®4 b2

factors in Q[x] if and only if at least one of a® — 4b%, 2b — a and —2b — a is a square
inZ.

Proof. If a®> —4b = c? isasquare, then f(x) factors as
) = (2= 02 = (5= (= (5= D=5+ )
If 2b —a = r? isasquare, then f(x) factors as
Fx) = (P4 rx+b)(x* — rx +b).
If —2b—a=r? isasquare, then f(x) factors as
f(x) = (5% +rx — b) (x> — rx — b).

Conversely, we will show that if f(x) factors, then one of a® — 4b, 2b — a and
—2b—aisasquarein Z.

If f(x) factors, then it has a factor of degree 1 or degree 2. If f(x) hasafactor of
degree 1, then f(x) hasaroot, m.

If m = 0then b = 0and a® — 4b is asquare.

If m#0and f(m) =0, then f(—m) = 0. Thusx — m and x+ m divide f(x), hence
x? — m? divides f(x). Thusif f(x) has afactor of degree 1 other than x, then f(x)
has a factor of degree 2.
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Suppose, then, that f(x) has afactor of degree 2. Then f(x) factorsin Z[x] as