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Preface

This book began life as a set of notes that I developed for a course at the
University of Washington entitled Introduction to Modern Algebra for Teach-
ers. Originally conceived as a text for future secondary-school mathematics
teachers, it has developed into a book that could serve well as a text in an un-
dergraduate course in abstract algebra or a course designed as an introduction
to higher mathematics.

This book differs from many undergraduate algebra texts in fundamental
ways; the reasons lie in the book’s origin and the goals I set for the course.
The course is a two-quarter sequence required of students intending to ful-
fill the requirements of the teacher preparation option for our B.A. degree in
mathematics, or of the teacher preparation minor. It is required as well of
those intending to matriculate in our university’s Master’s in Teaching pro-
gram for secondary mathematics teachers. This is the principal course they
take involving abstraction and proof, and they come to it with perhaps as
little background as a year of calculus and a quarter of linear algebra. The
mathematical ability of the students varies widely, as does their level of math-
ematical interest.

With such an audience, I have chosen to focus less on content and more
on the doing of mathematics. Content matters, of course, but as much as
a vehicle for mathematical insight as an end in itself. I wish for students
to leave the course with an in-depth experience, perhaps their only one, in
reading mathematics, speaking about mathematics, listening to others speak
about mathematics, and writing mathematics. Surely, we hope that secondary
mathematics teachers develop these skills in their own students; I want to en-
sure that they have the opportunity themselves. The course content becomes
the raw material through which the students develop the ability to under-
stand and communicate mathematics. I love algebra. I want my students to
love algebra. But I also want them to master such skills as learning what a
mathematical statement is, what a mathematical argument or proof is, how
to present an argument orally, how to present an argument in writing, how
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to recognize a correct proof written or spoken by someone else, and how to
converse effectively about mathematics.

In order to help my students achieve these goals, I strive to keep my lec-
turing to a minimum, and this has forced me to write notes that students
can rely on as the primary source of the mathematical material. I expect my
students to learn in large measure by reading the material in the book, work-
ing on the exercises, and, in groups of four or five students, discussing their
findings with their colleagues. Through a combination of group discussion,
individual attempts at discovering and writing solutions, further reading, and
discussions with me and the course teaching assistant, the students ultimately
master—to a greater or lesser extent—the material. Their understanding is
expressed through their written proofs and oral explanations.

Learning by working in groups is natural in this course for two reasons.
First, the intellectual processes of proof and mathematical communication
are best learned by practice; no one practices when I lecture. Second, the
course is part of the students’ preparation to become mathematics teachers;
as teachers, they will communicate mathematical ideas to others and listen
as others do the same to them. By practicing in class, the students gain an
appreciation of the difficulty and the importance of expressing mathematical
ideas effectively.

An important facet of the course is writing. I insist that the students write
their arguments in well-structured English prose. The teaching assistant and
I provide detailed comments to help them learn how to do this. Some of the
students are good writers, but they may not have realized previously that
they can apply their writing skills to mathematics.

For this approach to work, the material has to be handed to the students
in manageable portions, with small gaps between the portions for the student
to fill in by doing the exercises, which, in turn, are themselves structured
as sequences of questions with even smaller gaps between them. Whenever
textbooks that I have used, or my own written materials, leave too large a
gap, the students fall into the resulting chasm. For learning to occur, the steps
must be the right size. The steps taken by standard undergraduate texts may
suit other audiences (though not as many, in my experience, as one might
suppose), but they are too large for this one, as I discovered when I first
taught the course in the fall of 1996. Within a month, I began to supplement
the chosen text with commentary that attempted to fill gaps in certain proofs.
Then I began to write my own assignments, interweaving my material with
passages in the text. Ultimately, I left the text behind, writing and rewriting
assignments repeatedly as I taught the course until they evolved into this
book.

One nonstandard feature of the book is that I prove only a few of the the-
orems in full. Most proofs are left as exercises, and these exercises form the
heart of the course. Sometimes, the treatment of a single result is stretched out
over several pages, as I ask the student to prove it in a sequence of cases, build-
ing up to the general case. An example of this is the treatment of Eisenstein’s
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criterion in Section 11.3. Almost every exercise in which a student is asked
to prove a theorem contains a detailed hint or outline of the proof. Indeed,
to a mathematically experienced reader, some of my outlines may appear to
be complete proofs themselves. Yet, for almost all students, the outlines are
far from complete. Unwinding their meaning can be a significant challenge,
and the unwinding process serves as the catalyst for learning. Students try
to understand what is written; discuss their understandings with each other,
the teaching assistant, and me; write drafts of proofs; use class time to show
the drafts to each other and us; turn in the proofs; receive comments; and try
again.

I have found that the material in this book consistently challenges all the
students in the course. The few students at the top of each class ultimately
succeed in meeting the challenge, while the large majority of students complete
the course with some gaps in understanding. They all leave with a much
firmer appreciation of the mathematical enterprise. A few students may fall
by the wayside. Perhaps this is just as well. Not everyone is intended to be
a secondary mathematics teacher, and if this course provides a few with the
opportunity to discover this, it has served a useful purpose.

As for the content of the course, the book has three parts: “Integers,”
“Polynomials,” and “All Together Now.” In Part I, some fundamental ideas of
algebra are introduced in the concrete context of integers, with rings brought
in only in Chapter 6 as a way of organizing some of the ideas. The high point
of Part I is Chapter 7, in which Fermat’s and Euler’s theorems on congruence
are proved and RSA encryption is discussed. Part II treats polynomials with
coefficients chosen from the integers or various fields. Again, the treatment
is concrete at first, but ultimately makes contact with abstract ideas of ring
theory. In Part III, the parallels we have seen between rings of integers and
rings of polynomials are placed in the broader setting of Euclidean rings, for
which some general theorems are proved and applied to the ring of Gaussian
integers. The irreducible Gaussian integers are determined, and simultane-
ously we determine, as Fermat first did, which prime numbers are sums of
two integer squares.

The choice of content—rings of integers and rings of polynomials—is a
natural one for a course intended for future secondary teachers, who will go
on to teach these topics in some form themselves. In the course, the topics
are studied more deeply and more abstractly than at the high-school level,
especially with the introduction of rings and fields. This provides the students
with the opportunity to acquire a more advanced viewpoint on material that
is at the core of secondary mathematics. The material can work equally well
for a much wider range of mathematics students, and may be well suited for
self-study. An important theme in the book is a familiar one in undergrad-
uate algebra courses: Ideas introduced initially for the ring of integers make
sense as well for rings of polynomials over fields and more generally still for
Euclidean rings. The reader is taken through these settings, then returns from
the abstraction of Euclidean rings to the concrete example of the Gaussian
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integers. There is nothing novel about this choice of topics. Almost every stan-
dard junior–senior algebra text includes many of them, perhaps even from the
same perspective. Moreover, most standard texts include material on many
other topics as well. This one does not. I have not aimed for comprehensive-
ness. Rather, I have aimed to provide a limited amount of material, with the
goal of having students come to grips with, or even master, a small number
of serious mathematical ideas.

The most significant omission from this book is group theory. There are
a few arguments over the course of the book that might lend themselves to a
group-theoretic perspective, in particular, those having to do with the group of
units of a ring, but my sense is that introducing groups in this setting would do
an injustice to the subject. I prefer to introduce groups in a geometric context,
as symmetry groups of regular polygons and regular polyhedra, for example.
Such a treatment did not seem to fit comfortably into this book, so I have
chosen to omit groups altogether. The result is a book lacking the flexibility
to be a comprehensive introduction to abstract algebra, but such a book is
not what I have aimed to write. On this point, I wish to acknowledge my debt
to Lindsay Childs, whose A Concrete Introduction to Higher Algebra provided
me with the model of an algebra text that has integers and polynomials as its
focus and yet is full of beautiful mathematics suitable for an undergraduate
course.

The book contains more material than I can cover in our two-quarter
course. The best of mathematics majors might be able to move quickly, but
they may also be better served by a more traditional groups–rings–fields-style
undergraduate algebra course. I do not aim to move quickly, and moreover,
since I intend for much of the learning to be done by the students without
lecture, I must allow them extra time. Let me describe what I envision as
the core of the course, and what I might choose to cover myself within the
constraints of two quarters.

In the first quarter, I would do all of Chapters 1 to 7. This is essentially
a self-contained course on integers, induction, and some topics in elementary
number theory, culminating in a description of RSA encryption. I would not
have time for Chapter 8, and would leave this as recommended reading. I
introduce the inclusion–exclusion principle in Chapter 7 and use it to provide
a means of calculating the Euler phi function. The treatment of binomial
coefficients in Chapter 8 allows us to give a proof of inclusion–exclusion, but
the ideas are not used again later in the book, and this topic can be safely
omitted. In a two-semester course, I would happily include Chapter 8 in the
first semester.

The core of the second quarter is Chapters 9 through 16, with Chapter 10
done lightly and with Chapter 17 left as supplementary reading. Chapter 10
contains an extended treatment of cubic and quartic polynomials with real
coefficients. This represents a bit of a detour from the main flow of the book.
I would certainly cover Sections 10.1 and 10.2, since this allows the student to
put the quadratic formula in a broader context. For the same reason, I might
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wish to cover Sections 10.4 and 10.7 as well. In a one-year course, I would
cover the entire chapter. The analysis of cubic and quartic polynomials is one
of the great stories in the history of algebra, and represents the most important
mathematics done in the sixteenth century. Every student of algebra should
study this, especially future secondary teachers. Indeed, I have twice taught
a course for preservice and in-service teachers on this material, and I have
incorporated some of my notes for that course in Chapter 10. But, again,
the chapter in its entirety takes us away from the flow of the book, since the
main goal of Part II is for the student to see polynomials with coefficients in
a fixed field as a natural analogue of integers. By Chapter 12, this idea should
be apparent. Part II concludes, in Chapter 14, with the construction of the
polynomial analogue of the ring of integers modulo a prime number, and this
construction allows us to obtain the roots of a nonconstant polynomial f with
coefficients in a field F through the construction of an extension field K of
F that contains those roots. In Chapter 15, our work with rings of integers
and rings of polynomials is placed in a broader and more abstract setting,
applicable to other rings, and in Chapter 16, we focus on one such ring, the
ring of Gaussian integers. Chapter 17 treats topics that have been considered
throughout the book, but in less than the usual detail and without complete
proofs. In a one-year course, I would include this material, and might even
wish to say more about the missing proofs.

I do not have any experience with paring the material down to an amount
suitable for a one-semester course. If I were to do so, I might cover Chap-
ters 1 through 6, the first four sections of Chapter 9, the first two sections of
Chapter 10, and Chapter 12.
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1

Introduction: The McNugget Problem

Mathematics is often regarded as the study of calculation, but in fact, math-
ematics is much more. It combines creativity and logic in order to arrive at
abstract truths. This introductory chapter is intended to illustrate how cal-
culation, creativity, and logic can be combined to solve a particular problem.
We will see that calculation alone is not enough. Needed in addition are an
idea and an argument. The idea helps us decide what calculations are needed,
and the argument demonstrates that the proposed solution to the problem is
correct. The problem we will study is a practical one, but it can be translated
into a question about numbers and arithmetic. The ideas that underlie its
solution will play an important role throughout this book.

Problem 1.1. McDonald’s sells Chicken McNuggets in boxes of 6, 9, and
20. By buying various quantities of each box size, you can buy many differ-
ent amounts of Chicken McNuggets. However, you cannot buy every possible
amount. For instance, you cannot buy 5 McNuggets, or 8 McNuggets. What
other amounts of Chicken McNuggets is it not possible for you to buy? Is
there a largest such amount, and if so, what is it?

Let us restate the problem in a little more detail. Recall that the positive
integers are the numbers of the form 1, 2, 3, and so on; the negative integers are
the numbers −1, −2, −3, and so on; and the integers are the positive integers,
the negative integers, and 0. We will also use the phrase nonnegative integers
to refer to the collection of positive integers and 0. Here is our restatement:

Problem 1.2. McDonald’s sells Chicken McNuggets in boxes of 6, 9, and 20.
Find all the positive integers that represent amounts of Chicken McNuggets
that you cannot buy. Furthermore, if there is a largest such amount, find a
positive integer N with the following two properties:

1. You cannot buy N Chicken McNuggets by ordering a suitable number of
boxes of 6, 9, or 20 nuggets.

2. For every integer n with n > N , you can buy n Chicken McNuggets by
ordering a suitable number of boxes of 6, 9, or 20 nuggets.
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To solve this problem, we might try working our way through the positive
integers one by one, in increasing order. Clearly, we cannot buy 1, 2, 3, 4, or
5 Chicken McNuggets, but we can buy 6. Continuing, we see that we cannot
buy 7 or 8, we can buy 9, we cannot buy 10 or 11, and we can buy 12. This
is easy enough, and we can continue on for a while.

Exercise 1.1. Do continue on, up to n = 49, determining for each n whether
you can buy n Chicken McNuggets.

Does this help? The answer depends on our goal. If our plan is to keep
doing this until we get an answer, without applying any thought, then we
will never succeed, since calculating up to a particular positive integer does
not tell us what the results of the calculations above that integer will be, and
we certainly cannot work our way through every possible positive integer. As
valuable as calculation is, it can produce only a finite amount of data, and
what we seem to need here is an infinite amount of data.

In order to get by with a finite amount of data, we need to complement
the data with two items. First, we need an idea. Second, armed with this
idea, we need an argument to show that we can buy n Chicken McNuggets
for all n above a particular integer N , if, in fact, such an integer N exists.
Conceivably, there may be infinitely many integers n with the property that
you cannot buy n nuggets by ordering a suitable number of boxes of 6, 9,
or 20. As interesting as the problem of finding the desired number N is the
problem of showing that there is such an N , that is, that we can buy every
possible amount of nuggets beyond a certain point. With a good idea, we may
be able to get away with making only a finite number of calculations.

Exercise 1.2. Think of an idea that lets you solve the Chicken McNugget
problem, using your data from 1 to 49. Armed with your idea, solve the
problem.

Have you succeeded? If so, great. If not, let us analyze the problem more
closely. Let us work with easier versions of the Chicken McNugget problem,
returning to the original problem after we get some insights. We can simplify
the problem in two ways: (a) by using nugget boxes with fewer nuggets, and
(b) by allowing only two different box sizes. For example, suppose the Chicken
McNugget boxes come in two sizes, the smaller size having 2 nuggets and the
larger size having 3. What are the possibilities for the number of nuggets we
can buy?

This simpler problem is easy to solve. Since we can buy as many boxes
of 2 as we wish, we can buy 2 or 4 or 6 or 8 or 10 or any even number of
nuggets. That leaves only odd numbers to worry about. We can buy 3 nuggets
by choosing a box of 3. We can add to this a box of 2 in order to buy 5, and
then another box of 2 in order to buy 7, and then additional boxes of 2 in
order to buy 9 or 11 or 13 or any odd number n of nuggets, with n ≥ 3. We
see that we can buy any number of nuggets we please except 1. Thus N in
this case is 1: We cannot buy 1 nugget, but we can buy n nuggets for n > 1.
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This solution did not depend on calculation alone; there was an idea. The
solution is so simple that one may not realize that an idea is actually involved.
The idea is to divide the positive integers into two families, the even integers
and the odd integers, and to treat each separately. Since successive integers
in each family differ by 2, and since we can always buy 2 nuggets, once we
can buy a certain number of nuggets in the family, we can buy all the larger
sizes of nuggets in that family.

Suppose next that Chicken McNuggets come in boxes of sizes 2 and 4.
How many nuggets can we buy? This problem is easier still, but its solution
has a different form. The boxes of 4 are not needed, for we can use two boxes
of 2 to buy 4. Thus whatever we can do with boxes of 2 and 4 we can do with
boxes of 2 alone. What can we do with boxes of 2? We can buy 2, 4, 6, 8,
or any other even number of nuggets, but we cannot buy any odd number of
nuggets. Thus, in contrast to the previous example, there is no N such that
for every n > N we can buy n nuggets. Instead, there are infinitely many
positive integers n for which it is impossible to buy n nuggets, and those are
the odd n’s.

Before proceeding with more examples, let us introduce some terminology
that will free us from the discussion of nuggets and turn this into a purely
mathematical problem. For positive integers a and b, let us say that another
positive integer n is (a, b)-accessible if n can be obtained by adding some
combination of a’s and b’s together. More precisely, n is (a, b)-accessible if
there exist nonnegative integers r and s such that n = ra + sb. We allow
r or s to be 0 as well as positive; this is why we say that r and s can be
nonnegative integers. We will say that n is (a, b)-inaccessible if in contrast,
n is not (a, b)-accessible. Similarly, if we take a third positive integer c, the
positive integer n is (a, b, c)-accessible if there exist nonnegative integers r,
s, and t such that n = ra + sb + tc, and n is (a, b, c)-inaccessible if it is not
(a, b, c)-accessible.

Using the new terminology, we have shown that the (2, 3)-accessible pos-
itive integers are the integers greater than 1 and that the (2, 4)-accessible
positive integers are the even integers. This terminology allows us to restate
the Chicken McNugget problem:

Problem 1.3. Find the positive integers that are (6, 9, 20)-accessible. Deter-
mine whether there is a largest (6, 9, 20)-inaccessible positive integer N , above
which all the positive integers are (6, 9, 20)-accessible, and if so, determine N .

Here are some problems to solve, expressed using the terminology of ac-
cessibility.

Exercise 1.3. Use the idea of dividing positive integers into the even and the
odd families to solve the following problems:

1. Find the (2, 5)-accessible and the (2, 7)-accessible positive integers.
2. For m an arbitrary positive odd integer, find the (2, m)-accessible positive

integers.
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3. For m an arbitrary positive even integer, find the (2, m)-accessible positive
integers.

The next-simplest accessibility problem to analyze is that of finding the
(3, 4)-accessible positive integers. There are several ways to proceed. One way
is to review what we have done for (2, m)-accessibility, breaking the integers
up into two families, even and odd. What analogue exists here? We can let 3
play the role that 2 played before, leading to the family of positive integers
divisible by 3 and the family of positive integers not divisible by 3. The positive
integers divisible by 3 are certainly (3, 4)-accessible. To study those that are
not (3, 4)-accessible, we can refine our analysis further.

Think of the odd integers as those with a remainder of 1 when we divide
by 2 and the even integers as those with remainder 0 when we divide by 2.
Similarly, the positive integers fall into three families with respect to 3: those
with a remainder of 1 when we divide by 3, those with a remainder of 2 when
we divide by 3, and those with a remainder of 0 when we divide by 3. This
produces three lists of positive integers:

1, 4, 7, 10, 13, . . . ;
2, 5, 8, 11, 14, . . . ;
3, 6, 9, 12, 15, . . . .

Let us examine (3, 4)-accessibility for the numbers in each of these lists. Every
number in the third list is (3, 4)-accessible, of course. In the first list, 1 is not
(3, 4)-accessible, but 4 is. Every number above 4 on the first list is obtained
by adding some number of 3’s to 4, so every number above 4 in the first list is
also (3, 4)-accessible. In the second list, it is easy to see that 2 and 5 are not
(3, 4)-accessible, but 8 is. Every number above 8 in the second list is obtained
by adding some number of 3’s to 8, so every number above 8 in the second list
is also (3, 4)-accessible. We have taken care of all the positive integers, finding
that the only ones that are not (3, 4)-accessible are 1, 2, and 5. Again, the
key to the solution is an idea, in this case the idea of breaking the positive
integers into three families according to their remainders when divided by 3.

Exercise 1.4. Use the idea of breaking the positive integers into three fam-
ilies according to their remainders when divided by 3 to solve the following
problems:

1. If m is divisible by 3, what are the (3, m)-accessible positive integers?
2. Find the (3, 5)-accessible positive integers, the (3, 7)-accessible positive

integers, and the (3, 8)-accessible positive integers.
3. Suppose m is a positive integer not divisible by 3. Using the preceding

examples, guess what the largest N might be such that N is (3, m)-
inaccessible but every integer n > N is (3, m)-accessible.

4. Make an argument showing that your guess is correct.
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We are ready to return to the Chicken McNugget problem. Below is an
outline of an approach to solving the problem. You may wish to try to come
up with your own solution before reading the outline.

Exercise 1.5. Analyze (6, 9, 20)-accessibility.

1. We have broken the positive integers into two families, based on remain-
ders when divided by 2, and three families, based on remainders when
divided by 3. Observe that the positive integers can also be broken into
six families, depending on what their remainders are when divided by 6.

2. Write down the first few positive integers in each of the six families. For
instance, one family begins with

1, 7, 13, 19, 25, 31, 37, 43, 49.

3. For each of the six lists, find the first number in the list that is (6, 9, 20)-
accessible.

4. Explain why every number after that number in the list is also (6, 9, 20)-
accessible.

5. Produce a complete list of the (6, 9, 20)-inaccessible positive integers.
6. Using the list, deduce that there is a largest integer that is (6, 9, 20)-

inaccessible and find the positive integers that are (6, 9, 20)-accessible.
7. What ideas went into this solution? How did these ideas allow you to

reduce the calculations necessary to a rather small amount?

There is a way to buy only 4 Chicken McNuggets. To do so, you must buy
a Chicken McNugget Happy Meal. In addition to a container of four nuggets,
you will get fries, a drink, and a toy. If all you want is 4 nuggets, you pay a
premium in buying the meal. It would be cheaper to buy six nuggets and throw
two away. Nonetheless, you can buy 4 nuggets, as an alternative to 6, 9, and
20. Let us redo the Chicken McNugget problem with this new information.

Exercise 1.6. Determine the positive integers that are (4, 6, 9, 20)-accessible
and the positive integers that are (4, 6, 9, 20)-inaccessible.

1. Notice first that 20 is irrelevant (why?), so that you are really determining
the (4, 6, 9)-accessible and (4, 6, 9)-inaccessible positive integers.

2. Determine these integers.
3. Assuming that you are willing to buy Happy Meals, what is the largest

number of Chicken McNuggets that it is not possible for you to buy at
McDonald’s?
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2

Induction and the Division Theorem

2.1 The Method of Induction

In the Introduction we discussed a mathematical problem whose solution re-
quired the verification of an infinite family of statements. We needed to show,
for each integer n > 43, that by ordering a suitable number of Chicken Mc-
Nugget boxes of size 6, 9, or 20 we can buy n Chicken McNuggets. Equiva-
lently, we needed to show that each integer n > 43 is (6, 9, 20)-accessible. This
is an infinite family of statements: 44 is (6, 9, 20)-accessible, 45 is (6, 9, 20)-
accessible, 46 is (6, 9, 20)-accessible, 47 is (6, 9, 20)-accessible, and so on.

The Chicken McNugget problem is typical of a number of mathematical
problems in that the solution consists of an infinite family of statements,
indexed by the integers n larger than some fixed integer N . An important
means of handling such statements is the principle of mathematical induction.
We did not discuss this principle explicitly in our treatment of the Chicken
McNugget problem, but it was used implicitly, as will become evident. Let us
introduce additional problems whose solution can be regarded as an infinite
family of statements, and see by example how induction is used.

We begin with the problem of adding all the integers from 1 to a given
positive integer n. This problem figures in a familiar story about the childhood
of Carl Friedrich Gauss, one of the greatest mathematicians in history. Gauss
lived from 1777 to 1855. If you have studied physics, you may be familiar
with his name as the unit of measurement of magnetic field strength. In the
story, which may be apocryphal, a schoolteacher asked Gauss’s class one day
to add all the integers from 1 to 100. As the story goes, the teacher did this
not because of the mathematical interest of the problem but in order to keep
the students busy. To the teacher’s astonishment, Gauss produced the correct
answer almost instantly.

Gauss may have answered the question by performing addition quickly,
but more likely he knew a formula for the sum of all the numbers from 1 to
a positive integer n. Let us obtain such a formula ourselves, so we too can
answer the teacher’s question instantly.
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Exercise 2.1. We wish to obtain, for each positive integer n, a formula for
the sum of all the numbers from 1 to n. Let us begin by considering a different
question that turns out to be simpler. Recall that an integer is even if it is
divisible by 2 and odd otherwise. Thus an even integer can be written in the
form 2n for some integer n, but an odd integer cannot.

1. Calculate the sums of the first few positive odd integers: 1, 1 + 3, 1 + 3
+ 5, 1 + 3 + 5 + 7. Do you recognize the results as familiar numbers?

2. Guess a formula for the sum 1+3+5+ · · ·+(2n−1) of the first n positive
odd integers.

3. Now draw the following sequence of pictures: a single dot, a 2 × 2 array
of four dots, a 3 × 3 array of 9 dots, and a 4 × 4 array of 16 dots. How
many dots must you add to each array to obtain the next larger array?

4. Using these arrays, explain how each square is built by a sequence of odd
numbers, and how this explains the formula that you have guessed.

Exercise 2.2. Suppose n is a positive integer.

1. What can you do to each of the numbers in the sum

1 + 3 + 5 + · · · + (2n − 1)

in order to obtain the sum

2 + 4 + 6 + · · · + 2n

of the first n positive even integers.
2. Using this idea, and your formula for the sum of the odd integers from 1

to 2n − 1, obtain a formula for the sum 2 + 4 + 6 + · · · + 2n of the even
integers from 2 to 2n.

3. Using the formula you just obtained for the sum of the first n even integers,
perform a simple division to obtain a formula for the sum

1 + 2 + 3 + · · · + n

of all the positive integers from 1 to n.
4. Using this formula, calculate Gauss’s sum 1 + 2 + · · · + 100.

We have succeeded in finding a formula for the sum of the first n positive
integers for every positive integer n. However, our approach required a bit of
cleverness, and the argument in the last part of Exercise 2.1 is not entirely
satisfactory.

Let us develop the notion of mathematical induction and then return to
the sum formula. The technique of induction comes in handy when we have
an infinite family of statements we wish to prove, one for each positive integer
n. For instance, in the example above, the nth statement would say that the
sum of the integers from 1 to n is

(
n2 + n

)
/2; that is, the nth statement is

the equality
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1 + 2 + 3 + · · · + n =
n2 + n

2
.

The principle of mathematical induction gives us a way to proceed. We
can think of it as a technique for climbing a stairway to heaven. Suppose there
is such a stairway, starting on the ground. Let us label the ground level 0,
and let us give each step above the ground a label as well, the first step being
level 1, the second level 2, and so on. By climbing all the way to the top, if
we can, we will reach heaven. To do so, we need a technique for getting off the
ground and a technique for continuing :

1. First we want a technique that allows us to climb from the ground onto
step 1. This is what is meant by “getting off the ground.” Getting from
the ground onto the first step may be easy, or it may not, depending on
how high the step is.

2. Second, we want a technique that allows us to go from each step k to the
next step k + 1. This is what is meant by “continuing.”

Suppose we have these two techniques. Employing the first one, we can get
onto step 1. Employing the second, we can get from step 1 to step 2. Employing
the second technique again, we can get from step 2 to step 3. Employing it
yet again, we can get from step 3 to step 4, and so on. Repeated use of the
second technique should allow us to climb all the way to the top. The principle
of mathematical induction states that this is true: If we have a technique for
getting off the ground and a technique for continuing, we can climb all the
way up the stairway and reach heaven.

Let us state this a bit more formally. Suppose we have a family of state-
ments that we wish to prove, one for every positive integer n. Let us call
the nth statement Statement(n). The principle of induction says that we can
prove all these statements at once if we do the following:

1. First prove Statement(1).
2. Second, show that for every positive integer k, if Statement(k) holds, then

so does Statement(k+1). In doing this, we do not assume that we actually
know that Statement(k) holds. We only assume it as a hypothesis in our
attempt to prove Statement(k + 1). Continuing the staircase metaphor,
we do not assume that we can actually ever reach any of the particular
steps 1, 2, 3, . . . . We only show that if we ever find ourselves on step k,
then we can get to step k + 1.

Suppose we have performed both of these actions. From the first action,
we know that Statement(1) is true. From the second action, it follows that
Statement(2) is true. Since Statement(2) is true, it follows using the second
action again that Statement(3) is true. Since Statement(3) is true, it follows
using the second action yet again that Statement(4) is true. By continuing
in this way, we can conclude that Statement(n) is true for every positive
integer n. This is the method of mathematical induction.
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It is important to realize that action one is as important as action two.
We may be able to climb from any step of the stairway to the next, but if
we cannot get onto the first step, our ability to climb the remaining steps is
useless.

Let us use induction in some examples. First, we return to the problem of
showing that

1 + 3 + 5 + · · · + (2n − 1) = n2.

We had a geometric argument earlier, based on counting dots in square arrays,
that was somewhat vague. In particular, it depended too much on intuition.
Using induction, one could instead proceed as follows.

Theorem 2.1. Let n be a positive integer. Then

1 + 3 + 5 + · · · + (2n − 1) = n2.

Proof. We have an infinite family of statements we wish to prove, one for
each positive integer n. Statement 1 says that 1 = 12, Statement 2 says that
1 + 3 = 22, and so on. We wish to climb the stairway that says that these
infinitely many statements are all true. To get off the ground, we must climb
the first step, which means we must show that 1 = 12. This is certainly true,
and this obvious equality gets us on the first step successfully, with very little
effort.

Suppose we find ourselves on step k. We wish to show that we can get to
step k + 1. To be standing on step k means that the equality of the theorem
is true for n = k:

1 + 3 + 5 + · · · + (2k − 1) = k2.

In saying that we assume ourselves to be standing on step k we are saying
that we can assume that statement k is true. What we must show next is that
under this assumption, we can get to step k + 1. This means that we must
show that the equality of the theorem holds for n = k + 1, on the assumption
that it holds for n = k. The equality for n = k + 1 takes the form

1 + 3 + 5 + · · · + (2(k + 1) − 1) = (k + 1)2,

which we obtain by substituting k + 1 for n.
Since 2(k + 1) − 1 = 2k + 1, we can rewrite the last equality as

1 + 3 + 5 + · · · + (2k + 1) = (k + 1)2.

To review, we are assuming that the equality

1 + 3 + 5 + · · · + (2k − 1) = k2

is true, and we wish to show that the equality

1 + 3 + 5 + · · · + (2k + 1) = (k + 1)2
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is true on that assumption.
One way to proceed is to take the equality that we are assuming to be

true and add the odd number 2k + 1 to both sides. We then get

1 + 3 + 5 + · · · + (2k − 1) + (2k + 1) = k2 + (2k + 1).

But k2 + 2k + 1 = (k + 1)2. Therefore,

1 + 3 + 5 + · · · + (2k − 1) + (2k + 1) = (k + 1)2,

which is exactly what we needed to prove. Thus we have shown that if the
equality of the theorem holds when n = k, then it holds when n = k +1; if we
can get to step k, we can get to step k + 1. The principle of induction allows
us to conclude that we have verified our desired statement for all values of n.
We have climbed the stairway to heaven, and the proof is complete.

Exercise 2.3. Using the principle of mathematical induction, as above, prove
that the following equalities hold for every positive integer n.

1. The sum of the first n integers:

1 + 2 + 3 + · · · + n =
n(n + 1)

2

2. The sum of the squares of the first n integers:

12 + 22 + 32 + · · · + n2 =
n(n + 1)(2n + 1)

6
.

Sometimes a family of statements we wish to prove true is indexed by a
sequence of integers that starts not with 1 but with another integer, such as
0 or 2 or 3. The principle of induction still works, with a slight modification.
We first show that the lowest-numbered statement holds, and then show that
if Statement(k) holds, then Statement(k + 1) holds.

Here is an example. Recall that for a positive integer n the symbol n!
(pronounced n factorial) represents the product

n × (n − 1) × (n − 2) × · · · × 3 × 2 × 1.

For instance, 4!, or “four factorial,” is the product 4 × 3 × 2 × 1, which equals
24. Let us prove the following result by induction. Notice that the inequality
of the theorem is false if n equals 1, 2, or 3.

Theorem 2.2. For every integer n ≥ 4, the inequality n! > 2n holds.

Proof. We will proceed in two stages, by induction. First we show that the
desired inequality n! > 2n holds for n = 4. This is clear, since it is simply
the statement that 24 > 16, which is obviously true. We have gotten off the
ground onto step number 4. For the second stage, suppose that for some k ≥ 4,
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the inequality k! > 2k holds. We wish to show that (k + 1)! > 2k+1. Since we
are assuming that k! > 2k and since it is evident that (k + 1)! = (k + 1) × k!,
we may conclude that

(k + 1)! = (k + 1) × k! > (k + 1) × 2k.

But since k is at least 4, the number k + 1 is certainly greater than 2. Hence

(k + 1) × 2k > 2 × 2k = 2k+1.

Stringing the two sequences of equalities and inequalities together, we con-
clude that (k + 1)! > 2k+1, as desired. By the principle of induction, we can
conclude that for every integer n ≥ 4 we have the inequality n! > 2n.

Exercise 2.4. Prove the two statements below:

1. For every integer n ≥ 3, the inequality n2 > 2n + 1 holds. (Hint: You can
prove this by induction if you wish, but alternatively, you can prove it
directly, without induction.)

2. For every integer n ≥ 5, the inequality 2n > n2 holds. (Hint: Use induction
and the inequality in the previous part of the exercise.)

One must be careful in using induction that errors do not creep into the
argument. Below is a statement and an attempted proof of the statement by
induction.

Theorem 2.3. All cats have the same color.

Proof. We will show that for every collection of k cats there is a color such
that all the cats in the collection have that color. Certainly this is true for
k = 1: There is a color such that the single cat in the collection has that
color. Suppose the statement is true for every collection of k cats and suppose
you come upon a collection of k + 1 cats. You can line them up in a row
and number them, so that cat 1 is on the left, cat 2 is next, and so on, with
cat k + 1 on the right end. Consider the k cats to the left, cats 1 to k. By
assumption, they all have the same color. Consider the k cats to the right,
from 2 to k + 1. By assumption again, they all have the same color. But then
cat 1 has the same color as the cats in the middle, but cat k + 1 also has
the same color as the cats in the middle, and so all k + 1 cats have the same
color. We have thus proved, by the principle of mathematical induction, that
for every positive integer n, all the cats in a collection of n cats have the same
color. Thus, all cats have the same color.

Exercise 2.5. Theorem 2.3 cannot be correct, so there must be an error in
the proof. Study the proof, determine where the error lies, and explain what
is wrong.
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2.2 The Tower of Hanoi

Another illustration of the use of induction arises in analyzing the game called
the Tower of Hanoi. There are infinitely many versions of the game, depending
on the choice of a positive integer n. The game has three vertical poles, with
n disks of different diameters initially stacked on one pole and the other two
poles empty. The initial pile of n disks has the largest one at the bottom, the
smallest at the top, and the disks in between arranged so that every disk is
smaller than the disks below and larger than the disks above. The object of
the game is to move the disks one by one from pole to pole, following the
rule that no disk may be placed on top of a smaller disk, so that at the end
one succeeds in transferring the pile from its initial pole to one of the initially
empty poles. Doing so wins the game, or solves the n-disk puzzle.

A little experimentation with small values of n shows that you can solve
the puzzle in one move if n = 1, in three moves if n = 2, and in seven moves
if n = 3. For instance, with n = 1, there is only one disk, and you can simply
move it in one step to another pole; with n = 2, you can move the smaller
disk to pole 2, the larger disk to pole 3, and then the smaller disk to pole 3.
You should work out solutions for n = 3, 4, and 5 at least, continuing further
if you wish, going far enough so that you can make a guess about what is true
in general. Do not read on until you have done so.

Did your evidence suggest anything? You might have guessed that for
larger n, the puzzle can be solved in 2n − 1 moves. Let us verify this by
induction, or by climbing the stairway to heaven.

Theorem 2.4. For each positive integer n, the Tower of Hanoi puzzle with n
disks can be solved in 2n − 1 moves.

Proof. We have again an infinite family of statements we wish to prove, one
for each positive integer n. Statement 1 says that the puzzle with 1 disk can
be solved in 21 − 1 (= 1) move. Statement 2 says that the puzzle with 2 disks
can be solved in 22 − 1 moves, or 3 moves. Statement n says that the puzzle
with n disks can be solved in 2n − 1 moves. The stairway we wish to climb
this time is the stairway that says that these infinitely many statements are
all true. To get off the ground, we must climb the first step, which means
we must show that the puzzle with 1 disk can be solved in 1 move. We can
show this just by doing it, as already discussed. This gets us on the first step
successfully.

Suppose we have reached step k. We wish to show that we can get to step
k + 1. To be on step k means that we are assuming that the puzzle with k
disks can be solved in 2k − 1 moves. In saying that we suppose that we have
reached step k, we are saying that we are assuming that statement k is true.
What we must show next is that the puzzle with k + 1 disks can be solved in
2k+1 − 1 steps on the assumption that the puzzle with k disks can be solved in
2k − 1 steps.
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To proceed, imagine a three-stage approach to solving the (k + 1)-disk
puzzle. In stage one, we move the k smallest disks from the initial pole to
another of the poles, which we will call the second pole, leaving the largest
disk on the initial pole. Of course, we do this following the rules of the game,
never placing a disk upon a smaller disk. In stage two, we move the largest
disk to the remaining empty pole, the third pole. In stage three, we complete
the solution by moving the k smallest disks, which currently lie on pole two,
onto pole three atop the largest disk.

Let us count how many moves it will take for us to do each stage. The
first stage, moving k disks from pole 1 to pole 2, is really a version of the
k-disk puzzle. We are assuming that we can solve the k-disk puzzle in 2k − 1
moves. Hence we can complete the first stage in 2k − 1 moves. The second
stage, moving the largest disk to pole three, takes one move. The third stage,
moving k disks from pole 2 to pole 3, is another version of the k-disk puzzle.
Therefore, like the first stage, it can be done in 2k −1 moves. Adding together
the 2k − 1 moves used for the first stage, the 1 move used for the second, and
the 2k − 1 moves used for the third, we get a total of(

2k − 1
)

+ 1 +
(
2k − 1

)
moves, and this equals 2k+1 − 1.

We have shown that if we can solve the k-puzzle in 2k − 1 moves, then we
can solve the (k +1)-puzzle in 2k+1 −1 moves. Thus we have shown that if we
can get to step k, we can get to step k + 1. Since we have also shown that we
can obviously get to step 1, the principle of induction allows us to conclude
that we have verified our desired statement for all positive integer values of
n, and the proof is complete. We have again climbed the stairway to heaven.

To illustrate induction again, let us prove another fact about the Tower of
Hanoi puzzle. We have shown that the puzzle with n disks can be solved in
2n − 1 moves. Can it be solved in fewer moves? Again, experimentation with
small values of n will suggest an answer: It cannot. This is clear for n = 1 and
n = 2. Let us prove it in general.

Theorem 2.5. For each positive integer n, the Tower of Hanoi puzzle with n
disks requires at least 2n − 1 moves to be solved.

Proof. Let Theorem(n) be the statement that the n-disk puzzle requires at
least 2n − 1 moves to be solved. We will use induction to prove Theorem(n)
for each positive integer n. To begin, we must show that Theorem(1) is true.
This is the statement that at least one move is required to solve the 1-disk
puzzle. Obviously, we cannot solve it with 0 moves; at least 1 move is needed.
Thus Theorem(1) is true.

Next we will assume that for some positive integer k, Theorem(k) is true,
and show that on that assumption Theorem(k + 1) holds. Theorem(k) states
that at least 2k −1 moves are required to solve the k-disk puzzle. This is what
we are assuming.
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To solve the (k + 1)-disk puzzle, we must at some point move the largest
disk from the initial pole to another pole. In order to do this, we must have
already moved the k smallest disks off the largest disk onto the other two
poles. If in doing so we split the k disks among the other two poles so each
pole has some disk on it, we will not be allowed to move the largest disk, for it
cannot be placed on a smaller disk. Thus we must in fact move all k smallest
disks from the initial pole to a single other pole before we are free to move the
largest disk to another pole. Moving these k disks is a version of the k-puzzle,
which by the assumption of Theorem(k) requires at least 2k − 1 moves. After
performing the necessary moves, we are free to move the largest disk to the
vacant pole. This takes 1 move. To complete the puzzle in the fewest possible
moves, we want to move onto the largest disk the k smallest disks, which are
at this point on a single pole. This again requires at least 2k − 1 moves, by
Theorem(k). Adding up, we see that we must make at least(

2k − 1
)

+ 1 +
(
2k − 1

)
moves to solve the (k + 1)-puzzle. Since

2k − 1 + 1 + 2k − 1 = 2k+1 − 1,

we have proved that if we must make at least 2k −1 moves to solve the k-disk
puzzle, then we must make at least 2k+1 − 1 moves to solve the (k + 1)-
disk puzzle. Thus, we have proved Theorem(k + 1) under the assumption of
Theorem(k). The principle of induction allows us to conclude that we have
verified Theorem(n) for all values of n.

Exercise 2.6. Let us introduce a modified version of the Tower of Hanoi
game. We place the three poles in a straight line and make a new rule: A disk
can be moved only from one pole to an adjacent pole. Suppose the goal of the
modified game is to move the usual stack of n disks from a pole at one end to
the pole at the other end.

1. Solve the modified puzzle for small values of n, and determine how many
moves are required.

2. From these examples, guess a general formula for the number of moves
needed to solve the puzzle.

3. Use induction to prove that the puzzle can be solved in the guessed number
of moves.

2.3 The Division Theorem

With induction available as a method of proof, we can move on to the study
of integers. Recall that an integer a is divisible by an integer n if there is
another integer m such that a = mn. If an integer a is divisible by an integer
n, we also say that n divides a. Let us begin with some simple facts about
divisibility.
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Theorem 2.6. The following divisibility facts hold:

1. The integer 0 is divisible by every integer.
2. Suppose n, a, and r are integers, and n divides a. Then n divides ra.
3. Suppose n, a, and b are integers, and n divides both a and b. Then n

divides a + b and a − b.
4. Suppose r divides s and s divides t. Then r divides t.

Proof. For the first part, for every integer r, we have 0 = r · 0. Thus 0 is
divisible by r. For the second part, we can proceed as follows. Since n divides
a, by definition there is an integer m such that a = mn. Therefore ra = rmn.
Using the definition of divisibility again, we see that n divides ra.

Exercise 2.7. Prove the third and fourth parts of Theorem 2.6 above. Then
use Theorem 2.6 to prove Theorem 2.7 below.

Theorem 2.7. Suppose a and b are integers divisible by an integer n. Then
the integer ra + sb is also divisible by n for every pair of integers r and s.

The key to solving the Chicken McNugget problem in the Introduction
was the fact that if a positive integer is divided by 6, a remainder occurs of
0, 1, 2, 3, 4, or 5. This is a special case of a result that may seem so obvious
it hardly requires discussion. Nonetheless, discuss it we will, for it underlies
much of what we will do in the coming chapters. Let us lead up to it with a
question.

Suppose you ask a class of students to do the division below and to state
the quotient and the remainder:

397 ÷ 14.

If you do this yourself, you will quickly get an answer (what is it?), and you
probably expect everyone in the class, assuming that no calculational errors
are made, to obtain the same answer as yours. Suppose, however, that one
student comes up with a quotient of 27 and a remainder of 19, another a
quotient of 28 and a remainder of 5, and yet another a quotient of 26 and a
remainder of 33. Are they all correct? It is true, after all, that

397 = (14 × 27) + 19,

that
397 = (14 × 28) + 5,

and that
397 = (14 × 26) + 33.

After some thought, you realize that what is wrong with the answers of the
first and third students is that their remainders are too big. The remainder
should be smaller than the divisor. This is part of what we mean when we
speak of a remainder.
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Once everyone agrees on what a remainder is, is it true that the problem
of obtaining a quotient and a remainder upon dividing one positive integer by
another always has a solution, and is this solution unique? These are really
two different questions. Let us begin with the first one. We want the following
statement to be true, a statement called the division theorem.

Theorem 2.8 (Division Theorem). For every two positive integers a and
b, there exist nonnegative integers q and r, with r < a, such that

b = aq + r.

The division theorem asserts the familiar fact that when we divide b by
a, we get a nonnegative integer q as the quotient and a nonnegative integer r
less than the divisor a as a remainder.

If we fix a to be a specific positive integer, then the division theorem
becomes an infinite sequence of statements, one for each positive integer b. It
guarantees that for each such b, when we divide b by the given a, a quotient
q exists and a remainder r between 0 and a − 1 exists. For example, for
a = 6, the division theorem states that for every positive integer b there exist
nonnegative integers q and r, with r < 6, such that b = 6q + r. Thus when we
divide b by 6, we get a quotient q and a remainder r, with r between 0 and 5.
This is exactly the result we needed to solve the Chicken McNugget problem.
Similarly, the division theorem for a = 2 and a = 3 underlay our solutions in
the Introduction to the simpler nugget problems.

Exercise 2.8. Let us consider the division theorem in the special case a = 2.

1. Explain why the division theorem can be restated in this case as follows:
For a positive integer b, there exists a nonnegative integer q such that
either b = 2q or b = 2q + 1.

2. As trivial as this result may seem, let us prove it, using induction. The
statement we wish to prove is that every positive integer b can be written
either as 2q or as 2q+1 for some nonnegative integer q. Follow the outline
below, using induction:
(a) First show that 1 can be written in the desired form.
(b) Now suppose an integer b that is greater than or equal to 1 can be

written in the desired form. Show that b + 1 can also be so written.
(Hint: There are two cases here, and they must be dealt with sep-
arately. First assume that b has the form 2q for some nonnegative
integer q and show that b+1 can be written in the desired form. Then
assume that b has the form 2q + 1 for some nonnegative integer q and
show that b + 1 can be written in the desired form.)

(c) Conclude by the principle of induction that every positive integer b
can be written as 2q or as 2q + 1 for some nonnegative integer q.

Next let us see what the division theorem says in the special case that
a = 3. This is more complicated than the a = 2 case.



20 2 Induction and the Division Theorem

Exercise 2.9. Explain why the division theorem for a = 3 can be restated as
follows: For a positive integer b, there exists a nonnegative integer q such that
b equals either 3q, 3q + 1, or 3q + 2. Prove this result by induction, following
the outline below:

1. First show that 1 can be written in the desired form.
2. Now suppose an integer b that is greater than or equal to 1 can be written

in the desired form. Show that b + 1 can also be so written. (Hint: There
would appear to be three cases here, depending on whether b has the form
3q, 3q +1, or 3q +2, but really the first two can be combined into a single
case. First assume that b has the form 3q or 3q + 1 for some nonnegative
integer q and show that b + 1 can be written in one of the three forms.
Then assume that b has the form 3q + 2 for some nonnegative integer q
and show that b + 1 can be written in one of the three forms.)

3. Conclude by the principle of induction that every positive integer b can
be written as 3q, 3q + 1, or 3q + 2 for some nonnegative integer q.

These two examples serve as models for a proof of the division theorem in
general.

Exercise 2.10. Prove the division theorem by induction. (Hint: Take a to be
a fixed positive integer and let b vary. Prove the theorem for varying b by
induction. First treat the case b = 1. Then assume that the theorem is true
for a given b and show that it holds for b + 1.)

The division theorem can be strengthened by adding a statement about
the uniqueness of q and r:

Theorem 2.9. For positive integers a and b, there exists a unique choice of
nonnegative integers q and r, with r < a, such that

b = aq + r.

In Theorem 2.8 we merely asserted that q and r exist; in Theorem 2.9, we
are asserting in addition that q and r are unique. What we mean by this is
that only one choice of q and one choice of r will work, with the restrictions
that q and r are nonnegative integers and that r < a. To prove this stronger
version, we need only prove the uniqueness statement, since we already know
that suitable q and r exist.

Let us discuss further what is meant by “unique.” Suppose Ilya divides
b by a and comes up with a quotient of q and a remainder of r, with q and
r nonnegative and with r < a. Suppose Anya divides b by a and comes up
with a quotient of s and a remainder of t, with s and t nonnegative integers
and t < a. We hope that the answers of Ilya and Anya agree. In other words,
we hope that Ilya’s quotient q equals Anya’s quotient s and Ilya’s remainder
r equals Anya’s remainder t. That this must be the case is what uniqueness
means. We can formulate this in the following more explicit form:
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Theorem 2.10. For positive integers a and b, suppose q and r are nonnega-
tive integers with r < a such that

b = aq + r

and suppose also that s and t are nonnegative integers with t < a such that

b = as + t.

Then q = s and r = t.

Theorem 2.9 should be regarded as two statements, which we can call
the existence statement and the uniqueness statement. Theorem 2.8 is the
existence statement alone, Theorem 2.10 is the uniqueness statement alone,
and Theorem 2.9 is the combination of Theorem 2.8 and Theorem 2.10.

Exercise 2.11. Prove Theorem 2.10. You may find the following outline use-
ful.

1. Assume first that r ≤ t, so that t − r ≥ 0.
2. Observe that in this case t − r < a and use the given equalities to show

that a divides t − r.
3. Conclude, using the fact that 0 ≤ t − r < a, that t − r = 0 and t = r.
4. Deduce that q = s.
5. Assume next that r ≥ t and make a similar argument.
6. Conclude that since at least one of r ≤ t and r ≥ t is true, we have

obtained the desired equalities.
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3

The Euclidean Algorithm

3.1 Greatest Common Divisors

Suppose a and b are two positive integers. A common divisor of a and b is
an integer r that divides both of them, and the greatest common divisor of
a and b is the largest integer that divides both of them. For example, the
common divisors of 330 and 420 are the integers 1, 2, 3, 5, 6, 10, 15, 30, and
their negatives, from which we see that 30 is the greatest common divisor of
330 and 420. We will write (a, b) for the greatest common divisor of a and b.
Thus (330, 420) = 30. Notice that (a, b) = (b, a), so it does not matter in what
order we write the pair of numbers. Notice also that 1 divides every integer, so
the greatest common divisor of two integers is at least 1. Two integers whose
greatest common divisor is 1 are said to be relatively prime.

A positive integer n that factors as the product rs also factors as the prod-
uct (−r)(−s), and −n factors as (r)(−s) or (−r)(s). The data of these four
factorizations are redundant. In particular, the divisors of a positive integer
a are the same as the divisors of −a, so that

(a, b) = (−a, b) = (a,−b) = (−a,−b).

Therefore, when studying divisors, we can assume that a and b are positive
integers, and we will usually do so.

Exercise 3.1. To get a feeling for the notion of greatest common divisor,
make the following calculations:

1. Find the greatest common divisor of
(a) 10 and 100;
(b) 6 and 24;
(c) 2 and 234 786 991 302.

2. More generally, show that if a and b are positive integers and a divides
b, then the common divisors of a and b are precisely the divisors of a.
Conclude in this case that a is the greatest common divisor of a and b.
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3. Find the greatest common divisor of
(a) 6 and 9;
(b) 25 and 40;
(c) 14 and 85;
(d) 30 and 84;
(e) 66 and 561;
(f) 70 and 1869;
(g) 227 761 and 661 643.

Common divisors of two positive integers a and b arose in our study of
the Chicken McNugget problem. Suppose packages of nuggets come in sizes a
and b. Then the possible quantities of nuggets we can buy are what we called
the (a, b)-accessible positive integers. These are the integers n such that n
can be written as ar + bs for some choice of nonnegative integers r and s.
The greatest common divisor of a and b plays a role in the analysis. To see
why, recall Theorem 2.7, which states that for integers a and b divisible by an
integer d and for every choice of integers r and s, the integer ar + bs is also
divisible by d.

Theorem 2.7 implies that if n is (a, b)-accessible and d is a common divi-
sor of a and b, then d divides n. Thus any quantity of nuggets that can be
purchased by buying boxes of sizes a and b must be divisible by d. Suppose
in particular that d is the greatest common divisor of a and b. If d > 1, then
there are infinitely many positive integers m not divisible by d, and for each
such m, it is impossible to buy m nuggets. Only if the greatest common divi-
sor d is 1 can we hope for an affirmative answer to the question raised in the
Introduction: Is there a positive integer N such that for every integer n > N ,
we can buy n nuggets? We will see later that if the greatest common divisor
of a and b is 1, then the answer is yes for the (a, b)-nugget problem. The point
to observe now is that in analyzing the (a, b)-nugget problem, we must begin
by studying the greatest common divisor of two positive integers a and b.

What method did you use to calculate greatest common divisors of the in-
teger pairs above? One method arises naturally from the definition of greatest
common divisor. It is guaranteed to work, but it can take a long time. Suppose
a and b are positive integers, with a < b. You could try dividing a and b by
every positive integer from 1 to a, one by one. In doing so, you will obtain a
list of the common divisors of a and b. The largest common divisor in your list
is their greatest common divisor. (Since we are looking for the greatest com-
mon divisor, it would generally be faster to start with a and work your way
backwards to 1.) Another approach is to factor each of a and b into smaller
integers and then stare at the factorizations to figure out what the greatest
common divisor is. For instance, 66 = 2 × 3 × 11 and 561 = 3 × 11 × 17, so
you may see from this that 33 is the greatest common divisor.

One weakness of both these approaches is that factoring an integer can
take a long time. The example of the pair 227 761 and 661 643 already suggests
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how laborious this can be. For integers with sufficiently many digits, even the
fastest computers cannot obtain factorizations in our lifetimes.

Fortunately, there is another way to proceed, one that has been known for
2500 years and that is unexpectedly fast. It produces the greatest common
divisor without performing a long sequence of trial divisions. Let us work
through the basic ideas of the method.

Exercise 3.2. Use Theorem 2.6 to show that for positive integers a and b
with a < b, the list of common divisors of a and b coincides with the list of
common divisors of a and b − a. Showing that the two lists coincide requires
two steps. First you must show that every integer on the first list, the list of
common divisors of a and b, is on the second list, the list of common divisors
of a and b − a. Then you must go the other way, showing that every integer
on the second list is on the first list. Once you have shown that the two lists
coincide, you may conclude that

(a, b) = (a, b − a).

Using this result, let us go back to some earlier calculations. Suppose we
want to find the greatest common divisor d of 30 and 84. The result implies
that d is also the greatest common divisor of 30 and 54. (Why?) We can repeat
the process to see that d is also the greatest common divisor of 30 and 24,
and finally that d is the greatest common divisor of 24 and 6, which is 6.

Let us try the calculation of (70, 1869) with this approach. We start by
repeatedly subtracting 70 from 1869. All the subtractions of 70 get a bit
tedious. How many subtractions would we actually make? We can predict
this simply by dividing 1869 by 70. We find that the quotient is 26, with a
remainder of 49. Thus after 26 subtractions of 70 from 1869, we will be left
with 49:

(1869, 70) = (1869 − 70, 70) = (1869 − (2 × 70), 70)
= (1860 − (3 × 70), 70) = · · ·
= (1869 − (26 × 70), 70) = (49, 70).

In other words, we can replace 1869 in this calculation with the remainder,
49, that we obtain when we divide 1869 by 70. The calculation of (49, 70) is
certain to be easier than the calculation of (1869, 70).

This idea can be repeated (or iterated, as mathematicians say). Iterating
yields

(70, 49) = (21, 49) = (49, 21).

Iterating again yields

(49, 21) = (49 − (2 × 21), 21) = (7, 21).

Our sequence of reductions has brought us to the point where we can read off
the answer directly: (1869, 70) = (21, 7) = 7.
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The first set of calculations above showed that (1869, 70) = (70, 49). We
could obtain this either by repeatedly subtracting 70 from 1869 or by simpli-
fying our work through division. This simplification procedure can be applied
in general. For positive integers a and b with a < b, the division theorem
ensures the existence of nonnegative integers q and r with r < a such that
b = aq + r. By subtracting a from b a total of q times, we find that

(b, a) = (b − a, a) = (b − 2a, a) = (b − 3a, a) = · · ·
= (b − qa, a) = (r, a).

This allows us to conclude that (b, a) = (a, r). However, hidden by the dots in
the sequence of equalities above is an argument that needs to be made more
carefully.

Exercise 3.3. Using Theorem 2.7, prove that if a and b are positive integers
with b = aq + r, for nonnegative integers q and r, then

(b, a) = (a, r).

In other words, the greatest common divisor of b and a is the same as the
greatest common divisor of a and r.

In trying to calculate (b, a), the idea of replacing (b, a) with (a, r) can
be iterated. Let us see what happens. Continue to assume that a and b are
positive integers with a < b. We begin with the equality (b, a) = (a, r), where
r is the remainder obtained on dividing b by a. Then we start over again with
the new pair r and a. The benefit of this is that r is likely to be a lot smaller
than b. We continue by subtracting as many r’s from a as we can:

(a, r) = (a − r, r) = (a − 2r, r) = · · · .

How far can we go? We use the division theorem again, to divide a by r and
get a quotient and a remainder. There is a problem with notation here, since
we cannot use q and r again as the names of our quotient and remainder. One
way to deal with this is to use indices.

Start again, regarding the numbers q and r in the equation b = aq + r as
just the first of possibly a long sequence of quotients and remainders. With
this possibility in mind, let us rewrite the equation

b = aq + r

as
b = aq1 + r1.

The 1’s are attached to q and r to indicate that q1 is the first quotient and r1
is the first remainder. From the preceding discussion, we know that (b, a) =
(a, r1).
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The next step is to use the division theorem on a and r1. We obtain
a = r1q2 + r2 for some nonnegative integers q2 and r2 with r2 < r1. The 2’s
attached to q and r in this equation signify that q2 is the second quotient and
r2 is the second remainder. We obtain

(a, r1) = (a − r1q2, r1) = (r2, r1).

Let us keep going. Since r2 < r1, we can keep subtracting r2 from r1 to get

(r1, r2) = (r1 − r2, r2) = (r1 − 2r2, r2) = · · · .

Again, the division theorem tells us how far to go. Say r1 = r2q3 + r3 for
nonnegative integers q3 and r3 with r3 < r2. Then

(r1, r2) = (r1 − r2q3, r2) = (r3, r2).

We can keep going, continuing to use the division theorem to obtain new
quotients and remainders, and rewriting the pair of integers whose greatest
common divisor we are calculating in terms of smaller integers:

(b, a) = (a, r1) = (r1, r2) = (r2, r3) = (r3, r4) = · · · .

This process eventually stops. The reason is that the remainders ri are
nonnegative integers that keep getting smaller. As we shall see, it stops at the
point at which one of the remainders rn divides the previous remainder rn−1.
The result is that we obtain the sequence

(b, a) = (a, r1) = (r1, r2) = · · · = (rn−1, rn) = rn.

This is the Euclidean algorithm.

3.2 The Euclidean Algorithm

Let us use the Euclidean algorithm on some examples. After that we will find
a way to state the algorithm formally and prove that it always works.

As a first example, what is the greatest common divisor of 330 and 420?
We proceed by making a sequence of calculations of quotients and remainders.
First we divide 420 by 330, obtaining

420 = (330 × 1) + 90.

From this and the result of Exercise 3.3, we can conclude that (420, 330), the
greatest common divisor of 330 and 420, is the same as (330, 90), the greatest
common divisor of 90 and 330. Now we continue:

330 = (90 × 3) + 60.
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This implies that (330, 90) = (90, 60). Again,

90 = (60 × 1) + 30,

and this implies that (90, 60) = (60, 30). Finally,

60 = (30 × 2) + 0,

and this implies that (60, 30) = (30, 0) = 30. The algorithm stops, and we can
conclude that (330, 420) = 30. The sequence of calculations we have made can
be summarized thus:

330 = (90 × 3) + 60,

90 = (60 × 1) + 30,

60 = (30 × 2) + 0.

Let us do another example, again displaying the calculations. Suppose we
want to find the greatest common divisor (3145, 23001) of 3145 and 23 001.
Certainly we cannot tell at a glance. We use the division theorem to calculate
the following sequence of remainders:

23 001 = (3145 × 7) + 986,

3145 = (986 × 3) + 187,

986 = (187 × 5) + 51,

187 = (51 × 3) + 34,

51 = (34 × 1) + 17,

34 = (17 × 2) + 0.

We can conclude from this that

(23 001, 3145) = (3145, 986) = (986, 187) = (187, 51)
= (51, 34) = (34, 17) = 17.

Thus 17 is the greatest common divisor of 3145 and 23 001.
Let us do one more example. Suppose we want to find the greatest common

divisor (627, 2015) of 627 and 2015. We use the division theorem again to
calculate the following sequence of remainders:

2015 = (627 × 3) + 134,

627 = (134 × 4) + 91,

134 = (91 × 1) + 43,

91 = (43 × 2) + 5,

43 = (5 × 8) + 3,

5 = (3 × 1) + 2,

3 = (2 × 1) + 1,

2 = (1 × 2) + 0.
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We can conclude from this that

(2015, 627) = (627, 134) = (134, 91) = (91, 43) = (43, 5)
= (5, 3) = (3, 2) = (2, 1) = 1.

Thus the greatest common divisor of 627 and 2015 is 1.

Exercise 3.4. Use the Euclidean algorithm to calculate the greatest common
divisor of:

1. 6 and 9;
2. 25 and 40;
3. 14 and 85
4. 66 and 561;
5. 70 and 1869;
6. 568 and 4292;
7. 17 017 and 18 900;
8. 227 761 and 661 643.

We have used the Euclidean algorithm, but we have not proved that it
is guaranteed to work. To do so, we first need a formal statement of the
algorithm:

Algorithm 3.1 Let a and b be positive integers with a < b, and suppose
a does not divide b. Call a and b the inputs of the algorithm. Perform the
division theorem iteratively, starting with a and b, to obtain the sequence of
equalities

b = aq1 + r1,

a = r1q2 + r2,

r1 = r2q3 + r3,

r2 = r3q4 + r4,

· · ·
rn−1 = rnqn+1 + rn+1.

Here 0 ≤ r1 < a, and each successive ri+1 satisfies 0 ≤ ri+1 < ri. Stop when
a remainder of 0 is reached. In this case, we may suppose that rn �= 0 and
rn+1 = 0, so that the last two equalities produced by the algorithm before it
terminates have the form

rn−2 = rn−1qn + rn,

rn−1 = rnqn+1 + 0.

Call the last nonzero remainder, rn, the output of the algorithm.
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For positive integers a and b, we wish prove two statements:

1. The algorithm just described, with a and b as the input, terminates; that
is, a remainder of zero is eventually obtained.

2. The output rn of the algorithm is the greatest common divisor of a and b.

The following theorem combines these two statements. Read its proof
closely.

Theorem 3.2. Let a and b be positive integers with a < b. If a divides b, then
the greatest common divisor of a and b is a. If a does not divide b, then the
Euclidean algorithm applied to a and b terminates after a finite number n of
steps. The output of the algorithm, rn, is the greatest common divisor of a
and b.

Proof. We have already seen that if a divides b, then (a, b) = a. Thus we may
assume that a does not divide b. We must show first that the Euclidean algo-
rithm terminates. The remainders satisfy the sequence of strict inequalities

a > r1 > r2 > r3 > · · · .

Each time we perform another iteration of the division theorem in carrying
out the algorithm, the new remainder is a nonnegative integer smaller than
the previous one. After at most a iterations, the remainder must be 0, and
the algorithm terminates.

To show that the output is the greatest common divisor of a and b, we
proceed by induction. What should we do an induction on? We do it on the
number of steps n taken before the Euclidean algorithm terminates. Suppose
first that a and b are positive integers for which the algorithm terminates after
one step. This means that the algorithm takes the form

b = aq1 + r1,

a = r1q2 + 0.

The output of the algorithm is r1. We know that (b, a) = (a, r1). But the
second equality shows that r1 divides a. Hence (a, r1) = r1, and we conclude
that (b, a) = (a, r1) = r1. Thus the output is indeed the desired greatest
common divisor.

Now take k to be a positive integer and assume that whenever an input of
c and d is given for which the Euclidean algorithm terminates after k steps,
then the algorithm’s output is the greatest common divisor (c, d). Suppose a
and b are a pair of positive integers such that the algorithm, when fed a and
b as input, takes k + 1 steps to terminate. We wish to show that the output
of the algorithm is (a, b).

The algorithm with input a and b starts with

b = aq1 + r1,

a = r1q2 + r2.
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Notice that what we do after this in running the algorithm is exactly what
we would do if we started the algorithm running with the pair r1 and a as
input rather than the pair a and b. Thus, since the algorithm takes k+1 steps
to terminate with a and b as input, it takes only k steps to terminate with
r1 and a as input. Moreover, the output is the same, whether we start with
input a and b or with input r1 and a.

The inductive assumption can be applied to the input pair of r1 and a.
Therefore, the output, rk+1, is the greatest common divisor (a, r1) of a and r1.
However, we already know from the equality b = aq1 + r1 that (b, a) = (a, r1).
Therefore, the output rk+1 is also the greatest common divisor (a, b) of a and
b, as we wished to show. We have proved by induction on the number of steps
in the algorithm that the output is the greatest common divisor of the input.

3.3 Bézout’s Theorem

The Euclidean algorithm can be used to do more than determine the greatest
common divisor (a, b) of a pair of positive integers a and b. It also allows
us to express (a, b) in terms of a and b. At first, this may not appear to be
important, but it turns out to have many significant consequences.

For arbitrary integers a and b, we say that another integer n is an integer
linear combination of a and b if n can be written as ar+bs for some integers r
and s. The use of the word “integer” comes from the fact that the coefficients
r and s are taken to be integers, and “linear” comes from the fact that a and
b appear to the first power, which is the power to which the variables x and y
appear in the equation y = mx+b of a straight line. In contrast, an expression
of the form a2r+b2s might be called an integer quadratic combination of a and
b. What we will show in the following theorem is that the greatest common
divisor of two integers can be written as an integer linear combination of those
integers.

Theorem 3.3 (Bézout). Let a and b be integers with greatest common di-
visor d. Then there exist integers r and s such that

d = ar + bs.

Thus, the greatest common divisor of a and b is an integer linear combination
of a and b. Moreover, the data of the Euclidean algorithm can be used to
determine an explicit pair of integers r and s such that d = ar + bs.

Bézout’s theorem has both computational and theoretical uses, as we will
see. Before proving Bézout’s theorem and seeing what consequences it has, let
us look at some examples.

Consider the integer pair 70 and 1869. We calculated their greatest com-
mon divisor earlier, using the following sequence of equalities:



32 3 The Euclidean Algorithm

1869 = (70 × 26) + 49,

70 = (49 × 1) + 21,

49 = (21 × 2) + 7,

21 = (7 × 3) + 0.

The output of the algorithm—the last nonzero remainder—is 7. Thus 7 is the
greatest common divisor of 70 and 1869. Bézout’s theorem asserts in this case
that 7 is an integer linear combination of 70 and 1869. Indeed, you can check
that this is true, since

7 = (1869 × 3) + (70 × (−80)) = (1869 × 3) − (70 × 80).

How do we find these coefficients, 3 and −80? We do not need to guess.
We can use the data of the Euclidean algorithm in reverse. Take each row in
the sequence of equalities above, ignoring the last one, and rewrite it as an
equality with the remainder on one side and the rest on the other side:

7 = 49 − (21 × 2),
21 = 70 − (49 × 1),
49 = 1869 − (70 × 26)

We wish to express 7 as an integer linear combination of 70 and 1869. These
equalities let us do so.

The first equality allows us to write 7 as an integer linear combination of
49 and 21. The second lets us write 21 as an integer linear combination of 70
and 49. Substituting the value of 21 from the second equality into the first
equality, we obtain

7 = 49 − (21 × 2) = 49 − (70 − (49 × 1)) × 2 = (49 × 3) − (70 × 2),

where we have used boldface numerals to indicate where the substitution has
been made. This expresses 7 as an integer linear combination of 49 and 70.
The third equality expresses 49 as an integer linear combination of 70 and
1869. Substituting this relationship into our last equality, we obtain

7 = (49 × 3) − (70 × 2) = (1869 − (70 × 26)) × 3 − (70 × 2).

After collecting terms, we obtain

7 = (1869 × 3) − (70 × 80),

as desired.
Let us try this procedure on the pair 3145 and 23 001. Their greatest com-

mon divisor is 17. We would like to express 17 as an integer linear combination
of 3145 and 23001. We take the sequence of equalities constructed earlier that
summarizes the data of the Euclidean algorithm applied to 3145 and 23 001,
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and we rewrite it from bottom to top, with the remainders placed on the left
side. Doing so produces a new sequence of equalities:

17 = 51 − (34 × 1),
34 = 187 − (51 × 3),
51 = 986 − (187 × 5),

187 = 3145 − (986 × 3),
986 = 23 001 − (3145 × 7).

This is all the data we need. We now work our way down, line by line, ex-
pressing 17 as an integer linear combination of 51 and 34, as an integer linear
combination of 187 and 51, as an integer linear combination of 986 and 187,
as an integer linear combination of 3145 and 986, and finally, as an integer
linear combination of 23001 and 3145. Here are the calculations:

17 = 51 − (34 × 1)
= 51 − (187 − (51 × 3)) × 1 = −187 + (51 × 4)
= −187 + (986 − (187 × 5)) × 4 = (986 × 4) − (187 × 21)
= (986 × 4) − (3145 − (986 × 3)) × 21
= −(3145 × 21) + (986 × 67),
= −(3145 × 21) + (23001 − (3145 × 7)) × 67
= (23 001 × 67) − (3145 × 490).

We find in the end that

17 = (23 001 × 67) − (3145 × 490).

With these two examples as guides, you should be able to express the
greatest common divisor d of a pair of integers a and b as an integer linear
combination of a and b.

Exercise 3.5. For each pair of integers a and b below, use the Euclidean
algorithm to find integers r and s such that the greatest common divisor
(a, b) of a and b can be expressed as the integer linear combination ar + bs.

1. 6 and 9;
2. 25 and 40;
3. 14 and 85
4. 66 and 561;
5. 70 and 1869;
6. 568 and 4292;
7. 17, 017 and 18 900;
8. 227 761 and 661 643.
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Exercise 3.6. Prove Bézout’s theorem. (Hint: As in the proof that the Eu-
clidean algorithm yields a greatest common divisor, use induction on the num-
ber of steps before the Euclidean algorithm terminates for a given input pair.)

We now take a look at some of the consequences of Bézout’s theorem. For
positive integers a and b, their greatest common divisor d is defined as the
largest of all the common divisors of a and b. Examples suggest that every
other common divisor of a and b divides the greatest common divisor. For
instance, we have seen that the common divisors of 330 and 420 are 1, 2, 3,
5, 6, 10, 15, 30, and their negatives. All of these integers divide the greatest
common divisor, 30. Bézout’s theorem can be used to show that in general,
each common divisor of a and b divides their greatest common divisor (a, b).

Exercise 3.7. Use Bézout’s theorem to prove that for positive integers a and
b, if an integer e is a common divisor of both a and b, then it divides their
greatest common divisor d. (Hint: Write down what Bézout’s theorem says
about the relationship among a, b, and d, and then use the fact that e divides
both a and b.)

3.4 An Application of Bézout’s Theorem

We can use Bézout’s theorem to prove a famous result of René Descartes, the
seventeenth-century mathematician and philosopher after whom Cartesian
coordinates are named. What is needed for Descartes’s result is not Bézout’s
theorem itself but rather the following consequence. Recall that two integers
are relatively prime if their greatest common divisor is 1.

Theorem 3.4. Suppose that a and b are two relatively prime integers, and
suppose that c is an integer such that a divides the product bc. Then a divides c.

Exercise 3.8. Prove Theorem 3.4. (Hint: To do so, you must make use of the
relative primality of a and b. Use Bézout’s theorem to write down an equation
involving a and b; then multiply both sides of the equation by c.) Show that if
the assumption in Theorem 3.4 that a and b are relatively prime is dropped,
then the conclusion of the theorem may fail. Specifically, give an example of
three integers a, b, and c such that a divides the product bc but a divides
neither b nor c.

Exercise 3.9. Use induction and Theorem 3.4 to prove Corollary 3.5 below.

Corollary 3.5 Let a and b be relatively prime integers, and suppose that c is
an integer and n a positive integer such that a divides the product bnc. Then
a divides c.

We are ready for Descartes’s result. Recall that a rational number is a
number of the form a/b, where a and b are integers and b is nonzero. The
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expression a/b is reduced if a and b are relatively prime. This means that
since a and b have no common factor greater than 1, we cannot cancel any
factors from a and b.

An important problem in algebra is the solution of polynomial equations

anxn + an−1x
n−1 + · · · + a1x + a0 = 0.

Depending on the situation in which the polynomial arises, the coefficients
ai may be arbitrary real numbers, rational numbers, integers, or some other
restricted set of numbers. If the coefficients are rational, we can multiply both
sides of the polynomial equation by a suitable integer to clear denominators,
obtaining in this way an equivalent equation with integer coefficients. Thus,
if we are studying polynomial equations with rational coefficients, we may as
well restrict the coefficients further to the set of integers. Here is Descartes’s
theorem.

Theorem 3.6 (Descartes). Suppose a0, a1, . . . , an are integers, and suppose
further that r and s are relatively prime integers such that the rational number
r/s is a solution to the equation

anxn + an−1x
n−1 + · · · + a1x + a0 = 0.

Then s divides an and r divides a0.

Descartes’s theorem takes a stronger form if the coefficient of highest de-
gree is 1:

Theorem 3.7. Suppose the equation

xn + an−1x
n−1 + · · · + a1x + a0 = 0

has integer coefficients. Every rational number solution to this equation is an
integer that divides a0.

Exercise 3.10. Prove Descartes’s theorem in its first form, Theorem 3.6.
Then use Theorem 3.6 to deduce Theorem 3.7. In proving Theorem 3.6, you
can follow the outline below:

1. Substitute r/s into the equation and multiply through by sn to clear
denominators, obtaining the equation

anrn + an−1r
n−1s + · · · + a1rs

n−1 + a0s
n = 0.

(Check that this is true.)
2. Rewrite the left side as

anrn +
(
an−1r

n−1 + · · · + a0s
n−1) s

and deduce that s divides anrn.
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3. Use Corollary 3.5 to deduce that s divides an.
4. Use a similar argument, regrouping the terms differently, to show that r

divides a0.

Exercise 3.11. Use Theorem 3.7 to find all rational number solutions of the
equations below:

1. x3 + x − 1 = 0;
2. x3 − 2x + 1 = 0;
3. x3 + x2 + x + 1 = 0;
4. x3 − 24x + 5 = 0;
5. x5 − 3x4 − x3 + 3x2 + 9x − 6 = 0.

3.5 Diophantine Equations

Bézout’s theorem can be interpreted as saying that for integers a and b with
greatest common divisor d, there are integer solutions to the equation

ax + by = d.

Here x and y are the unknowns, or variables, while a, b, and d are known
constant numbers. For instance, suppose we want to solve the equation

70x + 1869y = 7.

Bézout’s theorem guarantees that 7 is an integer linear combination of 70
and 1869, since 7 is their greatest common divisor. Thus Bézout’s theorem
guarantees the existence of integer solutions x and y to the equation 70x +
1869y = 7. Moreover, Bézout’s theorem asserts that we can find a solution
explicitly by using the Euclidean algorithm, and we did so. We found that
x = −80 and y = 3 is a solution.

Equations with integer coefficients and with variables that take integer
values are called Diophantine equations, after the Greek mathematician Dio-
phantus, who lived around 250 c.e. Diophantine equations can be hard to
solve; some Diophantine equations have no solutions at all. For example, con-
sider the equation

2x + 4y = 17.

Notice that regardless of the integer values that x and y are allowed to assume,
the integers 2x and 4y are even, so their sum 2x + 4y is also even. But 17 is
odd. Therefore, there can be no solution. Similarly,

6x + 21y = 133

has no solution, since the left side must be divisible by 3 and the right side
is not.
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Another example of a Diophantine equation is the equation

xn + yn = zn,

where x, y, and z are variables and n is a fixed positive integer. If n = 2, you
know many solutions, such as x = 3, y = 4, z = 5, and x = 5, y = 12, z = 13.
These are Pythagorean triples, which form the sides of a right triangle. For
n > 2, there are trivial solutions arising when we let one of the variables take
on the value 0, but it is hard to find any others. Indeed, the brilliant French
mathematician Pierre de Fermat (1601–1665) made the famous conjecture
that there are no solutions other than the trivial ones. He came up with this
conjecture while reading Diophantus’s book Arithmetica, and wrote in the
margin of that book that he had a marvelous proof for the statement but that
the margin, alas, did not allow him enough room to write it down.

In those days much of mathematics was carried on by private correspon-
dence, with mathematicians posing challenges to their colleagues rather than
publishing proofs of their results. Consequently, Fermat never produced com-
plete proofs of a number of his assertions. In the century after his death
all of his unproved assertions were proved by other mathematicians, except
for that marginal note about the lack of nontrivial solutions to the equation
xn + yn = zn for n > 2. As Fermat’s last unproved statement, it came to be
known as “Fermat’s last theorem.” A better name would have been “Fermat’s
conjecture,” since a theorem is a true mathematical statement, and without
a proof, we cannot know whether a mathematical statement is true. We can
only conjecture that it might be true. Fermat’s conjecture remained just that,
a conjecture, for over three centuries, and a proof of this conjecture became
the most sought-after prize in mathematics, tantalizing generations of the
world’s most accomplished mathematicians, as well as hosts of mathematical
amateurs.

Over the years Fermat’s conjecture was proved for many values of n, in-
cluding all values up to some huge number. But no one had been able prove
that the statement was true for every integer n greater than 2 until 1994,
when Andrew Wiles finished years of work by finding a proof. His achieve-
ment received worldwide media coverage, including a story on the front page
of the New York Times. It was the greatest mathematical accomplishment of
the past century.

Whether Fermat himself had found a proof remains unknown, although it
is most unlikely that he did, since Wiles’s proof uses an impressive battery
of the heavy machinery developed by twentieth-century mathematics. It far
more likely that Fermat had a proof only for the special cases n = 3 and
n = 4 and had assumed, incorrectly, that the property of unique factorization
enjoyed by the integers (we will study this property in Chapter 5) holds in all
number rings of the type that we will study in Chapter 6.

Now that we know that some Diophantine equations can be very difficult to
solve, let us return to some simpler Diophantine equations, such as 2x+4y =
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17. The line of reasoning we used above to show that this equation has no
solutions can be used more generally to prove the following statement:

Theorem 3.8. For integers a, b, and e, if (a, b) does not divide e, then the
equation

ax + by = e

has no integer solution; that is, there are no integer values of x and y that
solve the equation.

Many statements in mathematics take the form “If P is true, then Q is
true.” In logic, the alternative statement “If Q is not true, then P is not
true” is called the contrapositive of the original one. The two statements are
logically equivalent : They say the same thing, in a different form, and they
are both either simultaneously true or simultaneously false. For instance, the
contrapositive of Theorem 3.8 is the following:

Theorem 3.9. For integers a, b, and e, if the equation

ax + by = e

has an integer solution, then (a, b) divides e.

Exercise 3.12. Prove Theorem 3.9, thereby proving the logically equivalent
Theorem 3.8. (Hint: Use Theorem 2.7.)

Theorem 3.8 is a negative result, telling us that certain Diophantine equa-
tions cannot be solved. Bézout’s theorem can be regarded as a positive result,
telling us that for integers a and b with greatest common divisor d, the Dio-
phantine equation ax + by = d has a solution, and that the solution can be
found explicitly using the Euclidean algorithm. More generally, in contrast
to the setup of Theorem 3.8, let us consider integers a, b, and e for which
the greatest common divisor (a, b) does divide e. Can we solve the equation
ax + by = e?

Theorem 3.10. For integers a, b, and e, if (a, b) divides e, then the equation

ax + by = e

has an integer solution.

Proof. Let us write d for (a, b). We are assuming that d divides e, which means
that there is another integer t with e = dt. By Bézout’s theorem, there are
solutions x = r and y = s to the equation ax + by = d; that is, there are
integers r and s such that

ar + bs = d.

Multiplying both sides of this last equation by t, we obtain

a(rt) + b(st) = dt = e.

Thus, the equation ax + by = e has the solution x = rt and y = st.
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Not only have we proved Theorem 3.10, but also we have shown how to
obtain a solution. First we use the Euclidean algorithm to solve ax+by = (a, b)
for x and y, then we multiply these solutions by the integer e/(a, b).

We can put Theorems 3.9 and 3.10 together into one statement. Let us
again consider a statement of the form “If P is true, then Q is true.” The
statement “If Q is true, then P is true” is called its converse. These two
statements are not logically equivalent. Both could be true, one could be true
while the other is false, or both could be false. They are independent of each
other. If both are true, this can be summarized by saying “P is true if and
only if Q is true.” The phrase “if and only if” is a way of combining two
separate statements, each the converse of the other. For instance, combining
Theorems 3.9 and 3.10, we obtain the following result:

Theorem 3.11. For integers a, b, and e, the equation

ax + by = e

has an integer solution if and only if (a, b) divides e.

Exercise 3.13. For each of the following equations, decide whether it can be
solved in integers. If so, find a solution:

1. 6x + 9y = 2;
2. 6x + 9y = −33;
3. 25x + 40y = 345;
4. 14x + 85y = 3;
5. 66x + 561y = 22;
6. 66x + 561y = 99;
7. 70x + 1869y = 35;
8. 3145x + 23 001y = 4;
9. 3145x + 23 001y = −85.

We have just discussed how to use the Euclidean algorithm to obtain a
solution to the equation ax + by = e for integers a, b, and e such that (a, b)
divides e. However, there will be many more solutions. To see why, let us
consider an example.

Suppose we wish to solve 6x+15y = 21. Since (6, 15) = 3 and 3 divides 21,
Theorem 3.10 ensures that there is a solution. Our procedure for finding the
solution is first to use the Euclidean algorithm to solve 6r + 15s = 3. Doing
so yields the solution r = −2 and s = 1, with

(6 × (−2)) + (15 × 1) = 3.

If we multiply both sides of this equality by 7, we obtain

(6 × (−14)) + (15 × 7) = 21. (�)

Thus x = −14 and y = 7 is another solution to 6x + 15y = 21.
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These two solutions are not the only ones. For instance, 6 + 15 = 21, so
x = y = 1 is another solution. We can explain why more solutions exist by
writing down the obvious equality

6 × 15 = 15 × 6.

Let us divide the right factors of both sides of this equation by 3, the greatest
common divisor of 6 and 15. We get

6 × 5 = 15 × 2.

Next multiply both sides of this equation by a generic integer u (that is, u
represents an arbitrary integer) to get

6 × 5u = 15 × 2u

and rewrite this as (
6 × (5u)

)
+

(
15 × (−2u)

)
= 0. (��)

Equation (��) is just a fancy way of saying that zero equals zero, and if
we add equation (��) to equation (�) above, we obtain

6(−14 + 5u) + 15(7 − 2u) = 21.

We have thus found a recipe for writing down infinitely many integer solutions
to the equation 6x + 15y = 21 once we have a single solution. For instance,
taking u = 3, we get the solution x = y = 1, and taking u = −29, we get the
solution x = −159, y = 65.

Exercise 3.14. Using the idea above, describe infinitely many integer solu-
tions to each of the equations below:

1. 6x + 9y = −33;
2. 25x + 40y = 345;
3. 14x + 85y = 3.

Let us finish the discussion of Bézout’s theorem and equations of the form
ax + by = e with a puzzle.

Exercise 3.15. Suppose you have two hourglasses, the first measuring a time
period of a minutes and the second measuring a time period of b minutes.
How can you use them to measure a time period of c minutes, where a, b, and
c are as follows?

1. a = 3, b = 7, and c = 8;
2. a = 5, b = 7, and c = 11;
3. a = 6, b = 11, and c = 13.

(Hint: Here is the solution of a simpler version. Suppose a = 2, b = 3, and
c = 1. You can use the two-minute and three-minute hourglasses to measure a
period of 1 minute by starting them at the same time. The time between the
moment when the two-minute hourglass runs out of sand and the three-minute
hourglass does is one minute.)
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Congruences

4.1 Congruences

In this chapter we will begin our study of congruence, a notion that makes it
possible to formulate certain statements about divisibility in a concise way.
Initially, congruences may appear to be no more than a notational device for
stating arithmetic facts. However, once we start using the notation, a new and
important way of thinking will emerge.

For a positive integer m and integers a and b, we follow Gauss and write

a ≡ b (mod m)

to mean that a and b have the same remainder upon division by m. In words,
the notation is read as

a is congruent to b modulo m.

The expression a ≡ b (mod m) is called a congruence, and m is the modulus
of the congruence. For example,

12 ≡ 26 (mod 7)

is read as “12 is congruent to 26 modulo 7” and means that 12 and 26 have
the same remainder, namely 5, upon division by 7.

Every integer is congruent to every other integer modulo 1, since every
integer has the same remainder, namely 0, upon division by 1, so congruences
modulo 1 are not interesting. For this reason, we generally assume in working
with congruences that the modulus m is an integer greater than 1.

Exercise 4.1. To develop your understanding of the definitions, do the fol-
lowing:

1. Determine whether
3 ≡ 123 (mod 5)

and whether
42 ≡ 88 (mod 17) .
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2. Decide whether an even integer can be congruent to an odd integer mod-
ulo 2.

Exercise 4.2. An equivalent definition of congruence is that a ≡ b (mod m)
if m divides a− b. Show that our two definitions of congruence are equivalent;
that is, show that for integers a and b, a positive integer m divides a−b if and
only if the remainder obtained when a is divided by m equals the remainder
obtained when b is divided by m.

The following result is essentially a restatement of the division theorem.

Theorem 4.1. Let m be an integer greater than 1. Every integer a is congru-
ent modulo m to exactly one of the integers 0, 1, . . . , m − 1.

Exercise 4.3. Theorem 4.1 is really two statements. First, it asserts that an
integer a is congruent modulo m to at least one of the integers from 0 to m−1.
Second, it asserts that there is a unique such integer; that is, if a is congruent
to an integer r and to an integer s, both between 0 and m − 1, then r and s
must be the same integer; that is, r = s. Prove both statements.

For an integer m > 1 and another integer a, the unique integer between 0
and m − 1 to which a is congruent modulo m is called the least nonnegative
residue of a modulo m. For example, the least nonnegative residue of 79
modulo 9 is 7. After all,

79 ≡ 7 (mod 9) ,

and no nonnegative integer smaller than 7 is congruent to 79 modulo 9. (We
know this by Theorem 4.1, which tells us that 79 is congruent to exactly one
integer in the set 0, 1, . . . , 8, and once we know that 79 is congruent to 7
modulo 9, we know that it cannot be congruent to 0 or 1 or 2 or 3 or 4 or 5
or 6 modulo 9.

As another example, the least nonnegative residue of the integer

123 332 334 567

modulo 2 is 1, and the least nonnegative residue of the integer

124 333 222 555 666 777 222 119

modulo 100 is 19. Make sure that you understand why these two statements
are true. Recall that the least nonnegative residue of a modulo m is the
remainder obtained when a is divided by m.

What is the least nonnegative residue of 399 modulo 5? The answer this
time is not apparent. We can multiply 3 times itself 99 times to find out, but
this will take a long time. We will see soon that the answer can be found
quickly by using some basic facts about congruences. These facts are the
analogues for congruences of some familiar facts for equalities.
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The reason that such analogues exist is that congruences behave in certain
ways like equalities. Two numbers are equal if they are exactly the same, while
two numbers are congruent (modulo some integer m) if they are “sort of” the
same in the sense that their remainders upon division by m are the same. This
“sort of” equality, or equivalence relation, gives congruences some important
properties shared by true equalities.

For integers a, b, and c, if a = b and b = c, then of course, a = c. Our first
basic congruence fact is analogous.

Proposition 4.2 Fix an integer m > 1. Suppose a, b, and c are integers such
that

a ≡ b (mod m) and b ≡ c (mod m) .

Then
a ≡ c (mod m) .

Proof. The congruence a ≡ b (mod m) implies that m divides a − b, and
b ≡ c (mod m) implies that m divides b − c. We have already proved that
if m divides two integers, then it divides their sum. Therefore, m divides
(a − b) + (b − c), which is a − c. This proves that a ≡ c (mod m), as desired.

Let us review another familiar fact about equalities. For integers a, b, e,
and f , if

a = e and b = f,

then
a + b = e + f and ab = ef.

Informally, we say that we can add and multiply equalities. There is a parallel
result for congruences; that is, they can be added and multiplied:

Proposition 4.3 Fix an integer m > 1. Suppose a, b, e, and f are integers
satisfying

a ≡ e (mod m) and b ≡ f (mod m) .

Then
a + b ≡ e + f (mod m) and ab ≡ ef (mod m) .

Proof. Let us prove the statement about products. When we translate it into
a statement about division, it takes the following form. If m divides a− e and
m divides b − f , then m divides ab − ef . This is by no means obvious. Let
us rephrase it yet again. To say that m divides a − e is to say that there is
an integer r such that a − e = rm. Similarly, there is an integer s such that
b − f = sm. In other words, a = e + rm and b = f + sm. Therefore,

ab = (e + rm)(f + sm) = ef + esm + frm + rsm2.

We can rewrite this as

ab − ef = (es + fr + rsm)m,

from which we see that m divides ab − ef .
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We can use Proposition 4.3 to deal with the problem of finding the least
nonnegative residue of 399 modulo 5. Raising 3 to a high power might take
considerable effort, but raising 1 to a high power is easy: We always get 1. We
therefore seek a (preferably low) power of 3 that is congruent to 1 modulo 5.
Let us do a bit of calculation:

31 = 3 ≡ 3 (mod 5) ,

32 = 9 ≡ 4 (mod 5) ,

33 = 27 ≡ 2 (mod 5) ,

34 = 81 ≡ 1 (mod 5) .

With the fact 81 ≡ 1 (mod 5) in hand, in Proposition 4.3 we take 81 as both
a and b, and we take 1 as both e and f , thereby obtaining

81 × 81 ≡ 1 × 1 (mod 5) ,

or
812 ≡ 1 (mod 5) .

Repeating this, we find that

81 × 81 × 81 ≡ 1 × 1 × 1 (mod 5) ,

or
813 ≡ 1 (mod 5) .

More generally, an induction argument shows that

81n ≡ 1 (mod 5) (�)

for every positive integer exponent n. Recall that we chose 81 because 81 = 34.
Writing 81n =

(
34

)n = 34n, we can rewrite the congruence (�) above as

34n ≡ 1 (mod 5) .

This congruence holds for every positive integer n.
In order to find the least nonnegative residue of 399 modulo 5, we can

rewrite 399 as 396 × 33 = 34·24 × 33 and apply Proposition 4.3 one more time.
Using

396 = 34·24 ≡ 1 (mod 5)

and
33 ≡ 2 (mod 5) ,

we obtain
399 ≡ 2 (mod 5) .

Thus 2 is the least nonnegative residue of 399 modulo 5.
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As another example, suppose we want to calculate the least nonnegative
residue of 1285 modulo 7. We can use Proposition 4.3 to replace 12 by 5.
Since 12 ≡ 5 (mod 7), Proposition 4.3 implies that 122 ≡ 52 (mod 7), that
123 ≡ 53 (mod 7), and ultimately, by induction, that 1285 ≡ 585 (mod 7).
Thus it suffices to calculate the least nonnegative residue of 585 modulo 7. Let
us determine the least nonnegative residue of each of the first few powers of
5 modulo 7. Once again, we seek a power of 5 that is congruent to 1 modulo
7. We can check that 52 ≡ 4 (mod 7) and 53 ≡ 6 (mod 7). Since 54 = 53 × 5,
we see that

54 =
(
53 × 5

) ≡ (6 × 5) ≡ 30 ≡ 2 (mod 7) .

Continuing in this way, we find that 55 ≡ 3 (mod 7) and 56 ≡ 1 (mod 7).
Therefore, using Proposition 4.3 yet again, we obtain the congruence 56n ≡
1 (mod 7) for every positive integer n. In particular, 584 = 56·14 ≡ 1 (mod 7),
and so 585 ≡ 5 (mod 7). The least nonnegative residue of 585 modulo 7 is
therefore 5.

Exercise 4.4. In calculating the least nonnegative residues of powers of in-
tegers we made implicit use of the following corollary to Proposition 4.3: If
a ≡ b (mod m), then an ≡ bn (mod m) for every positive integer n. Prove
this corollary using mathematical induction.

Exercise 4.5. Using Proposition 4.3, find the least nonnegative residues be-
low. In addition to the answer, show the calculations you made to get it:

1. 282 (mod 5);
2. 31502 (mod 13);
3. 51004 (mod 7);
4. 613 334 451 (mod 7).

Propositions 4.2 and 4.3 illustrate ways in which congruences behave like
equalities. Here is another way.

Proposition 4.4 Fix an integer m > 1. Suppose a and b are integers satis-
fying

a ≡ b (mod m) .

Then for every integer r, the congruence

ra ≡ rb (mod m)

holds.

Thus just as with an equality, you can multiply both sides of a congruence
by an integer and preserve the congruence.

Proof. The proof is simple. The congruence a ≡ b (mod m) is equivalent to
the statement that m divides a − b. But then m divides r(a − b) = ra − rb,
and this statement is equivalent to the desired congruence.
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For integers a, b, and r, with r �= 0, another familiar fact about equalities
is that if ra = rb, then a = b. We often summarize this statement by saying
that we can “cancel” r. Alas, the analogous statement about congruences need
not hold. If ra ≡ rb (mod m), we cannot conclude that a ≡ b (mod m). For
example, 10 ≡ 12 (mod 2), or equivalently,

2 × 5 ≡ 2 × 6 (mod 2) .

However, canceling the factor 2 from both sides yields

5 ≡ 6 (mod 2) ,

which is false.
However, all is not lost, and we shall see that there are important cases in

which cancellation in a congruence is possible. We note first that there is one
case in which cancellation is not permitted in an equality: You cannot divide
both sides of an equality by zero. The reason that cancellation failed in the
congruence above has to do with the fact that 2 is congruent to 0 modulo 2,
and in some sense we were trying to cancel out a “zero” (modulo 2). We will
now show that cancellation in congruences is problematic when the integer
we wish to cancel has a common factor (greater than 1) with the modulus.

With this in mind, let us fix a modulus m > 1 and suppose that r is an
integer such that (r, m) > 1. We assert that in this case r cannot in general
be canceled from congruences modulo m. To see why, let d = (r, m). Then
there are integers r′ and m′ with r = dr′ and m = dm′. Notice that rm′ =
dr′m′ = r′dm′ = r′m, so that m divides rm′. This yields the congruence
rm′ ≡ 0 (mod m). If we try to cancel r from this congruence, we obtain m′ ≡
0 (mod m), which means that m divides m′. But 0 < m′ < m, so m cannot
divide m′. Thus r cannot be canceled from the congruence rm′ ≡ 0 (mod m).

That is the bad news. However, the good news is that if (r, m) = 1, then
r can be canceled from congruences modulo m:

Theorem 4.5. Let r and m be relatively prime integers, with m > 1. If a and
b are integers for which

ra ≡ rb (mod m) ,

then
a ≡ b (mod m) .

Exercise 4.6. Prove Theorem 4.5. (Hint: Observe that what you must prove
is that if m divides ra − rb, then m divides a − b. Review Theorem 3.4 and
observe that you have essentially proved this already.)

4.2 Solving Congruences

In algebra one studies equations involving an unknown, such as
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3x + 4 = 5.

Similarly, one can study congruences involving an unknown, such as the con-
gruence

3x + 4 ≡ 5 (mod m)

for some modulus m. To solve 3x + 4 = 5 is to find a value of x, or perhaps
all values of x, for which the equation is true. To solve 3x + 4 ≡ 5 (mod m)
is to find the integers x for which the congruence is true. If a solution exists,
the congruence is solvable; otherwise, the congruence is not solvable.

Suppose, for example, that m = 13, so that the congruence we want to
solve is

3x + 4 ≡ 5 (mod 13) .

Proposition 4.3 ensures that subtracting 4 from both sides of the congruence
yields the new, equivalent, congruence

3x ≡ 1 (mod 13) .

By testing integers, we find that x = 9 is a solution. If we keep going, we will
find other solutions, such as x = 22 and x = 35. In fact, for every integer u,
you can check that the integer x = 9 + 13u is a solution of the congruence.

Consider the following question: For what positive integers a and m with
m > 1 is the congruence

ax ≡ 1 (mod m)

solvable? Such congruences are certainly not solvable for all values of a and
m. For instance, consider the congruence

2x ≡ 1 (mod 2) .

Solving this means finding an integer x with the property that 2 divides 2x−1.
But for every integer x, the integer 2x − 1 odd, so 2 cannot divide 2x − 1. In
other words, the congruence is not solvable.

More generally, consider the congruence

2x ≡ 1 (mod m) .

If m is even, we run into the same difficulty. For every integer x, the integer
2x−1 is odd, so the even integer m cannot divide 2x−1. Thus, for every even
m, the congruence 2x ≡ 1 (mod m) is not solvable. However, if m is odd, you
should be able to see that 2x ≡ 1 (mod m) is solvable (every odd integer m
can be written in the form m = 2r − 1 for some integer r).

Let us try another example. Consider the congruence

3x ≡ 1 (mod 3) .

A solution is an integer x with the property that 3 divides 3x−1. Can there be
a solution? No. After all, 3 divides 3x for every integer value of x, so 3 cannot
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divide 3x − 1. Therefore, the congruence is not solvable. More generally, if m
is a positive integer divisible by 3, the congruence

3x ≡ 1 (mod m)

is not solvable, for m cannot divide 3x − 1. On the other hand, if m is not
divisible by 3, then

3x ≡ 1 (mod m)

is solvable. This is not so obvious, but it will follow as a special case of a more
general theorem below. Let us first work out some more examples.

Exercise 4.7. In this problem, we will consider congruences in the special
form ax ≡ 1 (mod m). The problems below can be solved simply by trying
all possibilities modulo m.

1. For each integer a from 1 to 4, find a solution to the congruence ax ≡
1 (mod 5).

2. For each integer a from 1 to 5, either find a solution to the congruence
ax ≡ 1 (mod 6), or show that there is no solution.

3. For each integer a from 1 to 6, find a solution to the congruence ax ≡
1 (mod 7).

The following theorem tells us when the congruence ax ≡ 1 can be solved
modulo m.

Theorem 4.6. Let a and m be positive integers with m > 1. The congruence

ax ≡ 1 (mod m)

is solvable if and only if (a, m) = 1.

Exercise 4.8. Prove Theorem 4.6. Since it is an “if and only if” statement,
it consists of two separate statements, so two proofs are needed.

1. Begin by proving that if the congruence

ax ≡ 1 (mod m)

is solvable, then (a, m) = 1. To do so, use the assumption that there is a
solution to show that every positive integer d dividing both a and m must
divide 1.

2. Then prove that if (a, m) = 1, the congruence

ax ≡ 1 (mod m)

is solvable. To do so, you can use Bézout’s theorem.

Theorem 4.6 is a special case of the following more general theorem, one
of the most important we will discuss.
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Theorem 4.7. Let a, e, and m be positive integers, with m > 1. The congru-
ence

ax ≡ e (mod m)

is solvable if and only if (a, m) divides e.

Notice that Theorem 4.7 really is a generalization of Theorem 4.6: By
setting e equal to 1 in Theorem 4.7, we recover Theorem 4.6 as a special case.
Since Theorem 4.7 is an “if and only if” statement, it too is two statements
in one. The two statements can be proved by following the pattern used in
the preceding exercise: One statement follows from elementary divisibility
considerations, the other from Bézout’s theorem. If you were to carry out the
proof, you would find that the arguments are familiar, and for good reason.
We have proved Theorem 4.7 already. It is Theorem 3.11 in disguise. Recall
what Theorem 3.11 said: For integers a, b, and e, the equation ax + by = e
has an integer solution if and only if (a, b) divides e.

Exercise 4.9. Prove Theorem 4.7 by showing that it is a consequence of the
already proved Theorem 3.11.

Let us try solving some congruences. Suppose we wish to solve

30x ≡ 16 (mod 84) .

According to Theorem 4.7, this is solvable if and only if the greatest common
divisor of 30 and 84, which is 6, divides 16. Since 6 does not divide 16, there
is no solution. Suppose instead that we wish to solve

30x ≡ 18 (mod 84) .

Since 6 does divide 18, there is a solution. A solution is an integer x such that
84 divides 30x − 18. For 84 to divide 30x − 18, there must be an integer y
such that 30x − 18 = 84y, and we can rewrite this equation as 30x − 84y =
18. Thus solving the congruence 30x ≡ 18 (mod 84) amounts to solving the
Diophantine equation 30x − 84y = 18.

We learned how to solve 30x−84y = 18 in Section 3.5, using the Euclidean
algorithm. The algorithm, with input 30 and 84, produces the equalities

84 = (30 × 2) + 24,

30 = (24 × 1) + 6,

24 = (6 × 4) + 0.

From this we obtain the equalities

6 = 30 − (24 × 1),
24 = 84 − (30 × 2),

and from these we find that
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6 = 30 − (24 × 1) = 30 − (84 − (30 × 2)) = (30 × 3) − 84.

Therefore,
18 = 6 × 3 = (30 × 9) − (84 × 3).

This shows that x = 9 and y = 3 is a solution to the equation 30x−84y = 18.
It follows that x = 9 is a solution to the congruence 30x ≡ 18 (mod 84).

Exercise 4.10. For each of the congruences below, decide whether there is a
solution. If there is one, find a solution using the Euclidean algorithm:

1. 8x ≡ 1 (mod 6);
2. 8x ≡ 4 (mod 6);
3. 15x ≡ 1 (mod 21);
4. 15x ≡ 6 (mod 21).

4.3 Congruence Classes and McNuggets

In Chapter 1 we introduced the problem of determining what quantities of
Chicken McNuggets can be bought if the nuggets are sold in boxes of particular
sizes. For example, if nuggets are sold in boxes of sizes 3 and 7, we found that
we can buy every possible amount of nuggets larger than 11. To prove this, we
partitioned the positive integers into three classes according to the remainder
upon dividing by 3:

Class 0: 3, 6, 9, 12, 15, . . . ;
Class 1: 1, 4, 7, 10, 13, . . . ;
Class 2: 2, 5, 8, 11, 14, . . . .

Let us call these classes C(0)+, C(1)+, and C(2)+. Thus C(0)+ is the col-
lection of positive integers whose remainder upon division by 3 is 0, C(1)+ is
the collection of positive integers whose remainder upon division by 3 is 1,
and C(2)+ is the collection of positive integers whose remainder upon division
by 3 is 2.

We observed that if a number n of nuggets can be bought by buying boxes
of sizes 3 and 7, then we can also buy n + 3 nuggets, or n + 6 nuggets, or
any number of nuggets after n in the class C(i)+ that contains n. Since we
can buy 3 nuggets, we can buy any number in the class C(0)+; since we can
buy 7 nuggets, we can buy any number after 7 in C(1)+; since we can buy 14
nuggets, we can buy any number after 14 in C(2)+. The only quantities we
cannot buy are 1, 2, 4, 5, 8, and 11.

In the real world, nuggets come in boxes of sizes 6, 9, and 20. Our first step
in handling this situation was to divide all the positive integers into six classes,
depending on their remainder upon division by 6. The class of remainder 1 is

1, 7, 13, 19, 25, 31, 37, 43, 49, . . . .



4.3 Congruence Classes and McNuggets 51

We now recognize the numbers in this class as containing all the positive
integers that are congruent to 1 modulo 6.

Let us introduce some terminology for collections of integers such as these,
with negative integers included as well. Once we have the terminology and
accompanying notation that we need, we can analyze the general two-box
Chicken McNugget problem.

For an integer m > 1, the collection of all integers congruent, modulo
m, to a given integer a is called a congruence class modulo m, or simply a
congruence class if m is understood. For instance, if m = 2, the even integers
are a congruence class: the set of integers congruent to 0 modulo 2. Similarly,
the odd integers are a congruence class: the set of integers congruent to 1
modulo 2. If m = 3, there are three congruence classes: the class of integers
congruent to 0 modulo 3, the class of integers congruent to 1 modulo 3, and
the class of integers congruent to 2 modulo 3. The collections C(0)+, C(1)+,
and C(2)+ above contain the positive integers in these congruence classes.

Fix an integer m > 1 and write C(i) for the congruence class that contains
the integer i. For example, C(0) is the class consisting of the integers

. . . , −2m, −m, 0, m, 2m, 3m, 4m, . . . ,

and C(1) is the class consisting of

. . . , 1 − 2m, 1 − m, 1, 1 + m, 1 + 2m, 1 + 3m, 1 + 4m, . . . .

The congruence class C(i) is the collection of all integers that are congruent
to i modulo m. Explicitly, C(i) consists of all the integers in the list

. . . , i − 2m, i − m, i, i + m, i + 2m, i + 3m, i + 4m, . . . .

The statement in Theorem 4.1 that every integer is congruent modulo m to
exactly one of the integers 0, 1, . . . , m − 1 can be rephrased to say that every
integer is in exactly one of the congruence classes

C(0), C(1), . . . , C(m − 1)

modulo m.
For a concrete example, suppose m = 5. Every integer is in exactly one of

the five congruence classes modulo 5,

C(0), C(1), C(2), C(3), C(4).

The class C(2) is the collection of integers congruent to 2 modulo 5:

. . . , −13, −8, −3, 2, 7, 12, 17, 22, 27, 32, . . . .

Each congruence class has many names, infinitely many in fact. This is
not unusual; frequently, objects can be described by a variety of names.
For example, the United States of America, U.S.A., U.S., Les Etats-Unis,
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Die Vereinigten Staaten, and los Estados Unidos de América are names of
the same country. Or to take an example from literature, the nineteenth-
century Russian novel is known for its proliferation of names, and in Tolstoy’s
Anna Karenina the youngest daughter of Prince Shcherbatsky is referred to
as “Princess Shcherbatskaya,” “Kitty,” “Kitty Shcherbatskaya,” “Katerina
Alexandrovna,” and “Katya.” Likewise, in the example above, the congruence
class C(2) modulo 5 has additional names, including C(−8), C(12), C(17), and
C(34 489 372), all, of course, modulo 5. After all, the integers congruent to 2
modulo 5 are the same as the integers congruent to −8 modulo 5, the integers
congruent to 12 modulo 5, and the integers congruent to 34 489 372 modulo
5, and if you think of C(r) as “the congruence class containing r,” then it is
clear that any of C(2), C(−8), C(12), C(17), and C(34 489 372) serves perfectly
well as the name for this congruence class.

In general, if i ≡ j (mod m), then every integer congruent to i modulo m
is congruent to j modulo m, and vice versa. This means that the integers in
the congruence class C(i) coincide with the integers in the congruence class
C(j). In other words, if i ≡ j (mod m), then C(i) = C(j). Both C(i) and C(j)
are names for the same congruence class.

Take m to be 5 again. We know that there are five congruence classes
modulo 5, and that they are

C(0), C(1), C(2), C(3), C(4).

Alternatively, we could describe these five congruence classes as

C(15), C(31), C(47), C(98), C(24).

These are the same congruence classes, listed in the same order. Or we could
describe them as

C(18), C(34), C(82), C(6), C(120).

This time the classes are written in a different order, but all five classes are
listed. The first one is the same as C(3), the second is the same as C(4), and
so on.

Any one of the integers in a given congruence class modulo m can serve
to “represent” that class, just as members of the U.S. House of Representa-
tives represent the citizens of their congressional districts. For this reason, the
members of a congruence class are called representatives of that congruence
class. Each representative gives us enough information to determine all the
other integers in the congruence class.

A list of m integers, one from each of the m congruence classes, serves
as a complete list of names for all m congruence classes. For example, the
list 18, 34, 82, 6, 120 given above constitutes a complete set of names of the
five congruence classes modulo 5. We call such a set a complete set of distinct
congruence class representatives modulo m. The set of integers from 0 to m−1
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is always a complete set of distinct congruence class representatives modulo
m. However, we can choose other complete sets of distinct congruence class
representatives as well, and sometimes it is convenient to do so.

Let us consider the case of m = 5 and use the integers

0, 1, 2, 3, 4

as a complete set of distinct congruence class representatives. Let us multiply
every integer in the set by 3 to get the set

0, 3, 6, 9, 12.

This is also a complete set of distinct congruence class representatives mod-
ulo 5. If instead we take the initial set and multiply each element by 4, we
get

0, 4, 8, 12, 16.

This too is a complete set of congruence class representatives modulo 5.
Does this procedure always work? In other words, for an integer m > 1

and an integer a, do the multiples

0, a, 2a, 3a, . . . , (m − 1)a

of a form a complete set of congruence class representatives modulo m?
Another example shows that they need not. Suppose m = 6. Then

0, 1, 2, 3, 4, 5

is a complete set of congruence class representatives modulo 6. When we
multiply this set by 4, we get

0, 4, 8, 12, 16, 20.

These six integers do not lie in distinct congruence classes: 12 and 0 are
congruent modulo 12, as are 4 and 16, and 8 and 20. Only three congruence
classes are represented. If instead we multiply the initial set by 5 rather than
4, we get

0, 5, 10, 15, 20, 25,

and you can check that this is a complete set of congruence class representa-
tives modulo 6.

Notice that with respect to 6, one difference between 4 and 5 is that 4
and 6 are not relatively prime, while 5 and 6 are relatively prime. Perhaps 5
worked and 4 did not for this reason. Indeed, this is the case:

Theorem 4.8. Let m > 1 be an integer. If a is an integer relatively prime to
m, then the integers

0, a, 2a, 3a, . . . , (m − 1)a

form a complete set of congruence class representatives modulo m.
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We shall prove Theorem 4.8 using Theorem 4.5. Let us repeat the state-
ment of Theorem 4.5 for easy reference, but with the notation changed slightly.

Theorem 4.9. Let a and m be relatively prime integers, with m > 1. If r and
s are integers for which

ar ≡ as (mod m) ,

then
r ≡ s (mod m) .

Exercise 4.11. Let m be an integer greater than 1.

1. Using Theorem 4.9, observe that if r and s are integers such that r �≡
s (mod m) and a is relatively prime to m, then ar �≡ as (mod m).

2. Deduce that no two integers in the set

0, a, 2a, 3a, . . . , (m − 1)a

are congruent to each other modulo m.
3. Argue that therefore no two integers in the set lie in the same congruence

class.
4. Prove Theorem 4.8.

We are ready to analyze the Chicken McNuggets problem. Suppose a and
m are positive integers with a < m and McDonald’s sells Chicken McNuggets
in boxes of sizes a and m. Then we can buy ra + sm nuggets for every choice
of nonnegative integers r and s. In Chapter 1 we called positive integers of
this form (a, m)-accessible and positive integers that cannot be expressed in
this form (a, m)-inaccessible. We would like to determine the (a, m)-accessible
positive integers.

If a and m have a common divisor d, then for any integers r and s, we
know that ra + sm is divisible by d. In particular, if d > 1, then every (a, m)-
accessible positive integer is divisible by d, and every positive integer that is
not divisible by d is (a, m)-inaccessible. We obtain in this way infinitely many
(a, m)-inaccessible positive integers.

Suppose instead that a and m are relatively prime. We studied several
examples of this situation in Chapter 1, finding each time that there exists
a positive integer N such that every integer n satisfying n > N is (a, m)-
accessible. In other words, we found in these examples that we can buy n
nuggets for every value of n larger than N . We now have enough tools to
prove the following general result.

Theorem 4.10. Let a and m be relatively prime integers greater than 1, and
let

N = am − a − m.

Then N is (a, m)-inaccessible, but every integer n satisfying n > N is (a, m)-
accessible. Thus, one cannot buy N nuggets in box sizes a and m, but one can
buy n nuggets for every integer n > N .
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Exercise 4.12. Prove Theorem 4.10. You can proceed as follows:

1. Observe that ra is (a, m)-accessible for every positive integer r. In partic-
ular, the integers

a, 2a, 3a, . . . , (m − 1)a

are all (a, m)-accessible.
2. Deduce from this that ra + sm is also (a, m)-accessible for every positive

integer s.
3. For an integer r between 0 and m− 1, the congruence class C(ra) consists

of all the integers congruent to ra modulo m. Observe that these are the
integers of the form

. . . , ra − 2m, ra − m, ra, ra + m, ra + 2m, ra + 3m, . . . .

Deduce that all the integers in this congruence class that are greater than
or equal to ra are (a, m)-accessible.

4. Deduce that in the congruence class C(ra), the largest integer that might
fail to be (a, m)-accessible, assuming that it is positive, is ra − m.

5. Conclude that the largest integer that may fail to be (a, m)-accessible is
(m−1)a−m, and that this is just am−a−m, or N . Conclude in particular
that every integer n > N is (a, m)-accessible.

6. Finally, show that N is not (a, m)-accessible. In fact, show that for each
r between 1 and m−1 the integer ra is the smallest positive integer in its
congruence class C(ra) that is (a, m)-accessible. This is an even stronger
statement than that of Theorem 4.10, since it tells us precisely which
positive integers in each congruence class C(ra) are (a, m)-inaccessible,
namely, all the positive integers in C(ra) that are strictly smaller than ra.
Thus the (a, m)-inaccessible positive integers are all the integers of the
form ra − km, where 1 ≤ r ≤ m − 1 and 0 < k < ra/m.

The idea underlying the solution to the two-box Chicken McNugget prob-
lem is the fact that for relatively prime integers a and m, multiplying the
integers from 0 to m − 1 by a produces a new set of integers representing all
m congruence classes modulo m. Multiplication by a “shuffles” the congruence
classes. This is a special case of a result that we will study in Section 7.1.
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Prime Numbers

5.1 Prime Numbers and Generalized Induction

One approach to the calculation of greatest common divisors is factoring, but
we found that this approach takes too long. The Euclidean algorithm gave
us a more efficient way to proceed, as well as a means of solving certain
Diophantine equations. We would like, however, to return to the calculation
of greatest common divisors by factoring, for this method still has theoretical
importance. To discuss factoring, we must first discuss prime numbers.

Every positive integer n can be factored as 1×n and n×1. These factoriza-
tions are not particularly interesting; they are called the trivial factorizations
of n. In contrast, a factorization n = rs with 1 < r, s < n is called a nontrivial
factorization of n. An integer n > 1 whose only factorizations as a product of
two positive integers are the two trivial factorizations is called a prime num-
ber . Equivalently, an integer n > 1 is prime if and only if the only positive
integers dividing n are 1 and n. An integer n > 1 that is not prime is called
composite (since it is composed of at least two nontrivial factors).

The smallest prime number is 2. Its only possible factorizations as a prod-
uct of two positive integers are 1 × 2 and 2 × 1. Similarly, 3 is prime, but 4 is
not, since 4 has the nontrivial factorization 2 × 2. And 5 is prime, while 6 is
not, since 6 = 2 × 3.

By this time in your mathematical career you are probably familiar with
the notion of prime number, and you are probably also familiar with the fact
that every integer greater than 1 factors as a product of prime numbers. As
familiar as this fact is, it requires proof. We cannot prove it by verifying its
truth directly for each and every positive integer, since there are too many,
indeed infinitely many, of them. Instead, an induction argument is required.
The form of induction we will use is called generalized induction.

Suppose we have a sequence of statements that we wish to prove, indexed
by integers, the first statement having the integer a as its index. Typically,
a is 1, or perhaps 0, but it may be larger, or it could even be negative. The
principle of induction says that all of the statements can be proved by our
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performimg two acts. First, we must prove Statement a. Second, we need to
show that for every integer k with k ≥ a, if Statement k is true, then Statement
k +1 is true. The principle of generalized induction is a little different. It says
that we will succeed in proving the sequence of statements by our performing
two acts. the first act is the same as in “regular” induction, and the second is
new. First, we must prove Statement a, as before. Second, we need to show
that for every integer k with k ≥ a, if Statements a, a + 1, . . . , k − 1, k are all
true, then Statement k + 1 is true. If we do this, we will have proved all the
statements.

Let us see right away an example of generalized induction at work.

Theorem 5.1. Every integer n ≥ 2 is divisible by a prime number.

Proof. We begin with n = 2. Since 2 is prime, and 2 divides itself, 2 is divis-
ible by a prime number. We have thus easily proved Statement 2. To apply
generalized induction, we must prove the theorem for an integer k + 1 on the
assumption that the theorem is true for all integers between 2 and k, that is,
for all integers in the range 2, . . . , k. If k + 1 is prime, then the prime number
k + 1 itself divides k + 1, and we will have thus shown that k + 1 is divisible
by a prime number. If k + 1 is not prime, then k + 1 = rs for some positive
integers r and s, neither of which is 1 or k + 1. In particular, r is an integer
between 2 and k. By our assumption, namely, that every integer between 2
and k is divisible by a prime number, we must have that r is divisible by some
prime number; call it p. Since p divides r, and r divides k + 1, it follows that
p divides k + 1. Thus in this case as well k + 1 is divisible by a prime num-
ber. Thus we have shown that if each of the integers 2, . . . , k is divisible by a
prime number, then so is k + 1, and therefore, by the principle of generalized
induction, the theorem has been proved.

Induction and generalized induction are logically equivalent to each other,
in the sense that if one of them is a valid principle of logic, so is the other.
We will add generalized induction to our collection of tools.

Exercise 5.1. Use generalized induction to prove Theorem 5.2 below.

Theorem 5.2. Every integer n ≥ 2 is either a prime number or a product of
a finite number of prime numbers.

Mathematicians have put a great deal of ingenuity into finding efficient
ways to determine whether a positive integer n is prime. In principle, of course,
one can do so simply by dividing n by all the integers from 2 to n − 1 to see
whether any of them divides n. For instance, to decide whether 44 497 is a
prime number, we can try dividing 44 497 by each of the integers from 2 to
44 496. But before we undertake so daunting a task, let us use some of our
own ingenuity to simplify the problem:

Theorem 5.3. Let n be an integer greater than 1. If n is not prime, then n
has a prime divisor p such that p ≤ √

n.
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Exercise 5.2. Prove Theorem 5.3. (Hint: Suppose n factors as rs and r >
√

n.
What can you say about the size of s?)

Using Theorem 5.3, we can test the primality of n by dividing n by the
positive integers from 2 to

√
n. To decide whether 44 497 is a prime number,

we need only try dividing it by all the integers from 2 to 210. This is much,
much better than trying to divide 44 497 by all the integers up to 44 496. Still,
it is a considerable amount of work to perform by hand or even with a pocket
calculator. (Go ahead, try it.)

Even with the use of high-speed computers, testing the primality of inte-
gers with many digits by the method of trial division can take a prohibitively
long time. However, mathematicians have developed tests for primality that
use congruences and avoid the necessity of numerous trial divisions. This fact
has practical importance in cryptography. The basic problem of cryptogra-
phy is to encode a message that your intended recipient can decode easily but
that someone who intercepts it is very unlikely to be able to decode. The great
difficulty of factoring integers with many digits in comparison to the relative
ease with which like-sized integers can be tested for primality is the basis
for modern cryptography. The best-known of these encryption techniques is
a system called RSA encryption, named for its inventors, Ronald Rivest, Adi
Shamir, and Leonard Adleman. We shall return to this fascinating topic in
Section 7.5.

For now, we return to our investigation of the prime numbers with a fun-
damental question: How many prime numbers are there? While there are
infinitely many positive integers, it is conceivable that a finite set of prime
numbers could produce the infinite set of positive integers. However, a famous
theorem of Euclid tells us that there are, in fact, infinitely many primes.

Theorem 5.4 (Euclid). There are infinitely many prime numbers.

Exercise 5.3. Euclid’s theorem can be rephrased in the following form, which
though a bit awkward is admirably suited to proof by induction:

For each positive integer n, there are at least n distinct prime numbers.

Prove this by induction. You can follow the outline below.

1. First prove a little lemma that you will need later: If a positive integer m
divides integers a and a + 1, then m equals 1.

2. Show that there is at least one prime number. (Statement 1)
3. Assume that there are at least k distinct prime numbers, say p1, . . . , pk

(Statement k). Now prove Statement k + 1, that there are at least k + 1
primes, as follows: Consider the number (p1p2 · · · pk) + 1, which we will
call �. Use the lemma above to show that none of p1, . . . , pk can be a
divisor of � and deduce that there is a prime number pk+1 distinct from
p1, . . . , pk.



60 5 Prime Numbers

4. That completes the proof by induction, and you may conclude that for
every natural number n there exist at least n distinct prime numbers. In
other words, there is no bound on the number of primes. Therefore, there
must be infinitely many of them.

It is nice to know that there are infinitely many prime numbers, but that
fact should whet our appetites for more precise knowledge about these special
numbers. Is there some way that we can measure the proportion of positive
integers that the prime numbers make up? To start with an easier example,
consider the even positive integers. There are infinitely many of them, yet they
are distributed regularly throughout the totality of positive integers: Every
second positive integer is even. This suggests that in some sense, roughly one-
half of the set of positive integers consists of even positive integers. We can
make this more precise by saying that the number of even integers less than
a positive integer n is approximately n/2.

The question of the distribution of the prime numbers among the integers
is much more difficult. They do not appear regularly, like the even integers;
rather, they are scattered among the integers seemingly at random. However, a
famous theorem allows one to estimate how many positive integers less than a
given positive integer n are prime. Following mathematical tradtion, we write
π(n) for the number of positive integers less than n that are prime. (This π
has nothing whatsoever to do with the number π that appears throughout
mathematics and has the value π ≈ 3.14159265; the π in π(n) is simply a
Greek “p” for “prime.”) For instance, the primes less than 10 are 2, 3, 5, and
7, so π(10) = 4. There are 25 prime numbers less than 100, so π(100) = 25.

If the only way to determine π(n) is to write down all the numbers from
1 to n and then count how many are prime, we are not going to be able to
compute π(n) for large n. One of the most famous theorems in the history of
mathematics, the prime number theorem, allows one to estimate π(n) without
knowing the prime numbers from 1 to n explicitly. The prime number theorem
states that π(n) has roughly the same size as n/ ln(n), where ln denotes the
natural logarithm function. More precisely, it says that as n gets larger, the
ratio of π(n) and n/ ln(n) gets closer and closer to 1.

For small enough n we can directly calculate π(n) and n/ ln(n), to see what
this ratio is. For instance, π(100) = 25 and 100/ ln(100) = 21.71. The ratio of
the two is 1.151. Or, π(10 000) = 1229 and 10 000/ ln(10 000) = 1085.74; their
ratio is 1.132. For n equal to one billion, the ratio of

π(1 000 000 000)

and 1 000 000 000/ ln(1 000 000 000) is 1.054. As these calculations suggest, the
ratios get steadily closer to 1 as n increases. It is in this sense that π(n) is
approximated by n/ ln(n).

The French mathematician Legendre guessed in 1780 that a result along
the lines of the prime number theorem was true. Gauss made an improved
conjecture in 1792, and mathematicians tried to prove the theorem throughout
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the nineteenth century. Finally, in 1896, proofs were found independently by
Jacques Hadamard and C. J. de la Vallée Poussin. Their work represents one of
the great moments in the history of mathematics, a moment whose hundredth
anniversary was celebrated recently. Hadamard and de la Vallée Poussin both
lived into the 1960s, dying in their nineties. Their long lives led to speculation,
prior to their deaths, that their achievement had brought them immortality.
Alas, it did not.

5.2 Uniqueness of Prime Factorizations

Suppose two students, Ilya and Anya, are given the same integer a > 1 and
asked to factor it as a product of prime numbers. Assuming that they manage
not to make any mistakes, will their answers be the same? There is a trivial
reason why their answers may differ: Ilya and Anya may write their answers in
different orders. For instance, if a is 42, Anya might factor 42 as 3×2×7, while
Ilya might come up with 42 = 2×7×3. We are not going to care much about
this difference, since these factorizations are essentially the same, differing
only in regard to the order of the factors. We can eliminate this potential
ambiguity by agreeing to write the factors in order of size, starting with the
smallest primes and continuing in ascending order. Under this convention, the
lone factorization of 42 is 42 = 2 × 3 × 7. We hereby adopt this convention.
Then a prime factorization of a will have the form a = p1p2 · · · pm, where the
pi’s are prime numbers that satisfy p1 ≤ p2 ≤ · · · ≤ pm. Of course, the prime
numbers in such a factorization may occur more than once. This happens, for
instance, if a = 45, since 45 = 3 × 3 × 5.

We can now address the fundamental issue. Suppose Anya factors a as
a = p1p2 · · · pm with prime numbers p1 ≤ p2 ≤ · · · ≤ pm, while Ilya factors a
as a = q1q2 · · · qn with prime numbers q1 ≤ · · · ≤ qn. Will these factorizations
necessarily be the same? In other words, must it be true that m = n and that
pi = qi for each index i?

Your experience with integers and your intuition may suggest that the an-
swer is yes, but experience is not a sufficient guarantee. How much experience
do you really have? Can you rely one hundred percent on your intuition? Can
you be absolutely sure that there is not some really large N lurking among
the integers that can be factored in two essentially different ways? Perhaps
N = p1p2 for two large prime numbers p1 and p2, while at the same time this
N has the factorization N = q1q2q3 for three other large prime numbers q1,
q2, and q3. These numbers might all be larger than any you have encountered
in your mathematical journeys, so your experience would not be broad enough
to rule out this possibility. If we are to show that every integer a > 1 has a
unique factorization as a product of prime numbers, then we must come up
with a proof. Let us state formally exactly what we want to prove:

Theorem 5.5. Let a be an integer greater than 1. Suppose that p1p2 · · · pm

and q1q2 · · · qn are two prime factorizations of a, arranged so that p1 ≤ p2 ≤
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· · · ≤ pm and q1 ≤ q2 ≤ · · · ≤ qn. Then m = n, and pi = qi for each
i = 1, . . . , m.

Theorem 5.5 is called the fundamental theorem of arithmetic. In order to
prove the fundamental theorem of arithmetic, we need the following important
result about prime numbers:

Theorem 5.6. Suppose a prime number p divides the product bc of integers
b and c. Then p divides b, or p divides c.

The word or is used in the statement of Theorem 5.6 in a special way.
In logic and mathematics, if A and B are mathematical statements or logical
propositions, then the composite statement “A or B” asserts that at least
one of A and B is true. The possibility that both statements are true is not
excluded. For example, “3 divides 6 or 3 divides 14” is true, since 3 divides
6. But “3 divides 6 or 3 divides 15 is also true, since 3 divides both 6 and 15.
The fact that 3 divides both is fine; the more the merrier. The statement of
Theorem 5.6 will be satisfied if p divides one or both of b and c.

In proving a statement of the form “A or B” it is often convenient to adopt
the following logical point of view: We wish to prove that at least one of A
and B is true. If A is true, then we are done, for then certainly “A or B” is
true. If A is not true, then the only way for “A or B” to be true is for B to
be true. Thus proving the statement “A or B” is equivalent to proving the
statement “if A is false, then B is true.” To put it another way, the statements
“A or B” and “If not A, then B” are logically equivalent.

Exercise 5.4. Prove Theorem 5.6. (As just observed, you can restate the
theorem as follows: Suppose that a prime number p divides the product bc of
integers b and c. Then if p does not divide b, it divides c. This is essentially a
special case of Theorem 3.4.)

Exercise 5.5. Use induction to prove the following generalization of Theo-
rem 5.6:

Theorem 5.7. Suppose a prime number p divides the product

a1a2 · · · an

of integers a1, . . . , an. Then p divides at least one of the factors ai.

We can now use Theorem 5.7 to prove the fundamental theorem of arith-
metic, and we do so in the following two exercises.

Exercise 5.6. Suppose
a = p1p2 · · · pm

and
a = q1q2 · · · qn
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are two factorizations of an integer a > 1 as a product of prime numbers. Use
Theorem 5.7 to prove that there is an index j for which pm = qj . Deduce that

p1p2p3 · · · pm−1 = q1q2 · · · qj−1qj+1 · · · qn.

Next obtain a slight rephrasing of this result. Suppose

p1p2 · · · pm

and
q1q2 · · · qn

are two factorizations of an integer a > 1 as a product of prime numbers, but
this time assume that p1 ≤ p2 ≤ · · · ≤ pm and q1 ≤ q2 ≤ · · · ≤ qn. Prove that
pm = qn. (Hint: From the first version, you know that pm = qj for some index
j. Observe that a similar argument yields qn = pi for some index i. Now use
the inequalities to deduce that pm ≤ qn and qn ≤ pm and deduce from this
that pm = qn.) Conclude also that p1p2p3 · · · pm−1 = q1q2 · · · qn−1.

Exercise 5.7. Prove the fundamental theorem of arithmetic. Recall that you
are given two prime factorizations p1p2 · · · pm and q1q2 · · · qn of an integer
a > 1 arranged so that p1 ≤ p2 ≤ · · · ≤ pm and q1 ≤ q2 ≤ · · · ≤ qn. You may
as well assume that m ≤ n. You wish to show that in fact m = n and that
pi = qi for each i between 1 and m. Proceed by induction on m, the length of
the possibly shorter of the two factorizations.

1. Deal with the case m = 1. In this case, a = p1, so that a is a prime
number. You must prove that the second factorization q1 ≤ q2 ≤ · · · ≤ qn

of a consists of a single prime number and that this prime number is p1.
This will follow from the definition of primality.

2. Perform the inductive step. On the assumption of Statement m, which
states that factorization is unique for every positive integer that has a
prime factorization of length m, prove statement m + 1, which is the
uniqueness result for an integer a whose possibly shorter prime factoriza-
tion has length m + 1. You can use the last part of the preceding exercise
for this.

5.3 Greatest Common Divisors Revisited

When greatest common divisors were introduced in Section 3.1, you computed
several examples, such as the greatest common divisor of 6 and 9 and the
greatest common divisor of 25 and 40. You may have obtained the answer
(6, 9) = 3 by factoring 6 and 9 as 2 × 3 and 3 × 3, from which you read off
that 3 is the greatest common divisor; and then you proceeded similarly to
see that (25, 40) = 5, by factoring 25 and 40 as 5×5 and 5×2×2×2, leading
to the answer 5. We also computed the greatest common divisor of 30 and 84.
The same procedure would work:
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30 = 2 × 3 × 5

and
84 = 2 × 2 × 3 × 7.

From this we see that 30 and 84 have a factor of 2 in common and a factor of
3 in common, and so (30, 84) = 2 × 3 = 6.

Ultimately, we rejected the prime factorization approach to computing
greatest common divisors because factoring integers as products of prime
numbers can take too long. For instance, for the pair 227 761 and 661 643,
the prime factorizations are

227 761 = 421 × 541, 661 643 = 541 × 1223,

and therefore 541 is the greatest common divisor. But it takes a long time
to find these prime factorizations. In contrast, when you apply the Euclidean
algorithm to find the greatest common divisor of 227 761 and 661 643, you
get the same answer in just a couple of minutes. Thus prime number fac-
torization is not the best approach for calculating greatest common divisors.
Nevertheless, using prime factorizations to describe greatest common divisors
is important theoretically, and for this reason we shall discuss the approach
further.

Let us make another calculation of a greatest common divisor using the
prime factorization approach, as a guide to formulating precisely what the
approach is. We will compute (8316, 19 800). The prime factorizations are

8316 = 22 × 33 × 7 × 11

and
19 800 = 23 × 32 × 52 × 11.

Let us rewrite these factorizations as

8316 = 22 × 33 × 50 × 71 × 111

and
19 800 = 23 × 32 × 52 × 70 × 111.

Doing so allows us to line up the prime numbers occurring in these two factor-
izations, so that we can compare exponents at a glance. Now we can see that
8316 and 19 800 have in common the following factors: two 2’s, two 3’s, no 5’s,
no 7’s, and one 11. From this we conclude that (8316, 19 800) = 22 ×32 ×11 =
396.

In general, prime factorizations can be used to compute greatest common
divisors just as in the last example. We want to formulate a precise statement
of this procedure and then prove that the statement is true. For this purpose
we need to develop some notation.
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A typical way to write a prime factorization of an integer a > 1 is by
writing the prime factors with their exponents, as we did in the example
above. For instance, we can write

a = pe1
1 pe2

2 · · · per
r ,

where the integers p1, . . . , pr are distinct prime numbers and the exponents
e1, . . . , er are positive integers. If we wish to compare a to another integer
b, we might allow 0 as an exponent, as we did in the example above. For
instance, if p1, . . . , pr is a complete list of the distinct prime numbers dividing
one or both of a or b, then we can write

a = pe1
1 pe2

2 · · · per
r

and
b = pf1

1 pf2
2 · · · pfr

r ,

where the exponents ei and fi are nonnegative integers. Let us adopt this
notation.

The following divisibility criterion is one whose truth seems obvious.
Nonetheless, it requires proof. Notice the role of the fundamental theorem
of arithmetic in its proof.

Proposition 5.8 Suppose a and b are integers greater than 1 with prime
factorizations

a = pe1
1 pe2

2 · · · per
r

and
b = pf1

1 pf2
2 · · · pfr

r ,

where the exponents are nonnegative integers and p1, . . . , pr are distinct prime
numbers. Then a divides b if and only if for each index i the inequality ei ≤ fi

holds.

Proof. Suppose a divides b. Then there is a positive integer k such that b = ka.
Since k divides b, every prime divisor of k is also a prime divisor of b. Therefore,
the prime factorization of k has the form

pd1
1 pd2

2 · · · pdr
r

for some nonnegative integer exponents di, i = 1, . . . , r. Substituting this
expression for k in the equality b = ka, we obtain

b = pd1+e1
1 pd2+e2

2 · · · pdr+er
r .

The fundamental theorem of arithmetic yields the equality di + ei = fi for
each index i. Since di is nonnegative,

ei = fi − di ≤ fi.
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This proves one half of the proposition.
For the converse, assume that ei ≤ fi for each i. Then there are nonnega-

tive integers di, i = 1, . . . , r, such that fi = di + ei. Hence,

b = pf1
1 pf2

2 · · · pfr
r = pd1+e1

1 pd2+e2
2 · · · pdr+er

r = pd1
1 pd2

2 · · · pdr
r a,

and b is divisible by a.

Using Proposition 5.8 and the fundamental theorem of arithmetic, we can
state and prove the result we want on the calculation of greatest common
divisors using prime factorizations.

Theorem 5.9. Suppose a and b are integers greater than 1 with prime fac-
torizations

a = pe1
1 pe2

2 · · · per
r

and
b = pf1

1 pf2
2 · · · pfr

r ,

where the exponents are nonnegative integers and p1, . . . , pr are distinct prime
numbers. For each index i between 1 and r, let gi equal the smaller of the two
exponents ei and fi. Then the greatest common divisor of a and b is given by
the formula

(a, b) = pg1
1 pg2

2 · · · pgr
r .

Exercise 5.8. Prove Theorem 5.9.

A common multiple of integers a and b is an integer c that is divisible by
both a and b. For example, ab is a common multiple of a and b, but there may
be smaller common multiples. The least common multiple of a and b is the
smallest positive integer that is a common multiple of a and b. It is written
[a, b]. For instance, the least common multiple of 3 and 7 is 21, and the least
common multiple of 4 and 6 is 12.

In principle, we can always compute the least common multiple of two
positive integers a and b. For instance, if a < b, one way to proceed would be
to search through the list b, 2b, 3b, . . . of positive multiples of b until we find
the first one that is divisible by a. This must be their least common multiple.
Another way to proceed is given by the following theorem, a companion to
Theorem 5.9.

Theorem 5.10. Suppose a and b are integers greater than 1 with prime fac-
torizations

a = pe1
1 pe2

2 · · · per
r

and
b = pf1

1 pf2
2 · · · pfr

r ,
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where the exponents are nonnegative integers and p1, . . . , pr are distinct prime
numbers. For each i between 1 and r, let hi equal the larger of the two expo-
nents ei and fi. Then the least common multiple of a and b is given by the
formula

[a, b] = ph1
1 ph2

2 · · · phr
r .

Exercise 5.9. Prove Theorem 5.10.

Exercise 5.10. Let a and b be positive integers.

1. Using the expressions for (a, b) and [a, b] in terms of prime factorizations
of a and b, prove that

ab = (a, b) × [a, b].

Conclude that
[a, b] =

ab

(a, b)
.

2. Explain how this equality can be combined with the Euclidean algorithm
to provide an efficient means of computing the least common multiple of
a and b without using prime factorizations.
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6

Rings

6.1 Numbers

In this chapter we begin the study of some new number systems. But before
we consider these new systems, we would do well to look at the number sys-
tems that we already know. Our story begins with the numbers that we use
to count: 1, 2, 3, . . . . For millennia these satisfied all of humankind’s math-
ematical requirements, serving to keep track of whatever objects needed to
be counted. In the third century b.c.e. the Babylonians invented a symbol
for the number zero, and zero was reinvented by the Mayans in the fourth
century c.e. and again in India in the fifth century. By now, sixteen hundred
years later, zero seems a natural enough number, and so we adjoin it to our
original set of counting numbers and call this new set the natural numbers.
We shall denote the set of natural numbers by the symbol N:

N = { 0, 1, 2, 3, 4, 5, . . . }.

The natural numbers allow us to count, and they also allow us to add and
multiply numbers: The sum of two natural numbers is again a natural number,
and likewise, the product of two natural numbers is a natural number. We say
that the natural numbers are closed under the operations of addition and
multiplication.

However, the natural numbers are incomplete in the sense that they are
not closed under subtraction: If you try to subtract a natural number from
another natural number, the result is not necessarily another natural number.
When we were children, we simply declared that one cannot subtract a larger
(natural) number from a smaller number, and indeed, the human race faced
the same difficulty in its childhood. But the desire to express the result of
such subtractions demanded that this gap in the natural numbers be filled,
and so negative numbers were invented.

In order to be able to subtract any natural number from any other natural
number we are going to have to augment our set of numbers. To do so, we



70 6 Rings

simply invent the numbers that we need by introducing a new symbol, the
negative sign (“−”). When the negative sign is placed in front of a natural
number n it gives us another natural number, called “negative n” and written
−n, which we understand to mean something along the lines of “the quantity
n, but in a negative sense.” For example, we can now express the concept
of “net worth” applied to individuals whose liabilities exceed their assets: “If
I have 12 000 dollars in assets and 15 000 dollars in liabilities, then my net
worth is −3000 dollars.” The amount is 3000, but alas, it is in the negative
sense.

We are now ready to create a set of numbers that is closed under the oper-
ation of subtraction. For each natural number n ≥ 1 we adjoin the number −n
to the set of natural numbers. This gives us the set { . . . ,−4, −3,−2,−1, 0, 1, 2,
3, 4, . . . }. We call this new collection of numbers the integers. The word “in-
teger” comes from the Latin adjective integer, which means “whole” or “com-
plete,” and indeed, the integers are a complete collection of whole numbers.
The set of integers is denoted by Z:

Z = { . . . ,−4, −3,−2,−1, 0, 1, 2, 3, 4, . . . }.

The reason for the letter “Z” is that for historical reasons the Germans ob-
tained the naming rights for the integers, and the German word for “number”
is Zahl (pronounced “tsahl”).

To go along with our increasing mathematical sophistication, let us intro-
duce some fancy terminology to describe what we have done in creating the
negative integers. Zero has the property that when it is added to any other
natural number n, the result is n again. Because of this property, 0 is called
an additive identity : When 0 is added to n, the “identity” of n is preserved.

The numbers −n that we created also have an important property: When
an integer n is added to −n, the result is 0, the additive identity. For this
reason, −n is called the additive inverse of n. For instance, −3 is the additive
inverse of 3, and 18 is the additive inverse of −18. In this language, the
additive inverses of positive numbers in N are not in N; the set N is not closed
under additive inverses. We can see the creation of the set Z of integers as
a successful attempt to fix this defect in N. The integers have the pleasant
property that the additive inverse of every integer is an integer. Thus the
integers are closed under addition and additive inverses. This allows us to do
addition and subtraction in the integers.

Before computer typesetting there was a limited collection of typographical
symbols for printing mathematical texts, and perhaps it is for that reason
that we tend to use the same symbol for a number of different functions. For
example, the negative sign “−” that we use to indicate an additive inverse is
nothing other than the familiar minus sign that we use to indicate subtraction.
Now that we have additive inverses, we could abandon the idea of subtraction
altogether and use addition of additive inverses instead. For example, instead
of writing 7 − 3 we could write 7 + (−3), and in fact, we use both notations
in our daily mathematical lives. In some of the new number systems that we
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are about to create, we will define addition, but not subtraction, but then we
will be a bit sloppy and write a − b when what we really mean is a + (−b),
namely, the sum of a and the additive inverse of b.

The attentive reader may have noticed a subtle shift in the meaning of the
negative sign. We introduced this symbol to mean “in the negative sense,”
but now we are using it to mean “additive inverse.” This latter sense is much
more flexible, because we can place “−” in front of any integer to indicate its
additive inverse. Thus all of the following uses of “−” make sense:

1. −11, which represents the additive inverse of 11, which we call “negative
eleven” for short;

2. −(−12), which represents the additive inverse of the additive inverse of
12, which is simply 12;

3. In general, for an integer n, its additive inverse can be written −n, re-
gardless of whether n is positive, negative, or zero.

By the way, the attentive reader may also have wondered why in creating
the negative integers we defined −n only for n ≥ 1. We did not define −0. In
the language of additive inverses the reason is clear: Zero is its own additive
inverse, 0 + 0 = 0, and therefore we did not need to define −0, since −0 = 0.

Now that we have the integers, we could congratulate ourselves on a job
well done and not worry about anything further. However, mathematicians are
worriers by nature, and what we are going to worry about now is the question
of multiplicative inverses. But first let us discuss the notion of multiplicative
identity . The number 1 has the same property with respect to multiplication
that 0 does with respect to addition: 1 times any number n is n, and so in
multiplication, 1 preserves a number’s identity. For this reason we call 1 a
multiplicative identity for Z.

A multiplicative inverse of a number n is a number m with the property
that n × m = 1. We note that the number 0 has no multiplicative inverse,
and we are not going to attempt to invent one. There are, however, some
integers with multiplicative inverses: The multiplicative inverse of 1 is 1, and
the multiplicative inverse of −1 is −1. However, no other integer has another
integer as its multiplicative inverse, and if we are to have a number system that
is closed under multiplicative inverses, which amounts to having a number
system in which we can do division, we are going to have to invent them.
Therefore, for each nonzero integer n we define its multiplicative inverse to
be 1

n . That is, 1
n has, by definition, the property that n × 1

n = 1. Thus, for
example, the multiplicative inverse of 2 is 1

2 , and the multiplicative inverse of
3 is 1

3 .
If we adjoin these new numbers to the set of integers, we get the set

{ . . . ,−3,− 1
3 ,−2,− 1

2 ,−1, 0, 1, 2, 1
2 , 3, 1

3 , . . . }. Observe that we have created a
new number for each integer except −1, 0, and 1. Now, except for 0, which will
remain a special case, this augmented set is closed under both additive and
multiplicative inverses. However, we definitely have something to worry about:
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This augmented set is no longer closed under addition and multiplication.
Therefore, we have to make the set bigger.

We start out by enlarging the set of integers and their multiplicative in-
verses by adjoining all products of integers and multiplicative inverses of inte-
gers, and we write such a product m× 1

n as m
n . We will need such numbers if we

want closure under multiplication. (We also declare that −m
n = −m

n = m
−n .)

Since another way of thinking about such fractions is as ratios of integers, we
call our new set the rational numbers. To put it formally, the rational numbers
comprise all numbers of the form m

n , with m and n integers and n nonzero.
Traditionally, this collection of numbers is denoted by Q. The letter “Q” is
used because it is the first letter of “quotient.”

Let us examine the set of rational numbers to see whether it satisfies, or
fails to satisfy, closure under addition, multiplication, and additive inverses.
Every rational number has a rational number as its additive inverse, and every
rational number besides 0 has a rational number as its multiplicative inverse,
and furthermore, the set of rational numbers is closed under addition and
multiplication. This makes Q a good setting for carrying out the arithmetic
operations of addition, subtraction, multiplication, and division, and indeed,
Q is the setting for most of our daily contact with numbers.

However, the set Q of rational numbers is still not large enough. The
realization of the inadequacy of the rational numbers for geometry was a
shock to the ancient Greeks known as the Pythagoreans. In the sixth century
b.c.e. they discovered that not all line segments that can be constructed
with a straightedge and compass have lengths that are rational numbers. For
example, consider the diagonal of a 1 × 1 square. Let us call its length a (see
Figure 6.1). If we recall what the Pythagorean theorem says about the sides

Figure 6.1. A diagonal of a 1 × 1 square.
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of a right triangle, we see that an a×a square has area equal to the sum of the
areas of two 1×1 squares. That is, a is a number such that a×a = 12+12 = 2.
What the Pythagoreans discovered is that a is not a rational number; that
is, there is no way to write a as a quotient of two integers. Therefore, to do
the most elementary geometry we will have to enlarge the set Q of rational
numbers to include numbers like a. First we need to invent a new symbol for
such numbers, and so we do, writing a =

√
2. We read this as “the square

root of 2,” to indicate that a is a number that when multiplied by itself gives
the result 2.

We will prove that
√

2 is not a rational number using a method that is
a powerful logical weapon in the mathematician’s armamentarium. The idea
is to reason from certain premises that we believe to be false to derive an
obviously false conclusion, thereby establishing that the premises were indeed
false. This method of proof is called “proof by contradiction” or “reductio
ad absurdum,” since the goal is to obtain a logical contradiction or establish
an absurd conclusion. In the next exercise we will show that the premise
that

√
2 is rational is false by deducing, based on that premise, that two

relatively prime integers have a factor greater than 1, an absurd conclusion
and a contradiction to the definition of relative primality.

Exercise 6.1. Prove that
√

2 is not a rational number. Proceed as follows,
assuming that what we are trying to prove is false (that is, assuming that

√
2

is rational) and reaching a contradiction:

1. Suppose that
√

2 is rational, so that it equals m
n for some integers m and

n with n �= 0. Explain why it can be assumed that m and n are relatively
prime; then make this assumption.

2. Square both sides of the equation
√

2 = m
n , clear denominators, and use

Theorem 5.6 to deduce that m is divisible by 2.
3. Use Theorem 5.6 again to deduce that n is divisible by 2.
4. Observe that this contradicts the assumption that m and n are relatively

prime.
5. Conclude that

√
2 is not rational.

Prove also, using a similar argument, that
√

3 is not a rational number.

Since there are not enough rational numbers to measure length, we enlarge
our system of numbers to include all the numbers that lie on the number line.
The positive real numbers are the numbers we need for measuring lengths,
and we include the negative real numbers too so that we can be sure to have
additive inverses. We call this set the real numbers, and we denote this set by
the symbol R.

We have not given a precise mathematical definition of the real numbers
because to do so would take us too far afield. However, we can say something
about our new and improved set R. We included “negative lengths” in R so
that we would be guaranteed additive inverses. But what about multiplicative
inverses? It is reassuring to know that every nonzero real number r has another
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real number s as its multiplicative inverse, and we can see this by a nice
geometric argument. Figure 6.2 is the result of the following construction: We
are given a positive real number r. To obtain its multiplicative inverse, we
construct the right triangle ABC with base r and altitude 1. We then extend
the line segment AC to the right and construct a perpendicular to segment
AB at B, calling the point where these two lines intersect D. If we denote
the length of the segment CD by s, then r × s = 1, and therefore, s is a
multiplicative inverse of r.

Exercise 6.2. Prove that s in Figure 6.2 is a multiplicative inverse of r.

We denote the multiplicative inverse of a nonzero real number r by 1
r or

1/r. We have actually shown only that positive real numbers have multiplica-
tive inverses. What about multiplicative inverses for negative real numbers?

Exercise 6.3. Prove that every negative real number has a multiplicative
inverse.

Figure 6.2. Geometric demonstration that every positive real number r has a
multiplicative inverse s.

The laying of a proper foundation for the real numbers is an interesting
and important story. The starting point is the idea that real numbers are
numbers that can be approximated arbitrarily closely by rational numbers.
This is what a decimal expansion of a real number r is; the expansion records
a list of rational numbers that are closer and closer to r. To make this precise
requires a well-developed theory of convergence for sequences of numbers. The
underlying ideas also serve as the foundation of calculus. This is neither the
time nor place to develop these ideas, and we shall not say much more than
that the set of real numbers is an interesting set indeed. It contains a vast
menagerie of different types of numbers.

An enormous benefit produced by the introduction of the real numbers
is that we have obtained enough numbers to solve many equations that are
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unsolvable using only integers or rational numbers. We can regard the passage
from N to Z as a means of providing the numbers needed to solve equations
of the form x + m = 0 when m is a positive integer. The passage from Z to Q

enables us to find solutions to equations of the form nx − m = 0 when m and
n are arbitrary integers, with n �= 0. What about the equation x2 − 2 = 0?
It has no integer or rational solution, but it has the real solutions x = ±√

2.
Introducing real numbers allows us to solve this equation and many others
as well. In fact, for every positive real number r, we can solve the equation
x2 − r = 0.

Even the system of real numbers is not large enough to solve all algebraic
equations, and we quickly run into trouble. For example, the equation x2+1 =
0 has no real-number solution, since the square of every real number is 0 or
positive. This motivates one more expansion of our system of numbers.

We will do as we have done before when our set of numbers needed to be
enlarged: We simply invent a new symbol. We do this now by introducing a
special number i with the property that i2 = −1. In other words, i is a square
root of −1, a solution to the equation x2 = −1. The letter “i” is used because
it is the first letter of the word “imaginary.” After all, if i is not a real number,
it must be imaginary . We are not going to worry about what i is just yet.
We just declare that it is a new number with the property that its square is
−1. Indeed, we are never going to worry about what i actually is, because it
is nothing more or less than our invention, a number that we have made up
that has the property that i × i = −1.

Once we adjoin i to the set of real numbers, we are going to have to adjoin
many more numbers to ensure that our new set of numbers is closed under
addition, multiplication, additive inverses, and (except for zero) multiplicative
inverses. Therefore, we include the additive inverse of i, denoted by −i. Notice
that −i is also a square root of −1, for (−i)(−i) = (−1)(−1)(i)(i) = i2 = −1.
For closure under addition we will also need such numbers as 1 + i, 3i, and
42i − 17. In fact, we require the entire collection of all numbers of the form
r + si, with r and s real. This collection is called the set of complex numbers,
and it is denoted generally by C.

If you are not already familiar with complex numbers, try the following
calculations:

1. (2 + 3i) + (5 − i) =
2. (2 + 3i)(5 − i) =
3. More generally, suppose that a, b, c, and d are real numbers.

(a) Calculate (a + bi) + (c + di).
(b) Verify that the additive inverse of a + bi is −a − bi.
(c) Calculate (a + bi) × (c + di).
(d) Conclude that the sum and product of every two complex numbers is

another complex number.

The property of the complex numbers that you checked in the last item was
a surprise bonus. We enlarged the set of real numbers by a single imaginary
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number i; then we threw in everything that we needed for closure under
addition. And then it turned out that we got closure under multiplication at
no extra charge.

What about closure under multiplicative inverses? To hope for closure
under multiplicative inverses “for free” is madness, is it not? Surely, we are
going to have to enlarge our set yet again. Or are we? Here is an even bigger
surprise: The set C of complex numbers is closed (except, as always, for zero)
under multiplicative inverses. Getting started in proving that this is so is easy:
We see at once that the multiplicative inverse of i is −i, since (−i)× i = −(i×
i) = −(−1) = 1. Similarly, for every nonzero real number r, the multiplicative
inverse of ri is − 1

r i. But now the going gets a bit rough. If a + bi is a nonzero
complex number (that is, a and b are real, not both zero), is there another
complex number r + si that is its multiplicative inverse?

If a + bi is to have a multiplicative inverse r + si, then we are going to
have to obtain the product (a+ bi)(r + si) = 1. It is not clear in advance that
in general we can multiply two complex numbers together and end up with a
real number, let alone end up with the real number 1.

Exercise 6.4. Find a complex number r + si such that (3 + 5i) × (r + si) is
a real number.

After a bit of experimentation you may have discovered that (3 + 5i) ×
(3 − 5i) = 34, and 34 is a real number. This trick works in general, since it is
based on the familiar identity x2 − y2 = (x+ y)(x− y), and therefore, we now
introduce the notion of complex conjugation. For a complex number a+bi, the
complex number a−bi is called its complex conjugate, or simply its conjugate.
You should write down some complex numbers and multiply them by their
conjugates. For instance, calculate (1 + i)(1 − i) and (2 + 3i)(2 − 3i).

Exercise 6.5. Suppose a and b are real numbers.

1. Calculate the product (a + bi)(a − bi).
2. Show that for a+ bi not equal to 0 this product is a positive real number.
3. Using the fact that the product is nonzero and real, find a multiplicative

inverse r + si to a + bi. In other words, find explicit real numbers r and
s, expressed in terms of a and b, so that

(a + bi)(r + si) = 1.

(You should start with a − bi and recognize that although it is not a
multiplicative inverse, it almost is. Make an adjustment to it to obtain an
inverse.)

4. Conclude that every nonzero complex number has a multiplicative inverse.

We have gone from the natural numbers to the integers to the rational
numbers to the real numbers to the complex numbers. Each time we enlarged
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our system of numbers, it became possible to solve additional algebraic equa-
tions. How much further must we go? A theorem called the fundamental theo-
rem of algebra states that for the purposes of solving algebraic equations, we
need go no further. More precisely, every polynomial equation with complex-
number coefficients has a complete set of solutions in the complex numbers.
This famous theorem was first proved by Gauss over two hundred years ago.
We will return to the fundamental theorem in Section 10.7.

6.2 Number Rings

We have considered four number systems that are closed under addition and
multiplication: the integers Z, the rational numbers Q, the real numbers R,
and the complex numbers C. The traditional word used in algebra for a system
of numbers that is closed under addition and multiplication is ring . A precise
definition will be given later, but for now think of a ring as a collection of
numbers you can add and multiply, with the further properties that there is
an additive identity 0, there is a multiplicative identity 1, and every number
in the ring has an additive inverse. Thus, Z, Q, R, and C are rings, but N is
not. The rings Q, R, and C have the additional property that every nonzero
number in the ring has a multiplicative inverse in the ring. The integers do not
have this property. A ring in which every nonzero number has a multiplicative
inverse is called a field . Thus, Q, R, and C are fields, but Z is not.

A number in a ring is called a unit in that ring if it has a multiplicative
inverse in the ring.1 This is a convenient terminology, allowing us to abbreviate
the statement “r is a number with a multiplicative inverse in the ring” by the
shorter statement “r is a unit.” The only units in Z are 1 and −1. In contrast,
since Q, R, and C are fields, every nonzero element in them is a unit. If a
number u is a unit, we will sometimes write its multiplicative inverse 1/u
as u−1.

We would like now to study two new rings that like Z have only a few
units. One way to produce such rings is to adjoin numbers to the integers,
but not too many, making sure that what we get is closed under addition and
multiplication. For instance, inside R, consider the collection of real numbers
of the form a + b

√
2, where a and b are integers. We will give this set the

name Z
[√

2
]
, since we have adjoined

√
2 to Z. Some elements of Z

[√
2
]

are
11 + 32

√
2 and −5 + 21

√
2.

Practice arithmetic in Z
[√

2
]

by doing the following sample calculations,
and more if you wish:

1.
(
3 − 4

√
2
)

+
(
5 + 2

√
2
)

=
1 Why are these elements called “units”? In Z, the ring of integers, our archetypal

model of a ring, the units are 1 and −1. The Latin word for the number 1 is
unum, and in a sense, the units of a ring play the role played by 1 and −1 in the
ring of integers.
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2.
(
3 − 4

√
2
) (

5 + 2
√

2
)

=
3.

(
3 − 4

√
2
) (

3 + 4
√

2
)

=
4.

(
3 +

√
2
) (

3 − √
2
)

=

Exercise 6.6. Let us do some more calculations in Z
[√

2
]
.

1. Let a + b
√

2 represent a generic number in Z
[√

2
]
. Show that(

a + b
√

2
)(

a − b
√

2
)

= a2 − 2b2.

In particular, notice that the product
(
a + b

√
2
) (

a − b
√

2
)

is an integer.
2. Show that Z

[√
2
]

is closed under addition and multiplication; that is, the
sum and product of every pair of numbers a + b

√
2 and c + d

√
2 with a,

b, c, and d integers is another number e + f
√

2 of the same form.

Exercise 6.7. Now let us look for units in Z
[√

2
]
. Certainly, every nonzero

number a+ b
√

2 in Z
[√

2
]

has some real number as its multiplicative inverse,
but this does not mean that a + b

√
2 is a unit in Z

[√
2
]
. All it tells us is that

a + b
√

2 is a unit in the ring of real numbers. The question is, does the real
number that is the multiplicative inverse of a + b

√
2 lie in Z

[√
2
]
?

1. Suppose that a+b
√

2 is a unit in Z
[√

2
]

and that its multiplicative inverse
is c + d

√
2. Show that ac + 2bd = 1 and ad + bc = 0.

2. Using these equations, deduce that a − b
√

2 is also a unit in Z
[√

2
]
, and

that its inverse is c − d
√

2.
3. Continuing with these numbers, show that the product(

a + b
√

2
)(

a − b
√

2
)(

c + d
√

2
)(

c − d
√

2
)

equals 1 and deduce that a2 − 2b2 must equal 1 or −1.
4. You have proved that if a + b

√
2 is a unit in Z

[√
2
]
, then a2 − 2b2 = ±1.

5. Conversely, suppose a and b are integers satisfying either a2 − 2b2 = 1
or a2 − 2b2 = −1. Prove that a + b

√
2 is a unit in Z

[√
2
]
. What is its

multiplicative inverse?
6. Conclude that the units in Z

[√
2
]

correspond to solutions to the Diophan-
tine equations

x2 − 2y2 = 1; x2 − 2y2 = −1.

7. Observe that (1, 1) is a solution to one of these equations, as is (3, 2).
Deduce that

√
2 + 1 is a unit, with inverse

√
2 − 1, and 3 + 2

√
2 is a unit

with inverse 3 − 2
√

2.
8. Observe that 3 + 2

√
2 is just

(√
2 + 1

)2
, and the inverse of 3 + 2

√
2 is(√

2 − 1
)2

. More generally, show that
(√

2 + 1
)n

is a unit for every pos-
itive integer n by describing its inverse. Observe that we get in this way
infinitely many units in Z

[√
2
]
.
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9. Prove that if a is an even integer and b is an integer, the number a + b
√

2
cannot be a unit in Z

[√
2
]
. (Is it possible for such a pair (a, b) to satisfy

the equation x2 − 2y2 = ±1?) Conclude that there are infinitely many
numbers in Z

[√
2
]

that are not units.

Exercise 6.8.
In fact, we can show that in some sense the units are few and far between in
the ring Z

[√
2
]
.

1. For N a positive integer, how many numbers a + b
√

2 are there in Z
[√

2
]

with −N ≤ a, b ≤ N?
2. Observing that for a given a there is at most one integer b that satisfies

the Diophantine equation x2 − 2y2 = 1 and at most one integer b that
satisfies the Diophantine equation x2 −2y2 = −1, deduce an upper bound
on the number of units a + b

√
2 of Z

[√
2
]

with −N ≤ a, b ≤ N .
3. Argue that the proportion of units among the numbers in Z

[√
2
]

with
−N ≤ a, b ≤ N is at most 1/N for large N .

The proportion of units among the numbers in Z
[√

2
]

is actually much
less than the bound given in Exercise 6.8. You have shown that the powers of√

2 + 1 and
√

2 − 1 are units in Z
[√

2
]
. One can prove, though it is difficult,

that these are the only units in Z
[√

2
]
. Since the units correspond to the

solutions to the Diophantine equations x2 − 2y2 = 1 and x2 − 2y2 = −1,
this gives a recipe for writing down a complete list of the solutions to these
equations. We need only compute all the powers of

√
2 ± 1 and read off the

integer coefficients.
More generally, for a positive integer D that is not divisible by the square

of an integer, one can introduce the ring Z
[√

D
]

of real numbers of the form
a + b

√
D, where a and b are integers. Then one can ask what the units of

Z
[√

D
]

are. Once again, it turns out that there is a special unit such that
every other unit is a power of this special unit or its inverse. This fact allows
one to write down all solutions to the Diophantine equations

x2 − Dy2 = 1

and
x2 − Dy2 = −1.

These are known as Pell’s equations,2 and they have been studied in some form
going back to the ancient Greeks. The first general method of solution was
2 John Pell (1611–1685) apparently did little to merit having these equations named

after him. Many were more deserving, such as the Indian mathematicians Brah-
magupta (598–670) and Bhaskara (1114–1185), who studied these equations, and
Fermat, who in 1657 challenged the European community of mathematicians to
come up with a method of solving these Diophantine equations (from which we
may infer that Fermat had solved the problem himself). Fermat’s challenge was
successfully met by Bernard Frénicle de Bessy, William Brouncker, and John Wal-
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found in 1657. By introducing the rings Z
[√

D
]
, we are able to translate the

number-theoretic problem of solving the Diophantine equation x2 − Dy2 = 1
into an algebraic problem about units in Z[

√
D].

Let us look at another ring of a similar type, the one obtained by replacing
the 2 in Z

[√
2
]

by −1. Choosing a negative integer forces us into the domain
of complex numbers. This complicates matters, but the analysis of units be-
comes easier because the corresponding Pell’s equation is trivial to solve, as
we shall see.

Consider the set of all complex numbers of the form a + b
√−1, where

a and b are integers. We can write this set as Z
[√−1

]
, in analogy with

our notation Z
[√

2
]

and Z
[√

D
]
. However, since we have already introduced

the abbreviation i for
√−1, we may as well keep using this. Thus, we are

considering the complex numbers of the form a + bi with a and b integers,
and we will write Z[i] for the collection of these numbers. They are called the
Gaussian integers.

Practice arithmetic in Z[i] by calculating:

1. (3 − 4i) + (5 + 2i).
2. (3 − 4i)(5 + 2i).
3. (3 − 4i)(3 + 4i).

Now do the following exercises.

Exercise 6.9. Show that Z[i] is closed under addition and multiplication;
that is, the sum and product of every pair of numbers a+ bi and c+di in Z[i]
is another number of this form.

Exercise 6.10. Find the units in Z[i].

1. Suppose that a + bi is a unit in Z[i] and that its multiplicative inverse is
c + di. Show that ac − bd = 1 and ad + bc = 0. Using these equations,
deduce that a − bi is also a unit in Z[i], and that its inverse is c − di.

2. Continuing with these numbers, show that the product

(a + bi)(a − bi)(c + di)(c − di)

equals 1 and deduce that a2 + b2 = 1. Show that this means that the only
possibilities for units in Z[i] are 1, −1, i, and −i, and then check that
these four numbers are indeed units in Z[i].

3. Conclude that ±1 and ±i are the only units in Z[i], since (±1, 0) and
(0,±1) are the only integer solutions to x2 + y2 = 1.

lis. Perhaps the equations should have been named after one of these gentlemen.
But apparently, Leonhard Euler (pronounced “oiler”), the greatest mathemati-
cian of the eighteenth century, thought that Pell had done major work on the
problem and dubbed them “Pell’s equations.” The name stuck.
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We have found that the units in Z[i] are ±1 and ±i. In contrast, we found
infinitely many units in Z

[√
2
]
. The reason for this difference in the number

of units is that x2 + y2 = 1 has only finitely many integer solutions, while
x2 − 2y2 = 1 has infinitely many.

For every integer n, not just the integer n = 1, the problem of finding
integer solutions to the equation x2 + y2 = n is related to algebraic questions
in Z[i]. We will discuss these connections soon, but first let us study the
equation x2 + y2 = n.

Exercise 6.11. Let n be a positive integer. Consider the equation x2+y2 = n.

1. We have already dealt with the case n = 1. Now suppose n = 2. Find all
integer solutions to the equation x2 + y2 = 2.

2. Next suppose that n is a positive integer congruent to 3 modulo 4. Prove
that the equation x2 + y2 = n has no such integer solutions. You can
proceed as follows.
(a) Show that if r is an even integer, then r2 is divisible by 4, or equiva-

lently, r2 is congruent to 0 modulo 4.
(b) Show that if r is an odd integer, then r2 is congruent to 1 modulo 4.
(c) Deduce that for every pair of integers a and b, a2 + b2 is congruent to

0, 1, or 2 modulo 4 but never congruent to 3 modulo 4.
(d) Conclude as desired that x2 + y2 = n, for n ≡ 3 (mod 4), has no

integer solutions.
(e) Deduce as an example that the equation

x2 + y2 = 334 257 891 443 112 355

has no integer solutions.

Notice how the simple argument you have made just above allows you to
conclude effortlessly that

334 257 891 443 112 355

is not the sum of two integer squares. It is not necessary to proceed by trial
and error, adding together all the squares that are smaller.

Exercise 6.12. Let p be each of the prime numbers 5, 13, 17, 29, 37, 41,
53, 61, 73, and 89 in turn. These are the first few odd prime numbers that
are congruent to 1 modulo 4. For each such p find an integer solution to the
equation x2 + y2 = p.

It is possible to show that the problem of solving the equation x2 +y2 = n
for an integer n can be reduced to the problem of solving x2 + y2 = p for the
prime divisors p of n. This focuses attention on the equations x2 + y2 = p for
prime numbers p. We have found that x2 +y2 = p has a solution if p = 2, that
there is no solution for the prime numbers p congruent to 3 modulo 4, and that
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there are solutions for the first few prime numbers p congruent to 1 modulo 4.
Every odd prime number is congruent to 1 or 3 modulo 4. (Why is this true?)
Therefore, in analyzing the equation x2 + y2 = p for all prime numbers p, all
that remains to be considered are the larger prime numbers p congruent to 1
modulo 4. In the 1600s, Fermat settled the general question of the solvability
of the equation x2 + y2 = p by proving the following result. We have already
proved the second part. We shall prove the first part in Section 16.3.

Theorem 6.1 (Fermat). Suppose p is an odd prime number.

1. If p ≡ 1 (mod 4), then the equation x2 + y2 = p has an integer solution.
2. If p ≡ 3 (mod 4), then the equation x2+y2 = p has no solution in integers.

Suppose we are working in some ring, say Z or Z[i] or Q, and we are
interested in how numbers factor. If u is a unit, then an element n of the ring
factors as (u)(u−1n). For instance, in Z, the number 5 factors as 1 × 5 and
as (−1) × (−5). In Q, the number 2 factors, for example, as 7 × ( 1

7 · 2), that
is, as 7 × 2

7 . We regard all such factorizations as uninteresting and call them
trivial factorizations. A factorization not of this type is called a nontrivial
factorization; that is, a factorization of n as ab in a ring is nontrivial if neither
a nor b is a unit in the ring and trivial if one of a or b is a unit. In Z, these
are exactly the factorizations we called nontrivial and trivial earlier. In Z[i],
the units are ±1 and ±i. Therefore, in addition to the trivial factorizations of
5 as 1 × 5 and (−1) × (−5), there are the trivial factorizations i × (−5i) and
(−i) × 5i. For the rings Q, R, and C, since every nonzero number is a unit,
all factorizations are trivial, and factorization questions are not interesting.
That is why we do not study arithmetic questions in Q or R.

A positive integer is prime in Z by definition if the only possible factor-
izations of it in Z are trivial ones. In general, we use the term irreducible for
this: A nonzero number in a ring is irreducible if it is not a unit and its only
factorizations in the ring are the trivial ones. We can study factorization ques-
tions in rings such as Z

[√
2
]

and Z[i], asking what the irreducible numbers
are and how numbers factor as products of irreducible numbers. Consider, for
example, the number 5 in Z[i]. Check that

5 = (2 + i)(2 − i).

This factorization is not trivial, since 2 + i and 2 − i are not units in Z[i].
Thus, even though 5 is irreducible in Z, it is not irreducible in Z[i].

Exercise 6.13. Let us look further at factorization in the ring Z[i] of Gaussian
integers.

1. Prove that if a pair of integers a and b is a solution to the equation
x2 + y2 = n, then n factors in Z[i] as the product (a + bi)(a − bi).

2. Describe a nontrivial factorization of 2 in Z[i].
3. Let p be each of the prime numbers 5, 13, 17, 29, 37, 41, 53, 61, 73, and

89 in turn. Describe a nontrivial factorization of p in Z[i].
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4. Using Fermat’s theorem, show that every prime number p congruent to 1
modulo 4 has a nontrivial factorization in Z[i].

Exercise 6.13 shows that the prime number 2 and the odd prime numbers
p congruent to 1 modulo 4 are no longer irreducible in Z[i]. By allowing the
use of i, we obtain nontrivial factorizations of these numbers in Z[i].

What about the prime numbers of Z congruent to 3 modulo 4? Are these
irreducible in Z[i] too, or do they have nontrivial factorizations in Z[i]? We
shall prove in Chapter 16 that these numbers are irreducible in Z[i] as well as
in Z. In doing so, we shall show that the number-theoretic problem of finding
integer solutions to the equation

x2 + y2 = p

is equivalent to the algebraic problem of factoring p in the ring Z[i]. This is
just one example of the close relation between problems in number theory and
algebraic problems for rings such as Z[i] and Z

[√
2
]
.

6.3 Fruit Rings

So far, a ring has been a collection of numbers that one can add and multiply
without leaving the collection (closure), with the further properties that there
is an additive identity 0, there is a multiplicative identity 1, and every number
in the ring has an additive inverse. We have looked at the rings of integers,
rational numbers, real numbers, complex numbers, numbers of the form a +
b
√

2, and the Gaussian integers. We also will be interested in rings that consist
of objects other than integers, rational numbers, real numbers, or complex
numbers.

What sorts of objects does it make sense to add and multiply? Fruit? No,
of course not. Furniture? No again. Only numbers, then?

You already know one example of objects besides numbers that can be
added and multiplied: polynomials. For instance, you can add or multiply
together

3x2 − 4x + 2

and
x7 − 14400x5 + 17x.

In fact, the set of all polynomials behaves just like a ring of numbers. It is
closed under addition and multiplication, the constant polynomial 0 is an
additive identity, the constant polynomial 1 is a multiplicative identity, and
every polynomial has an additive inverse, obtained by changing the signs of all
the coefficients. The set of polynomials is a ring. It is not a ring of numbers,
but it is a ring nonetheless.

We will study rings of polynomials in Chapter 12. Seeing them as an
example here helps to make the point that we can add and multiply objects
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other than numbers, so that it makes perfect sense to consider rings whose
objects are not numbers. We shall see later that the study of polynomials as a
ring provides a framework in which to investigate questions about factorization
of polynomials and roots of polynomials.

We can add and multiply numbers. We can add and multiply polynomials.
What else? We agreed a moment ago that fruit will not do. Why not?

The obvious difficulty with adding and multiplying fruit is that we have no
idea what addition or multiplication could possibly mean. How do we multiply
an orange and a banana? It appears to make no sense. But what if we decide
to invent addition and multiplication rules for fruit, just for fun? Is there a
reason that we cannot do so? Who is to stop us? Let us try.

Suppose we have an orange, a banana, and a pear, and we want to invent
a rule that tells us the sum of each pair of these. This would produce answers
to questions such as the following:

orange + banana = ?
banana + pear = ?

pear + pear = ?

We also want to invent product rules that would let us answer questions such
as

pear × orange = ?

To save space, and to make the formulas we want to write look a little less
strange, let us introduce symbols for the three fruits. We shall write 0 for the
orange, since it is shaped a bit like a zero, 1 for the banana, since it is shaped
a bit like a one, and 2 for the pear, since pear sounds like pair. Keep in mind
throughout this discussion that 0 , 1 , and 2 are being used as symbols for the
orange, the banana, and the pear, not as symbols for the numbers zero, one,
and two.

Let us make addition and multiplication tables for the orange, banana,
and pear, or for their symbols 0 , 1 , and 2 . We shall follow the same format
traditionally used in elementary school in writing the addition and multiplica-
tion tables for the numbers from 1 to 10. Each table will list the three kinds of
fruit along the top and along the side, and will have nine entries summarizing
the results of adding or multiplying a given pair of fruits. There is no obvious
way to construct natural addition and multiplication tables. For the sake of
experiment, let us try the ones below.

+ 0 1 2
0 0 1 2
1 1 2 0
2 2 0 1

× 0 1 2
0 0 0 0
1 0 1 2
2 0 2 1

To illustrate how the tables are used, notice that they tell us that

1 + 1 = 2



6.3 Fruit Rings 85

and
2 × 2 = 1 .

In words,
banana + banana = pear

and
pear × pear = banana.

Remember, we are not trying to make physical sense of the tables or the
equations that they encode. Think of the tables for now as the data for a
weird game.

Exercise 6.14. Verify the following:

1. The orange, 0 , is an additive identity.
2. The banana, 1 , is a multiplicative identity.
3. Each fruit has an additive inverse. Specify what the additive inverse of

each fruit is.

What game are we playing? Let us call it the ring game. At the beginning
of the game we are given a collection of objects, such as the orange, banana,
and pear. Our first step is to create two tables, an addition table and a mul-
tiplication table. Each table is indexed by the objects. If there are infinitely
many objects, the tables will be hard to picture, so let us restrict ourselves
for now to games with only finitely many objects, n, say. We then have n2

entries in each table. The objects may be fruit, furniture, numbers, leaves, or
whatever you wish. The entry in the addition table that is in the row marked
with an object x and the column marked with an object y is the sum x + y.
Similarly, the entry in this position in the multiplication table is the product
x × y.

Without further rules, the ring game is too easy to play. We are free to
insert any objects we wish in any positions of the table. The game becomes
more difficult if additional rules are imposed. Let us impose the rules below:

1. The addition and multiplication tables must be filled out in such a way
that the operations of addition and multiplication are commutative. This
means that the order in which we add or multiply two objects does not
matter. For objects x and y, we are required to have x + y = y + x and
x × y = y × x.

2. The tables must be filled out in such a way that the operations are asso-
ciative. This means that for every three objects x, y, and z, we have

x + (y + z) = (x + y) + z,

and similarly for multiplication.
3. The operations must also satisfy the distributive law. This means that for

three objects x, y, and z, we have x × (y + z) = x × y + x × z.
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4. There must be an additive identity, an object A such that for every object
x, we have A + x = x. Usually, when we play the game we shall arrange
to label the additive identity 0.

5. There is a multiplicative identity, an object M such that for every other
object x, we have M × x = x. Usually, when we play the game we shall
arrange to label the multiplicative identity 1.

6. Every object x has an additive inverse, an associated object y such that
x + y = 0.

A solution to the ring game for a collection of objects now consists of
an addition table and a multiplication table satisfying all these rules. If we
succeed in finding a solution to the game for a given collection of objects, we
shall say that we have made the collection into a ring.

Some objects in a ring may have multiplicative inverses and some may
not. We have not imposed the requirement that they all do. An object that
has a multiplicative inverse will be called a unit of the ring. (Notice that
by our rules, every ring will have at least one unit, namely, the multiplicative
identity.) Unit is the same name we used for numbers that have multiplicative
inverses in our earlier rings. Let us continue the previous exercise.

Exercise 6.15. Verify that the addition and multiplication tables for the or-
ange, banana, and pear are solutions to the ring game. You have already
verified that there are additive and multiplicative identities, and that every
fruit has an additive inverse. Here is what remains:

1. Verify the associative law. This can be tedious. Do not check every case
of this, but do check a few.

2. Verify the commutative laws for addition and multiplication.
3. Verify a few cases of the distributive law.
4. Verify also that each nonzero fruit is a unit. Specify what the multiplica-

tive inverse of each nonzero fruit is. (The fact that each nonzero fruit is a
unit is an “extra.” It is not required of a solution to the ring game.)

Let us play the ring game with a new collection of objects. We shall keep
the orange, banana, and pear, but add a strawberry. Since strawberry has
three syllables, we shall use the number 3 as a symbol for it. So we write 0 ,
1 , 2 , and 3 for our four pieces of fruit. Forget the ring game we just played,
with the addition and multiplication tables above. We are starting over again.
Keep in mind that the symbols 0 , 1 , 2 , and 3 are not numbers. They are
symbols for the four fruits, and we are free to make up any addition and
multiplication tables we wish for them, provided that the rules of the ring
game are satisfied. Let us use the following tables for these four pieces of
fruit:
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+ 0 1 2 3
0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2

× 0 1 2 3
0 0 0 0 0
1 0 1 2 3
2 0 2 0 2
3 0 3 2 1

Exercise 6.16. Verify that the addition and multiplication tables above are
solutions to the ring game. Specifically, answer the following questions.

1. What is the additive identity?
2. What is the multiplicative identity?
3. Does every fruit have an additive inverse?

Also, decide which nonzero fruits have multiplicative inverses, and for each
such fruit, specify what its inverse is.

Let us play one more version of the game. For our starting collection we
shall keep the orange and banana of the last game, but we shall replace the
pear and strawberry with an apple and some other kind of berry. The berry
is an unfamiliar one, so we will not be more specific about what type of berry
it is. Continue to write 0 for the orange and 1 for the banana. In the absence
of any additional clever ways to assign number symbols to fruits, let us just
write a for the apple and b for the berry. Our four objects, then, are 0 , 1 , a,
and b. Here are proposed addition and multiplication tables for this collection
of fruit:

+ 0 1 a b
0 0 1 a b
1 1 0 b a
a a b 0 1
b b a 1 0

× 0 1 a b
0 0 0 0 0
1 0 1 a b
a 0 a b 1
b 0 b 1 a

Verify that 0 is an additive identity, that 1 is a multiplicative identity,
and that the commutative laws are satisfied.

A variant of the ring game is the field game. A solution to the field game
for a given collection of objects is an addition table and a multiplication table
that satisfy all the rules of the ring game plus the following rule:

Every object x other than the additive identity 0 has a multiplicative
inverse, that is, an object y with x × y = 1 . In other words, every
object in the ring other than 0 is a unit.

A solution to the field game is called a field. Thus, a field is a ring with
the additional property that every object except for the additive identity is
a unit. Let us consider whether the three solutions to the ring game that we
have just examined are fields.

Exercise 6.17. Decide which of the three fruit rings constructed above are
fields.
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1. For the first two, we have already determined which nonzero fruits are
units. State whether or not the rings are fields and explain why or why
not.

2. For the third fruit ring, answer the following questions:
(a) What are a2 and b2?
(b) What are a3 and b3?
(c) Is a a unit? If so, what is its multiplicative inverse?
(d) Is b a unit? If so, what is its multiplicative inverse?
(e) Is the ring a field? Why or why not?

6.4 Modular Arithmetic Rings

Rings of fruit have been introduced in order to illustrate the idea that one
can add and multiply objects, symbols, or numbers in ways that are not the
familiar ones. Next we will study rings that behave like the rings of fruit.

Let us start with some calendar arithmetic. If today is Friday and your
friend Alice tells you that she is coming to your house in two weeks and three
days, you know after a moment’s thought that she will be there on a Monday.
You might calculate this by adding 3 days to Friday, to get Monday, and then
ignoring the 2 weeks, since they do not change the day. You add 17 days to
Friday, but do not count 14 of those 17 days, so you reduce the problem of
adding 17 days to that of adding 3 days. In fact, from this point of view,
adding 3 days, 10 days, 17 days, 24 days, 31 days, or, more generally, 3 + 7n
days to Friday does not change the result. It certainly changes the actual day
on which Alice shows up, but not the name of the day. We are all familiar
with this process. It leads to a new ring, the days-of-the-week ring .

The objects in the days-of-the-week ring will be the symbols 0, 1, 2, 3, 4,
5, and 6. These are not the usual integers zero, one, two, three, four, five, and
six. Rather, they are symbols, pieces in a game, just as 0 , 1 , 2 were symbols
in the fruit ring games. Since they are not the usual numbers, we are free
to make them behave in ways other than the usual way. We can introduce
addition and multiplication rules as we please, just as we did for fruit. Do not
let the symbols fool you. These are new objects, which will not be added or
multiplied according to the old rules.

We shall add two objects of the days-of-the-week ring as follows: If the
sum of two such objects as ordinary integers is less than 7, then that is their
sum in our new ring. If their sum as ordinary integers is 7 or more, subtract 7
from the usual sum to get the sum in the days-of-the-week ring. For example,

2 + 3 = 5,

3 + 5 = 1,

1 + 6 = 0.
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More generally, we shall add a string of objects in the days-of-the-week ring
by adding in the usual way, and then subtracting as many 7’s as necessary to
get down to a number between 0 and 6. For example,

3 + 6 + 4 + 2 + 2 + 1 + 6 + 5 = 1.

In other words, add all the symbols in the usual way, and then find the re-
mainder when you divide the result by 7. This is the least nonnegative residue
of the ordinary sum modulo 7.

We take the same approach in defining multiplication in the days-of-the-
week ring: To multiply two objects together, first multiply them in the usual
way, and then subtract as many 7’s as necessary to get down to a number
between 0 and 6, the least nonnegative residue modulo 7 of the usual product.
For example,

4 × 6 = 3,

2 × 3 = 6,

5 × 5 = 4.

Let us write Z7 for the days-of-the-week ring. Another way to think about
the rules for addition and multiplication in the days-of-the-week ring is to
regard them as rewrite rules. We perform addition and multiplication as usual,
and then we apply the rewrite rule that has us replace the provisional sum or
product with its least nonnegative residue modulo 7.

Exercise 6.18. Do the following:

1. Calculate the following sums and products in Z7.
(a) 2 + 5,
(b) 3 + 1 + 4 + 2,
(c) 4 × 3,
(d) 2 × 2,
(e) 3 × 4 × 6.

2. Write a multiplication table for Z7. In other words, make a 7 × 7 table
with the rows and columns labeled by the numbers 0 to 6. In the square
of the grid whose row is marked by r and whose column is marked by s,
enter the product r × s, as calculated in Z7. For instance, since 4 × 6 = 3,
we would enter the symbol 3 in the square in row 4 and column 6. (You
can simplify the task by remembering that multiplication is commutative
in Z7.)

3. Using your multiplication table, check that 1 is a multiplicative identity
for the ring Z7.

4. Using your multiplication table, decide which numbers in Z7 are units;
that is, which numbers have multiplicative inverses. Specify what the mul-
tiplicative inverse of each unit is.
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For each integer m > 1, there is a ring Zm analogous to the ring Z7.
It consists of the objects 0, 1, 2, . . . , m − 2, m − 1. These are not the usual
integers 1 through m − 1. They are new objects, just as in the days-of-the-
week ring the symbols 0, 1, 2, 3, 4, 5, 6 are new objects and in the rings of
fruit, 0, 1, 2, 3 are new objects. We will play the ring game with the objects
0, 1, 2, . . . , m − 2, m − 1; that is, we will establish addition and multiplication
formulas for these objects that satisfy the rules of the ring game.

The sum and product of two objects a and b in Zm are defined according
to the rules of modular arithmetic. We proceed in two steps: First, view a and
b as if they were ordinary integers and compute their sum a + b or product
a×b as usual. Suppose n is the result. Then subtract enough copies of m from
n to obtain a number in the range 0 to m − 1; in other words, find the least
nonnegative residue of n modulo m. The resulting number, viewed as one of
our new objects, is the sum or product. For instance, for m = 4 the objects
in Z4 are 0, 1, 2, 3. The addition and multiplication rules yield 2 + 3 = 1 and
2 × 3 = 2. In case m = 12, the addition in Zm is just the familiar addition we
use in telling time, the addition of clock arithmetic.

Exercise 6.19. Let us take a look at the rings Zm for small m.

1. Suppose m = 2.
(a) Write the multiplication table for Z2.
(b) Using the multiplication table, check that 1 is a multiplicative identity

for Z2.
(c) Which numbers in Z2 are units? What are their multiplicative in-

verses? Is Z2 a field?
2. Suppose m = 3.

(a) Write the multiplication table for Z3. Have you seen this table before?
(b) Using the multiplication table, check that 1 is a multiplicative identity

for Z3.
(c) Which numbers in Z3 are units? What are their multiplicative in-

verses? Is Z3 a field?
3. Suppose m = 4.

(a) Write the multiplication table for Z4. Have you seen this table before?
(b) Using the multiplication table, check that 1 is a multiplicative identity

for Z4.
(c) Which numbers in Z4 are units? What are their multiplicative in-

verses? Is Z4 a field?

Exercise 6.20. Repeat the steps of Exercise 6.19 yet again, for each of the
rings Zm as m runs from 5 to 12.

The object 3 in the ring Z4 is not the number 3 in the ring Z of ordinary
integers. Sometimes it is convenient to use a notation that makes this clear.
For this purpose, we can write [3] for the object we call 3 in Z4. Using this
notation for all the objects in Z4, we can write statements of the following
sort:
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[3] × [2] = [2]

and
[3] × [3] = [1].

In general, when we wish to avoid possible ambiguity, we will write [a] for the
object in Zm that so far we have written simply as a.

We can take this notational convention one step further if we need to make
clear which ring Zm we are studying. After all, the object 3 in Z4 is different
from the object 3 in Z5 or the object 3 in every other Zm. If we need a notation
that allows us to keep track of which 3 we are talking about, we will write
[3]4 for the object we call 3 in Z4, we will write [3]5 for the object we call 3
in Z5, and so on. The general convention will be to write [a]m for the object
in Zm that so far we have written as a. This notation is useful when we are
working with several rings at once. Notice, as examples of this notation, that
we have the following equalities:

[3]4 × [2]4 = [2]4

and
[3]5 × [2]5 = [1]5.

In Exercises 6.19 and 6.20 we determined all the units in the rings Zm for
2 ≤ m ≤ 12. These examples may suggest the following general result.

Theorem 6.2. Let a and m be positive integers with a < m. The element
[a]m is a unit in Zm if and only if (a, m) = 1.

Exercise 6.21. Prove Theorem 6.2 by translating the statement that [a]m is
a unit in Zm into a statement about the solvability of certain congruences
modulo m and quoting a result from Section 4.2. Then describe which rings
Zm are fields. In other words, for which integers m > 1 is every nonzero object
in Zm a unit?

6.5 Congruence Rings

We can gain further insight into the modular arithmetic rings Zm by relating
the objects in them to congruence classes. Let us begin with the special case
m = 5. Choose an integer a from C(2), the congruence class of 2, and an integer
b from C(4). Then a ≡ 2 (mod 5) and b ≡ 4 (mod 5). Recall Proposition
4.3: Suppose a, b, e, and f are integers satisfying a ≡ e (mod 5) and b ≡
f (mod 5). Then a + b ≡ e + f (mod 5), and ab ≡ ef (mod 5). Applying
Proposition 4.3 to our situation, we find that a + b ≡ 6 ≡ 1 (mod 5) and
ab ≡ 8 ≡ 3 (mod 5). Thus if we add a number a from C(2) to a number b from
C(4), then no matter what choice of numbers a and b we make from C(2) and
C(4), the sum a + b is in the congruence class C(1). Similarly, in multiplying



92 6 Rings

a number a from C(2) by a number b from C(4) we obtain a product ab in
the congruence class C(3). We thus have a reasonable way of talking about
addition and multiplication of congruence classes, and we may summarize the
statements above in the equations

C(2) + C(4) = C(1)

and
C(2) × C(4) = C(3).

Pursuing this idea further, we might try to define addition and multiplica-
tion on the five congruence classes C(0), C(1), C(2), C(3), and C(4) and make
a new ring. In fact, we can do this. More generally, for an integer m > 1,
Proposition 4.3 allows us to define addition and multiplication on congruence
classes modulo m, and we thereby obtain a ring.

Exercise 6.22. Let us treat the easiest case first. Let m = 2. The two con-
gruence classes modulo 2 are C(0) and C(1).

1. Observe that the sum of an even integer and an odd integer is odd, the
sum of an even integer and an even integer is even, and the sum of an odd
integer and an odd integer is even.

2. Rephrase this to say that the sum of an element from C(0) and an element
from C(1) is in C(1), the sum of an element from C(0) and an element from
C(0) is in C(0), and the sum of an element from C(1) and an element from
C(1) is in C(0).

3. These three statements can be summarized in equations. For example, the
first statement can be written as

C(0) + C(1) = C(1).

Write the two other statements as equations of the same type.
4. Perform analogous steps for multiplication: What is the product of an

even integer and an odd integer? An even integer and an even integer?
An odd integer and an odd integer? Summarize your answers in three
equations of the form

C(i) × C(j) = C(k).

5. Observe that your sum and product rules turn the collection

{ C(0), C(1) }

into a ring.
6. Explain how this ring can be considered as equivalent to the ring Z2 that

we studied earlier, with the only difference being that different symbols
are used for the objects.

Exercise 6.23. Let m > 1 be an integer.
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1. Suppose C(i) and C(j) are two congruence classes modulo m. Choose an
integer a from C(i) and an integer b from C(j). Show that a + b is in the
congruence class C(i + j) and that ab is in the congruence class C(ij).

2. Deduce that this allows you to define addition and multiplication rules for
the set of m different congruence classes

{ C(0), C(1), C(2), . . . , C(m − 2), C(m − 1) }

modulo m. In other words, you can form sums C(i) + C(j) and products
C(i) × C(j).

3. Show that with respect to these rules of addition and multiplication, C(0)
is an additive identity and C(1) is a multiplicative identity. Check that the
commutative laws hold for addition and multiplication. The other rules
of the ring game hold as well, as you can check. Thus the collection of
congruence classes modulo m forms a ring.

4. Explain how the ring of congruence classes modulo m can be regarded as
equivalent to the ring Zm, the only difference being that different symbols
are used for the objects. Do so by identifying each object in Zm with a
congruence class and showing that under this identification, the addition
and multiplication rules correspond.

We have found that for an integer m > 1 the collection of congruence
classes modulo m forms a ring and that this ring is the ring Zm with different
names given to the objects. Therefore, we can regard the objects of Zm, if we
wish, not as the symbols 0, 1, . . . , m−1 with funny addition and multiplication
rules but as the congruence classes C(0), C(1), . . . , C(m − 1) with natural
addition and multiplication rules.

The identification of the objects of Zm with congruence classes of integers
modulo m also clarifies the meaning of the bracket notation [a] for objects
in Zm. We can think of [a] as a symbol for the congruence class C(a) that
contains a. Once we do this, we realize that we need not restrict a to the
integers 0, 1, . . . , m − 1; rather, the symbol a can now represent any integer.
For example, in Z5, the object [2] is really the congruence class C(2) of integers
congruent to 2 modulo 5. We could just as well write this as [7] or [82]. The fact
that [3]× [4] = [2] in Z5 could just as well be written as the rule [3]× [4] = [12],
since [2] and [12] represent the same object of Z5.
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7

Euler’s Theorem

7.1 Units

One reason to introduce the ring Zm is that congruence statements about
integers modulo m turn into equalities in Zm. In particular, Theorem 4.9 on
cancellation of factors in congruences turns into a statement about cancella-
tion of factors in equations in Zm. This is a special case of a still more general
result about cancellation of units in rings, as we will soon see.

Suppose we wish to solve the equation

3x = 6.

We all know how to proceed. We divide both sides by 3 to get x = 2. What
about

3x = 2?

Again we know what to do. We divide both sides by 3 again to get the solution
x = 2

3 . But wait! Are solutions in rational numbers allowed? In posing the
question we need to specify whether we are looking only for integer solutions,
or allowing rational or real or even complex solutions. If we want only integer
solutions, dividing by 3 is not a good idea, but if we want solutions in Q or
in R, then dividing by 3 is fine.

More generally, suppose we allow arbitrary numbers on the right-hand side
of the equation, so that the equation we now want to solve is

3x = m

for different choices of m. If we are working in Q, the general solution will be
x = m/3. If we are working in Z, the equation is solvable if m is divisible by
3, but it is not solvable otherwise.

The reason we can solve 3x = m in Q no matter what value of m is chosen
is that we can always divide by 3. It is helpful to rephrase what we are doing
by saying not that we are dividing by 3 but that we are multiplying by the
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multiplicative inverse of 3, that is, by 1
3 . We can divide any number in Q by

3, or multiply any number in Q by 1
3 , because 3 is a unit in Q. In contrast, 3

is not a unit in Z, so that 1
3 is not in Z, and we do not always remain in Z

when we multiply a number in Z by 1
3 .

An earlier result on congruences can be reinterpreted in a similar way.
Suppose we wish to solve the congruence

3x ≡ 2 (mod 11) .

We have proved a theorem that tells us that we can solve this congruence if
and only if the greatest common divisor (3, 11) of 3 and 11 divides 2. Since
(3, 11) = 1, and 1 divides 2, there is a solution. We can use the Euclidean
algorithm to find a solution, as we have seen, or we can just experiment until
we find a solution, such as x = 8.

The idea of solving the congruence 3x ≡ 2 (mod 11) by dividing by 3, or
multiplying by 1

3 , does not appear to make sense. It would make sense if in
contrast we were to replace 2 by 24. Since 24 ≡ 2 (mod 11), solutions to the
congruence 3x ≡ 2 (mod 11) are the same as solutions to the congruence

3x ≡ 24 (mod 11) .

However, we can solve the new congruence by dividing by 3, obtaining x = 8.
To understand better what is happening, we can pass from congruences in

Z to equations in Z11. Let us use the notation [a] in representing elements of
Z11, in order to avoid confusion with ordinary integers. With this notation,
the elements of Z11 are

[0], [1], [2], . . . , [10].

Suppose we wish to solve the equation

[3] x = [2]

in Z11. To solve this equation we would like to divide by [3]. Since we have
not defined what it means to divide congruence classes, a much better way
to say this is that we want to multiply both sides of the equation by the
multiplicative inverse of [3], if, in fact, [3] has a multiplicative inverse in Z11.
Some experimentation shows that it does, and that the inverse is [4]:

[4] × [3] = [1].

We can solve the equation
[3] x = [2]

by multiplying both sides by [4]. Doing so yields

[4] × [3] x = [4] × [2],
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or
[1] x = [8].

Since [1] is the multiplicative identity in Z11, we can write this as x = [8].
Let us repeat this without the bracket notation, keeping in mind at all

times that our numbers represent not integers but elements of Z11. We wish
to solve 3x = 2, where 3 and 2 are not integers but elements of Z11. We notice
that 3 has 4 as an inverse: 4 × 3 = 1. We then multiply both sides of the
equation 3x = 2 by 4 to obtain x = 8. We are done.

This is analogous to what we did earlier in solving 3x = 2 in Q. The
multiplicative inverse of the integer 3 in Q is 1

3 , and we multiplied both sides
of the equation 3x = 2 by 1

3 to get x = 2
3 . In Z11 the multiplicative inverse of

3 is 4, and we multiply both sides of 3x = 2 by 4 to obtain the solution x = 8.

Exercise 7.1. For each of the following equations, find a solution or explain
why there is no solution:

1. 3x = 7 in Z11.
2. 5x = 4 in Z7.
3. 6x = 4 in Z12.
4. 5x = 4 in Z12.

Suppose a and e are elements of an arbitrary ring R and we wish to solve
the equation ax = e in R; that is, we want to find a value of x in R that solves
the equation. The above examples suggest a way to solve the equation if a is
a unit in R. We find its multiplicative inverse a−1, multiply both sides of the
equation by a−1, and obtain x = a−1e. If a is not a unit, the equation may or
may not be solvable; in this case solvability depends on the specific choice of
a and e. But if a is a unit, we see that the equation is solvable and that we
have a procedure for finding a solution. This is summarized in the following
proposition.

Proposition 7.1 Suppose a is a unit in a ring R, and e is an arbitrary
element of R. Then the equation

ax = e

is solvable in R, with the solution x = a−1e.

The ability to multiply equations by the multiplicative inverse of a unit
also yields the following result.

Proposition 7.2 Suppose a is a unit in a ring R, and suppose that b and c
are also in R. If ab = ac, then b = c.

Exercise 7.2. Prove Proposition 7.2. Then show that the conclusion of
Proposition 7.2 can fail if a is not a unit. In other words, it is possible for a
ring R to contain elements a, b, and c satisfying ab = ac but not b = c. To
show this, describe a specific ring R and specific elements a, b, and c of this
type. (The case a = 0 is trivial. Find an example with a �= 0.)
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The conclusion of Proposition 7.2 can be summarized by saying that the
unit a can be canceled in equations, or that cancellation holds for units. In
contrast, cancellation need not hold for nonunits. Combining Proposition 7.1
and Theorem 6.2, we conclude that for an integer a relatively prime to an
integer m > 1, the equation

[a] x = [e]

can always be solved in Zm. To do so, we need only multiply both sides of the
equation by the multiplicative inverse of [a] in Zm. It follows also, for such an
a, that we can always solve the congruence

ax ≡ e (mod m) ,

as we already know.
Let us discuss an important property of units. This property was used

in the congruence setting to solve the Chicken McNugget problem. What we
saw is that for relatively prime positive integers a and m with a < m and, of
course, m > 1, multiplying a complete set of congruence class representatives
modulo m by a yields another complete set of congruence class representatives
modulo m, possibly in a new, “shuffled,” order. This can be restated in Zm

as the fact that multiplying by a unit shuffles the elements.
The word “shuffle” reminds us of playing cards. When we perform a shuffle

on a standard deck of 52 playing cards, what we do is to keep the set of
52 playing cards intact while changing their order. Multiplication by a unit
performs a similar “shuffle” on the deck of elements of a ring. This shuffle
idea makes sense for rings of arbitrary size, but in order to avoid discussing
shuffles of infinite sets, let us restrict ourselves to situations involving a shuffle
of a finite set.

Exercise 7.3. Suppose u is a unit in a ring R.

1. Recall that units can be canceled: If r and s are elements of R satisfying
ur = us, then r = s. Observe that the logically equivalent contrapositive
takes the following form: If r and s are elements of R satisfying r �= s,
then ur �= us.

2. Suppose that R has only finitely many elements, and that

r1, . . . , rt

is a complete list of them, with no repetitions. Deduce that

ur1, . . . , urt

is also a complete list of the elements of R, with no repetitions. We might
describe this result by saying that multiplication by u shuffles R.

3. Give an example to show that in contrast, if a is an arbitrary nonzero
element of R, the set
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ar1, . . . , art

may not be a complete list of elements of R. (Again note that a = 0 is a
trivial example.) Instead, some elements may be repeated in this list, and
some may be omitted. You need only produce a single ring R and a single
nonzero element a of R in order to demonstrate this. Thus, multiplication
by an arbitrary element may not shuffle R.

Let us connect shuffles of the ring Zm with the congruence class shuffle
that we used in Section 4.3.

Exercise 7.4. Suppose m > 1 is an integer and a is an integer relatively
prime to m. Recall the discussion of bracket notation at the end of Section
6.5.

1. Recall that since (a, m) = 1, it follows that [a] is a unit in Zm. Deduce
that multiplication of all the elements of Zm by [a] produces a shuffle of
Zm.

2. Conclude that the set

[0], [a], [2a], [3a], . . . , [(m − 1)a]

is a complete list of the m elements of Zm.
3. Reinterpret this, in terms of congruences, to say that every integer is

congruent, modulo m, to exactly one of the integers

0, a, 2a, 3a, . . . , (m − 1)a.

4. Conclude that we have shown again that

0, a, 2a, 3a, . . . , (m − 1)a

is a complete set of distinct congruence class representatives modulo m.
Thus, if (a, m) = 1, then multiplication by [a] shuffles congruence classes
modulo m.

7.2 Roots of Unity

A special kind of unit is a root of unity. An element a of a ring R is called an
nth root of unity if an = 1, and a root of unity if it is an nth root of unity for
some positive integer n. Here the word “unity” refers to the identity element
1. Notice that every root of unity is a unit in the ring, since if an = 1, then
a · an−1 = 1, and therefore an−1 is a multiplicative inverse of a. For many
rings, the roots of unity are just a small minority of all the units in the ring.
Two extremes are Z and R. In Z, the roots of unity are 1 and −1, and these
are the only units of Z. By contrast, in R, the roots of unity are still only 1
and −1, as you will prove in the next exercise, but every nonzero number is a
unit.
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Exercise 7.5. Suppose x is a real number.

1. Assume first that x > 1. Recall that this implies that x2 > x. Use this to
prove that there is no positive integer n for which xn = 1.

2. Assume that 0 < x < 1. Recall that this implies that x2 < x. Use this to
prove that there is no positive integer n for which xn = 1.

3. Deduce that the only positive real number x satisfying xn = 1 is x = 1.
4. Suppose x < 0. Show that if xn = 1, then n must be even. Deduce from

this and the previous part that x2 = 1, and then deduce that x = −1.
5. Conclude that 1 and −1 are the only roots of unity in R. We see that even

though R has infinitely many units, only two of them are roots of unity.

Next let us consider roots of unity in the ring C of complex numbers. It
is clear that C has more roots of unity than R does, since i and −i are roots
of unity: Their squares are −1, so they satisfy i4 = (−i)4 = 1. Thus there
are four fourth roots of unity in C, namely, 1, i, −1, and −i. In fact, for each
positive integer n, there are n different nth roots of unity in C, namely, the n
complex numbers

cos
2πk

n
+ i sin

2πk

n

obtained by letting k take on the n integer values from 0 to n − 1. We will
not prove this in general, but we will check its truth in a few special cases.
For a general proof, one can use trigonometric identities or the exponential
function.

Exercise 7.6. Verify the following statements:

1. The two numbers 1 and −1 are second roots of unity. They can be written
as cos 0 + i sin 0 and cos π + i sinπ.

2. The two complex numbers

−1
2

±
√

3
2

i

are third roots of unity, as is 1. These three numbers can be written as

cos
2πk

3
+ i sin

2πk

3

for k equal to 0, 1, and 2.
3. The four complex numbers ±1 and ±i are fourth roots of unity. These

four numbers can be written as

cos
2πk

4
+ i sin

2πk

4

for k equal to 0, 1, 2, and 3.



7.3 The Theorems of Fermat and Euler 101

4. The two complex numbers
1
2

±
√

3
2

i

are sixth roots of unity, as are ±1 and − 1
2 ±

√
3

2 i. These six numbers can
be written as

cos
2πk

6
+ i sin

2πk

6
for k equal to 0, 1, 2, 3, 4, 5.

If r is a root of unity in a ring R, the smallest positive integer n for which
rn = 1 is called the order of r. For example, in C, the order of 1 is 1, the
order of −1 is 2, and the order of each of i and −i is 4. The roots of unity in
C have many important applications.

Our larger concern is not roots of unity in R or C, but roots of unity in the
rings Zm. Typically, the roots of unity of a ring R form only a small subset of
the entire set of units of R. However, if R has only a finite number of elements,
as is the case for the rings Zm, then all the units in R are roots of unity. More
generally, if a ring R has only a finite number of units, then all the units of
R are roots of unity. This statement is the last part of Proposition 7.3 below.

Proposition 7.3 Let R be a ring with multiplicative identity 1.

1. Suppose u and v are units in R. Then uv is a unit too.
2. More generally, if u1, . . . , ut are units in R, then the product u1u2 · · ·ut

is a unit.
3. In particular, if u is a unit and t is a positive integer, then ut is a unit.
4. Suppose R has only finitely many units; say, R has t units. Then every

unit u in R satisfies un = 1 for some integer n less than or equal to t.

Exercise 7.7. Prove Proposition 7.3. For the first part, you can write down
the inverse explicitly, in terms of the inverses of u and v. A similar approach
handles the next two parts. For the last part, can the units 1, u, u2, u3, . . . , ut

all be distinct in R? If not, two of them must be equal. Write down an equation
displaying the equality of two of these powers of u and deduce that un = 1
for some n ≤ t.

7.3 The Theorems of Fermat and Euler

We saw in Section 4.1 that for an integer m > 1 and a positive integer a,
we can determine the least nonnegative residue of a power at modulo m with
relative ease if we are able to find an exponent e with the property that

ae ≡ 1 (mod m) .

Must such an exponent e exist? Let us prove that such an exponent can exist
only if (a, m) = 1.
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Suppose that such an e exists. Factoring ae as a × ae−1, we find that

a × ae−1 ≡ 1 (mod m) .

Thus ae−1 is a solution to the congruence

ax ≡ 1 (mod m) .

We know from Theorem 4.6 that this congruence is solvable if and only if
(a, m) = 1. Thus, if there is to be an exponent e satisfying ae ≡ 1 (mod m),
then we must have (a, m) = 1. Or to state the contrapositive, if (a, m) > 1,
then there can be no such exponent e. Therefore, we are led to ask the following
question:

Question 7.4 If a and m > 1 are integers with (a, m) = 1, is there an
exponent e such that ae ≡ 1 (mod m)?

Let us translate this question into a multiplication question in Zm. We
will use the bracket notation for elements of Zm. To find an e such that
ae ≡ 1 (mod m) is the same as to find an e such that

[a]e = [1]

in Zm. The condition that (a, m) = 1 is the same as the condition that [a] is
a unit in Zm. Therefore, we are asking the following question:

Question 7.5 If m > 1 is an integer and u is a unit in Zm, is there an
exponent e such that ue = 1 in Zm?

We have answered this question already, and more. We proved in Propo-
sition 7.3 that every unit in a ring with only finitely many units is a root
of unity. Since Zm has only finitely elements altogether, it certainly has only
finitely many units. Therefore, every unit u in Zm is a root of unity, and this
is all that the question is asking.

We can even say a bit more. Suppose u and v are units in Zm, with ui = 1
and vj = 1 for some positive integers i and j. Then uij = (ui)j = 1 and
vij = vji = (vj)i = 1. Similarly, if u1, . . . , ut is a complete list of the units
of Zm and i1, . . . , it are positive integers such that uir

r = 1 for each index r,
then there is a positive integer e such that every unit ur satisfies (ur)e = 1.
For instance, e can be the product of the ir’s, or their least common multiple.
We have proved the following proposition:

Proposition 7.6 Suppose R is a ring with only finitely many units. Then
there is a positive integer e such that every unit u in R satisfies ue = 1. In
particular, for an integer m > 1, there is a positive integer e such that every
unit u in Zm satisfies ue = 1. Equivalently, there is a positive integer e such
that every integer a relatively prime to m satisfies the congruence

ae ≡ 1 (mod m) .
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We would like to refine Proposition 7.6 for the ring Zm in order to obtain
an exponent e satisfying two special properties: e is not large (compared to
m) and e is explicitly computable (in terms of m). Let us look back over our
examples to see what choice of e can be made for specific values of m.

Exercise 7.8. For each of the values of m from 2 to 13 answer the following
questions:

1. What are the units in Zm?
2. What is the order of each unit u in Zm? In other words, for each unit u,

what is the smallest positive integer f such that uf = 1?
3. What is the smallest integer e such that the every unit u of Zm satisfies

ue = 1?
4. Let φm stand for the number of units in Zm. Does every unit u in Zm

satisfy uφm = 1? In particular, for prime values of m in the range from 2
to 13, does every unit u in Zm satisfy um−1 = 1?

Presumably, you have found that the answer to the last question in Exer-
cise 7.8 is yes. Thus, for the prime numbers p that you have checked, those
between 2 and 13, every unit u in Zp satisfies

up−1 = 1.

Equivalently, for every integer a not divisible by the prime p,

ap−1 ≡ 1 (mod p) .

This is true in general, and this fact was proved by Fermat:

Theorem 7.7 (Fermat). Let p be a prime number and let a be a positive
integer not divisible by p. Then

ap−1 ≡ 1 (mod p) .

Equivalently, in the ring Zp, every nonzero element u satisfies

up−1 = 1.

The argument we will use to prove Fermat’s theorem actually works in
much greater generality. Thus, we may as well state and prove the more general
result.

Theorem 7.8. Suppose R is a ring with only finitely many units, t, say. Then
every unit u in R satisfies

ut = 1.

Exercise 7.9. Explain why Fermat’s theorem follows as a special case of The-
orem 7.8. Then prove Theorem 7.8 following the outline below.
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1. Suppose that the ring R has precisely t units, u1, . . . , ut. Suppose also that
u a unit of R. Thus, u is one of the ui’s, but we do not care which one. Show
that uu1, uu2, . . . , uut is also a complete list of the t units of R, possibly
listed in a different order from the original list. (Thus, multiplication by
u shuffles the set of units.)

2. Using the unit shuffle, prove that

u1u2 · · ·ut = (uu1)(uu2) · · · (uut).

3. Rearrange the factors in this equality and use cancellation to deduce that

ut = 1.

We can apply Theorem 7.8 to Zm for every integer m > 1, not just for m
prime. The result we obtain by doing so is known as Euler’s theorem. It is
usually stated using the Euler φ-function, which we shall now define.

If m is a positive integer, set φ(m) equal to the number of integers in the
range from 1 to m that are relatively prime to m. Thus φ(1) = 1, while for
m > 1 we have 1 ≤ φ(m) < m. (The reason that φ(m) is strictly less than m
for m > 1 is that for m > 1, the integer m is never relatively prime to itself,
and so there are at most m − 1 integers in the range from 1 to m that are
relatively prime to m.) The value of φ(m) for m > 1 can also be described as
the number of units in Zm. You should compute φ(m) for all integers m ≤ 13,
in order to check your understanding of its definition. You already have all
the data you need.

Using the notation of the Euler φ-function, we can state Theorem 7.8 in
the case of the ring Zm.

Theorem 7.9 (Euler’s Theorem). Let m be an integer greater than 1. In
the ring Zm, every unit u satisfies

uφ(m) = 1.

Equivalently, every integer a relatively prime to m satisfies

aφ(m) ≡ 1 (mod m) .

The proof of Euler’s theorem is simply a matter of quoting Theorem 7.8
and observing that φ(m) is the number of units in Zm. We shall discuss how
to calculate φ(m) effectively in Section 7.4.

Let us discuss a surprising and important application of Fermat’s theorem,
a test for primality.

Proposition 7.10 Let m be an integer greater than 1 and let a be a positive
integer relatively prime to m. If the congruence

am−1 ≡ 1 (mod m)

does not hold, then m is not prime.
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Exercise 7.10. Prove Proposition 7.10. Then illustrate its use by calculating
the least nonnegative residue of 2510 modulo 511 and concluding that 511 is
not prime.

This idea for testing whether a particular integer is prime is the beginning
of a large and important subject. One way to test the primality of a positive
integer m is trial factorization, in which you experiment by dividing m by
all the integers up to

√
m. As we have discussed, this can take a long time.

Alternatively, we can use Fermat’s theorem to test the primality of m as
follows: We can choose different integers a relatively prime to m and determine
the least nonnegative residue of am−1 modulo m. We have seen that these
tests do not take a long time to perform. If any one of these residues is not 1,
then m is not prime. This approach has the benefit that it may produce the
nonprimality of m in a short time. It has the drawback, though, that when it
tells us that a given integer m is not prime, it gives us no idea of the nontrivial
factors of m.

There is another pitfall to the method of primality testing provided by
Fermat’s theorem: It is not guaranteed to give us conclusive information.
Fermat’s theorem allows us to conclude that an integer is not prime if it fails
to pass a certain test, but it does not tell us anything about the primality of
the integer if it in fact passes the test for all appropriate values of a. That
is, Fermat’s theorem does not preclude the possibility that there might exist
some positive integer m that is not prime but that nonetheless “passes the
Fermat test” for each a relatively prime to m. There may exist composite
integers m that satisfy the condition that for every a relatively prime to m,
we have am−1 ≡ 1 (mod m). Thus, even though m is not prime, the Fermat
test would fail to reveal this.

In fact, such numbers do exist. They are called Carmichael numbers after
R. D. Carmichael, who first noted the existence of such numbers in 1910. The
first three of them are 561, 1105, and 1729. The Carmichael numbers are rela-
tively few and far between (there are only 105 Carmichael numbers less than
ten million), so if an integer m passes the Fermat test for every a relatively
prime to m, we may conclude that m is “probably” prime. Fortunately, the
idea behind this test can be refined to yield a better primality test, leading to
techniques for determining with near certainty in a practical amount of time
whether a large integer is prime. There are also, of course, tests to determine
with absolute certainty whether an integer is prime, but the price of certainty
is a slower test.

7.4 The Euler φ-Function

For Euler’s theorem to be used effectively in practical situations, we need to
be able to compute φ(m). We have already done so in the case that m is
prime, obtaining the value φ(m) = m − 1. For arbitrary m, the value of φ(m)
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can be computed in principle by checking each positive integer less than m
to decide whether it is relatively prime to m, but this can take a long time.
What we would like is a general formula for φ(m), and since we know the
value of the Euler φ-function for prime numbers, we might suspect that such
a formula would express φ(m) in terms of the prime numbers that are factors
of m. Indeed, that is exactly the type of formula that we are going to deduce.
Let us start with the simplest case.

Exercise 7.11. For a prime number p, you already know that φ(p) = p − 1.
More generally, prove that for every positive integer e, the value of the Euler
φ-function applied to pe is given by φ (pe) = pe − pe−1. (Hint: If an integer
is not relatively prime to pe, what are the only possible common factors that
it can have with pe? Use this idea to specify a set of pe−1 integers between 1
and pe that are not relatively prime to pe. Argue that the remaining pe −pe−1

integers between 1 and pe are relatively prime to pe.)

One way to compute the Euler φ-function for arbitrary positive integers is
to combine the calculation of φ for prime powers from Exercise 7.11 with the
following theorem.

Theorem 7.11. Let a and b be relatively prime positive integers. Then

φ(ab) = φ(a)φ(b).

More generally, let a1, . . . , ar be positive integers satisfying the condition that
any two of them are relatively prime. Then

φ(a1a2 · · · ar) = φ(a1)φ(a2) · · ·φ(ar).

Exercise 7.12. Let n be a positive integer.

1. Suppose n = peqf for distinct prime numbers p and q. Use Theorem 7.11
to show that

φ(N) =
(
pe − pe−1) · (

qf − qf−1).
2. Calculate φ(1728).
3. Suppose n = pe1

1 pe2
2 · · · per

r for distinct prime numbers p1, . . . , pr. Use The-
orem 7.11 to write a formula for φ(n) in terms of the primes pi and the
exponents ei.

4. Using this formula, calculate φ(60), φ(900), and φ(7875).

Notice that the second part of Theorem 7.11 follows from the first by
induction. We will not prove Theorem 7.11 directly. Instead, we will take a
different approach to the calculation of φ(N), one that will lead to the same
formula for φ(N) given in the exercise above, and from this Theorem 7.11
will follow. The alternative approach depends on a general counting principle
known as the inclusion–exclusion principle. Let us discuss an example in which
this principle arises.
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Suppose you are given a bag with 100 marbles. You are told that 30 are
yellow (chipped or unchipped), that 15 are chipped (yellow or not yellow),
and that 8 are both yellow and chipped. How many marbles are not yellow
and not chipped?

Drawing a picture helps to see what is happening (see Figure 7.1). We can

yellow
chipped

8
1 5

30

yellow and 
chipped

not yellow and not chipped

100 – 30  – 15 + 8

Figure 7.1. Counting marbles with the inclusion–exclusion principle.

draw a big rectangle representing the 100 marbles. Inside it we draw an ellipse
representing the yellow marbles and another ellipse representing the chipped
marbles. The two ellipses overlap, since some marbles are both chipped and
yellow. The unchipped, nonyellow marbles are those lying outside the two
ellipses. One way to count the number of unchipped, nonyellow marbles is to
start with 100, subtract 30 to get rid of the yellow marbles, and subtract 15
to get rid of the chipped marbles. This gives us 55. But some marbles have
been subtracted too often in this count: The chipped yellow ones have been
subtracted twice. There are 8 of them, so we need to add 8 to 55, getting a
count of 63 marbles that are neither yellow nor chipped. This is our answer.
Let us generalize this idea and then apply it to the problem of calculating the
Euler φ-function.

Suppose you have a set X containing N objects, for some positive integer
N . The objects might be marbles, numbers, cars, or the integers from 1 to
N . You are interested in two properties that the objects may satisfy. Let us
call the properties P and Q. In the example above, property P might be the
property of being yellow and Q the property of being chipped. An object in
our collection may satisfy property P alone, property Q alone, both at once,
or neither. Let us write NP for the number of objects in the set X that satisfy
property P. Any of these objects may satisfy Q or they may not. Similarly,
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write NQ for the number of objects that satisfy property Q, and write NPQ
for the number of objects that satisfy both P and Q.

Exercise 7.13. Prove that the number of objects in X satisfying neither P
nor Q is given by the formula

N − NP − NQ + NPQ.

(Do not go into great detail. It would be sufficient to make a suitable diagram
with various portions labeled and then to explain what the diagram means
and how the formula follows.)

Exercise 7.14. We will apply this formula to the Euler φ-function for integers
N of the form peqf .

1. Suppose m and n are positive integers and m divides n, so that n = bm
for some positive integer b. List all the integers between 1 and n that are
divisible by m. How many are there?

2. Suppose p and q are distinct prime numbers and N is a positive integer
divisible by both p and q. How many integers between 1 and N are divisible
by p? by q? by both p and q? (Hint: For the third part, if p and q divide
an integer, does pq divide the integer?)

3. Suppose p and q are distinct prime numbers and N is an integer divisible
by both p and q. How many integers between 1 and N are divisible by
neither p nor q? In other words, how many integers between 1 and N are
relatively prime to both p and q? (Hint: Use the result of the preceding
problem.)

4. As a special case, suppose N = peqf . Prove that

φ(N) = N − N

p
− N

q
+

N

pq
.

5. Use this formula to deduce that

φ(N) =
(
pe − pe−1)(qf − qf−1) = φ

(
pe

)
φ
(
qf

)
.

Let us extend the idea above to integers divisible by three primes. First,
begin with marbles again. Suppose you have a bag containing 100 marbles of
two different sizes and you are given the following information about them:

(a) 22 marbles are green.
(b) 12 marbles are chipped.
(c) 14 marbles are large.
(d) 8 marbles are green and chipped.
(e) 3 marbles are green and large.
(f) 5 marbles are chipped and large.
(g) 2 marbles are green, chipped, and large.
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How many marbles are not green, not chipped, and not large?
Begin by drawing a diagram, with a big rectangle for all the marbles and

three small circles representing the green, the chipped, and the large marbles.
The three circles need to be drawn so that they overlap in all possible ways.
We want to count the number of marbles outside the three small circles. Our
first estimate of this number is 100 − 22 − 12 − 14, or 52. As in the earlier
example, we have subtracted too much. Those that are green and chipped
(but not large) have been subtracted twice. Similarly, we have subtracted the
marbles that are green and large (but not chipped) twice and those that are
chipped and large (but not green) also twice. So we add back 8 + 3 + 5 to
get a second, improved, estimate of 68. However, the marbles that are green,
chipped, and large have been subtracted three times in the first estimate and
added back three times in the second estimate, so the count of 68 includes
them. And so we must finally subtract these 2 marbles from our count, getting
66. Our final calculation takes the form:

68 = 100 − (22 + 12 + 14) + (8 + 3 + 5) − 2.

What general principle covers this situation? Suppose you have a set X
containing N objects, for some positive integer N , and now you are interested
in three properties that the objects may satisfy. Let us call the properties P,
Q, and R. Let us write NP for the number of objects that satisfy property P,
and then NQ for the number satisfying Q, and NR for the number satisfying
R. Also write NPQ for the number satisfying both P and Q, and write NPR
and NQR for the analogous quantities. Finally, write NPQR for the number of
objects satisfying P, Q, and R simultaneously.

Exercise 7.15. Prove that the number of objects in X satisfying neither P
nor Q nor R is given by the formula

N − NP − NQ − NR + NPQ + NPR + NQR − NPQR.

Again, you do not need to go into great detail. Use a diagram.

Exercise 7.16. Apply this formula to the Euler φ-function.

1. Suppose p, q, and r are distinct prime numbers and N is a positive integer
divisible by all three. How many integers between 1 and N are divisible
simultaneously by p, by q, and by r? (Hint: If p, q, and r divide an integer,
does pqr divide the integer?)

2. Suppose p, q, and r are distinct prime numbers and N is an integer di-
visible by all three. How many integers between 1 and N are divisible by
neither p nor q nor r? In other words, how many integers between 1 and
N are relatively prime to all three of p, q, and r?

3. As a special case, suppose that N = peqfrg. Prove that

φ(N) = N − N

p
− N

q
− N

r
+

N

pq
+

N

pr
+

N

qr
− N

pqr
.
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4. Prove for N as in the preceding part that

φ(N) =
(
pe − pe−1)(qf − qf−1)(rg − rg−1) = φ

(
pe

)
φ
(
qf

)
φ
(
rg

)
.

Let us consider the general situation. We are given N objects again, and
this time we consider r properties, which we will call p1,p2, . . . ,pr. We will
again write Npi

for the number of objects satisfying property pi, and Npipj

for the number of objects satisfying pi and pj . We extend this notation in the
obvious way. For instance, Np1p3p4p6p9

is the number of objects satisfying the
five properties p1,p3,p4,p6, and p9. We have proved in the special cases of
r = 2 and r = 3 a result known in general as the principle of inclusion and
exclusion or the inclusion–exclusion principle.

Theorem 7.12. Let X be a set consisting of N objects. The number of objects
in X that satisfy none of the properties p1, . . . ,pr is given by the formula

N −
∑

i

Npi +
∑
i �=j

Npipj −
∑
i,j,k

distinct

Npipjpk
+ · · · + (−1)rNp1p2...pr .

The proof is not difficult, but it depends on some ideas that we have not
yet discussed. These ideas and the proof are treated in Section 8.1. Theorem
7.12 is fundamental in many combinatorial and probabilistic situations.

Exercise 7.17. Use the inclusion–exclusion principle in the problems below.

1. Count how many integers between 1 and 63 000 are not divisible by 2, 3,
5, or 7. What is φ(63 000)?

2. Suppose N is a positive integer whose prime factorization is

pe1
1 pe2

2 · · · per
r ,

where p1, . . . , pr are distinct prime numbers. Use the inclusion–exclusion
principle to obtain a formula for φ(N).

3. Prove that this formula agrees with the product formula you obtained in
Exercise 7.12 for φ(N).

7.5 RSA Encryption

Anya Krupskaya and Ilya Kuryakin are working as secret agents for a gov-
ernment whose name we need not reveal here. They are operating in different
areas of one of the world’s trouble spots, and they need to communicate in
code. However, Mira the Malevolent, who works for another country’s spy
agency, is also operating in the area, and she is known to have devised a num-
ber of clever ways of intercepting communications between Ilya and Anya.
Therefore, these two spies require a cryptographic system by which each of
them can encode and send secret messages that the other can decode but that
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Mira will be unable to decode should she chance to intercept a message. In
fact, we would like to do something more: We want to be able to describe
the encoding procedure publicly, so that anyone, even Anya’s mother, or even
Mira for that matter, can encode data in the same way and send it to Anya,
but we want to ensure that anyone who might intercept the encoded data, even
someone who knows the publicly available procedure for encoding data—even
Ilya!—will nonetheless be unable to decode the message.

This may seem like rather a tall order, but in fact, it can be done. What
makes it possible, according to one scheme known as RSA encryption, are
three facts that we have already discussed:

1. It takes a very long time, even with the fastest computers available, to
factor an integer that is the product of two unknown large prime numbers.

2. With the help of primality tests, along the lines of the one we introduced
using Fermat’s theorem, it is possible to find large prime numbers in a
relatively short amount of time.

3. Euler’s theorem: Every integer a relatively prime to an integer m > 1
satisfies aφ(m) ≡ 1 (mod m).

RSA encryption depends on the asymmetry between the effort it takes to
determine whether an integer is prime and the much greater effort it takes to
find the prime factors of a number that is known to be composite. Therefore,
RSA encryption will become obsolete if anyone ever finds a fast way to factor
integers. Until such a method is found—and the consensus among mathemati-
cians is that such a method will never be found, because factorization is an
inherently labor-intensive enterprise—the RSA encryption scheme appears to
be secure.

RSA encryption works as follows. First we find two distinct large prime
numbers, p and q, and multiply them to obtain a number n. How large p and
q need to be depends on the latest state of the art in factoring large integers.
For medium security they might each have about 75 digits, for high security,
about 150. One can deduce from the prime number theorem (see Chapter 5)
that the odds of a random integer n being prime are roughly 1/ lnn. Therefore,
since ln 1075 ≈ 173, we can find our large primes in a reasonable amount of
time by simply testing 75-digit integers chosen at random for primality until
we find two of them.

The knowledge of p and q is what we must keep secret, but we do not
mind if n is publicly known, because we anticipate that no one will be able to
factor it to discover the secret p and q. Since we know p and q, we also know
how to calculate φ(n):

φ(n) = (p − 1)(q − 1) = pq − p − q + 1.

This number φ(n) is information that we also keep to ourselves and that
someone without the knowledge of the factorization of n will be unable to
compute in a reasonable amount of time.
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We now choose an integer d relatively prime to φ(n). Since we know φ(n),
such a d is easily found. Bézout’s theorem ensures that integers e and f exist
satisfying

de − φ(n)f = 1.

The Euclidean algorithm allows us to find e and f quickly, and we now have
integers d and e such that

de ≡ 1 (mod φ(n)) .

We publicize the numbers e and n. We keep to ourselves the numbers d and
φ(n). If one could factor n, then one would know φ(n), and one could use φ(n)
and e to determine d, at least up to congruence modulo φ(n), which turns out
to be good enough to break the code. Our system depends on the assumption
that no one will succeed in factoring n.

How does one use e and n to encode data? First the data must be con-
verted in some standardized way to a string of positive integers. For instance,
we could assign to each of the 52 uppercase and lowercase letters an integer
between 10 to 99, and assign additional such integers to the ten Arabic nu-
merals, standard punctuation symbols, and maybe a few other symbols like a
space symbol. It does not matter how we do this. By concatenating all these
two-digit numbers, we obtain a huge string of digits, and that is what we want
to encode and send.

Going back and forth between the string of two-digit integers and the
original message is a routine matter, and the procedure is public. The problem
is to send the string in a secure way. We will break the string into blocks of
digits of some length k, each block giving us a k-digit number a that we
wish to encode and send. We could take k = 2 and use our original two-digit
numbers, but it might be more efficient to make k larger. In any case, it is
important that k be shorter than the number of digits in the prime numbers
p and q. This ensures that the k-digit numbers a that we encode and send are
less than p and q. Therefore, a is relatively prime to both p and q, implying
that a is relatively prime to n as well. We wish for the sender to use the public
data of e and n to encode a into a new number b and send b. Then we, the
receiver, knowing d and φ(n), must be able, on receiving b, to use d and φ(n)
in some way to recover a.

Here is what we do. The sender raises a to the power e to get a new integer
ae and then finds the least nonnegative residue b of ae modulo n. As we have
learned, as large as ae may be, the calculation of the residue b can be done
quickly. The number ae itself never needs to be found explicitly. This b is the
number sent to the receiver. The receiver takes b, raises it to the power d,
and finds the least nonnegative residue of bd modulo n. Again, this can be
done quickly, without calculating bd explicitly. The reason this system works
is that the least nonnegative residue of bd modulo n turns out to be a, as we
will check in a moment. The receiver has decoded the message, and has done
so using d, which no one else knows. Anyone who intercepts the message, even
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Mira the Malevolent, will be unable to decode it, for the interceptor would
need to know d, which depends on knowing φ(n), which in turn depends on
knowing the prime factorization of n.

Why is the least nonnegative residue of bd modulo n equal to a? This is
where Euler’s theorem comes in. We have

b ≡ ae (mod n) .

Therefore,
bd ≡ (ae)d (mod n) .

But (ae)d = ade, and de is congruent to 1 modulo φ(n), by the choice of
d and e. This means, as we have seen, that there is an integer f such that
de − φ(n)f = 1. Let us rewrite this as de = 1 + φ(n)f . Then we find that

(ae)d = ade = a1+φ(n)f = a · aφ(n)f = a ·
(
aφ(n)

)f

.

Now we use Euler’s theorem. Since a has fewer digits than both p and q,
it is relatively prime to n. Therefore, Euler’s theorem tells us that

aφ(n) ≡ 1 (mod n) .

This yields (
aφ(n)

)f

≡ 1 (mod n)

and
a ·

(
aφ(n)

)f

≡ a (mod n) .

Therefore,
(ae)d ≡ a (mod n)

and
bd ≡ a (mod n) .

Raising a to the power e and reducing modulo n and then raising the result b
to the power d and reducing modulo n has returned us to the original a. The
receiver is able to recover a from b, but no one else can do so, because no one
else knows what exponent d to use.

Notice the large number of results and ideas that we have treated in this
book that have come into play in constructing RSA encryption schemes. These
include the Euclidean algorithm, Bézout’s theorem, congruences, and Euler’s
theorem. RSA encryption is one of the most important, and unexpected, ap-
plications of number theory and algebra to everyday life.
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8

Binomial Coefficients

8.1 Pascal’s Triangle

In Section 7.4 we used Theorem 7.12, the inclusion–exclusion principle, to
prove that the Euler phi function satisfies φ(ab) = φ(a)φ(b) if a and b are
relatively prime positive integers. Theorem 7.12 can be proved using the theory
of combinations, which we introduce in this section. The theory is not itself a
part of algebra, but it has important applications to algebra.

The theory of combinations begins with the classical question of how many
different ways there are to choose r objects from a collection of n objects.
Here r and n are positive integers with r ≤ n. One can give an unending
sequence of examples of situations in which such questions arise. Many such
situations arise in games of chance, and indeed, the theory of combinations—
or combinatorics, as the field of mathematics that studies the various ways
in which objects can be counted is called—was developed in large measure to
assist gamblers in figuring out the odds of the occurrence of a particular roll
of the dice or a particular hand at cards.

The card game poker is a convenient source of examples. In the standard
variant of this game several players are dealt five cards each, and they proceed
to wager on the strength of their particular combinations of cards, which are
ranked according to their rarity. The rarest poker hand of all is the “straight
flush,” in which all cards are of the same suit (clubs, diamonds, hearts, spades)
and are adjacent in counting sequence. An example of a straight flush is the
hand consisting of the eight, nine, ten, jack, queen of hearts. (The “face cards”
are ranked above the two through ten, in the order jack, queen, king, and these,
in turn, are followed by the ace.)

The probability of a player being dealt a particular poker hand, or a par-
ticular type of poker hand, is the number of ways of choosing that hand or
type of hand divided by the number of all possible poker hands. How many
different poker hands are there? Put differently, starting with a standard pack
of 52 cards, how many different ways are there of choosing 5 cards from this
set of 52? Each such choice is called a combination. We are going to have to
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be careful about just what we mean by different. If we are playing a hand of
poker, we pick up our cards after they are dealt and are free to arrange them
in any order: The order in which the cards are dealt is irrelevant. All we care
about is what five cards we have. So when we ask how many different poker
hands there are, we are asking how many different (unordered) subsets of five
elements there are in a set of fifty-two elements.

In addition to the the question of just how rare a straight flush is (how
rare? we will soon find out!), we can ask additional questions, such as how
many of these combinations are full houses (three cards of one denomination
and two of another, such as two kings and three fives), or flushes (all five cards
of the same suit, but not a straight flush).

To proceed with the development of the elementary theory of combina-
tions, we will introduce some notation. The standard mathematical notation
for the number of combinations of r objects selected from a collection of n
objects is

(
n
r

)
. For instance, if we are playing with a deck of n cards and deal

everyone r cards, then
(
n
r

)
is the number of possible hands you can be dealt.

In particular,
(52

5

)
denotes the number of poker hands. The numbers

(
n
r

)
are

called binomial coefficients (because
(
n
r

)
is the coefficient of xr in the expan-

sion of the binomial (1+x) raised to the nth power; more on this later). When
we read

(
n
r

)
aloud, we say “n choose r.” The number of different poker hands

is “fifty-two choose five.”
Notice that

(
n
n

)
counts the number of ways of choosing n objects from n

objects, which is 1 (since order is irrelevant!), while
(
n
1

)
counts the number

of ways to choose 1 object from n, which is n, since a collection of n objects
has n one-element subsets. It is convenient to introduce the idea of choosing
0 objects. This has a certain sense, in that if we have before us, say, an ice
cream cone, a chocolate bar, and a piece of chess pie, and we have taken a
New Year’s resolution not to eat any desserts, and we have decided to choose
none of the items offered, there is only one way to do it: Just say no. And
so

(3
0

)
= 1. If we look at our interpretation of n choose r as the number

of r-element subsets of an n-element set, then it is clear that
(
n
0

)
should be

set equal to 1, since every set has precisely one zero-element subset, namely,
the set with no elements, which is called the empty set and denoted by ∅.
But even if neither of these justifications appeals to you, it is convenient in
formulas involving the binomial coefficients to have

(
n
0

)
equal to 1, and so we

may simply define
(
n
0

)
to be 1. We make no exception for n = 0. We define(0

0

)
to be 1, to be consistent (the empty set has a single zero-element subset,

namely, itself, the empty set).
We define

(
n
r

)
to be 0 if r is negative or if r > n, since there is no way

in the physical world to choose a negative number of objects or to choose
more objects than are available. Once again, the subset interpretation can
help to lend support to these definitions: There are no r-element subsets of
an n-element set if r is greater than n, and no set has subsets with a negative
number of elements. Why we bother assigning numbers to these symbols will
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become clear as we develop mathematical expressions that relate different
binomial coefficients.

Exercise 8.1. Determine the values of the following binomial coefficients:

1.
(2
1

)
.

2.
(3
2

)
.

3.
(

n
n−1

)
(in terms of n).

Theorem 8.1. Let n be a positive integer and suppose r is an integer with
0 ≤ r ≤ n. Then (

n

r

)
=

(
n − 1
r − 1

)
+

(
n − 1

r

)
.

Before we proceed to the proof, which you will work out in Exercise 8.2,
note that in the case n = r, the expression

(
n
r

)
makes “real-world” sense, but

that
(
n−1

r

)
does not, and that if we hadn’t defined

(
n−1

n

)
to be zero, we would

have had to include in our theorem the disclaimers that r must be at least
1 and no greater than n − 1, and that n must be at least 1. But with our
extension of the definition of the binomial coefficients to embrace the cases of
n equal to zero and of r negative or greater than n, Theorem 8.1 is true for
all values of n > 0 and 0 ≤ r ≤ n.

Exercise 8.2. Prove Theorem 8.1. You can proceed as follows:

1. First, verify the formula directly in the two extreme cases r = 0 and r = n.
Assume in the remainder that 0 < r < n.

2. Imagine that the n objects are lined up in a row with a group of n − 1
on the left, then a gap, then a single object on the right. Any choice of
r objects from this lineup either includes the lone object on the right or
does not include it. From this consideration, show that the desired equality
holds.

Exercise 8.3. We have not defined the binomial coefficients for n < 0. We
could proceed by intuition and say that

(
n
r

)
is zero if n is negative. Show

by citing a particular choice of n and r that with this proposed definition
Theorem 8.1 is false.

Theorem 8.1 gives us a means of computing the binomial coefficients re-
cursively ; that is, we can compute binomial coefficients in terms of “previous”
binomial coefficients. What is meant by previous is that the number in the
upper position of the binomial coefficient is smaller. For instance, we know
that

(1
0

)
=

(1
1

)
= 1. Using the theorem, we can then compute the bino-

mial coefficients
(2
r

)
, since, for example,

(2
1

)
=

(1
0

)
+

(1
1

)
= 1 + 1 = 2 and(2

0

)
=

( 1
−1

)
+

(1
0

)
= 0 + 1 = 1. We can then use the binomial coefficients for

n = 2 to compute the binomial coefficients
(3
r

)
, and so on as far as time and

patience allow.
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Exercise 8.4. Make a table displaying the values of the binomial coefficients(
n
r

)
for n running from 1 to 8 and r running from 0 to n. Your table should

take the shape of a triangle, with the top row (which we will call row zero)
containing

(0
0

)
, the next (first) row containing

(1
0

)
and

(1
1

)
, and so on. The

entry
(
n
r

)
should sit in the nth row with

(
n−1
r−1

)
above it to the left and

(
n−1

r

)
above it to the right.

The advantage of numbering the rows in the triangle of Exercise 8.4 from
zero, rather than one, is that under this numbering scheme, the nth row
contains the binomial coefficients

(
n
r

)
, for n fixed and r running from 0 to n.

Thus there are n+1 binomial coefficients in row n. Notice that this triangle can
be continued downward indefinitely. It is called Pascal’s triangle, in honor of
the philosopher and mathematician Blaise Pascal (1623–1662), who founded
the modern science of combinatorics and probability in response to a gambler’s
question about the odds of rolling a double six at least once in twenty-four
rolls of two dice. (He was betting even money. Should he have been?) The
triangle has been discovered many times in the past two thousand years, by
thinkers in many civilizations. It is a wondrous object.

In studying Pascal’s triangle you may make the following empirical obser-
vations:

1. Each row is palindromic: it reads the same from left to right as from right
to left.

2. The sum of the terms in row n is 2n.
3. The alternating sum of the terms in any row is 0.

These empirical observations, made above only for n from 1 to 8, hold for
every n:

Theorem 8.2. Let n be a nonnegative integer.

1. For every integer r, we have(
n

r

)
=

(
n

n − r

)
.

2. The following equality holds:(
n

0

)
+

(
n

1

)
+

(
n

2

)
+ · · · +

(
n

n − 1

)
+

(
n

n

)
= 2n.

3. The following equality holds:(
n

0

)
−

(
n

1

)
+

(
n

2

)
− · · · + (−1)n−1

(
n

n − 1

)
+ (−1)n

(
n

n

)
= 0.

Exercise 8.5. Prove Theorem 8.2. Proceed as follows:

1. Interpret the first statement in terms of combinations and explain why it
holds.
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2. For the second statement, imagine that the n objects from which you are
choosing are lined up in a row. Show how each possible choice of objects
from these n can be identified with a sequence of 0’s and 1’s of length n,
and that in turn, each such sequence specifies a particular combination.
Then show by induction that there are 2n sequences of 0’s and 1’s of
length n.

3. For the third statement, use Theorem 8.1.

Surprisingly, we can prove the inclusion–exclusion principle, Theorem 7.12,
using the result of Theorem 8.2 that the alternating sum of binomial coeffi-
cients in a row of Pascal’s triangle is zero. We repeat the theorem here as
Theorem 8.3. Recall the notation that, for example, Npipj

is the number of
objects in a set of N objects that satisfy the properties pi and pj :

Theorem 8.3. Let X be a set consisting of N objects. The number of objects
in X that satisfy none of the properties p1, . . . ,pr is given by the formula

N −
∑

i

Npi +
∑
i �=j

Npipj −
∑
i,j,k

distinct

Npipjpk
+ · · · + (−1)rNp1p2...pr

.

Exercise 8.6. Prove Theorem 8.3 (7.12). Proceed as follows:

1. Focus your attention on a particular object in X . Let us call it Grendel.
Suppose that from among the r properties that Grendel could satisfy,
he satisfies exactly k of them. Here k must be some integer between 0
and r. To see where the argument is heading, let us suppose that k is 2
and that the two properties Grendel satisfies are p2 and p5. Consider the
alternating sum expression in the theorem. Call it A. The N on the left
represents a count of all the objects in X , including Grendel, so Grendel
contributes a 1 to the expression. We then pass to the term −∑

i Npi .
Since Grendel satisfies p2 and p5, he contributes a 1 to Np2 and a 1 to
Np5 . But since Grendel satisfies no other property, he contributes 0 to the
other Npi

’s. Thus in the second term of A, Grendel contributes −2. Now
pass to the third term,

∑
i �=j Npipj

. Grendel contributes 1 to Np2p5 but 0
to every other summand Npipj , so he contributes 1 to the sum

∑
i �=j Npipj .

Grendel satisfies no set of more than 2 properties, so Grendel contributes
0 to every other summand. Taking inventory, we see that Grendel has
contributed to A the following amount:

1 − 2 + 1,

which is equal to 0.
2. Repeat the same analysis, but now suppose that Grendel satisfies the

properties p4, p6, and p7. Observe that he gets counted in A when we
look at the summand N ; at the summands Np4 , Np6 , and Np7 ; at the
summands Np4p6 , Np4p7 , and Np6p7 ; and at the summand Np4p6p7 ; but in
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every other summand of A he contributes 0. His total contribution to A,
taking signs into account, is

1 − 3 + 3 − 1,

or 0. (Do these numbers look familiar?)
3. In general, if Grendel satisfies k properties and k > 0, show that Gren-

del appears in a given summand Npi1pi2 ...pij
of A only when the set of

properties {pi1 ,pi2 , . . . ,pij
} is a subset of the set of k properties that

Grendel satisfies. Observe in this way that Grendel’s contribution to the
alternating sum A is(

k

0

)
−

(
k

1

)
+

(
k

2

)
− · · · + (−1)k

(
k

k

)
,

which equals 0.
4. Suppose Grendel satisfies none of the properties p1,p2, . . . ,pr. Observe

that Grendel’s contribution to A is 1.
5. Finally deduce that A counts precisely the number of objects in X that

satisfy none of the properties p1,p2, . . . ,pr, as desired.

8.2 The Binomial Theorem

We have used properties of binomial coefficients in order to prove the inclusion–
exclusion principle. Next let us take a closer look at binomial coefficients, in
order to obtain a formula for

(
n
r

)
. Suppose we want to compute

(52
5

)
, the bi-

nomial coefficient that counts the number of different poker hands. So far, the
only method we have is to calculate rows of Pascal’s triangle recursively until
we get to row 52. There must be a better way.

Recall that in the earlier discussion of poker hands, we observed that in
asking how many ways there are to choose 5 cards from a deck of 52, we have
no interest in the order in which the cards are dealt to us. But let us now
suppose that we do care about the order in which the cards are dealt. In other
words, suppose we distinguish as different two hands that consist of the same
cards laid out in a different order. We will call each ordered set of five cards
an arrangement . It is easy to count the number of arrangements. There are
52 different cards, so there are 52 different possibilities for the first card in a
given arrangement. Once this card is chosen, there are 51 possibilities for the
second card, then 50 possibilities for the third, 49 for the fourth, and 48 for
the fifth. We see that the number of arrangements is

52 × 51 × 50 × 49 × 48.

Let us count the number of arrangements of 5 cards from a 52-card deck a
different way. For each fixed choice or combination of 5 cards—what we have
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called a hand—in how many ways can this hand be arranged? In other words,
for these this collection of five different cards, in how many ways can we order
them to obtain different arrangements? We count these arrangements the same
way we counted above, except that now we start with only five cards, instead
of fifty-two. There are 5 choices for the first card in the arrangement, then 4
for the second, 3 for the third, 2 for the fourth, and 1 choice for the last, the
last remaining card. Since there are

(52
5

)
different hands, and 5× 4× 3× 2× 1

different arrangements of each hand, the total number of arrangements of 5
cards is (

52
5

)
× 5 × 4 × 3 × 2 × 1.

We have counted the number of arrangements in two different ways. Equating
the two answers, we obtain(

52
5

)
=

52 × 51 × 50 × 49 × 48
5 × 4 × 3 × 2 × 1

=
311 875 200

120
= 2 598 960.

Let us generalize this argument.

Exercise 8.7. Let n be a positive integer and suppose r is an integer between
0 and n.

1. Prove that the number of arrangements of r objects chosen from a collec-
tion of n objects is

n × (n − 1) × (n − 2) × · · · × (n − r + 1).

2. Prove Theorem 8.4 below.

Theorem 8.4. Let n be a positive integer and let r be an integer satisfying
0 ≤ r ≤ n. Then(

n

r

)
=

n × (n − 1) × (n − 2) × · · · × (n − r + 1)
r × (r − 1) × (r − 2) × · · · × 2 × 1

.

We can rewrite these two results using factorial notation.

Exercise 8.8. Let n be a positive integer and let r be an integer satisfying
0 ≤ r ≤ n.

1. Prove that the number of arrangements of r objects chosen from a collec-
tion of n objects is

n!
(n − r)!

.

2. Prove that (
n

r

)
=

n!
r! (n − r)!

.
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3. Prove the sum formula(
n

r

)
=

(
n − 1
r − 1

)
+

(
n − 1

r

)
of Theorem 8.1 by using the factorial formula for binomial coefficients
rather than the combinatorial meaning of them.

Let us study another application of binomial coefficients, the application
that gives them their name. Consider how you calculate (x + y)2. You write
it out as (x + y)(x + y) and then add together the products of all possible
choices of x or y from the first factor and x or y from the second factor. This
produces x2 + xy + yx + y2, or x2 + 2xy + y2. Similarly, you can calculate
(x+y)3 by writing it as (x+y)(x+y)(x+y) and adding together the products
of all choices of x or y from the first, the second, and the third factors. Do
this and you find that you get a single x3, a single y3 and 3 each of x2y and
xy2. In other words, (x + y)3 = x3 + 3x2y + 3xy2 + y3.

In general, for n a positive integer, we can calculate (x + y)n by writing
a product of n copies of (x + y) and then adding together the products of all
choices of x or y from each factor. We can think of this process as follows.
Line up the n copies of x + y in a row. When we multiply them together, we
obtain a term xn−ryr each time we choose a y from r of the copies and an x
from the other n− r copies. There are

(
n
r

)
ways to choose r copies of x+ y, so

the coefficient of xn−ryr in the product must be
(
n
r

)
. This reasoning suggests

the following result:

Theorem 8.5. Let n be a positive integer. Then

(x + y)n =
n∑

r=0

(
n

r

)
xn−ryr

=
(

n

0

)
xn +

(
n

1

)
xn−1y +

(
n

2

)
xn−2y2 + · · · +

(
n

n − 1

)
xyn−1 +

(
n

n

)
yn

= xn +
(

n

1

)
xn−1y +

(
n

2

)
xn−2y2 + · · · +

(
n

n − 1

)
xyn−1 + yn.

The argument that led us to write down this theorem does not amount to
a proof. More needs to be said to make it precise:

Exercise 8.9. Prove the binomial theorem by the following argument:

1. First show that for each positive integer n, the expansion of (x + y)n has
the form

n∑
r=0

b(n, r)xn−ryr = xn + b(n, 1)xn−1y + b(n, 2)xn−2y2 + · · · + yn,

where b(n, r) is an integer, with b(n, 0) = b(n, n) = 1. Do this by induction
on n. It is certainly true for n = 1. Show that it is true for k + 1 on the
assumption that it is true for a positive integer k.
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2. Now show, by reexamining your induction argument with a little more
care, that the integers b(n, r) satisfy the formula

b(n, r) = b(n − 1, r − 1) + b(n − 1, r).

For this formula to make sense for every r between 0 and n, you may wish
to define b(n, −1) = b(n, n + 1) = 0.

3. It now remains to prove that b(n, r) =
(
n
r

)
. Do so by induction on n. First

verify the equality for n = 1. Then show that if it holds for n = k, it holds
for n = k + 1.

Exercise 8.10. We can now prove some earlier results in a new way, as con-
sequences of the binomial theorem:

1. Use the binomial theorem to show again that the sum of the binomial
coefficients

(
n
r

)
, with n fixed and r running from 0 to n, is 2n. (Hint: Sub-

stitute a specific choice of integers for x and y in the binomial theorem.)
2. Use the binomial theorem to show again that the alternating sum of the

binomial coefficients
(
n
r

)
, with n fixed and r running from 0 to n, is 0.

(Hint: Again, substitute a specific choice of integers for x and y in the
binomial theorem.)

Exercise 8.11. The binomial theorem can be used to give another proof of
Fermat’s theorem, Theorem 7.7, which states that if p is a prime number and a
a positive integer not divisible by p, then ap−1 ≡ 1 (mod p). Alternatively, the
theorem states that for every nonzero element a of Zp, the equality ap−1 = 1
holds.

Suppose p is a prime number.

1. Show that for r an integer satisfying 1 ≤ r ≤ p − 1, the prime p di-
vides

(
p
r

)
. (Hint: Use the formula that we have just obtained for binomial

coefficients.)
2. The binomial theorem is a statement about polynomials in two variables

with integer coefficients. It can be used to obtain a parallel but simpler
statement about polynomials in two variables with coefficients in the ring
Zp. Just as we can reduce an integer modulo p, so, too, can we reduce a
polynomial in two variables with integer coefficients modulo p, by reducing
all the integer coefficients to obtain coefficients in Zp. This process will
be discussed for one-variable polynomials in Section 11.4, but the same
process works equally well for two-variable polynomials. For now, without
going into further detail, let us assume that it makes sense. Apply the
process of reduction modulo p to the polynomials on both sides of the
binomial theorem. Deduce that for polynomials in x and y with coefficients
in Zp the following equality holds:

(x + y)p = xp + yp.
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3. Substitute elements [a] and [b] from Zp for the variables x and y in the
equality above to deduce that in Zp,

([a] + [b])p = [a]p + [b]p.

4. Apply this formula inductively to ([a] + [1])p, as a runs from 0 to p − 1,
to deduce that for every [a] in Zp,

[a]p = [a].

5. If [a] �= 0, you can divide both sides of the equality [a]p = [a] by [a] to
obtain

[a]p−1 = [1].

You have proved Fermat’s theorem.
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Polynomials
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9

Polynomials and Roots

9.1 Polynomial Equations

The fundamental problem of algebra is the solution of polynomial equations.
These are equations of the form

anxn + an−1x
n−1 + an−2x

n−2 + · · · + a2x
2 + a1x + a0 = 0,

where the coefficients ai are specific numbers from some ring such as Z, Q,
R, or C. To solve such an equation, we must first determine what numbers
we are going to allow as solutions. Typically, we will have a specific set of
numbers in mind as the allowable choices for coefficients and for the type of
solutions that we are looking for. For instance, we may restrict these values to
integers, to rational numbers, to real numbers, or to complex numbers. If we
are interested only in integer solutions of the polynomial equation 4x2−1 = 0,
we simply observe that four times the square of an integer cannot equal 1 and
declare that the polynomial equation has no solutions. However, if our ring of
interest is the rational numbers Q, then we see that 4 · (± 1

2

)2 − 1 = 0, and
so the equation has the two solutions x = ± 1

2 . We do not have to restrict
ourselves to the familiar rings mentioned above. We could decide that the
coefficients ai should belong to the finite ring Zm, for some integer m > 1,
and look for solutions to polynomial equations from within Zm. Taking the
same polynomial equation that we considered above, but now investigating
coefficients and solutions in the ring Z5, we find that the polynomial equation

[4]x2 − [1] = [0]

has the two solutions x = [2] and x = [3].
In solving polynomial equations, we have to perform the usual arithmetic

operations of addition, subtraction, multiplication, and division on the coef-
ficients, and as we have just seen, how those operations work depends on the
ring in which we are working. That is why we must assume that the coeffi-
cients of the polynomial under investigation lie in some fixed ring. In a ring
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like Zm we have not defined division or subtraction, but we can say that we
are “dividing” by a nonzero element r when we multiply by its multiplicative
inverse r−1, and that we are “subtracting” an element s when we add its
additive inverse −s. Therefore, we can “divide” by an element r only if r has
a multiplicative inverse. If we want to be able to divide freely by the nonzero
elements of the ring from which we have chosen the coefficients of our poly-
nomial, we therefore must require that every nonzero element of the ring be
a unit. These considerations suggest that the ring of numbers we choose for
studying a polynomial equation should be one in which every nonzero element
is a unit. Recall that such a ring is called a field .

We have seen that the ring Q of rational numbers is a field, as are the
ring R of real numbers and the ring C of complex numbers. We have also seen
(Theorem 6.2 and Exercise 6.21) that the ring Zm is a field if and only if m
is a prime number. We will frequently be working with the fields of the form
Zp for p a prime, so let us introduce a special notation for them. For a prime
number p we will sometimes write Fp for Zp. This special notation helps to
remind us that we are working with a field. Think of Fp as the finite Field
with a prime number of elements.

Some of the results about polynomials that we will study hold only for
polynomials whose coefficients lie in a specific field, such as one of the fields in
our list above. Other results will hold in general, no matter what field contains
the coefficients. It does not make sense to prove results of this general type
repeatedly, once for R, once for C, once again for Fp, and so on. Instead,
we will save a lot of time if we work over an arbitrary field, without paying
attention to which field it is. This is far more efficient.

9.2 Rings of Polynomials

Let K, then, be an arbitrary field, and consider polynomials whose coefficients
are elements of K. The typical polynomial of this type has the form

anxn + an−1x
n−1 + an−2x

n−2 + · · · + a2x
2 + a1x + a0,

with each of the coefficients ai being an element of K. For economy of no-
tation, we will use expressions such as f(x) to denote polynomials. The set
of all polynomials with coefficients in K will be written as K[x]. Notice that
the elements of K can themselves be regarded as polynomials, namely, as
polynomials a0 that consist of only a constant term. They are called constant
polynomials. We can add and multiply two polynomials f(x) and g(x) in K[x]
in the usual way.

Exercise 9.1. Let K be a field. Verify that the set K[x] of all polynomials
with coefficients in K, under the usual addition and multiplication operations,
forms a ring. In particular, you must verify that there are additive and mul-
tiplicative identities, that addition and multiplication are commutative and
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associative, that every polynomial has an additive inverse, and that the dis-
tributive law holds. Do not write out detailed proofs of all this; just specify
what the additive identity is, what the additive inverse of a polynomial is,
and what the multiplicative identity is.

A ring R is said to contain zero-divisors if it contains one or more nonzero
elements that when multiplied together give the result 0. For example, in the
ring Z6, the elements 2 and 3 are zero-divisors, since 2×3 = 0. The ring Z4 has
the unique zero-divisor 2, since in this ring 2×2 = 0. The reason for the name
“zero-divisor” is that such an element in fact divides (is a factor of) zero. Let
us give a precise definition: In a ring R, a zero-divisor is a nonzero element
r of R for which there is a corresponding nonzero element s of R satisfying
rs = 0. If R is a ring with no zero-divisors, then R is called an integral
domain. You can think of “integral” as meaning that in an integral domain,
multiplication maintains its integrity. For example, Z is an integral domain,
but Z4 is not. A polynomial anxn + · · ·+a0 in K[x] with an �= 0 is said to have
degree n. The polynomial 0 is assigned the special degree −∞. Notice that
the polynomials of degree 0 are precisely the nonzero constant polynomials.
We also adopt the convention, in talking about degrees of polynomials, that
−∞ + m = −∞. Theorem 9.1 below contains the fundamental facts about
degrees and zero-divisors in a polynomial ring.

Theorem 9.1. Let K be a field.

1. K is an integral domain.
2. For two polynomials f(x) of degree m and g(x) of degree n in K[x], the

product f(x)g(x) has degree m + n.
3. K[x] is an integral domain.
4. A polynomial f(x) in K[x] is a unit in K[x] if and only if f(x) has de-

gree 0.

Exercise 9.2. Prove Theorem 9.1. (Hint: Use part 1 in proving part 2. For
parts 3 and 4, suppose that two polynomials have 0 or 1 as their product.
What can their degrees be?)

Assume that K is a field. A polynomial g(x) in K[x] divides a polynomial
f(x) in K[x] if there is a polynomial h(x) in K[x] such that f(x) = g(x)h(x).
One also says that g(x) is a divisor of f(x). More generally, in a ring R, an
element s divides an element r if there is an element t such that r = st, in
which case s is called a divisor of r.

Divisibility and factorization problems are of special interest in integral
domains, because we need not worry about the presence of zero-divisors. A
factorization r = ab of an element r of R, where r is nonzero and is not a
unit, is called trivial if either a or b is a unit and nontrivial otherwise. An
element r of R is irreducible if it is nonzero and not a unit in R and every
factorization of r in R is trivial.
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Exercise 9.3. Let K be a field.

1. Suppose that a(x) and b(x) are polynomials in K[x], and each of them is
divisible by a polynomial g(x). Show that a(x) + b(x) and a(x) − b(x) are
divisible by g(x). More generally, with a(x) and b(x) as above, prove that
for every two polynomials r(x) and s(x) in K[x], a(x)r(x) + b(x)s(x) is
also divisible by g(x).

2. Observe that the polynomials in K[x] that are not zero and not units are
precisely the polynomials of positive degree.

3. If f(x) is a polynomial of positive degree that has a factorization f(x) =
g(x)h(x) for polynomials g(x) and h(x) in K[x], show that this factoriza-
tion is trivial if and only if either g(x) or h(x) is a constant.

4. Conclude that a factorization of a polynomial f(x) of positive degree as
g(x)h(x) is nontrivial if and only if the factors g(x) and h(x) have degrees
strictly less than the degree of f(x).

5. Deduce that a polynomial f(x) in K[x] is irreducible if and only if it has
positive degree and it cannot be factored as a product of two polynomials
of lower degree.

6. Suppose f(x) and g(x) are polynomials in K[x] of the same degree and
that g(x) divides f(x). Show that there is a constant c such that f(x) =
cg(x).

The criterion given in Exercise 9.3 for a factorization of a polynomial to be
nontrivial is reminiscent of the criterion for a factorization of an integer n as ab
to be nontrivial. If n, a, and b are all positive integers, then the factorization
n = ab is nontrivial if both a and b are less than n; more generally, the
factorization is nontrivial if the absolute values |a| and |b| are less than |n|.
Thus in some way the degree of a nonzero polynomial is a measure of its size,
just as the absolute value of a nonzero integer is a measure of the integer’s
size. We will make use of this analogy frequently as we discover ways in which
K[x] behaves like Z.

9.3 Factoring a Polynomial

A fundamental fact about integers is that any integer n greater than 1 is either
prime or a product of prime numbers. The analogous factorization result for
polynomials is the theorem below.

Theorem 9.2. Let K be a field. A polynomial f(x) of positive degree in K[x]
either is irreducible in K[x] or factors as a product of irreducible polynomials
in K[x].

Let us recall our proof of the integer factorization result. We use the prin-
ciple of generalized induction. Since 2 is prime, the result holds for 2. Next
we consider a positive integer n > 2 and assume that the result holds for
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every integer k from 2 to n − 1: Every such k is either prime or a product
of prime numbers. If n is prime, we are done. If not, then n must have a
nontrivial factorization. Thus there exist positive integers a and b that are
not units such that ab = n. Since a and b are not units, they are greater than
1, and therefore, they must also be less than n. By the inductive hypothesis
about integers between 2 and n − 1, we can conclude that each of a and b is
itself prime or a product of prime numbers. From this it follows that n, as the
product ab, is itself a product of prime numbers.

In this proof, it is helpful to understand that the induction is being done
not with respect to the integer n itself, but with respect to the size of the
integer. The induction step consists in assuming that the theorem is true for
integers of smaller size. Since the size of a positive integer is in fact the integer
itself, the two distinct roles played by an integer—(1) an element of the ring
Z and (2) a measure of size of an element of the ring Z—are obscured. In
contrast, the size of a polynomial is measured by its degree, and there is no
danger of mistaking the degree of a polynomial for the polynomial itself.

Exercise 9.4. Let K be a field and suppose that f(x) is a polynomial of
degree n > 0 in K[x]. Recall from Exercise 9.3 that if f(x) is not irreducible,
then f(x) factors as the product of two polynomials of lower degree. Prove
Theorem 9.2 by induction on the degree n of f(x). First show that for n = 1
the degree-n polynomial f(x) is irreducible. Then perform the inductive step.

We can test the primality of an integer n > 1 by checking to see whether
each of the integers from 2 to

√
n divides n. If none of these does, then n is

prime. The polynomial analogue takes the following form:

Theorem 9.3. Let K be a field and let n be a positive integer. Suppose f(x)
is a polynomial in K[x] of degree n. If f(x) is not irreducible, then f(x) has
a divisor of degree less than or equal to n/2.

Exercise 9.5. Prove Theorem 9.3.

We have now obtained polynomial analogues of two of our initial theo-
rems on prime numbers. A third prime number result is Euclid’s theorem:
There are infinitely many prime numbers. Once again, there is a polynomial
analogue. The analogue is not the statement that the ring K[x] has infinitely
many irreducible polynomials. This statement is true, but typically it is of no
interest. For example, in R[x], as r runs through the nonzero real numbers,
we obtain infinitely many irreducible polynomials rx. These are all essentially
the same, differing from each other by multiplication by constants.

In general, when we are studying factorization questions in an integral do-
main, we do not bother to distinguish between unit multiples of two elements.
In Z for instance, the integers 2 and −2 are essentially the same; that is, they
have the same multiplicative properties. More generally, for every integer r,
the integers r and −r are essentially the same. The sense in which they are the



132 9 Polynomials and Roots

same is that if one of the pair r and −r occurs in some factorization of n, then
the other occurs in a factorization as well. A factorization of n can be replaced
by a new one with an even number of terms in the factorization having their
signs changed. For example, 30 factors in Z as 2×3×5 and as (−2)×3×(−5).
There is little value in distinguishing between these factorizations.

One way to avoid the clutter of different factorizations of an integer in Z

is to choose from each pair {n, −n} of nonzero integers a single one that we
regard as canonical, that is, as a special or distinguished representative of its
class. We have implicitly done so in taking the positive integer from each pair
to be the canonical choice. Any other choice would do, but this choice seems
the most natural.

The same issue emerges in studying factorization questions in a ring K[x].
If a nonzero polynomial f(x) occurs in a factorization of g(x), then so does
cf(x), for every nonzero constant c. All the nonzero constant multiples of f(x)
are essentially the same, just as the integers n and −n are essentially the same.
In studying factorization, we may wish to choose from each family of nonzero
constant multiples of a nonzero polynomial a canonical representative. Again,
any choice would do, but there is a natural one.

A nonzero polynomial f(x) in K[x] of degree n is called monic (from the
Greek monos, “single”) if the coefficient of its term of degree n is 1. A nonzero
polynomial f(x) in K[x] can be written as cp(x) for a nonzero constant c in
K and a monic polynomial p(x) in K[x]. If

f(x) = anxn + · · · + a1x + a0

is a nonzero polynomial in K[x], then the monic polynomial in its class of
equivalent polynomials is

a−1
n f(x) = a−1

n (anxn + · · · + a1x + a0) ,

which equals
xn + · · · + a−1

n a1x + a−1
n a0.

From all the nonzero constant multiples of a given nonzero polynomial f(x),
the unique monic polynomial is the natural one to regard as canonical. For
example, for the polynomial

3x3 +
1
7
x − 7

8

in Q[x], the monic polynomial

x3 +
1
21

x − 7
24

is the canonical polynomial we select from among all the nonzero constant
multiples.

The polynomial analogue of Euclid’s theorem for integers states not that
there are infinitely many irreducible polynomials in K[x] but that there are
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infinitely many that are not constant multiples of each other. Using monic
polynomials, we obtain the following concise formulation:

Theorem 9.4. The ring of polynomials K[x] with coefficients in a field K
contains infinitely many irreducible monic polynomials.

Exercise 9.6. Prove Theorem 9.4. You can proceed according to the following
outline:

1. Show that K[x] has at least one irreducible monic polynomial. You can
do so by exhibiting a specific one.

2. We are going to suppose that K[x] has only finitely many irreducible
monic polynomials and arrive at a contradiction. Suppose that the distinct
polynomials p1(x), . . . , pk(x) make up the entire set of irreducible monic
polynomials in K[x].

3. Show that none of p1(x), . . . , pk(x) can divide the polynomial(
p1(x) · · · pk(x)

)
+ 1.

4. Observe that
(
p1(x) · · · pk(x)

)
+ 1 has some monic irreducible polynomial

p(x) in K[x] as a divisor, and that therefore there is a monic irreducible
polynomial in K[x] distinct from p1(x), . . . , pk(x).

5. Deduce that the set p1(x), . . . , pk(x) could not have been the entire col-
lection of irreducible monic polynomials in K[x], and that therefore there
must be infinitely many irreducible monic polynomials in K[x].

9.4 The Roots of a Polynomial

A polynomial equation with coefficients in a field K is an equation

anxn + an−1x
n−1 + · · · + a1x + a0 = 0

in which the ai’s are elements of K. A solution of the equation is an element
γ of K satisfying

anγn + an−1γ
n−1 + · · · + a1γ + a0 = 0.

We also say that γ is a root of the polynomial anxn+an−1x
n−1+· · ·+a1x+a0.

In other words, for f(x) a polynomial in K[x], the element γ is a root of f(x),
or, equivalently, a solution of the equation f(x) = 0, if we obtain 0 when we
replace x with γ in the expression for f(x).

We wish to prove that an element γ of K is a root of f(x) if and only
if the polynomial x − γ divides f(x) in K[x]. This relates roots of f(x) to
factorization questions about f(x) as an element of the ring K[x]. The tool
we will use to prove this is a division theorem for polynomials. Recall that
the division theorem for integers states that for positive integers a and b there
exist unique nonnegative integers q and r with r < a such that b = aq + r.
In everyday language, the result of dividing b by a is the quotient q with
remainder r. The polynomial version is similar:
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Theorem 9.5. Let K be a field. If a(x) and b(x) are nonzero polynomials
in K[x], then there exist unique polynomials q(x) and r(x), with r(x) having
lower degree than a(x), such that

b(x) = a(x)q(x) + r(x).

We call q(x) the quotient and r(x) the remainder obtained on dividing
b(x) by a(x).

Exercise 9.7. In Q[x], divide x4 − 1 by x3 − 2x2 + x − 2 using long division.
Determine the quotient and the remainder.

Exercise 9.8. Prove the division theorem. Proceed as follows.

1. Begin by reviewing how we proved in the integer case that q and r exist.
We did an induction on the size of b, with a fixed. If b = 1, the desired
result is easy to verify. Assume, then, that b > 1 and that the division
theorem for integers holds for b − 1. Then we obtain nonnegative integers
q′ and r′ with b − 1 = aq′ + r′ and r′ < a. Adding 1 to both sides yields
b = aq′ + (r′ + 1). If r′ + 1 < a, we are done. Otherwise, r′ + 1 = a, in
which case b = a(q′ + 1) + 0, and again we are done.

2. In the polynomial case, we want to mimic this approach as best we can.
The size of a polynomial is measured in terms of its degree. Thus we can
try to do an induction on the degree of b(x), with a(x) held fixed. It may
be best to do this in three stages. First, deal with the case in which b(x)
has degree less than the degree of a(x). This should be easy. Then deal
with the case in which b(x) and a(x) have the same degree. This is a
little trickier, but it is still entirely elementary. You are now ready for the
general induction step.

3. Assume that b(x) has degree n and that n is larger than the degree of
a(x). Make the appropriate induction assumption about polynomials of
degree n − 1. Taking a hint from the integer case, in which we wrote b as
the sum of the smaller integer b − 1 and 1, we want to write b(x) in terms
of a polynomial of degree n−1 and a polynomial of degree 1. Can we write
b(x) as xg(x) for some polynomial g(x) of degree n − 1? Not necessarily,
but we can come close. Observe that you can rewrite b(x) in the form
xg(x) + c for some constant c. Use the induction assumption to rewrite
g(x) as a(x)q′(x) + r′(x) for suitable polynomials q′(x) and r′(x). What
do you know about the degree of r′(x)? Plug the expression for g(x) back
into xg(x) + c and look at what you have. The argument at this point is
reminiscent of the argument for the division theorem for the integers. You
will have two cases, depending on the degree of r′(x). In one case, it will
be obvious what q(x) and r(x) should be; in the other, some more work
will need to be done.

4. To prove the uniqueness portion of the theorem, suppose there is another
pair of polynomials s(x) and t(x) with
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b(x) = a(x)s(x) + t(x)

and with the degree of t(x) less than the degree of a(x). Use the degree
formula of Theorem 9.1 to show that r(x) − t(x) = 0 = q(x) − s(x).

For our immediate purposes we do not need the full division theorem, but
the special case in which a(x) is a polynomial of degree 1. Let us state this
case explicitly:

Theorem 9.6. Let K be a field, b(x) a nonzero polynomial in K[x] of degree
n, and γ an element of K. Then there is a unique polynomial q(x) in K[x] of
degree less than n and a unique element r of K such that

b(x) = (x − γ)q(x) + r.

We are ready to relate roots of a polynomial to divisibility questions.
Suppose K is a field, γ is an element of K, and x − γ is a divisor of f(x). For
x − γ to be a divisor of f(x) means that there is a polynomial g(x) such that

f(x) = (x − γ)g(x).

What happens if we substitute γ for x in the equation above? On the right
side, we get (γ−γ)g(γ), which must be 0. Therefore, f(γ) = 0, and this means
that γ is a root of f(x). In other words, if x − γ divides f(x), then γ is a root
of f(x). The converse holds as well; it is one of the fundamental results about
polynomial equations:

Theorem 9.7. Let K be a field, let f(x) be a polynomial in K[x], and suppose
that γ in K is a root of f(x). Then x − γ divides f(x) in K[x].

Exercise 9.9. Use Theorem 9.6 to prove Theorem 9.7.

We wish to obtain a stronger version of Theorem 9.7. For this we need the
next result, which shows that the polynomials in K[x] of degree 1 share with
prime numbers an important divisibility property.

Theorem 9.8. Let K be a field and let γ be an element of K. Suppose f(x)
and g(x) are two polynomials in K[x]. If x − γ divides the product f(x)g(x),
then x − γ divides at least one of f(x) and g(x).

Exercise 9.10. Prove Theorem 9.8.

1. Use Theorem 9.6 to rewrite f(x) and g(x) in terms of x − γ and multiply
the two expressions together to express f(x)g(x) in terms of x − γ and a
constant.

2. Use the fact that x − γ divides this product to show that it divides the
constant.

3. Deduce that the constant is 0, and from this conclude that x − γ divides
f(x) or g(x).
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We can use Theorem 9.7 and Theorem 9.8 to give an inductive proof of
the following strengthening of Theorem 9.7.

Theorem 9.9. Let K be a field, let f(x) be a polynomial in K[x], and suppose
that γ1, . . . , γm are distinct roots of f(x) in K. Then

(x − γ1)(x − γ2) · · · (x − γm)

divides f(x) in K[x].

Exercise 9.11. Prove Theorem 9.9.

Theorem 9.9 has the following important consequence:

Theorem 9.10. Let K be a field and let f(x) be a nonzero polynomial of
degree n. Then f(x) has at most n distinct roots in K.

Exercise 9.12. Prove Theorem 9.10. (Hint: If f(x) has n + 1 distinct roots,
what can you say about the degree of f(x)?)

Theorem 9.7 tells us that finding a root in K of a polynomial f(x) in K[x]
is equivalent to finding degree-one divisors of f(x) in K[x]. In particular, if
f(x) is an irreducible polynomial in K[x] of degree greater than one, then
f(x) cannot have any roots in K. This links the problem of factoring in K[x]
with the problem of finding roots. More generally, if f(x) factors as a prod-
uct of irreducible polynomials all of which have degrees greater than 1, then
again f(x) has no root in K. In contrast, if f(x) has degree-one factors, these
factors correspond to roots. Thus, factoring a polynomial f(x) as a product
of irreducible polynomials will allow us to find all the roots of f(x).

Exercise 9.13. Let K be a field.

1. Show that a polynomial f(x) in K[x] of degree 2 either has a root in K
or is irreducible in K[x].

2. Show that a polynomial f(x) in K[x] of degree 3 either has a root in K
or is irreducible in K[x].

3. Give an example of a polynomial f(x) in R[x] of degree 4 that has no
roots in R yet is not irreducible in R[x].

9.5 Minimal Polynomials

Suppose that K is a field and f(x) a polynomial in K[x]. Then the polynomial
f(x) may have no roots in K yet have roots in a larger field L. For example,
the polynomial x2 − 2 in Q[x] has no roots in Q, but it does have the roots√

2 and −√
2 in the larger field R. As another example, x2 + 1 has no roots

in R, but it does have the roots i and −i in the larger field C. In general, the
study of polynomials f(x) with coefficients in a field K leads naturally to the
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study of larger fields that contain K, these larger fields being the source of
missing roots of the polynomials.

A field extension is a pair of fields K and L such that K lies inside L and
such that the rules of addition and multiplication for K and L are compatible;
that is, for two elements of K, their sum and product as members of K coincide
with their sum and product as members of L. We often use the notation K ⊆ L
to describe a field extension consisting of the fields K and L with K inside L.
The symbol ⊆ indicates that K is a part of L. Also, we call L a field extension
of K. Examples of field extensions are Q ⊆ R and R ⊆ C. For a field extension
K ⊆ L and a polynomial f(x) in K[x], a root of f(x) in L is an element γ of
L such that f(γ) = 0. We also say the equation f(x) = 0 has a solution in L.
As we have seen, a polynomial f(x) may have no roots in K but may have
roots in a suitable field extension L. This motivates the construction of field
extensions as a means of finding roots of polynomials that otherwise have no
roots. In Sections 13.4 and 14.5, we will construct many field extensions for
this purpose.

Alternatively, one may start with a field extension K ⊆ L, in which case
elements s of L lead in a natural way to polynomials in K[x], the polynomials
that have these elements as roots. For example, starting with the field exten-
sion Q ⊆ R and the irrational number

√
2, we are led to polynomials in Q[x]

such as x2 − 2. We wish to study this phenomenon systematically.
For a field extension K ⊆ L, an element γ of L is algebraic over K if there

is a nonzero polynomial f(x) in K[x] such that f(γ) = 0. Thus, γ is algebraic
if there are elements a0, a1, . . . , an of K, with n > 0 and an �= 0, such that

anγn + an−1γ
n−1 + · · · + a1γ + a0 = 0.

For example, the real number
√

2 is algebraic over Q, and the complex number
i is algebraic over R. Furthermore, every element γ of K is algebraic over K,
since γ is a root of the polynomial x−γ, which is in K[x]. We wish to associate
with γ in a natural way a monic irreducible polynomial in K[x].

Let K ⊆ L be a field extension, and suppose that γ is an element of L
and that f(x) is a polynomial in K[x] that has γ as a root; that is, f(γ) = 0.
If g(x) is an arbitrary polynomial in K[x], the product f(x)g(x) will also
have γ as a root: f(γ)g(γ) = 0 · g(γ) = 0. Thus there is a large collection of
polynomials of K[x] that have γ as a root, not just the given one f(x). Despite
the large size of this collection, it is possible to give a succinct description of
the polynomials in it: It turns out that all the polynomials in K[x] with γ as
a root are multiples of a polynomial of least degree with γ as a root, which we
will call the minimal polynomial of γ over K.

To see this, first observe that all the polynomials in K[x] with γ as a root
have a positive integer degree, and that in any collection of positive integers
there must be a smallest one. Therefore, among all polynomials in K[x] there
is a polynomial of least degree that has γ as a root. Let n be that least degree.
We call n the degree of γ over K. Suppose, for example, that γ is an element
of K. Then as we saw above, γ is a root of the degree-one polynomial x − γ
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in K[x], so γ has degree 1 over K. As an another example, we have seen that√
2 has degree 2 over Q: It is a root of the degree-two polynomial x2 − 2 of

Q[x], but it cannot be the root of any degree-one polynomial in Q[x], since it
is not in Q.

Theorem 9.11. Suppose K ⊆ L is a field extension and γ is an element of
L that is algebraic over K of degree n. Let f(x) be a degree-n polynomial in
K[x] such that f(γ) = 0 and let g(x) be an arbitrary polynomial in K[x] such
that g(γ) = 0. Then f(x) divides g(x).

Exercise 9.14. Prove Theorem 9.11. (Hint: Divide g(x) by f(x) and use the
division theorem to write the result in terms of a quotient q(x) and a remainder
r(x). Show that r(γ) = 0. By the assumption on f(x) and the degree bound
on r(x), deduce that r(x) = 0. Conclude that f(x) divides g(x).)

Theorem 9.11 has the following refinement. The proof is provided. It should
be read closely.

Theorem 9.12. Suppose K ⊆ L is a field extension and γ is an element of
L that is algebraic over K of degree n.

1. There is a unique monic polynomial pγ(x) of degree n in K[x] having γ
as a root.

2. The polynomials of K[x] that have γ as a root are precisely the polynomials
divisible by pγ(x).

3. The polynomial pγ(x) is irreducible in K[x].

Proof. By definition, there is a polynomial of degree n in K[x] with γ as a root.
We can divide this polynomial if necessary by its highest-degree coefficient in
order to obtain a monic polynomial of degree n in K[x] with γ as a root.
Suppose there are two such polynomials, f(x) and g(x). By Theorem 9.11,
g(x) divides f(x), so that f(x) = g(x)h(x) for some polynomial h(x) in K[x].
But f(x) and g(x) have the same degree, so h(x) must be an element c of K,
by Theorem 9.1. Since f(x) and g(x) are both monic, c must be 1. This proves
the uniqueness result. The second part of Theorem 9.12 follows immediately
from Theorem 9.11.

For the third part, suppose pγ(x) factors in K[x] as f(x)g(x). To prove
that pγ(x) is irreducible, we must show that this factorization is trivial. Sub-
stituting γ for x, we find that 0 = pγ(γ) = f(γ)g(γ). Thus f(γ) and g(γ)
are elements of K whose product is 0. This can occur only if f(γ) or g(γ)
is 0. (Why? In what ring are the values f(γ) and g(γ) located?) If the fac-
torization pγ(x) = f(x)g(x) were not trivial, then both f(x) and g(x) would
have positive degree less than n (why?), and one of f(x) and g(x) would have
γ as a root, contrary to the assumption that γ has degree n. Therefore, the
factorization must be trivial, which is what we wished to prove.
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The polynomial pγ(x) of Theorem 9.12 is called the minimal polynomial
of γ over K. Notice that although pγ(x) is irreducible in K[x], it will not be
irreducible when regarded as a polynomial in L[x]. After all, it has γ as a root,
so it has x−γ as a divisor. Theorem 9.12 is valuable as a source of irreducible
polynomials in K[x].
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Polynomials with Real Coefficients

10.1 Quadratic Polynomials

The easiest polynomial equations to solve are those of the lowest degrees.
We will consider low-degree polynomials with real coefficients in this chap-
ter. Let us work momentarily with an arbitrary field K before imposing the
assumption that K is R.

We begin with first-degree polynomials. Suppose f(x) = ax+b with a and
b in the field K and a �= 0. To solve ax + b = 0, we simply add −b to both
sides to obtain ax = −b and then multiply both sides by the multiplicative
inverse a−1 of a to obtain x = −a−1b. Since K is a field, a−1 exists. Since
an nth-degree polynomial can have at most n roots, a first-degree polynomial
can have at most one root. Therefore, the root of ax + b that we have found
is the only one.

Second-degree polynomials are more interesting. Consider a second-degree
polynomial f(x) in K[x] of the form ax2 + bx+ c. The coefficient a is nonzero,
since the degree of f(x) is 2. In solving f(x) = 0, we can always divide through
by a first, or multiply by its inverse a−1. Thus we can always assume that
a = 1, that is, that f(x) is monic. Let us do so and start over again, taking
f(x) to be

x2 + bx + c

for some elements b and c of K.
If c = 0, then we are solving the equation x2 + bx = 0. We can factor

x2 + bx as x(x + b), from which we see that the solutions are x = 0 and
x = −b. The next simplest case is that in which b = 0, so that we are solving
x2 + c = 0. If c = 0, then the equation is x2 = 0, and the only solution is 0.
(Why?) Assume that c �= 0 and let d be its additive inverse −c. Then we are
solving the equation x2 = d. Whether or not x2 = d has a solution amounts
to a question about the field K: Are there any elements in K whose squares
equal d? In other words, we are asking whether d has square roots in K. As we
know from our experience with R, there is no general answer. Some elements
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of K may have square roots, while others may not. If d has no square root,
then x2 = d has no solutions in K, and therefore x2 + c does not factor in
K[x] as the product of degree-one polynomials.

Let us assume now that K is the field R of real numbers. We know in this
case that if a real number d is positive, it has two real square roots, each the
additive inverse of the other; if d = 0, it has only one square root, 0; and if d is
negative, then it has no real square roots. Thus we have the following result.

Proposition 10.1 Suppose d is a real number.

1. If d < 0, then the equation x2 − d = 0 has no solutions in R.
2. If d = 0, then x2 − d = 0 has one solution in R, the solution x = 0.
3. If d > 0, then x2 −d = 0 has two distinct solutions in R, each the additive

inverse of the other.

Polynomial equations of degree two are called quadratic equations (from
the Latin quadrum, a square, the basic geometric figure of degree two). These
equations were studied in many early civilizations, from ancient Babylon and
Greece to India and China. In all these civilizations, scholars were able to
come up with approaches that led to what we now call the quadratic formula
and learn in high school. Recall that for real numbers b and c, this formula
describes the roots of x2 + bx + c as follows:

x = − b

2
±

√
b2 − 4c

2
,

where the symbol
√

α represents the positive square root of the positive real
number α.

Exercise 10.1. Let us review how the quadratic formula is obtained.

1. For a real number a, verify that

(x + a)2 = x2 + 2ax + a2.

2. For a real number b, conclude that the polynomial

x2 + bx +
b2

4

is the square of a degree-one polynomial.
3. For real numbers b and c, rewrite

x2 + bx + c

by adding and subtracting b2

4 and find that solving the equation x2 +bx+

c = 0 is equivalent to solving an equation of the form
(
x + b

2

)2
= d

4 for a
suitable real number d. Write out the number d explicitly in terms of b and
c. This number is called the discriminant of the polynomial x2 + bx + c.
It will be important in what follows.
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4. Deduce that if d = 0, then x2 + bx + c factors as
(
x + b

2

)2
, and the one

solution to x2 + bx + c = 0 is x = − b
2 .

5. Deduce that if d is negative, then there is no solution in R to the equation
x2 + bx + c = 0, and x2 + bx + c is irreducible in R[x].

6. Deduce that if d is positive, then there are two real solutions to x2+bx+c =
0. Write out explicitly what these solutions are in terms of b and c.

We can also obtain the quadratic formula by a change of variable. Let us
do so, since this will motivate one of the steps we discuss in Sections 10.2
and 10.4 for solving cubic and quartic equations. Starting with the equation
x2 + bx+ c = 0, we introduce a new variable y and set x = y − b

2 . Substituting
y − b

2 for x in the given equation, we obtain(
y − b

2

)2

+ b

(
y − b

2

)
+ c = 0.

When we expand this equation, you can check that we get

y2 − by + by +
b2

4
− b2

2
+ c = 0.

The degree-one terms cancel, leaving us with

y2 − b2

4
+ c = 0,

or

y2 − b2 − 4c

4
= 0.

Our change of variable has allowed us to replace our original quadratic equa-
tion with one that has no degree-one term. This represents a great simplifica-
tion, and to solve the new equation, we must simply calculate the square root
of b2 − 4c. We find that

y = ±
√

b2 − 4c

2
.

We can now return to the original variable x:

x = y − b

2
= − b

2
±

√
b2 − 4c

2
.

We have obtained the quadratic formula again.
When one says that the quadratic formula provides a solution to the equa-

tion
x2 + bx + c = 0,

what does that mean? It means that the values for x given by the formula
satisfy the equation. Suppose, for the sake of simplification, that b = 0. Then
the equation has the simpler form
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x2 + c = 0,

and the quadratic formula tells us that the solutions to the equation are
x = ±√−c. In other words, the quadratic formula tells us nothing more
than what we knew already. This is what we should expect. The quadratic
formula does not tell us how to compute square roots. Rather, the quadratic
formula shows how to use algebra to reduce the problem of solving an arbitrary
quadratic equation to the problem of computing square roots.

If the discriminant b2 − 4c of the polynomial x2 + bx + c is negative,
then b2 − 4c has no real square root, and the equation x2 + bx + c = 0
has no real solutions. This corresponds to the fact that x2 + bx + c is an
irreducible polynomial in R[x]. It cannot be factored as a product of two
degree-one polynomials, only trivially as a product of a constant and a degree-
two polynomial. If b2−4c is 0, we obtain one solution, x = − b

2 ; the polynomial
x2+bx+c factors as (x+ b

2 )2. If b2−4c is positive, then we obtain two distinct
real solutions r1 and r2, and the corresponding result that x2+bx+c factors as
(x−r1)(x−r2). Thus the three possible behaviors of solutions to x2+bx+c = 0
are mirrored by three possible ways in which x2 + bx+ c can factor in R[x]: It
is irreducible; it factors as the square of a degree-one polynomial; or it factors
as a product of distinct degree-one polynomials.

If a quadratic equation x2 + bx + c = 0 has a discriminant b2 − 4c that
is negative, then by working with complex numbers we can proceed further.
Even though b2 − 4c has no real square roots, it has two complex square
roots,

(√−b2 + 4c
)
i and − (√−b2 + 4c

)
i. (Note that if b2 − 4c is negative,

then −b2 + 4c is positive and has a real square root, and so the expression√−b2 + 4c makes sense.) Working in C and using these square roots, we can
apply the quadratic formula to obtain two complex solutions to x2+bx+c = 0.
Recall that for real numbers m and n, the complex conjugate of m + ni is
defined to be the complex number m−ni. We see that the two nonreal complex
solutions of x2+bx+c = 0 are complex conjugates of each other. Even though
x2 + bx + c does not factor nontrivially in R[x], it does factor nontrivially in
C[x], in the form (x − r1)(x − r2) with r2 = r1 (where z denotes the complex
conjugate of a complex number z). We can summarize these facts in the
theorem below.

Theorem 10.2. Let b and c be real numbers. Exactly one of the following
three possibilities occurs:

1. x2 + bx + c has two distinct real roots r1 and r2, and factors as

(x − r1)(x − r2).

2. x2 + bx + c has only one real root r, and factors as (x − r)2.
3. x2 + bx + c has two distinct nonreal complex roots r and r, and factors as

(x − r)(x − r).
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Moreover, the first possibility occurs if the discriminant b2 −4c is greater than
zero, the second possibility occurs if the discriminant b2 − 4c equals zero, and
the third possibility occurs if the discriminant b2 − 4c is less than zero.

Let us explore the quadratic polynomial x2 +bx+c a little further in order
to obtain an alternative interpretation of the discriminant.

Exercise 10.2. Suppose b and c are real numbers. Let r1 and r2 be the two
real or complex roots of the polynomial x2 + bx + c.1

1. Observe that if r1 and r2 are real and distinct, then (r1 − r2)2 > 0.
2. Observe that if r1 = r2, then (r1 − r2)2 = 0.
3. The only remaining possibility is that r1 and r2 are nonreal, complex

numbers that are complex conjugates of each other. In this case, we can
write r1 as s+ ti and r2 as s− ti for some real numbers s and t with t �= 0.
(Why can we assume that t �= 0?) Calculate (r1 − r2)2 and show that it
is a negative real number.

4. Write ∆ for (r1 −r2)2. We have found that ∆ is positive, zero, or negative
depending on whether r1 and r2 are real and distinct, identical, or nonreal.
Using these facts, show that the converse holds as well:
(a) If ∆ > 0, there are two distinct real roots;
(b) if ∆ = 0, there is a real root with multiplicity 2;
(c) if ∆ < 0, there are two distinct complex conjugate roots.

We saw in Theorem 10.2 that the nature of the roots of a quadratic poly-
nomial x2 + bx + c is determined by the sign of the quantity b2 − 4c. Exercise
10.2 shows that the nature of the roots is determined by the sign of the quan-
tity (r1 −r2)2, the square of the difference of the roots, which we are denoting
by ∆. Let us compare the two quantities.

Exercise 10.3. Continue with the notation of Exercise 10.2, with the quadratic
polynomial x2 + bx+ c factoring as (x− r1)(x− r2). Use this to express b and
c in terms of r1 and r2. Deduce that (r1 − r2)2 = b2 − 4c. Thus ∆ and b2 − 4c
coincide.

We have found that the discriminant of x2 +bx+c has two descriptions. It
is the square of the difference of the roots, and it is the quantity b2 − 4c. We
will regard (r1 − r2)2 as the fundamental quantity, the one that we will take
as the definition of the discriminant. The result that (r1 − r2)2 equals b2 − 4c
then provides a means of computing the discriminant of x2 + bx + c in terms
of the coefficients b and c alone, without explicit knowledge of the roots.

Using the discriminant, we can determine from b and c alone whether the
roots of x2 + bx+ c are real or nonreal. When the roots are real, we can make
1 If there is only one real root, so that r1 = r2, then we will use the convention

that allows us to say that the polynomial has two real roots that happen to be
equal. In the next section we will formalize this convention by defining the notion
of multiplicity of a root.
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further use of b and c to determine their signs. We will work out the details
in an exercise.

Exercise 10.4. Consider a quadratic polynomial x2 + bx + c, with b and c
real and with nonnegative discriminant, so that the roots r1 and r2 are real.

1. Recall that c = r1r2 and b = −(r1 + r2).
2. If c = 0, then the nature of the roots is easy to determine. Explain why.
3. Assume that c �= 0. Show that if the roots r1 and r2 have the same sign,

then c > 0, and if the roots have opposite sign, then c < 0.
4. Conclude that there is an odd number of positive roots when c is negative

and an even number when c is positive.
5. Assume that c is positive. Show that the two roots are both positive

precisely when b < 0 and both negative precisely when b > 0.
6. Conclude that you can use b and c to determine the signs of the roots.

Describe exactly how you would do so.

10.2 Cubic Polynomials

A polynomial f(x) with coefficients in a field K has an element r of K as a
root if and only if x − r divides f(x) in K[x]. Suppose (x − r)d divides f(x)
but (x− r)d+1 does not. Then we say that r is a root of f(x) of multiplicity d.
It is a consequence of the quadratic formula that every quadratic polynomial
f(x) with real coefficients has either two distinct real roots, one real root of
multiplicity two, or a pair of distinct complex roots that are complex con-
jugates of each other. We could also say that every quadratic polynomial in
R[x] has exactly two real roots or two complex roots, if we count the roots
with multiplicity. Let us obtain a similar statement for cubic polynomials with
real coefficients. Standard facts of elementary calculus will guarantee that the
polynomial has at least one real root.

Exercise 10.5. Let f(x) be a cubic polynomial of the form x3 + ax2 + bx + c
with real coefficients.

1. Review an argument from calculus that allows you to deduce that f(x) →
∞ as x → ∞. (This use of ∞ is a shorthand for saying that for every
positive number N , the inequality f(x) > N holds once x is sufficiently
large.) Similarly, f(x) → −∞ as x → −∞.

2. Read a discussion of the intermediate value theorem in a calculus book.
This is the foundational result about real numbers, on which all of calculus
depends. Without it, calculus would not work. It basically says that if the
graph of a continuous function starts at some height and ends at another,
then the graph goes through every height in between.

3. Using the intermediate value theorem, deduce for our cubic polynomial
f(x) that there is a real number r such that f(r) = 0.
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4. Conclude that f(x) can be factored as (x − r)g(x) for some quadratic
polynomial g(x).

5. Deduce that either f(x) factors in R[x] as the product of three degree-
one polynomials, or f(x) factors in R[x] as the product of a degree-one
polynomial and an irreducible degree-two polynomial.

6. Deduce that either f(x) has three real roots (counting multiplicities) or
f(x) has one real root and two nonreal (complex) roots that are complex
conjugates of each other.

Now that we know the possibilities for the roots of a cubic polynomial
equation, we would like to find those roots; that is, we would like a formula
for cubic polynomials analogous to that for quadratic polynomials. To that
end, we would like first to achieve a simplification along the lines of what we
did for quadratic equations, when we obtained an equivalent equation without
the degree-one term.

In the case of a cubic equation

x3 + ax2 + bx + c = 0,

where a, b, and c are real numbers, we will achieve the desired simplification
by changing variables to obtain an equation with no degree-two term. Set
x = y − b

3 and substitute to obtain the equation

(
y − b

3

)3

+ a

(
y − b

3

)2

+ b

(
y − b

3

)
+ c = 0.

If you expand this out and cancel terms, you will find that the y2 terms cancel,
leading to a new cubic equation of the form

y3 + py + q = 0,

where

p = b − a2

3
and

q = c − ab

3
+

2a3

27
.

If we can solve this new equation for y, we can then set x = y − b
3 and obtain

the solution to the original cubic equation. In this sense, we have reduced the
problem of solving the original cubic equation to the problem of solving the
simpler equation

y3 + py + q = 0.

An equation of the form y3 + py + q = 0 is called a reduced cubic equation,
and the polynomial y3 + py + q is called a reduced cubic polynomial.
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Exercise 10.6. What is the reduced cubic equation that you must solve in
order to solve the cubic equation

x3 − 3x2 − 4x + 12 = 0 ?

We have seen that every cubic polynomial has at least one root and that
by a change of variable we can reduce the problem of finding a root of a given
cubic polynomial x3 + bx2 + cx+ d to the problem of finding a root of a cubic
polynomial of the form y3+py+q. But how do we solve this reduced problem?

In Section 10.1 we discussed the idea that the quadratic formula does not
allow us to solve quadratic equations directly. Rather, it is a procedure that
allows us to reduce the problem of solving a quadratic equation to the problem
of calculating square roots of real numbers. Similarly, we should expect that in
any attempt to solve cubic equations, we will be content if we can use algebra
to reduce the problem to one of cube root calculations. The calculation of
cube roots, like the calculation of square roots, is not a problem we should
expect algebra to solve. But if we can use algebra to reduce the solution of
cubic equations to the problem of calculating real cube roots, we will view
this as a success.

To find a root of the reduced cubic polynomial y3 + py + q, we can use
a formula known as Cardano’s formula. This was discovered by Scipione del
Ferro and Niccolò Tartaglia in the early 1500s and publicized by Girolamo
Cardano in his book Ars Magna, printed in 1545. The formula states that a
solution of y3 + py + q = 0 is given by

y = 3

√
−q

2
+

√
R + 3

√
−q

2
−

√
R ,

where R is the quantity

R =
(p

3

)3
+

(q

2

)2
.

Notice that the solution is expressed in terms of the coefficients p and q,
addition, multiplication, division by some constants, and the taking of square
and cube roots. Thus, just as the quadratic formula reduces the solution of
quadratic equations to square root calculations, Cardano’s formula reduces
the solution of cubic equations to square root and cube root calculations.

After using the formula to find one real root r of y3 +py+q, we can divide
y3 + py + q by y − r to obtain a quadratic polynomial and use the quadratic
formula to find the other two roots. (Note: We have implied that Cardano’s
formula yields a real root. We will have to prove this, and we shall do so later.)

The use of Cardano’s formula involves some subtleties, which we will dis-
cuss. Before considering examples of its use, let us see how the formula can
be derived. There are many ways to do so. In the next exercise, we will work
through a derivation described by François Viète in 1591.

Exercise 10.7. We begin with the cubic polynomial y3 + py + q. We can
assume that p is nonzero, for if p = 0, the equation is y3 = −q, and the
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solution is easily obtained as the cube root of −q. Viète’s idea is to introduce
a new variable z satisfying

y = z − p

3z
. (∗)

1. Substitute z − p
3z for y in the equation y3 + py + q = 0, expand the cubed

term, simplify, and obtain the following equation in z:

z3 − p3

27z3 + q = 0.

2. Multiply by z3 to clear the variable in the denominator and obtain

z6 + qz3 − p3

27
= 0.

3. Observe that this is a quadratic equation in z3. Use the quadratic formula
to obtain

z3 = −q

2
±

√
q2 + 4p3

27

4
.

4. Introduce R as an abbreviation for
(

p
3

)3 +
(

q
2

)2 and rewrite the last equal-
ity as

z3 = −q

2
±

√
R.

5. There are two possible values for z3, namely, − q
2 +

√
R and − q

2 − √
R.

Multiply these two values together and simplify. Show that you get(
−q

2
+

√
R

)(
−q

2
−

√
R

)
=

(
−p

3

)3
.

6. Take cube roots of both sides above and deduce that the two values of z
have a product satisfying

3

√
−q

2
+

√
R × 3

√
−q

2
−

√
R = −p

3
.

7. Observe that this means that if you choose z to be the cube root of q
2 +

√
R,

then − p
3z is the cube root of − q

2 − √
R.

8. Recall that z was introduced to satisfy y = z − p
3z . You have shown that

the two terms on the right of this equation, z and − p
3z , are the cube roots

of − q
2 +

√
R and − q

2 − √
R, respectively.

9. Conclude that y is the sum of these two cube roots:

y = 3

√
−q

2
+

√
R + 3

√
−q

2
−

√
R .

Let us use Cardano’s formula to solve three cubic equations.
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Exercise 10.8. Solve y3 − 3y + 2 = 0. Use Cardano’s formula to find one
solution r. This should be easy. Then use this solution to factor y3 − 3y + 2
and find the other two solutions.

Exercise 10.9. Solve y3 − 2y + 4 = 0.

1. Use Cardano’s formula to find one solution. You should get

y = 3

√
−2 +

10
9

√
3 + 3

√
−2 − 10

9

√
3.

Check this.
2. The resulting value of y is rather complicated, but this is an inevitable

result of using Cardano’s formula. The formula reduces the problem of
solving a cubic equation to the problem of computing cube roots, but
cube root calculations can be hard. Depending on our needs, we can leave
the answer in this form, use a calculator to get an approximate decimal
answer, or try to determine the cube roots in simpler form.

3. Notice that by direct substitution, y3−2y+4 = 0 has the solution y = −2.
This looks a lot simpler than the solution we found. Given that there is
such a simple solution, why has Cardano’s formula failed to produce it? In
fact, Cardano’s formula has produced y = −2, but in a highly disguised
form. To see this, check by direct calculation that(

−1 +
√

3
3

)3

= −2 +
10
9

√
3

and (
−1 −

√
3

3

)3

= −2 − 10
9

√
3.

4. Conclude that the solution given by Cardano’s formula is

y = 3

√
−2 +

10
9

√
3 + 3

√
−2 − 10

9

√
3 =

(
−1 +

√
3

3

)
+

(
−1 −

√
3

3

)
= −2.

Thus the solution given by Cardano’s formula is indeed −2, although this
was not apparent.

5. Use this solution to factor y3 − 2y + 4 and find the other two solutions.

So far, so good, but we are about to encounter one of the greatest surprises
in the history of mathematics.

Exercise 10.10. Solve y3 − 7y + 6 = 0.
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1. Show that Cardano’s formula yields the solution

y = 3

√
−3 +

10
9

√−3 + 3

√
−3 − 10

9
√−3.

Once again, the answer is a complicated sum of cube roots. Worse yet, the
formula requires us to compute cube roots of nonreal complex numbers!
This suggests that the solutions to y3 − 7y + 6 = 0 must be complicated
and that the one we have found may not even be real.

2. Again, the solutions are not complicated; what is complicated is the cube
root calculation that Cardano’s formula requires. Check that(

1 +
2
3
√−3

)3

= −3 +
10
9

√−3

and (
1 − 2

3
√−3

)3

= −3 − 10
9

√−3.

3. Conclude that the solution given by Cardano’s formula is simply y = 2.
4. Use this solution to factor y3 − 7y + 6 and find the other two solutions,

y = 1 and y = −3.

What happened in our attempt to solve the equation y3 − 7y + 6 = 0
using Cardano’s formula deserves a more detailed discussion. The formula did
not lead directly to the roots 1, 2, and −3 of y3 − 7y + 6. Instead, it gave us
expressions for the roots involving cube roots of −3+ 10

9

√−3 and −3− 10
9

√−3.
In order to obtain y = 2, we needed to find explicit expressions for cube roots
of −3 + 10

9

√−3 and −3 − 10
9

√−3. In solving y3 − 2y + 4 = 0, we had to
compute cube roots of complicated numbers, but at least those were real.
What is surprising in working with y3 − 7y + 6 is that even though all three
of its roots are real, to find them we have to compute cube roots of nonreal
complex numbers. We will see in Section 10.3 that this phenomenon occurs
whenever Cardano’s formula is applied to a cubic polynomial y3 + py + q that
has three distinct real roots.

In our derivation of Cardano’s formula in Exercise 10.7, we ignored some
subtleties that need to be addressed. We will do so in the next two exercises.

Exercise 10.11. Write ω for the complex number

−1
2

+
√−3

2
.

As you may know, ω is the lowercase letter omega in the Greek alphabet and
is the final letter in the alphabet. In Greek, one goes from alpha to omega
rather than from A to Z.

1. Show that

ω2 = −1
2

−
√−3

2
.
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2. Show that
ω3 = 1.

Deduce that the three cube roots of 1 are 1, ω, and ω2.
3. Verify that 1 + ω + ω2 = 0.
4. Suppose that s is a real number and r is its real cube root, so that r3 = s.

Verify that (ωr)3 = s and (ω2r)3 = s. Deduce that s has three cube roots
in the complex numbers: r, ωr, and ω2r.

5. More generally, suppose that s is a complex number and r is a cube root
of s. Show that ωr and ω2r are also cube roots of s.

Exercise 10.12. Suppose p and q are real numbers. Write R for the quantity(p

3

)3
+

(q

2

)2
.

Continue to write ω for − 1
2 +

√−3
2 . Cardano’s formula for the root of the cubic

polynomial y3 + py + q takes the form

y = 3

√
−q

2
+

√
R + 3

√
−q

2
−

√
R .

1. Observe that since every nonzero number in C has three distinct cube
roots, each summand on the right side of Cardano’s formula has three
possible values.

2. Check once again, as you did in Exercise 10.7, that the product of − q
2+

√
R

and − q
2 − √

R is −p3

27 .
3. Choose one cube root of − q

2 +
√

R and call it A; choose one cube root
of − q

2 − √
R and call it B. Notice that there are three choices for A and

three choices for B, so that there are nine choices altogether for the pair
of numbers A and B. Observe that regardless of which of the nine choices
is made, A3B3 = −p3

27 . Deduce that there are three possibilities for the
product AB, the numbers −p

3 , −pω
3 , and −pω2

3 .
4. From the last observation, deduce that whatever choices we make for A

and B, one of the three products AB, ωAB, and ω2AB will equal −p
3 .

Observe also that since B is one of the three cube roots of − q
2 − √

R, the
numbers ωB and ω2B are the other two cube roots of − q

2 − √
R.

5. Fix A as one of the three cube roots of − q
2 +

√
R. We have chosen B

randomly as one of the three cube roots of − q
2 − √

R, with a resulting
uncertainty about whether AB equals −p

3 , −pω
3 , or −pω2

3 . Using the last
part, observe that with the choice of A fixed, we can choose B among the
three cube roots of − q

2 − √
R so that AB = −p

3 . Let us make this choice.
6. Show that with A and B chosen in this way, the numbers ωA and ω2B

are respectively cube roots of − q
2 +

√
R and − q

2 − √
R with the property

that their product equals −p
3 . Show also that the numbers ω2A and ωB
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are respectively cube roots of − q
2 +

√
R and − q

2 − √
R with the property

that their product equals −p
3 .

7. Conclude that if A and B are chosen as cube roots of − q
2 +

√
R and

− q
2 − √

R satisfying AB = −p
3 , then the three roots of y3 + py + q have

the form

r1 = A + B; r2 = ωA + ω2B; r3 = ω2A + ωB.

Exercise 10.12 removes the imprecision that was present in our derivation
of Cardano’s formula earlier. In Exercise 10.7, we had not specified sufficiently
how to choose cube roots in the formula. Now we have.

Exercise 10.13. Use Cardano’s formula, as clarified in Exercise 10.12, to
obtain all three solutions to the cubic equation

y3 − 7y + 6 = 0.

1. Write down the solution given by the formula as a sum of cube roots.
Observe that it involves the cube roots of

−3 +
10
9

√−3

and
−3 − 10

9
√−3.

2. Using the numbers ω and ω2 and the earlier determination of one cube
root of −3 + 10

9

√−3, write expressions for the three complex numbers
that are cube roots of −3 + 10

9

√−3. Also write down the three complex
numbers that are cube roots of −3 − 10

9

√−3.
3. Pair the cube roots of −3+ 10

9

√−3 and −3− 10
9

√−3 as specified in Exercise
10.12 to get three pairs such that the product of the complex numbers in
each pair equals 7

3 .
4. Add together the complex numbers in each pair to obtain all three solu-

tions of y3 − 7y + 6 = 0. Note that all three solutions are real.

10.3 The Discriminant of a Cubic Polynomial

For a quadratic polynomial x2 + bx + c with real coefficients whose real or
complex roots are r1 and r2, we saw in Exercise 10.3 that the squared difference
(r1 − r2)2 of the roots is expressible in terms of the coefficients:

(r1 − r2)2 = b2 − 4c.

This allows us to determine from the coefficients alone some partial informa-
tion on the roots. In particular, if b2 − 4c is positive, the roots are real and
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distinct; if b2 − 4c is zero, the roots are real and identical; and if b2 − 4c is
negative, then the roots are a pair of nonreal, complex conjugate numbers.

We would like similarly to be able to obtain information about the roots
of a cubic polynomial in terms of its coefficients. Recall from the discussion
that followed Exercise 10.3 that the two quantities b2 − 4c and (r1 − r2)2

associated with the quadratic polynomial x2+bx+c can both be regarded as its
discriminant, but that the more fundamental of these quantities is (r1 − r2)2,
and we took this to be the definition of the discriminant. Consider a cubic
polynomial x3 + bx2 + cx + d, and let us write r1, r2, and r3 for its roots. We
define the discriminant of x3 + bx2 + cx + d to be the analogous quantity

(r1 − r2)2(r1 − r3)2(r2 − r3)2,

and we denote this quantity by ∆. We will show that ∆ determines the na-
ture of the roots and that we can compute ∆ in terms of the coefficients of
the polynomial. This will allow us, as in the quadratic case, to determine
the nature of the roots from the coefficients alone, without having advance
knowledge of the roots themselves.

Exercise 10.14. Let f(x) = x3 + bx2 + cx + d. We will relate the sign of the
discriminant ∆ of f(x) to the nature of the roots of f(x).

1. Suppose that the three roots are real and distinct. Show that ∆ > 0.
2. Suppose f(x) has a multiple root (and hence all roots are real; why?).

Show that ∆ = 0.
3. Suppose that one root is real and the other two are nonreal complex

conjugates of each other. Show that ∆ < 0. (Hint: Suppose the roots are
r, a + bi, and a − bi, with r, a, and b all real numbers, b �= 0. Using
this notation, calculate the product of the root differences first, before
squaring.)

4. We have found that ∆ is positive, zero, or negative depending on whether
the roots are real and distinct, there is a multiple root, or only one root
is real. Using these facts, show that the converse holds as well:
(a) If ∆ > 0, then f(x) has three distinct real roots;
(b) if ∆ = 0, then f(x) has a multiple root and all its roots are real;
(c) if ∆ < 0, then f(x) has one real root and two nonreal complex conju-

gate roots.

What makes the discriminant ∆ of a quadratic polynomial x2+bx+c useful
is that ∆ can be computed in terms of b and c. Thus one can determine the
nature of the roots from the coefficient data alone, without actually computing
the roots. Similarly, we would like to be able to compute the discriminant of
a cubic polynomial in terms of its coefficients, so that we can determine the
nature of the roots without actually computing the roots. Let us first consider
the case of a reduced cubic polynomial.
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Exercise 10.15. Suppose p and q are real numbers and consider the poly-
nomial y3 + py + q. We will use the notation and results of Exercise 10.12.
Accordingly, we choose A to be one of the three cube roots of − q

2 +
√

R and
then choose B to be the unique cube root of − q

2 − √
R satisfying AB = −p

3 .
Recall that with these choices, the three roots of y3 + py + q are given by the
expressions

r1 = A + B; r2 = ωA + ω2B; r3 = ω2A + ωB.

Recall also that 1 + ω + ω2 = 0.

1. Verify that
r1 − r2 = (1 − ω)(A − ω2B),

that
r1 − r3 = −ω2(1 − ω)(A − ωB),

and that
r2 − r3 = ω(1 − ω)(A − B).

2. Verify that
(1 − ω)3 = 3(ω2 − ω) = −3

√
3i

and deduce that

(r1 − r2)(r1 − r3)(r2 − r3) = −(1 − ω)3
(
A3 − B3) = 3

√
3i

(
A3 − B3) .

3. Recall that by definition, A3 = − q
2 +

√
R and B3 = − q

2 − √
R. Deduce

that
A3 − B3 = 2

√
R

and that
(r1 − r2)(r1 − r3)(r2 − r3) = 6

√
3i

√
R.

4. Deduce that the discriminant ∆ of y3 + py + q is given by the formula

∆ = −108R.

5. Finally, recall the definition of R and obtain the following formula:

∆ = −4p3 − 27q2.

We have succeeded in expressing the discriminant of a reduced cubic poly-
nomial y3 +py+q in terms of its coefficients p and q. We have also found that
the discriminant is simply a constant multiple of the quantity R that played
such a prominent role in Cardano’s formula. Thus we can rewrite Cardano’s
formula in terms of ∆ rather than R. This makes the similarity between the
quadratic formula and Cardano’s formula even clearer: Both are expressions
involving the discriminant of the given polynomial.



156 10 Polynomials with Real Coefficients

Exercise 10.16. Using the formula for the discriminant of a reduced cubic
polynomial, calculate the discriminants of the cubic polynomials below. State
for each polynomial whether it has a multiple root (and therefore all its roots
are real), a real root and two nonreal roots, or three distinct real roots.

1. y3 − 3y + 2.
2. y3 + 5y + 1.
3. y3 − 5y + 1.

Next we will obtain a formula for the discriminant of a general cubic
polynomial in terms of its coefficients.

Exercise 10.17. Consider the cubic polynomial x3 + bx2 + cx + d, with real
coefficients b, c, and d.

1. Recall from Section 10.2 the change of variable

x = y − b

3

that transforms x3 +bx2 +cx+d into a polynomial of the form y3 +py+q.
Review this substitution and recall also the explicit formulas for p and q
in terms of b, c, and d.

2. Write the roots of y3 + py + q as r1, r2, and r3, as we did above. What
are the roots of x3 + bx2 + cx + d in terms of r1, r2, and r3?

3. Observe that although the roots of x3 + bx2 + cx + d and y3 + px + q
are different, the three root differences are the same. Deduce that the
discriminant of x3 + bx2 + cx+d and the discriminant of y3 +px+ q must
be equal.

4. Using the formula for the discriminant of y3 +px+ q and the formulas for
p and q in terms of b, c, and d, obtain the formula

∆ = 18bcd − 4b3d + b2c2 − 4c3 − 27d2

for the discriminant of x3 + bx2 + cx + d in terms of b, c, and d.
5. Conclude that you can determine the nature of the roots of x3+bx2+cx+d

in terms of b, c, and d, without explicit knowledge of the roots.

Exercise 10.18. Calculate the discriminant of each cubic polynomial below
and state whether it has a multiple root (and hence all roots are real), a real
root and two nonreal roots, or three distinct real roots.

1. x3 + 2x2 − 4.
2. x3 + 3x2 − 5x + 1.

The discriminant ∆ of a cubic polynomial x3 + bx2 + cx+d can be used to
decide whether the polynomial has a multiple root, three distinct real roots,
or one real root and two complex conjugate roots. In turn, we can express ∆
in terms of the coefficients b, c, and d, and this allows us to determine the
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real or nonreal character of the roots from the coefficients alone. We will next
see how to use the coefficients to determine how many of the real roots are
positive and how many are negative. This is interesting in its own right, but
it will also be useful to us in our study of quartic (fourth-degree) polynomials.

Exercise 10.19. Consider a cubic polynomial x3 + bx2 + cx + d with real
coefficients and suppose that its three roots are r1, r2, and r3.

1. Check that

b = −(r1 + r2 + r3); c = r1r2 + r1r3 + r2r3; d = −r1r2r3.

(Hint: Use the factorization of x3+bx2+cx+d as (x−r1)(x−r2)(x−r3).)
2. If d = 0, then the nature of the roots is easy to determine. Explain why.
3. Assume that d �= 0. Recall that if ∆ < 0, then there is exactly one real

root, occurring with multiplicity one. Show that in this case, the sign of
the root is determined by the sign of d. (Hint: Use the formula above for
d.)

4. Assume for the remainder of the exercise that ∆ ≥ 0. Recall that in this
case all three roots are real.

5. Show that if b, c, and d are all positive, then all the roots are negative.
(Hint: What happens in this case if you substitute a positive real number
for x in x3 + bx2 + cx + d?)

6. Conversely, show that if all the roots are negative, then b, c, and d are all
positive. (Hint: Examine the expressions in the first part of the exercise
for b, c, and d in terms of the roots.)

7. Show that if b is negative, c is positive, and d is negative, then all the
roots are positive. (Hint: What happens in this case if you substitute a
negative real number for x in x3 + bx2 + cx + d?)

8. Conversely, show that if all the roots are positive, then b is negative, c is
positive, and d is negative.

9. Conclude that if there are three positive roots or three negative roots, this
can be detected from the data of b, c, and d.

10. It remains to discover how to use the coefficients to decide whether there is
exactly one positive root or exactly two. Show that d > 0 if there are zero
or two positive roots; show that d < 0 if there are one or three positive
roots.

11. Use the last part to explain how you can use the coefficients b, c, and d
to determine whether exactly one real root is positive or exactly two are
positive.

12. Conclude with a detailed review of how you would use the coefficients b,
c, and d to determine how many positive real roots x3 + bx2 + cx + d has
and how many negative real roots it has.

Exercise 10.20. For each cubic polynomial below, use Exercise 10.19 to de-
termine from the coefficients how many real roots there are and how many of
the real roots are positive or negative.
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1. x3 − 6x2 + 11x − 6.
2. x3 − 5x2 + 9x − 5.
3. x3 + 6x2 + 3x + 18.
4. x3 − 3x2 − 10x + 24.

Recall that when we used Cardano’s formula in Exercise 10.10 to solve the
equation y3 − 7y + 6 = 0, we had to work with nonreal complex numbers,
even though all three solutions are real. As was noted after that exercise, this
surprising phenomenon occurs often, and we can use our discriminant formula
to determine when it does.

Exercise 10.21. Consider the reduced cubic polynomial y3 + py + q.

1. Observe from our calculation of the discriminant ∆ in terms of R that ∆
and R have opposite signs.

2. Review from Exercise 10.14 the relation between the sign of ∆ and the
nature of the roots. Rephrase this as a relation between the sign of R and
the nature of the roots.

3. Deduce that if y3 + py + q has one real root and two nonreal roots, then
Cardano’s formula expresses the real root as the sum of cube roots of real
numbers. Deduce as well that if y3 +py +q has a multiple root, so that all
the roots are real, then Cardano’s formula expresses these roots as sums
of cube roots of real numbers.

4. Deduce that in contrast, if y3 + py + q has three distinct real roots, then
Cardano’s formula expresses all three of them as sums of cube roots of
nonreal complex numbers.

We see that for a reduced cubic polynomial y3 + py + q, there are two
fundamentally different cases, depending on the sign of R, or of ∆. Cardano
called the case in which ∆ > 0 and R < 0 the irreducible case. In this case,
the expression R will be negative, the quantities −( q

2 ) ± √
R will be nonreal

complex numbers that are conjugate to each other, and the three roots of
y3 +py + q will be expressed by Cardano’s formula as sums of pairs of nonreal
complex numbers. Thus what we found in our determination of the roots of
y3 − 7y + 6 turns out to have been not unusual but inevitable. As in that
example, the numbers in the pair given by Cardano’s formula are conjugate,
the sum is a real number, but the initial expression for the root necessarily
involves nonreal complex numbers.

This aspect of Cardano’s formula is a great surprise. It was especially so in
the 1500s, when the concept of complex number did not even exist! To use the
formula when a cubic polynomial has real coefficients and three real roots, we
must temporarily step outside the realm of the real numbers in order to make
cube root calculations with complex numbers before we can return to the
real numbers. This puzzling fact was recognized by Cardano, who published
the first use of complex numbers in his treatment of cubic equations in Ars
Magna.



10.4 Quartic Polynomials 159

10.4 Quartic Polynomials

Thus far, we have seen that a quadratic polynomial f(x) in R[x] either has
no roots in R and is irreducible in R[x], or else has two roots counting multi-
plicity (that is, two distinct roots or one root of multiplicity two) and factors
completely in R[x] into linear (first-degree) factors. A cubic polynomial, in
contrast, always has at least one real root, and so always factors nontrivially
in R[x], either—if f(x) has only one real root (counting multiplicity)—as the
product of a linear factor and an irreducible (in R[x]) quadratic factor or—if
f(x) has three real roots (counting multiplicity)—into three linear factors.

In each case, we see that a quadratic or cubic polynomial has a nontrivial
factorization in R[x] if and only if it has at least one real root. In contrast,
a quartic (fourth-degree) polynomial in R[x] can factor nontrivially yet have
no real roots. It is easy to produce examples. For instance, x4 + 2x2 + 1
factors in R[x] as

(
x2 + 1

) (
x2 + 1

)
=

(
x2 + 1

)2, where each factor
(
x2 + 1

)
is irreducible in R[x], while in C[x] it factors completely into linear factors as
(x + i)2(x − i)2 = (x − i)(x − i)(x + i)(x + i). We see that its only roots are i
and −i, and so there are indeed no real roots.

If a quartic polynomial f(x) with real coefficients has a real root r, then
it factors as (x − r)g(x) for some cubic polynomial g(x) with real coefficients.
The factor g(x) is a cubic polynomial with real coefficients, and so has at
least one real root. Thus f(x) has at least two real roots. In other words, if
f(x) has a real root, it has at least two real roots, where we are now always
counting roots with multiplicity. Similarly, if f(x) has three real roots r, s,
and t (which may or may not all be distinct), it must have a fourth. This leads
to the following possibilities, where we note again that the number of roots
mentioned is always with multiplicity:

1. f(x) has four real roots, in which case it factors in R[x] as the product of
four degree-one polynomials.

2. f(x) has only two real roots, in which case there are real numbers r and
s and a quadratic polynomial h(x) in R[x] such that f(x) factors in R[x]
as (x − r)(x − s)h(x). In this case, since there are only two real roots,
h(x) must be irreducible in R[x], with two nonreal complex roots that are
complex conjugates of each other. That is, in this case f(x) has two real
roots and a pair of nonreal, complex conjugate roots.

3. f(x) has no real roots.

What happens in this last situation? Since f(x) has no real roots, it has no
degree-one factors in R[x]. Thus either it is irreducible in R[x], or it factors
in R[x] as the product of two quadratic polynomials. Are both of these op-
tions available to fourth-degree polynomials in R[x] with no real roots? One
might guess that some of these polynomials factor nontrivially and others re-
main irreducible. However, such a guess would be wrong: Every fourth-degree
polynomial can be factored nontrivially in R[x], which is the content of the
following theorem.
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Theorem 10.3. A quartic polynomial f(x) in R[x] cannot be irreducible in
R[x]. One of the following occurs:

1. f(x) is the product of four degree-one polynomials and has four real roots.
2. f(x) is the product of two degree-one polynomials and an irreducible

degree-two polynomial; it has two real roots and two nonreal conjugate
complex roots.

3. f(x) is the product of two irreducible degree-two polynomials. It has four
nonreal complex roots, occurring in two complex conjugate pairs.

To prove Theorem 10.3, we will show that every quartic polynomial in R[x]
factors as a product of two quadratic polynomials in R[x]. Once we know this,
we are led immediately to three possibilities: The two quadratic polynomials
both factor as products of degree-one polynomials in R[x], one factors as a
product of degree-one polynomials in R[x] but the other is irreducible in R[x],
or both are irreducible in R[x]. These are the three possibilities described in
Theorem 10.3.

The result that every quartic polynomial in R[x] factors as a product of
quadratic polynomials in R[x] was essentially proved in the 1500s by Cardano
and Luigi Ferrari. Here we shall sketch a later approach of René Descartes,
with some details omitted. We begin with the quartic polynomial

x4 + ax3 + bx2 + cx + d.

Our first step, as with cubics, is to make a change of variable to eliminate the
second-highest power.

Exercise 10.22. Let

f(x) = x4 + bx3 + cx2 + dx + e,

for real numbers b, c, d, and e. Let us see what happens under the change of
variable x = z + a for a real number a.

1. Substitute z+a for x and obtain a new polynomial g(z) in the new variable
z. Write it as

z4 + Bz3 + Cz2 + Dz + E

and obtain explicit formulas for the coefficients B, C, D, and E in terms
of a and the old coefficients b, c, d, and e. To do this, you should verify
and use the identities

(A + B)3 = A3 + 3A2B + 3AB2 + B3

and
(A + B)4 = A4 + 4A3B + 6A2B2 + 4AB3 + B4,

which hold for every pair of real numbers A and B.
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2. Observe that there is a particular choice of a for which B = 0. Thus for
this choice of a, changing variables provides a new polynomial g(z) of the
form

z4 + Cz2 + Dz + E.

3. What is the relation between a root of f(x) and a root of g(z)?
4. Conclude that you will be able to solve the equation f(x) = 0 if you can

solve g(z) = 0.

An equation of the form

z4 + qz2 + rz + s = 0

is called a reduced quartic equation, and z4 + qz2 + rz + s is called a reduced
quartic polynomial. You have shown that by making the substitution x =
z − b

4 , you can pass from a problem of solving an arbitrary quartic equation
to an equivalent problem of solving a reduced quartic equation.

Exercise 10.23. What is the reduced quartic equation that you must solve
in order to solve the quartic equation

x4 + 4x3 − 2x + 4 = 0?

We wish to prove that every quartic polynomial in R[x] factors in R[x] as
a product of two quadratic polynomials. It suffices to prove that every reduced
quartic polynomial in R[x] factors as such. After all, if this is the case, we can
pass from a quartic polynomial x4 + bx3 + cx2 + dx + e to a reduced quartic
polynomial z4 + qz2 + rz + s by the change of variable x = z − b

4 , factor
z4 + qz2 + rz + s as a product of quadratic polynomials, then perform the
reverse substitution z = x+ b

4 to obtain a factorization of the original quartic
polynomial as a product of quadratic polynomials.

Let us therefore focus on a reduced quartic polynomial z4 + qz2 + rz + s
in R[x] and try to factor it as a product of quadratic polynomials.

Exercise 10.24. We can immediately dispose of one special case, that in
which r = 0. Consider the quartic polynomial z4 + qz2 + s.

1. Factor z4 + qz2 + s (which is a quadratic polynomial in z2) in the form(
z2 − r1

) (
z2 − r2

)
for two real or possibly complex numbers r1 and r2.

2. If r1 and r2 are real, you have obtained the desired factorization of z4 +
qz2 + s in R[x].

3. Alternatively, if r1 and r2 are nonreal, observe that they are complex
conjugates of each other. Using their square roots, factor z4 + qz2 + s as
a product of degree-one polynomials in C[x]. Show that the degree-one
terms can be regrouped and combined in pairs to obtain a factorization
of z4 + qz2 + s as a product of quadratic polynomials in R[x].
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We wish to factor z4 + qz2 + rz + s in R[x] as a product of quadratic
polynomials. By Exercise 10.24, we can assume that r is nonzero. If the desired
factorization exists, then it must look like

z4 + qz2 + rz + s =
(
z2 + kz + l

) (
z2 + hz + m

)
,

for real numbers k, l, h, m. Since the coefficient of z3 is zero, we see that we
must have h = −k (why?), and so we can write the assumed factorization in
the form

z4 + qz2 + rz + s =
(
z2 + kz + l

) (
z2 − kz + m

)
, (∗∗)

for some real numbers k, l, and m. Furthermore, since we have assumed that
the coefficient of z is nonzero, we must have k �= 0 (why?).

If we multiply out the right-hand side of equation (∗∗) and equate co-
efficients, we will have found the desired factorization if we can express as
real numbers the unknown quantities k, l, and m in terms of the given real
coefficients. We therefore regard the quantities k, l, and m as unknowns, in
contrast to q, r, and s, which are constants given to us as the coefficients of
the quartic polynomial.

So let us take pencil in hand and multiply out
(
z2 + kz + l

) (
z2 − kz + m

)
,

combine terms, and compare the resulting coefficients with the coefficients of
z4 + qz2 + rz + s. We thereby obtain three equations for the unknowns k, l,
and m:

l + m − k2 = q; k(m − l) = r; lm = s. (♦)

Let us rewrite the first equation (♦) as m+l = q+k2. Since we have established
that k �= 0, in solving these equations we are free to divide by k. Doing so
in the second equation (♦), we obtain m − l = r

k . Thus we obtain the two
equations

m + l = q + k2; m − l =
r

k
.

If we add these equations together, we obtain

2m = q + k2 +
r

k
,

while if we subtract the second equation from the first, we obtain

2l = q + k2 − r

k
.

This shows that if we find a value for k, then the unknown coefficients l
and m will also have been found as well. We now use the last of the three
equations (♦), lm = s, rewritten in the form (2l)(2m) = 4s. We have just
obtained expressions for 2l and 2m in terms of q, r, and k. Substituting these
expressions in the equation (2l)(2m) = 4s, we obtain an equation involving
the single unknown k and the constants q, r, and s. If you work this out,
multiplying through at the end by k2 to clear denominators, you will obtain
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k6 + (2q)k4 +
(
q2 − 4s

)
k2 − r2 = 0.

Notice that this equation can be regarded as a cubic polynomial equation in
k2. Let us therefore introduce a new variable for k2, setting k2 = j. Then the
equation becomes

j3 + (2q)j2 +
(
q2 − 4s

)
j − r2 = 0.

If we can solve this cubic for j, we can then take square roots to obtain the
two values k and −k, use these to obtain values for l and m, and then factor
z4 + qz2 + rz + s as a product of quadratic polynomials.

We have reduced the problem of factoring the quartic polynomial z4 +
qz2 + rz + s with real coefficients as a product of quadratic polynomials with
real coefficients to the problem of solving the new cubic equation in j, and
we know how to solve cubic equations. However, one subtlety arises. In our
factorization of z4 + qz2 + rz + s, we must obtain values for k and −k that
are real numbers. Therefore, although our cubic equation in j, like all cubic
equations, has a real solution, in this case there had better be a solution that
is a positive real number, since for j negative there is no real number k for
which (±k)2 = j. Thus, we need to know that

j3 + (2q)j2 +
(
q2 − 4s

)
j − r2 = 0

has a solution that is both real and positive. One can show this purely alge-
braically, but let us instead make a short argument using calculus.

Exercise 10.25. Use the intermediate value theorem of elementary calculus
to show that the cubic polynomial j3 +(2q)j2 +

(
q2 − 4s

)
j −r2 has a positive

real root.

This real and positive solution allows us to conclude that the quartic poly-
nomial z4 + qz2 + rz + s factors as a product of quadratic polynomials with
real coefficients. Moreover, we have found a procedure for obtaining such a
factorization, and thus we can solve every quartic equation.

Let us review the procedure. We pass from a quartic polynomial

x4 + bx3 + cx2 + dx + e

to a reduced quartic polynomial

z4 + qz2 + rz + s

by changing variables. We handle the easy case of r = 0 with the quadratic
formula. In the difficult r �= 0 case, we write down the cubic polynomial

j3 + (2q)j2 +
(
q2 − 4s

)
j − r2

associated with the reduced quartic polynomial z4 + qz2 + rz + s. This cubic
polynomial in j is called the cubic resolvent of the quartic. We find a positive
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real root of the cubic resolvent, take its square roots ±k, and use these to factor
the reduced quartic polynomial as a product of quadratic polynomials. We can
use the quadratic formula to obtain the roots of these quadratic polynomials,
thereby obtaining the roots of the reduced quartic polynomial. Finally, we
pass from these to the roots of the original quartic polynomial. This can be a
long and complicated process, but in principle it works.

Exercise 10.26. Find the four solutions of each quartic equation below.
These equations are chosen so that once you write down the cubic resolvent
polynomial, you can find a positive real root of the cubic resolvent by guessing
rather than by using Cardano’s formula. After you have determined a positive
real root of the cubic resolvent, use it to factor the quartic polynomial as a
product of two quadratic polynomials and find their roots.

1. z4 − 3z2 + 6z − 2 = 0.
2. z4 − 10z2 − 4z + 8 = 0.

10.5 A Closer Look at Quartic Polynomials

We have obtained a procedure for solving a reduced quartic equation. With
a little more work, we can produce an explicit and simple formula for the
solutions in terms of the solutions of the cubic resolvent equation. Let us
see how.

Consider once again the reduced quartic equation

z4 + qz2 + rz + s = 0

and its cubic resolvent equation

j3 + 2qj2 +
(
q2 − 4s

)
j − r2 = 0.

Suppose the three roots of the cubic resolvent equation are j1, j2, and j3. Our
goal is to describe the roots of z4 + qz2 + rz + s in terms of j1, j2, and j3. We
have already shown that at least one of the cubic resolvent’s roots is positive
and real. Let us assume that j1 is such a root, and let k1 and −k1 be its two
square roots. Because j1 is positive, the square roots k1 and −k1 are real. The
other two roots of the cubic resolvent, j2 and j3, may be real with any sign
or may be complex conjugates of each other. Whether j2 and j3 are real or
not, we have seen that the two square roots of each are additive inverses of
each other. Thus we can write k2 and −k2 for the square roots of j2, and k3
and −k3 for the square roots of j3. The numbers ki are determined only up to
sign. Do not be fooled by the notation. Seeing the pair ki and −ki, you should
not assume that ki is positive or that −ki is negative. In fact, they may not
even be real. The notation should convey only that whatever they are, each
is the additive inverse of the other.
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Exercise 10.27. Use the notation just above.

1. Explain why there are eight possible choices for the triple of numbers
(k1, k2, k3), depending on choices of signs.

2. Use the first part of Exercise 10.19 to obtain the equalities

j1 + j2 + j3 = −2q

and
j1j2j3 = r2.

3. Deduce from the second equation above that k1k2k3 equals either r or −r,
depending on which square roots of the ji’s are chosen as the ki’s. More
precisely, deduce that four of the eight choices of the triple (k1, k2, k3)
result in the equality k1k2k3 = r and that the other four choices of triple
result in the equality k1k2k3 = −r.

4. For the remainder of the exercise, fix the triple of square roots (k1, k2, k3)
to be one of the four choices satisfying k1k2k3 = −r.

5. With our fixed choice of k1 as one of the square roots of the positive real
number j1, we obtain a factorization

z4 + qz2 + rz + s =
(
z2 + k1z + l1

) (
z2 − k1z + m1

)
,

where l1 and m1 are expressed in terms of k1 by the formulas we obtained
in Section 10.4. Using these expressions explicitly, show that

z4 + qz2 + rz + s

=
(

z2 + k1z +
1
2

(
q + k2

1 − r

k1

))(
z2 − k1z +

1
2

(
q + k2

1 +
r

k1

))
.

6. Use the quadratic formula to obtain expressions for the roots of

z2 + k1z +
1
2

(
q + k2

1 − r

k1

)
.

Show that you get

z = −k1

2
± 1

2

√
k2
1 − 2

(
q + k2

1 − r

k1

)
.

7. Use the formula we stated earlier in this exercise for −2q and our choice
of the ki’s to satisfy k1k2k3 = −r in order to rewrite this expression for z
as

z = −k1

2
± 1

2

√
(k2 − k3)2.

It should be emphasized that this equality depends on our having chosen
the triple (k1, k2, k3) to satisfy k1k2k3 = −r.
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8. Conclude that the roots of this quadratic factor are

z =
1
2
(−k1 + k2 − k3); z =

1
2
(−k1 − k2 + k3).

9. Follow the same procedure to find the roots of

z2 − k1z +
1
2

(
q + k2

1 +
r

k1

)
and show that you get

z =
1
2
(k1 + k2 + k3); z =

1
2
(k1 − k2 − k3).

For the reduced quartic polynomial z4 + qz2 + rz + s, we have shown
in Exercise 10.27 that once the three roots j1, j2, j3 of the cubic resolvent
polynomial are found, the roots of z4 + qz2 + rz + s can be expressed in terms
of square roots of j1, j2, and j3. Specifically, the four roots of z4 +qz2 +rz +s
are four of the eight numbers

1
2

(
±

√
j1 ±

√
j2 ±

√
j3

)
.

The four choices of sign that produce the roots are those for which the product
of the three square roots

√
j1,

√
j2, and

√
j3 is −r.

Let us solve two quartic equations using this approach. The equations are
rigged so that the roots of the cubic resolvent polynomials are easily found by
trial and error.

Exercise 10.28. Find all four solutions of the quartic equation

z4 − 3z2 +
√

6z − 1
2

= 0

and of the quartic equation

z4 − 3z2 −
√

6z − 1
2

= 0.

In doing the previous exercise, you should have found that the two quartic
equations have the same cubic resolvent equation. This is a special case of a
general phenomenon.

Exercise 10.29. Explain why the quartic equations

z4 + qz2 + rz + s = 0

and
z4 + qz2 − rz + s = 0

have the same cubic resolvent equation. Describe how the four solutions of
the first equation are related to the four solutions of the second equation.
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10.6 The Discriminant of a Quartic Polynomial

Using our refined analysis in Section 10.5 of the roots of a reduced quar-
tic polynomial, we can obtain a formula for the discriminant of any quartic
polynomial. Recall that the discriminant of a quadratic or a cubic polyno-
mial is defined as the square of the product of differences of the roots. The
discriminant of a quartic polynomial

x4 + bx3 + cx2 + dx + e

is defined in the same way. Suppose its roots are r1, r2, r3, and r4. Then its
discriminant ∆ is the product

(r1 − r2)2(r1 − r3)2(r1 − r4)2(r2 − r3)2(r2 − r4)2(r3 − r4)2.

Notice that because the root differences are squared, we get the same result
regardless of how the roots are ordered.

For quadratic and cubic polynomials, the discriminant is important for two
reasons. First, its sign gives us information on the nature of the roots: how
many are real numbers and how many are nonreal complex numbers. Second,
there is a formula expressing the discriminant in terms of the coefficients of
the polynomial, allowing us to calculate the discriminant from the data of
the coefficients alone. We can then obtain information about the roots of a
quadratic or cubic polynomial without knowing the roots explicitly. For a
quartic polynomial, the discriminant again gives information on the nature
of the roots, although the information is not as complete as in the quadratic
and cubic cases, and again the discriminant can be calculated from the data
of the coefficients alone.

Exercise 10.30. Let us see what the discriminant of a quartic polynomial
tells us about the nature of its roots. Let f(x) be such a polynomial, with
discriminant ∆, and let r1, r2, r3, and r4 be its four roots.

1. Check that ∆ = 0 precisely when at least two of the roots coincide.
2. Assume in the remainder of the exercise that the four roots are distinct,

so that ∆ �= 0. Since f(x) factors as the product of two quadratic polyno-
mials, there are three possibilities for the roots: All are real, two are real
and two are nonreal complex conjugates, or none is real and there are two
pairs of nonreal complex conjugates.

3. Show that if all four roots are real (and distinct), then ∆ > 0.
4. Suppose two roots are real (and distinct) and two are complex conjugates.

Show that ∆ < 0. (Hint: Recall that the product of a nonzero complex
number and its conjugate is a positive real number. Name the four roots,
for example r, s, a+bi, and a−bi, so that you can work with them explicitly
as real and complex numbers. There are six root differences. You should
observe that four of the six differences occur as pairs of conjugate complex
numbers, so that their products are real. You should also find that one of
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the remaining root differences is real and that the other is the product of
a real number and i. From this you can conclude that ∆ is negative.)

5. Suppose finally that the four distinct roots occur in two pairs of nonreal
complex conjugates. Show that ∆ > 0. (Hint: You can again pair four of
the differences so that they are conjugates and their products are real.
The other two root differences should be products of real numbers and i.)

6. Conclude that the sign of ∆ gives some information on the nature of the
roots, but not complete information. In particular, if ∆ ≥ 0, there is some
ambiguity.

We wish to calculate the discriminant ∆ of a quartic polynomial in terms
of its coefficients. We will handle the reduced case first.

Exercise 10.31. Let us relate the discriminant ∆ of a reduced quartic poly-
nomial

z4 + qz2 + rz + s

to the discriminant of its cubic resolvent polynomial.

1. Using the notation we employed in Section 10.5, write the four roots ri of
z4 + qz2 + rz + s as halves of sums of ±ki. Using these expressions, show
that the six differences of roots are the quantities

k1 ± k2; k1 ± k3; k2 ± k3.

2. Deduce that
∆ =

(
k2
1 − k2

2
)2 (

k2
1 − k2

3
)2 (

k2
2 − k2

3
)2

.

3. Recall that the ki’s are the square roots of the solutions j1, j2, j3 of the
cubic resolvent equation. Using the ji’s, rewrite the equation for ∆ above
as

∆ = (j1 − j2)2(j1 − j3)2(j2 − j3)2.

4. Observe that since the ji’s are by definition the roots of the cubic resolvent
polynomial, the product on the right side of the last equation is in fact
the discriminant of the cubic resolvent.

5. Conclude that the discriminant of z4 + qz2 + rz + s coincides with the
discriminant of its cubic resolvent j3 + 2qj2 +

(
q2 − 4s

)
j − r2.

Exercise 10.32. Since the discriminant of a reduced quartic polynomial z4 +
qz2 + rz + s coincides with the discriminant of its cubic resolvent, we can
obtain a formula for the discriminant of z4 + qz2 + rz + s using our results on
discriminants of cubics. Let us do so.

1. Recall from Exercise 10.17 that the discriminant of a cubic polynomial
x3 + bx2 + cx + d is given by the formula

18bcd − 4b3d + b2c2 − 4c3 − 27d2.
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2. The cubic resolvent polynomial of z4 + qz2 + rz + s has coefficients 2q,
q2 − 4s, and −r2. Substitute these expressions for b, c, and d in the dis-
criminant formula above (without expanding and simplifying) and obtain
an expression for the discriminant of the cubic resolvent in terms of q, r,
and s. Conclude that this complicated expression in q, r, and s is also
the discriminant of the reduced quartic polynomial z4 + qz2 + rz + s with
which we began.

3. Expand the formula and simplify in order to obtain the formula

∆ = 144qr2s − 128q2s2 − 4q3r2 + 16q4s − 27r4 + 256s3

for the discriminant of z4 + qz2 + rz + s.

Exercise 10.33. Compute the discriminants of the quartic polynomials below
and say what you can about the number of real roots of each.

1. z4 − 3z2 + 6z − 2.
2. z4 − 2z2 − 8z − 3.
3. z4 − 3z2 +

√
6z − 1

2 .

We saw in Exercise 10.30 that if a quartic polynomial z4 +qz2 +rz +s has
positive discriminant, then there are two possibilities for its roots: They are
all real, or they are all nonreal, forming two pairs of complex conjugates. We
wish to be able to determine from the coefficients q, r, and s alone which is the
case. In case r = 0, this is a straightforward matter. We can regard z4+qz2+s
as a quadratic polynomial in z2, use the sign of q2 − 4s to determine whether
the two values of z2 occurring as roots are real or nonreal, and in the real case
use Exercise 10.19 to determine the signs of these values of z2 in terms of q
and s. From this, we can determine whether the four values of z are real or
nonreal. We will therefore restrict ourselves in the exercise below to the case
in which r is nonzero.

Exercise 10.34. Consider the quartic polynomial

z4 + qz2 + rz + s.

Assume that the discriminant ∆ is positive and that r is nonzero.

1. Recall that ∆ is also the discriminant of the cubic resolvent polynomial

j3 + 2qj2 + (q2 − 4s)j − r2

and that since ∆ > 0, the roots j1, j2, and j3 of the cubic resolvent are
all real.

2. Observe that the constant term of the cubic resolvent is negative. Review
Exercise 10.19 and conclude that either all of the cubic resolvent’s roots
ji are positive or one ji is positive and the other two are negative.
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3. Observe that if all three roots ji are positive, then their square roots ±ki

are all real numbers. Conclude that the four roots of the original quartic
z4 + qz2 + rz + s are all real.

4. Alternatively, suppose j1 is positive and j2 and j3 are negative. Conclude
that the two square roots ±k1 are real while ±k2 and ±k3 are pure imag-
inary (that is, of the form ri for some real number r). Show that in this
case, the four roots of z4 + qz2 + rz + s are all nonreal complex numbers.

5. Conclude that if ∆ > 0, the question of whether the four roots of z4 +
qz2 + rz + s are all real or all nonreal reduces to the question of whether
the cubic resolvent polynomial has three positive real roots or one positive
real root and two negative real roots.

6. Using Exercise 10.19 again, conclude that if q < 0 and q2 − 4s > 0, then
the roots of the cubic resolvent are all positive, and the roots of the given
quartic are all real; alternatively, if the inequalities q < 0 and q2 − 4s > 0
do not both hold, then only one root of the cubic resolvent is positive and
no root of z4 + qz2 + rz + s is real.

7. Conclude that you can decide whether all the roots of z4 + qz2 + rz + s
are real or all are nonreal by examining the signs of q and q2 − 4s. If the
first is negative and the second is positive, all the roots of z4 +qz2 +rz+s
are real. Otherwise, no root of z4 + qz2 + rz + s is real.

Exercise 10.35. For each of the quartic polynomials below, use the discrim-
inant and the coefficients to decide how many roots are real.

1. z4 + z + 1.
2. z4 + z − 1.
3. z4 + z + s. (Your answer will depend on s.)
4. z4 − 3z2 + 6z − 2.
5. z4 − 2z2 − 8z − 3.
6. z4 − 3z2 +

√
6z − 1

2 .

Exercise 10.34 shows how to use the coefficients of a reduced quartic poly-
nomial with positive discriminant to determine whether the roots are all real
or all nonreal. For a reduced quartic polynomial with zero discriminant, there
are also several possibilities for the nature of the roots, and again the coef-
ficients of the polynomial can be used to determine which possibility occurs.
The analysis proceeds along similar lines: The associated cubic resolvent poly-
nomial will also have zero discriminant, so it will have only real roots. Using
Exercise 10.19 again, we can sort out how many of these roots are positive
and how many are negative. It is then a simple matter to decide how many
roots of the reduced quartic polynomial are real and how many are nonreal.

We have been focused in the last few exercises on reduced quartic poly-
nomials. Let us return to arbitrary monic quartic polynomials and use some
good old-fashioned algebra to obtain a general formula for their discriminants.

Exercise 10.36. Consider the quartic polynomial
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x4 + bx3 + cx2 + dx + e.

1. Observe, as you did for cubic polynomials in Exercise 10.17, that although
the roots of a general quartic polynomial and the roots of its associated
reduced quartic polynomial are not the same, the differences of the roots
are. Deduce that the discriminant of the quartic polynomial is the same
as the discriminant of the associated reduced quartic polynomial.

2. Conclude that in principle you can obtain a formula for the discriminant
of x4+bx3+cx2+dx+e in terms of b, c, d, and e. To do so, you can change
variables to obtain a reduced quartic polynomial z4 +qz2 +rz+s. Each of
the new coefficients q, r, and s can then be written explicitly in terms of b,
c, d, and e. You can then substitute the expressions for q, r, and s in terms
of b, c, d, and e in the formula for the discriminant of z4 +qz2 +rz+s and
obtain a formula for the discriminant of x4 + bx3 + cx2 + dx + e in terms
of b, c, d, and e. This is a lengthy calculation, but it is entirely elementary
algebra.

3. Carry out this calculation and obtain the formula below for the discrimi-
nant ∆ of x4 + bx3 + cx2 + dx + e:

∆ = 18bcd3 + 18b3cde − 80bc2de − 6b2d2e + 144cd2e

+ 144b2ce2 − 128c2e2 − 192bde2 + b2c2d2 − 4b3d3

− 4c3d2 − 4b2c3e + 16c4e − 27d4 − 27b4e2 + 256e3.

In Exercise 10.34, we saw how to use the coefficients of a reduced quartic
polynomial with positive discriminant to determine whether its roots are all
real or all nonreal. For an arbitrary quartic polynomial, the roots are all
real exactly when the roots of its associated reduced quartic polynomial are
all real, and they are all nonreal when the roots of the associated reduced
quartic polynomial are all nonreal. This allows us to obtain a version of the
result in Exercise 10.34 for quartic polynomials with positive discriminant.
The interested reader can work out the details.

10.7 The Fundamental Theorem of Algebra

Finding the roots of a polynomial in R[x] can be a difficult matter, even if
one knows that they exist. We have seen that one can use the quadratic for-
mula for quadratic polynomials, Cardano’s formula for cubic polynomials, and
a combination of them for quartic polynomials. The work of various Italian
mathematicians in the sixteenth century that culminated in the formulas for
roots of cubic and quartic polynomials was the most important mathemati-
cal achievement in centuries. But there the matter stood for over two more
centuries.

The argument given in Exercise 10.5 to show that a cubic polynomial in
R[x] has a real root applies equally well to a polynomial of any odd degree
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in R[x], allowing one to prove that a polynomial in R[x] of odd degree has
a factor of degree one and therefore cannot be irreducible. In particular, a
polynomial of degree five—a quintic polynomial—has at least one real root.
Naturally, one would like a formula for this root, analogous to the formulas
for roots of polynomials of lower degree. No one was able to find a general
procedure that would determine this root, or the roots of polynomials of any
higher degree, in terms of the coefficients of the polynomial using the four
basic arithmetic operations and the extraction of roots.

When two centuries of attempts to find such a formula failed, speculation
arose that perhaps no such formula existed. Finally, in the 1820s, the young
Norwegian mathematician Niels Henrik Abel (1802–1829) proved that indeed
there could be no such formula. A few years later, the even younger French
mathematician Évariste Galois (1811–1832) gave a proof of the more general
fact that for every integer n greater than four there cannot be a formula for
the roots of a general degree-n polynomial in terms of the polynomial’s coef-
ficients and extraction of suitable mth roots. Thus the quadratic formula, the
cubic formula, and the quartic formula are the only such formulas possible.
Galois’s proof introduced a number of revolutionary ideas involving the rela-
tion between field extensions (like those we studied in Chapter 9) and abstract
algebraic structures called groups. The entire subject of modern abstract al-
gebra can be said to stem from Galois’s results. His is one of the greatest of
all contributions in the history of mathematics.

Even though we cannot obtain formulas for the roots of polynomials in
R[x] of an arbitrary positive degree, we can still study factorization questions
in R[x]. You may have noticed in our study of linear, quadratic, cubic, and
quartic polynomials that in thinking about the roots of the polynomial, it
is perhaps more natural to think of the polynomial as living in C[x] than in
R[x]. Why? Because while it is rather complicated to list all the possibilities
for the number of roots in R, the statement for the number of roots in C is
extremely simple:

Theorem 10.4. Let f(x) be a polynomial in R of degree n = 1, 2, 3, or 4.
Then f(x) has exactly n roots in C (counting multiplicity). Equivalently, f(x)
factors completely in C[x] into n linear factors.

It turns out that the statement of Theorem 10.4 is valid not only for
polynomials of degrees one, two, three, and four, but also for polynomials of
all higher degrees in R[x]. And that takes us to the topic of the fundamental
theorem of algebra.

For a field K, a polynomial in K[x] of positive degree factors as a product
of irreducible polynomials. This leads us to focus on the question of what
the irreducible polynomials of K[x] are for a particular choice of K. These
irreducible polynomials play a fundamental role in the ring K[x], just as prime
numbers do in Z. We have found that a polynomial in R[x] of odd degree has
a real root and therefore cannot be irreducible. We have also found that a
polynomial in R[x] of degree 4 cannot be irreducible. What about polynomials
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in R[x] of even degree greater than 4? Can they be irreducible? The answer is
no, and in fact, the following result is equivalent to the fundamental theorem
of algebra:

Theorem 10.5 (Gauss). Every irreducible polynomial in R[x] has degree ei-
ther one or two.

There are many proofs of the fundamental theorem of algebra. The first
correct proof was given in 1799 by Gauss in his doctoral thesis. Every proof
requires the use of some results from mathematical analysis (calculus). The
amount of analysis required can be reduced to just some elementary calculus,
but the weaker the results of analysis that a proof uses, the more intricate
the proof tends to be. No proof will be provided here. However, given the
profound importance of the fundamental theorem of algebra, one should read
through a proof of it at least one time in one’s life, if only to get a sense of
what is involved in proving it.

Even though we will not prove the fundamental theorem, we will illustrate
its power by deducing from it the following result.

Theorem 10.6. Let f(x) be a polynomial in R[x] of positive degree n.

1. The polynomial f(x) factors in R[x] as the product of polynomials of degree
1 or 2.

2. The polynomial f(x) has n roots in C (counting multiplicity). In particu-
lar, there are nonnegative integers r and s satisfying r + 2s = n such that
f(x) has r real roots and s pairs of nonreal conjugate complex numbers as
roots.

3. The polynomial f(x) factors in C[x] as the product of n degree-one poly-
nomials.

Exercise 10.37. Prove Theorem 10.6.

The field of complex numbers is created from the field of real numbers
by adjoining a single number i. This is the number needed in order for the
polynomial x2 + 1 to have a root, and adjoining it to R allows us to factor
x2 + 1 as the product (x + i)(x − i) of two first-degree polynomials. Theorem
10.6 shows that by adjoining i to the real numbers we obtain a sufficiently rich
set of numbers so that every polynomial f(x) in R[x] of positive degree has a
complete set of roots, permitting the factorization of f(x) into a product of
first-degree polynomials.

Theorems 10.5 and 10.6 tell us that every irreducible polynomial in R[x]
has degree either one or two and that every polynomial in R[x] of positive
degree, whether it has a root in R or not, has a root in C. What about
polynomials of positive degree in C[x]? If we now allow our polynomials to
have complex coefficients, do they also have roots in C? The positive answer
to this question is what is usually called the fundamental theorem of algebra:
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Theorem 10.7. Every nonconstant polynomial in C[x] has a complex root.
Equivalently, the only irreducible polynomials in C[x] are the polynomials of
degree one, and every polynomial in C[x] of positive degree factors as a product
of degree-one polynomials.

It is not hard to prove Theorem 10.7 as a consequence of Theorem 10.5.
In order to do so, we must study conjugation of polynomials in C[x]. First, let
us obtain a formula for the coefficients of the product of two polynomials. We
have been assuming that polynomials have coefficients in a field, but a ring
will do just as well. For instance, we can consider the set Z[x] of polynomials
with integer coefficients. We will work in this level of generality.

Exercise 10.38. Let K be a field, or ring, and let g(x) and h(x) be polyno-
mials in K[x] of degrees m and n. Write g(x) as

g(x) = bmxm + bm−1x
m−1 + · · · + b1x + b0

and h(x) as
h(x) = cnxn + cn−1x

n−1 + · · · + c1x + c0.

Let f(x) be the product g(x)h(x), and write f(x) as

am+nxm+n + · · · + a1x + a0.

1. Write a formula for a0 in terms of the bi’s and cj ’s.
2. Do the same for a1, for a2, and for a3.
3. Let k be a nonnegative integer. With the previous parts as a guide, write

a formula for ak in terms of the bi’s and cj ’s.

If a is a complex number of the form r+si, with r and s real, its conjugate
a is the complex number r−si. We can extend the process of conjugation from
complex numbers to polynomials f(x) with complex numbers as coefficients.
To do so, we simply conjugate each of the coefficients of f(x), leaving the
powers of x alone. For instance, the conjugate of the polynomial

3x3 + (4 − i)x2 + (1 + 5i)x − 5i

is the polynomial
3x3 + (4 + i)x2 + (1 − 5i)x + 5i.

Let us write f(x) for the conjugate of the polynomial f(x). We will need the
following result.

Theorem 10.8. Let f(x) be a polynomial in C[x].

1. Suppose that f(x) factors as

f(x) = g(x)h(x)

for polynomials g(x) and h(x) in C[x]. Then

f(x) = g(x)h(x).
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2. Suppose the complex number r is a root of f(x). Then the conjugate r of
r is a root of the conjugate polynomial f(x).

Exercise 10.39. Verify the following facts.

1. For complex numbers a and b,

a + b = a + b; ab = ab.

2. For complex numbers a0, . . . , ak,

a0 + · · · + ak = a0 + · · · + ak; a0 · · · ak = a0 · · · ak.

3. For complex numbers a0, . . . , ak and b0, . . . , bk,

a0bk + a1bk−1 + · · · + ak−1b1 + akb0 = a0bk + · · · + akb0.

Using this last fact, prove the first part of Theorem 10.8 by comparing the
coefficients of f(x) and g(x)h(x). Deduce the second part by conjugating f(r).

Using Theorem 10.5, we have proved that the nonreal complex roots of a
polynomial with real coefficients occur in conjugate pairs. This can be proved
directly, without reference to the fundamental theorem of algebra, using The-
orem 10.8. A slightly stronger statement can be proved as well:

Theorem 10.9. Suppose that f(x) is a polynomial of positive degree in R[x]
and that r is a root of f(x) in C.

1. The conjugate r of r is also a root of f(x).
2. The polynomial (x − r)(x − r) lies in R[x].
3. If r is not real, then (x − r)(x − r) is a divisor of f(x) in R[x].

Exercise 10.40. Prove Theorem 10.9.

1. For the first part, show that f(x) = f(x).
2. For the second part, check that the coefficients of (x − r)(x − r) are real,

so that (x − r)(x − r) lies in R[x].
3. Deduce that if r is a nonreal complex number and x − r divides f(x) in

C[x], then (x − r)(x − r) divides f(x) in C[x].
4. Observe that to prove that (x−r)(x−r) divides f(x) in R[x], it suffices to

prove the following statement: Suppose f(x) and g(x) are nonzero polyno-
mials in R[x] and h(x) is a polynomial in C[x] such that f(x) = g(x)h(x).
Then h(x) lies in R[x].

5. Prove this last statement.

Finally, let us deduce Theorem 10.7 from Theorem 10.5.

Exercise 10.41. Suppose f(x) is a nonconstant polynomial in C[x].

1. Show that f(x)f(x) is unchanged by conjugation and deduce that f(x)f(x)
lies in R[x].

2. Use Theorem 10.5 to show that f(x)f(x) has a root in C.
3. Deduce that at least one of f(x) and f(x) has a root in C.
4. Using Theorem 10.8, conclude that f(x) itself has a root in C.
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11

Polynomials with Rational Coefficients

11.1 Polynomials over Q

We have found formulas for roots of polynomials in R[x] of degree 4 or less and
found that there are no such general formulas for polynomials of higher degree.
When we are dealing with a particular polynomial of degree greater than 4 we
may be lucky in finding a root or in discovering one or more factors, but in the
general case, when luck fails us, if we want to find the roots of a higher-degree
polynomial we must use numerical approximation techniques such as Newton’s
method of calculus. Such approximation involves numerical calculation, so
one begins by approximating the real coefficients of a polynomial f(x) by
rational numbers, replacing f(x) in R[x] with a polynomial in Q[x]. Therefore,
it is important from a calculational point of view to be able to find roots of
polynomials with rational coefficients, or to be able to factor polynomials with
rational coefficients. Moreover, the theory of polynomials in Q[x] is of great
interest; it is, for example, the basis Galois’s proof that there are no general
formulas for the roots of polynomials of degree greater than 4.

According to the fundamental theorem of algebra, the irreducible poly-
nomials of R[x] are the linear (degree-one) polynomials and the quadratic
(degree-two) polynomials of negative discriminant, while the only irreducible
polynomials of C[x] are the linear polynomials. In contrast, in Q[x] there are
irreducible polynomials of every positive degree n, as we will prove in this
chapter. One source of irreducible polynomials in Q[x] is polynomials whose
roots are real or complex numbers that are algebraic over Q, such as the mini-
mal polynomial that we met in Section 9.5. Let us review the relevant notions
from that section.

Let K ⊆ L be a field extension. The elements of L that are roots of
polynomials in K[x] are said to be algebraic over K. For example, the fields
R and C are field extensions of Q, and the real or complex numbers that
are algebraic over Q are known more simply as algebraic numbers. In other
words, a real or complex number is algebraic if it is a root of a polynomial in
Q[x]. Every rational number α is an algebraic number, since it is the root of
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the linear polynomial x − α in Q[x]. But that is just the beginning. We can
find many other algebraic numbers, such as all complex numbers of the form
α + βi, for α and β in Q.

Exercise 11.1. Prove that all numbers of the form α + βi, for α and β in Q,
are algebraic over Q.

We have also seen that irrational numbers such as
√

2 are algebraic (
√

2
is a root of the polynomial x2 − 2). According to Theorem 9.12, for each
algebraic number γ, there is a unique monic irreducible polynomial pγ(x) in
Q[x] having γ as a root. Moreover, the polynomials in Q[x] that have γ as a
root are precisely the polynomials divisible by pγ(x). The degree of pγ(x) is
called the degree of γ. The study of algebraic numbers essentially coincides
with the study of irreducible polynomials in Q[x].

Many of the numbers we use on a daily basis are algebraic. For example,
the nth roots of an integer m are algebraic, since they are roots of xn − m.
Are all real and complex numbers algebraic? The irrational numbers that
immediately come to mind, namely, those involving radicals, like 3

√
47 and

1
3 −

√
2 + 5

√
1 − 3

√
7, are all algebraic. And there are many more algebraic

numbers that cannot be expressed using radicals; that is the content of Galois’s
theorem.

Exercise 11.2. Find a polynomial with rational coefficients that has

1
3

−
√

2 +
5
√

1 − 3
√

7

as a root.

Are there any numbers that are not algebraic? What about some of the
important constants of mathematics, like e, the base of the natural logarithm,
and π, the ratio of the circumference of a circle to its diameter. Are these
numbers algebraic? These questions have had an important role in the history
of mathematics.

In fact, there are many real and complex numbers that are not algebraic.
A number that is not algebraic is called transcendental . The first proof that
transcendental numbers exist was given by Joseph Liouville (say lee-you–veal′)
in 1844. He proved a theorem regarding how well irrational algebraic num-
bers can be approximated by rational numbers. (Of course, every real number
can be approximated arbitrarily well by rational numbers, as we discussed in
Section 6.1; what Liouville considered was how well irrational numbers can
be approximated by rational numbers with small denominators: He proved
that algebraic numbers cannot be approximated as well as transcendental
numbers.) As a consequence of his theorem, one obtains a recipe for the con-
struction of infinitely many transcendental numbers, such as

L = 0.100100000010000000000000000000000001 . . . .
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This number is the decimal obtained by writing a one, then 2 zeros, then
a one, then 3 × 2 zeros, then a one, then 4 × 3 × 2 zeros, and so on. The
trick of employing ever larger strings of zeros produces a number that can be
rationally approximated very well; for example, L can be approximated to 35
decimal places by a rational number with a denominator of only 11 digits,
and the further out you go, the better this type of approximation becomes.

Liouville’s construction has the disadvantage that the transcendental num-
bers that it produces do not arise naturally in everyday mathematics. This
problem was rectified in 1873, when Charles Hermite proved that the number
e is transcendental. A few years later, in 1882, Carl Lindemann proved that
π is transcendental. Thus, no polynomial with rational coefficients has e or π
as a root.

The transcendentality of π has as a consequence a solution to the famous
centuries-old geometric problem of squaring the circle (that is, the problem
of constructing a square whose area is the same as that of given circle). It is
not particularly difficult to show that all lengths that can be constructed with
straightedge and compass (so-called constructible numbers), starting with a
reference length 1, are algebraic numbers. If one could construct a square
whose area was the same as that of given circle, say with radius 1, then that
square would have area π (why?), and one would thus have constructed a
square with sides of length

√
π. That would make

√
π a constructible number.

But if
√

π were constructible, then π would also be constructible (exercise)
and therefore algebraic. However, π is transcendental, and thus it cannot be
a constructible number. Therefore, the circle cannot be squared.

Following Hermite and Lindemann, mathematicians have proved that
many other commonly occurring real and complex numbers are transcen-
dental. Furthermore, in a suitable sense, most real and complex numbers
are transcendental, as Georg Cantor proved in 1874. Cantor had introduced a
way of describing different sizes of infinity for other purposes, but then showed
by a famous argument that the rational numbers make up an insignificantly
small proportion of the set of real numbers. He then showed that the algebraic
numbers form a set that has the same size as the rational numbers, so that
“most” real numbers must be transcendental.

The collection of algebraic numbers is extraordinarily complicated, as re-
flected in the fact that there are infinitely many algebraic numbers of every
degree n. Corresponding to this, there are infinitely many irreducible monic
polynomials in Q[x] of every degree n, as we will prove in Section 11.3.

We still have not demonstrated the irreducibility of any specific polyno-
mials in Q[x]. Let us do so now. Every degree-one polynomial in Q[x] is irre-
ducible, as is every degree-two polynomial whose discriminant has no rational
square root. Consider degree 3. We know that no cubic polynomial in R[x] is
irreducible. However, there are many irreducible cubic polynomials in Q[x].
For example, consider x3 − 2. The same sort of argument used to prove that
the square roots of 2 are irrational also shows that the real cube root of 2
is irrational. Therefore, x3 − 2 has no rational root and is irreducible as an
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element of Q[x]. Next consider degree 4 and the quartic polynomial x4 − 2.
We can show that x4 − 2 has no real root, but this does not ensure the irre-
ducibility of x4 − 2 in Q[x]. We must also show that x4 − 2 cannot factor in
Q[x] as a product of two quadratic polynomials.

Exercise 11.3. Prove that x4−2 is irreducible in Q[x] by following the outline
below.

1. Factor x4 −2 in R[x] as the product of an irreducible polynomial of degree
two and two polynomials of degree 1.

2. From the above factorization, read off what the four complex roots of
x4 − 2 are and observe that none of these roots is a rational number.

3. Deduce that x4 − 2 has no linear factor in Q[x], so that either x4 − 2 is
irreducible in Q[x], as we wish to prove, or it factors as the product of
two polynomials of degree two in Q[x].

4. Suppose that x4 − 2 does factor as the product of two polynomials of
degree two in Q[x]. Write out these factors explicitly, say as ax2 + bx + c
and dx2 + ex + f . Multiply the factors together to obtain five equations
that the coefficients a, b, c, d, e, and f must satisfy. We wish to show that
these equations cannot be simultaneously satisfied by rational numbers.
This would prove that x4 − 2 is irreducible. (Why?)

5. Use two equations involving only a, b, d, and e to obtain the equation
e + bd2 = 0.

6. Use two equations involving only b, c, e, and f to obtain −2b + c2e = 0.
7. Combine these two equations to find that b(c2d2 +2) = 0 and deduce that

b = e = 0.
8. Returning to your original five equations, you should find that you are left

with three equations involving a, c, d, and f . Multiplying through the one
that involves all four coefficients by ac and using the other two, obtain
the relation c2 = 2a2.

9. Observe that since a and c are assumed to be rational, any solution to
the equation c2 = 2a2 would yield the rationality of

√
2, a contradiction.

Therefore, the five equations cannot be simultaneously solved by rational
numbers.

We wish to extend our analysis of x3−2 and x4−2 by proving the following
theorem.

Theorem 11.1. For every positive integer n, the polynomial xn − 2 is irre-
ducible in Q[x]. More generally, for every positive integer n and every prime
number p, the polynomial xn − p is irreducible in Q[x]. Hence, there are in-
finitely many monic irreducible polynomials of every positive degree n in Q[x].

It is not hard to see that for n and p as in the statement of the theorem,
xn −p has no real rational root; this tells us xn −p has no factor of degree one
in Q[x]. That xn − p is irreducible in Q[x] is a much deeper result. How can
we prove it? We certainly do not want to try the kind of approach we used
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in Exercise 11.3 in proving that x4 − 2 is irreducible. The computations are
bound to get too hard as n increases, and to use the argument for a general
n could lead to a notational nightmare. A better approach does exist. It is
treated in Sections 11.2 and 11.3.

11.2 Gauss’s Lemma

In order to prove Theorem 11.1, we will relate the factorization of polynomials
in Q[x] to the factorization of polynomials in Z[x]. To do so, we begin with
some elementary observations about the factorization of polynomials in Z[x].

For every field K, we know that the units of K[x] are the polynomials of
degree 0 and that a polynomial f(x) of positive degree is irreducible if and
only if it does not factor as the product of lower-degree polynomials. Since Z

is not a field, the situation in the ring Z[x] is different. To understand it, we
must first determine the units in Z[x].

Exercise 11.4. Prove that the only units in Z[x] are 1 and −1. To do so, use
the usual degree argument to show that every unit in Z[x] lies in Z, and then
deduce that the units are as stated.

Since 1 and −1 are the only units of Z[x], every factorization of a polyno-
mial in Z[x] involving a nonzero integer besides 1 and −1 must be regarded
as nontrivial. For example, the factorization

2x2 + 2 = 2 · (
x2 + 1

)
is a nontrivial factorization of 2x2 + 2 in Z[x]. Of course, 2x2 + 2 cannot be
factored in Z[x] as a product of polynomials of lower degree. Yet 2x2 + 2 is
not irreducible in Z[x].

These considerations lead to the notion of primitivity. A polynomial f(x)
in Z[x] is primitive if the greatest common divisor of its coefficients is 1. For
example, x3 − 3x2 + 9 is primitive, as is 6x2 − 10x + 15, but 2x2 + 2 is not
primitive, because its coefficients are divisible by 2, and 6x2 − 9x + 15 is not
primitive, because its coefficients are divisible by 3. A degree-zero polynomial
is understood to be primitive only if it is 1 or −1.

Exercise 11.5. This exercise treats basic facts about primitive polynomials.

1. Verify that a polynomial g(x) in Z[x] is primitive if and only if there is no
prime number p that divides every coefficient of g(x).

2. Write the polynomial 3x7 + 12x5 − 15x2 + 21 as the product of an integer
and a primitive polynomial.

3. More generally, show that if f(x) is a polynomial in Z[x], there are a
positive integer m and a primitive polynomial p(x) in Z[x] such that
f(x) = mp(x). Show that the only choice for m is the greatest common
divisor of the coefficients of f(x).
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4. Suppose m and n are positive integers and p(x) and q(x) are primitive
polynomials satisfying mp(x) = nq(x). Prove that m = n and p(x) = q(x).

5. Prove that a primitive polynomial of positive degree that does not factor
in Z[x] as a product of lower-degree polynomials is irreducible in Z[x].

6. Prove Theorem 11.2 below. (Hint: Show that the only integers that are
irreducible in Z are the prime numbers and their negatives. Deduce that
the only integers that are irreducible in Z[x] are the prime numbers and
their negatives. Then treat polynomials of positive degree.)

Theorem 11.2. The irreducible elements of Z[x] are

1. Prime numbers of Z and their negatives;
2. Polynomials of positive degree that are primitive and that do not factor as

products of lower-degree polynomials.

In view of Theorem 11.2, we must be cautious in working in Z[x]. A
positive-degree polynomial f(x) in Z[x] that does not factor as product of
lower-degree polynomials is not necessarily irreducible in Z[x], for its coeffi-
cients may have a greatest common divisor greater than 1. On the other hand,
f(x) will be close to being irreducible. Let d be the greatest common divisor
of the coefficients of f(x). Then we can factor d out of each of the coefficients
of f(x), writing f(x) as d · g(x) for a primitive polynomial g(x) that will be
irreducible in Z[x]. Thus, even though f(x) is not itself irreducible, it will be
the product of an integer and a primitive irreducible polynomial.

If we are going to be working with primitive polynomials, we would like to
know that the product of primitive polynomials is again primitive. This result
is known as Gauss’s lemma:

Theorem 11.3. The product of primitive polynomials is primitive: If g(x)
and h(x) are two primitive polynomials in Z[x], then their product g(x)h(x)
is also primitive.

Exercise 11.6. Prove Theorem 11.3 by following the outline below.

1. Choose a prime number p. Since g(x) is primitive, there is at least one
coefficient of g(x) not divisible by p. Similarly for h(x). Using this, we will
show that there is a coefficient of g(x)h(x) not divisible by p.

2. Write out g(x) and h(x) using the notation of Exercise 10.38. As a
warmup, intended to motivate the general argument, suppose that the
three coefficients of g(x) of lowest degree (the coefficients of x0, x1, and
x2) are divisible by p, but the fourth is not, and suppose that the two
coefficients of h(x) of lowest degree (the coefficients of x0 and x1) are
divisible by p, but the third is not. Write out the first few coefficients of
g(x)h(x). Show that they start out being divisible by p, but that you soon
reach a coefficient that is not divisible by p.

3. Recall from Exercise 10.38 how to write down the coefficients of g(x)h(x)
in terms of the coefficients of g(x) and h(x). Using this expression and
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an idea that should emerge from the previous part, show in general that
if g(x) has a coefficient not divisible by p, and h(x) has a coefficient not
divisible by p, then g(x)h(x) has a coefficient not divisible by p.

A polynomial of positive degree in Z[x] factors as a product of prime
numbers and a primitive polynomial. Suppose we are given two positive-degree
polynomials in Z[x], in the form p1 · · · pmg(x) and q1 · · · qnh(x), where the pi’s
and qj ’s are prime numbers and g(x) and h(x) are primitive. Then Theorem
11.3 assures us that the primitive polynomial part of

(p1 · · · pmq1 · · · qn)g(x)h(x)

is g(x)h(x). The product g(x)h(x) contributes no new prime numbers to the
product of prime numbers in front.

We wish to use Theorem 11.3 to reduce factorization questions in Q[x] to
factorization questions in Z[x]. Notice that for every polynomial g(x) in Q[x]
we can find a positive integer m such that m · g(x) has integer coefficients.
For instance, for the polynomial

1
2
x3 − 2

7
x + 5,

we can multiply through by 14 to get

7x3 − 4x + 70.

By exercising a little care, we can choose m such that m · g(x) is primitive.
This is the case in the example above, but it would not have been had we
carelessly cleared denominators by multiplying by 28.

Beginning with a polynomial g(x) with rational coefficients, we can thus
obtain a primitive polynomial m·g(x) in Z[x]. If we can factor m·g(x) in Q[x],
we can divide the factorization by m to obtain a factorization of g(x) in Q[x].
Thus in studying the factorization of polynomials with rational coefficients,
we can always assume that we are working with polynomials with integer co-
efficients. Once we clear denominators to get a polynomial f(x) with integer
coefficients, we might try to factor f(x) as a product of polynomials that
themselves have integer coefficients. This leads to a question: If f(x) does not
factor as a product of lower-degree polynomials with integer coefficients, can
f(x) nonetheless factor as a product of lower-degree polynomials with ratio-
nal coefficients? Gauss’s lemma on primitive polynomials allows us to prove
a result, also known as Gauss’s lemma, that says that this cannot happen;
namely, if a polynomial f(x) with integer coefficients has a factorization in
Q[x] of lower-degree polynomials, then it also has a factorization in Z[x] of
lower-degree polynomials:

Theorem 11.4. Let f(x) be a polynomial of positive degree in Z[x]. Suppose

f(x) = g(x)h(x)
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for polynomials g(x) and h(x) in Q[x]. Then there exists a rational number r
such that r · g(x) and 1

r · h(x) have integer coefficients. Thus f(x) factors in
Z[x] as the product (

r · g(x)
) (

1
r

· h(x)
)

.

Proof. Let us prove the theorem under the special assumption that f(x) is
primitive in Z[x]. This will be sufficient for our applications, and it is a small
matter to give the general proof once one treats this special case.

Suppose, then, that we have a factorization of the primitive polynomial
f(x) as f(x) = g(x)h(x), where g(x) and h(x) have coefficients in Q. We
can rewrite g(x) as s · g1(x) for some positive rational number s and some
primitive polynomial g1(x). Similarly, write h(x) as r ·h1(x) for some positive
rational number r and some primitive polynomial h1(x). Thus g(x)h(x) =
rs · g1(x)h1(x). Since rs is a rational number, we can write it as m

n for some
integers m and n. From this, we obtain the equation

f(x) =
m

n
· g1(x)h1(x)

in Q[x] and the equation

nf(x) = m · g1(x)h1(x)

in Z[x]. By Gauss’s lemma (Theorem 11.3) the product g1(x)h1(x) is a prim-
itive polynomial.

Using the fourth part of Exercise 11.5, we find that m = n and f(x) =
g1(x)h1(x). The equality m = n implies that m

n = 1 and that s = 1
r . Thus we

find that r · g(x) is a primitive polynomial in Z[x], that 1
r · h(x) is a primitive

polynomial in Z[x], and that f(x) factors in Z[x] as the product of r · g(x)
and 1

r · h(x). This proves the theorem.

We will use the contrapositive of Theorem 11.4. Let us state it explicitly.

Corollary 11.5 Let f(x) be a polynomial of positive degree in Z[x]. If f(x)
has no factorization as a product of lower-degree polynomials in Z[x], then
f(x) is irreducible in Q[x].

11.3 Eisenstein’s Criterion

Gauss’s lemma, in the form of Corollary 11.5, allows us to prove the irreducibil-
ity of polynomials in Q[x] by treating the easier problem of nonfactorizability
in Z[x] in terms of lower-degree polynomials. Let us use this philosophy to
prove Theorem 11.1, which states that for a positive integer n and a prime
number p, the polynomial xn − p is irreducible in Q[x]. We will prove this in
the next two exercises, dealing first with p = 2 and then with an arbitrary
prime p.
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Exercise 11.7. Let n be an integer greater than 1. Prove that xn − 2 is
irreducible in Q[x] by proceeding as follows.

1. Suppose xn−2 = g(x)h(x), where g(x) and h(x) are polynomials in Z[x] of
degrees k and l, with k < n and l < n. We wish to obtain a contradiction.
Write out explicit expressions for g(x) and h(x).

2. Show that 2 divides the constant coefficient of g(x) or the constant coef-
ficient of h(x) but not both. Make a choice; for instance, suppose that 2
divides the constant coefficient of g(x) but not the constant coefficient of
h(x).

3. Now look at the degree-one coefficient of g(x)h(x), written in terms of
the coefficients of g(x) and h(x), and use this to prove that 2 divides the
degree-one coefficient of g(x).

4. Similarly, show that 2 divides the degree-two coefficient of g(x) and the
degree-three coefficient of g(x).

5. The last two parts are just a warmup, so you can see what is going on. Now
start over again and use the fact that 2 divides the constant coefficient of
g(x) along with induction to show that for every i from 0 to k we have
that 2 divides the degree-i coefficient of g(x). Conclude from this that in
particular, 2 divides the degree-k coefficient of g(x).

6. Show that this implies that 2 divides the degree-n coefficient of the prod-
uct g(x)h(x). Observe that this is a contradiction, and conclude that g(x)
and h(x) as assumed cannot exist.

7. Use Corollary 11.5 to deduce that xn − 2 is irreducible in Q[x].

Exercise 11.8. Let n be an integer greater than 1 and suppose that m is an
odd integer.

1. Review the steps of the argument you made in Exercise 11.7 in proving
that xn − 2 does not factor in Z[x] as a product of lower-degree polyno-
mials. Observe that they apply equally well to prove that xn − 2m does
not factor in Z[x] as a product of lower-degree polynomials.

2. Conclude that for every positive integer n and every odd integer m, the
polynomial xn − 2m is irreducible in Q[x]. In particular, for every posi-
tive integer n there exist infinitely many irreducible monic polynomials of
degree n in Q[x].

3. Contrast this with what is true about irreducibility of polynomials in R[x]
and C[x].

Exercise 11.9. Let p be a prime number.

1. Review the steps of the argument you made in Exercise 11.7 in proving
that xn − 2 does not factor in Z[x] as a product of lower-degree polyno-
mials. Observe that they apply equally well to prove that xn − p does not
factor in Z[x] as a product of lower-degree polynomials. In other words,
the only property of 2 that you used in your proof above is its primality,
and 2 can be replaced in the argument by any prime number p.
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2. Conclude that xn − p is irreducible in Q[x] for every positive integer n, so
that Theorem 11.1 is proved.

3. Review the steps of the argument you made in Exercise 11.8 in proving for
m odd that xn − 2m does not factor in Z[x] as a product of lower-degree
polynomials. Observe that they apply equally well to prove that xn − pm
does not factor in Z[x] as a product of lower-degree polynomials for m
relatively prime to p.

The argument used in Exercises 11.7, 11.8, and 11.9 to prove the irre-
ducibility of polynomials of the form xn − pm can be applied to certain other
polynomials as well.

Exercise 11.10. Using the same kind of arguments you made in Exercises
11.7, 11.8, and 11.9, prove that x14 −27x11 +15x3 +12 does not factor in Z[x]
as a product of lower-degree polynomials and therefore is irreducible in Q[x].
Use 3 in the role played by 2 in Exercises 11.7 and 11.8 and by p in Exercise
11.9.

The most general result we can prove by the argument used in the last
four exercises is the following theorem, known as Eisenstein’s criterion for
irreducibility. The hypotheses may seem odd, but they are just what is needed
to extend our arguments.

Theorem 11.6. Let f(x) be a polynomial of degree n > 1 in Z[x]. Suppose
that f(x) = anxn + · · · + a1x + a0 and that there is a prime number p such
that the following hold:

1. the coefficient an is not divisible by p;
2. every coefficient ai with i < n is divisible by p; and
3. the constant coefficient a0 is not divisible by p2.

Then f(x) does not factor in Z[x] as a product of lower-degree polynomials.
Hence f(x) is irreducible in Q[x].

Exercise 11.11. Prove Eisenstein’s criterion. To do so, proceed as follows.

1. Suppose f(x) = g(x)h(x) where g(x) and h(x) are polynomials of degrees
k and l, with k < n and l < n. We wish to obtain a contradiction. Write
out expressions for g(x) and h(x).

2. Show that p divides the constant coefficient of g(x) or the constant coef-
ficient of h(x) but not both. Make a choice; for instance, suppose that p
divides the constant coefficient of g(x) but not the constant coefficient of
h(x).

3. Make an induction argument to show that p divides the degree-i coefficient
of g(x) for every i from 0 to k. You have already taken care of the case
i = 0. Conclude from this that p divides the degree-k coefficient of g(x).

4. Show that this implies that p divides the degree-n coefficient of the prod-
uct g(x)h(x). Observe that this is a contradiction and conclude that g(x)
and h(x) as hypothesized cannot exist.
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Exercise 11.12. Use Eisenstein’s criterion to show that the following poly-
nomials do not factor in Z[x] as products of lower-degree polynomials. Deduce
that they are irreducible in Q[x]:

1. x22 + 7x3 + 7;
2. x35 + 35x15 − 90;
3. 1662x384 − 35x100 + 625x44 + 100x10 − 75x + 20;
4. 6x31 + 35x21 + 245x11 + 175.

11.4 Polynomials with Coefficients in Fp

We have identified the irreducible polynomials in R[x] and C[x], and we have
studied the irreducibility of polynomials in Q[x]. After these investigations of
polynomials with coefficients in one of the infinite fields Q, R, C, a natural
topic is the study of polynomials with coefficients in one of the finite fields
Fp. For a prime number p, one can in principle test the irreducibility of a
polynomial in Fp[x], since there are only finitely many polynomials of lower
degree. This is analogous to testing the primality of a positive integer. For
a positive integer n, the only candidates for prime factors of n besides n
itself are the prime numbers in the range 2 to n − 1. Since there are only
finitely many such prime numbers, one can simply test them all. If none divides
n, then n is prime. Similarly, if f(x) is a polynomial of degree n in Fp[x],
every irreducible polynomial dividing f(x), besides f(x) itself or a constant
multiple of f(x), must have degree between 1 and n − 1. Because Fp is finite,
the collection of polynomials in Fp[x] of degree less than n is also finite.
Thus we can test them all. If none divides f(x), then f(x) is irreducible.
Alternatively, if f(x) is not irreducible, we can find a factorization of f(x) as
a product of irreducible polynomials, using the finite list of possible factors.
Thus in principle, factorization questions for a particular polynomial in Fp[x]
can always be answered.

Exercise 11.13. Let us determine all irreducible polynomials of low degree
in F2[x] and F3[x].

1. Write down all degree-two polynomials in F2[x]. Decide which ones are
irreducible and which ones have roots in F2. For each degree-two polyno-
mial f(x) that does have roots, describe the roots and the corresponding
factorization of f(x) in F2[x] as a product of two degree-one polynomials.

2. Write down all degree-three polynomials in F2[x]. Decide which ones are
irreducible and which ones have roots in F2. For each degree-three polyno-
mial f(x) that does have roots, describe the roots and the corresponding
factorization of f(x) in F2[x], either as a product of three degree-one
polynomials or as a product of a degree-one and an irreducible degree-two
polynomial.
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3. Write down all degree-two polynomials in F3[x]. Decide which ones are
irreducible and which ones have roots in F3. For each degree-two polyno-
mial f(x) that does have roots, describe the roots and the corresponding
factorization of f(x) in F3[x] as a product of two degree-one polynomials.

The irreducible polynomials in C[x] all have degree 1, and the irreducible
polynomials in R[x] all have degree 1 or 2, while in contrast, there are irre-
ducible polynomials in Q[x] of every positive degree. The rings Fp[x] are closer
in this regard to Q[x] than they are to C[x] or R[x]:

Theorem 11.7. For every prime number p, the polynomial ring Fp[x] has
irreducible polynomials of arbitrarily high degree; that is, there is no positive
integer n such that all the irreducible polynomials of Fp[x] have degree less
than or equal to n.

One can prove a stronger theorem than Theorem 11.7, showing that there
are irreducible polynomials in Fp[x] of every degree. See Theorem 17.7 and
the discussion in Section 17.3. We content ourselves here with the weaker
Theorem 11.7, which is much easier to prove.

Exercise 11.14. Prove Theorem 11.7. (Hint: For a positive integer n, how
many polynomials are there in Fp[x] of degree at most n? Use this along with
Theorem 9.4.)

The irreducible polynomials in Fp[x] cannot be easily described. However,
as we have already observed, it is always possible in principle to determine
the irreducibility of a particular polynomial in a particular Fp[x].

In this book we are interested in the rings Fp[x] primarily as a tool in our
study of polynomials in Z[x] and Q[x]. Using arguments involving polynomials
in Fp[x], we can obtain simple proofs of Gauss’s lemma and of Eisenstein’s
criterion for irreducibility. We will see how to do so after studying the rela-
tionship between polynomials in Z[x] and polynomials in Fp[x].

Fix a prime number p. For an integer a in Z, we have already discussed the
process of passing to an element [a], or [a]p, in Fp. Sometimes we have used
the bracket notation, and sometimes we have written elements of Fp using the
numbers from 0 to p − 1, depending on whether there is danger of confusion
and whether we wish to emphasize that the element [a]p in Fp represents the
congruence class of integers congruent to a modulo p. The process of replacing
an integer a by the element of Fp that it represents is called reduction modulo
p. For example, the reduction of 25 modulo 7 is [4]7, or [4], or simply 4 if it
is understood that by 4 we mean not the integer 4 but the element 4 of F7.
Similarly, the reduction of −20 modulo 11 is [2], or just 2.

We can reduce not just integers modulo p but also polynomials with in-
teger coefficients. The reduction modulo p of a polynomial f(x) in Z[x] is the
polynomial [f ](x) in Fp[x] obtained by replacing each integer coefficient of
f(x) by the corresponding element of Fp. We could also write [f ]p(x) for the
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reduction, but this makes the notation a bit cumbersome, so we shall drop
the subscript and assume that p is understood. Explicitly, if

f(x) = anxn + an−1x
n−1 + · · · + a1x + a0

is a polynomial in Z[x], then

[f ](x) = [an]xn + [an−1]xn−1 + · · · + [a1]x + [a0]

is the associated reduced polynomial (modulo p) in Fp[x]. For example, sup-
pose p = 7 and

f(x) = 9x5 − 17x3 + 3x2 − 14x + 20.

Then

[f ](x) = [9]x5 − [17]x3 + [3]x2 − [14]x + [20] = [2]x5 + [4]x3 + [3]x2 + [6].

If we are writing the elements of F7 as ordinary symbols 0, 1, . . . , 6, we would
rewrite this as

[f ](x) = 2x5 + 4x3 + 3x2 + 6.

The coefficients here are understood to be elements of F7, not ordinary inte-
gers.

The process of reducing a polynomial in Z[x] modulo p shares some prop-
erties with the process of conjugating a polynomial in C[x]. Recall that a
polynomial in C[x] is conjugated by conjugating each coefficient (that is, re-
placing each coefficient by its complex conjugate) and leaving the powers of x
alone. The fundamental result about conjugation of polynomials is the com-
patibility of conjugation with multiplication, in the sense that if f(x) in C[x]
factors as

f(x) = g(x)h(x)

for polynomials g(x) and h(x) in C[x], then

f(x) = g(x)h(x).

A similar result holds for reduction modulo p and is proved in the same way.

Theorem 11.8. Suppose a polynomial f(x) in Z[x] factors as

f(x) = g(x)h(x)

for polynomials g(x) and h(x) in Z[x]. Then the reductions of these polyno-
mials modulo a prime number p satisfy

[f ](x) = [g](x)[h](x)

in Fp[x].
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Exercise 11.15. Assume that p is a prime number and use brackets to denote
reduction modulo p. Verify the following facts:

1. For integers a and b,

[a + b] = [a] + [b]; [ab] = [a][b].

(This is true because of the way in which addition and multiplication are
defined in Fp.)

2. For integers a0, . . . , ak,

[a0 + · · · + ak] = [a0] + · · · + [ak]; [a0 · · · ak] = [a0] · · · [ak].

3. For integers a0, . . . , ak and b0, . . . , bk,

[a0bk + a1bk−1 + · · · + ak−1b1 + akb0] = [a0][bk] + · · · + [ak][b0].

Using this last part, prove Theorem 11.8 by comparing the coefficients of
[f ](x) and [g](x)[h](x).

Theorem 11.8 has the following important application:

Theorem 11.9. Suppose f(x) is a polynomial of positive degree in Z[x] and
p is a prime number that does not divide the highest-degree coefficient of f(x).
If the reduction [f ](x) of f(x) modulo p is irreducible in Fp[x], then f(x) does
not factor in Z[x] as a product of lower-degree polynomials.

Exercise 11.16. Prove Theorem 11.9, using Theorem 11.8.

Theorem 11.9 provides us with a new technique for proving that certain
polynomials f(x) in Z[x] do not factor as a product of lower-degree polynomi-
als: Find a prime number p that does not divide the highest-degree coefficient
of f(x) (there are infinitely many from which to choose!) for which the reduc-
tion [f ](x) is irreducible in Fp[x]. The attraction of this technique resides in
the fact that we can always determine, by the brute-force method of testing
every possibility, whether a particular polynomial in Fp[x] is irreducible. In
particular, the irreducibility [f ](x) in Fp[x] may be easier to prove than the
nonfactorizability of f(x) in Z[x] as a product of lower-degree polynomials.

Let us consider two examples.

Exercise 11.17. Use reduction modulo p to prove that x5 + x2 + 1 does not
factor in Z[x] as a product of lower-degree polynomials. (Hint: Explain why it
suffices to show simply that there exists a prime p such that the reduction of
x5 + x2 + 1 modulo that prime p is irreducible in Fp[x]. Try p = 2, and write
the reduced polynomial also as x5 +x2 +1. Show that x5 +x2 +1 has no root
in F2 and conclude that x5 + x2 + 1 has no degree-one factor in F2[x]. Show
that x2 + x + 1 does not divide x5 + x2 + 1 and conclude that x5 + x2 + 1
has no degree-two factor in F2[x]. Conclude that x5 + x2 + 1 is irreducible in
F2[x].)
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Exercise 11.18. Use reduction modulo p to prove that x5 +x4 +2x3 +2x+2
does not factor in Z[x] as a product of lower-degree polynomials. (Hint: Notice
that reduction modulo the prime p = 2 will not work, since the polynomial
is reducible modulo 2. Try reduction modulo p = 3 instead. Show first that
there are no degree-one factors. If there is a degree-two factor, you can assume
that it has the form x2 + bx+ c. Show that only three of the nine polynomials
in F3[x] of this form are irreducible, and that none of these is a divisor of
x5 + x4 + 2x3 + 2x + 2.)

It is not particularly easy to demonstrate directly the nonfactorizability of
x5+x2+1 and x5+x4+2x3+2x+2 in Z[x] as products of polynomials of lower
degree. Theorem 11.9 reduces the verification to much easier calculations.

We now have two methods of showing that a polynomial in Z[x] does not
factor in Z[x] as a product of lower-degree polynomials: reduction modulo a
prime p and Eisenstein’s criterion. These two methods are great when they
work, but there are many irreducible polynomials in Z[x] and Q[x] to which
they do not apply. One example is x4+1: Eisenstein’s criterion does not apply,
since no prime number divides 1. One can also show that Theorem 11.9 does
not apply either, for regardless of the prime number p we choose, the reduction
of x4 + 1 modulo p factors nontrivially in Fp[x]. Yet x4 + 1 is irreducible in
Z[x], as we can show by arguments of the sort used in Exercise 11.3.

Let us use reduction modulo p to prove once again the two major theorems
of Sections 11.2 and 11.3.

Exercise 11.19. Prove Gauss’s lemma, Theorem 11.3, again. (Hint: First
show that a polynomial f(x) in Z[x] is primitive if and only if for every prime
number p the reduction [f ](x) in Fp[x] is nonzero. Then consider g(x)h(x)
and its reductions modulo primes p.)

Exercise 11.20. Prove Eisenstein’s criterion again. (Hint: Suppose the poly-
nomial f(x) in the statement of Eisenstein’s criterion factors as the product
g(x)h(x) of lower-degree polynomials. Consider reductions of these polyno-
mials modulo p. Show that [f ](x) has an especially simple form. Show that
[g](x) and [h](x) cannot both have constant term 0. Obtain a contradiction.)
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Polynomial Rings

12.1 Unique Factorization for Integers Revisited

We will review the fundamental theorem of arithmetic with an eye to proving
an analogous theorem for polynomials. The fundamental theorem of arith-
metic states that the prime factorization of an integer greater than 1 is unique.
Recall that formulating a precise statement of uniqueness requires some care.
The basic difficulty is that we do not want to distinguish between two fac-
torizations that differ only in the order of the factors. For instance, 6 factors
as both 2 × 3 and 3 × 2, and we do not want to regard these as different.
The following version of the fundamental theorem is one way to handle this
problem.

Theorem 12.1. Let a be an integer greater than 1. Suppose that p1p2 · · · pm

and q1q2 · · · qn are two prime factorizations of a. Then m = n, and the order
of the factors in the second factorization can be changed so that pi = qi for
each index i.

In studying factorization questions for integers, we have generally ignored
negative integers. Let us not do so any longer. An integer is irreducible if it
is not zero or a unit and if it has no nontrivial factorizations. Since the units
in Z are 1 and −1, the irreducible integers are the integers of absolute value
greater than 1 that have no nontrivial factorizations. It is easy to see that
these are the prime numbers and the negatives of prime numbers. In fact, a
stronger statement was proved in Exercise 11.5.

By allowing negative integers, we can obtain different factorizations of an
integer as a product of irreducible integers not only by changing the order
of the factors, but also by changing the signs of the factors. For instance, in
addition to the factorizations 2× 3 and 3× 2 of 6, there are the factorizations
(−2) × (−3) and (−3) × (−2). If we are to allow all integers in factorizations,
we must reformulate the statement of the fundamental theorem to take this
into account. The following is one such reformulation.
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Theorem 12.2. Let a be an integer of absolute value greater than 1. Sup-
pose p1p2 · · · pm and q1q2 · · · qn are two factorizations of a as a product of
irreducible integers. Then m = n, and the order of the factors in the second
factorization can be changed so that for each index i either qi = pi or qi = −pi.

We have seen that every polynomial f(x) of positive degree in K[x], where
K is a field, is irreducible or factors as the product of irreducible polynomials.
Such a statement is the polynomial analogue of the result for Z that every
integer a greater than 1 is prime or a product of prime numbers. We would
like to obtain a polynomial analogue of the fundamental theorem.

In the formulation of the fundamental theorem just stated as Theorem
12.2, we are permitted to change factors by multiplying by −1. The signifi-
cance of −1 is that it is the only unit in Z besides 1. The units in K[x] are
the nonzero constants. Just as we do not wish to distinguish between two
factorizations of an integer as a product of irreducible numbers when the fac-
torizations differ by having the signs of some factors changed, so too, we do
not want to distinguish between two different factorizations of a polynomial as
a product of irreducible polynomials when the factorizations differ by having
some factors altered by constant multiples. For example, we do not want to
distinguish between the factorizations of x2 − 1 in R[x] as (x − 1)(x + 1) and
as (5x − 5)

(
x
5 + 1

5

)
. This suggests the following unique factorization theorem

for K[x].

Theorem 12.3. Let K be a field and let a(x) be a polynomial in K[x] of pos-
itive degree. Suppose p1(x) · · · pm(x) and q1(x) · · · qn(x) are two factorizations
of a(x) as a product of irreducible polynomials in K[x]. Then m = n, and the
order of the factors in the second factorization can be changed so that for each
index i there is a nonzero constant ci such that qi(x) = cipi(x).

The statements of Theorems 12.2 and 12.3 can be made to look more alike
if we change the concluding phrases. In the statement of Theorem 12.2, the
wording of the concluding phrase can be changed to “. . . for each index i there
is a unit ui of Z such that qi = uipi.” Similarly, in the statement of Theorem
12.3, the wording of the concluding phrase can be changed to “. . . for each
index i there is a unit ui of K[x] such that qi(x) = uipi(x).”

Let us review the route we took in proving the fundamental theorem of
arithmetic. This will provide us with a map we can try to follow in proving
Theorem 12.3. The route begins with the division theorem, our first major
result about Z.

Theorem 12.4. For positive integers a and b, there exist unique nonnegative
integers q and r, with r < a, such that

b = aq + r.

Iterating the division theorem leads to the Euclidean algorithm, a proce-
dure for finding the greatest common divisor of two integers. The Euclidean
algorithm also has Bézout’s theorem as a consequence. Recall its statement:
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Theorem 12.5. Let d be the greatest common divisor of two integers a and
b. Then there exist integers r and s such that

d = ar + bs.

The Euclidean algorithm and Bézout’s theorem are proved by an induc-
tion argument based on the number of steps required for the algorithm to
terminate. The following somewhat special result is a consequence of Bézout’s
theorem. Let us recall its proof.

Theorem 12.6. Suppose that a and b are relatively prime integers, and sup-
pose that c is an integer such that a divides the product bc. Then a divides c.

Proof. Since a and b are relatively prime, Bézout’s theorem yields the exis-
tence of integers r and s satisfying ar + bs = 1. Multiplying through by c
yields acr + bcs = c. Certainly, a divides a, and by assumption a divides bc.
Therefore, a divides acr and bcs, and thus their sum acr + bcs. But this sum
is c, so a divides c, as desired.

We are interested less in Theorem 12.6 than in the following consequence.

Theorem 12.7. Suppose the prime number p divides the product bc of integers
b and c. Then p divides b, or p divides c.

Proof. If p divides b, we are done. If not, since p is prime and fails to divide
b, the integers p and b are relatively prime. Theorem 12.6 applies to this
situation, implying that p divides c.

Using Theorem 12.7 and induction, we proved the following more general
result.

Corollary 12.8 If a prime number p divides a product a1a2 · · · an of integers,
then p divides one of the factors ai.

Corollary 12.8 allowed us to prove the following:

Corollary 12.9 Suppose p1p2 · · · pm and q1q2 · · · qn are two factorizations of
an integer a > 1 as a product of prime numbers. Then there is an index j
such that qj = pm, and p1p2 · · · pm−1 = q1q2 · · · qj−1qj+1 · · · qn. In particu-
lar, we can reorder the second product so that qn = pm and p1p2 · · · pm−1 =
q1q2 · · · qn−1.

Corollary 12.9 is the tool needed to give an inductive proof of unique
factorization in Z. In the next sections we will prove analogous results for the
ring K[x].
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12.2 The Euclidean Algorithm

The first step in the proof of the fundamental theorem of arithmetic is the
division theorem, which states that if b and a are integers, with a �= 0, then b
can be written uniquely as b = aq + r, for integers q and r, with 0 ≤ r < a.
Similarly, in studying factorization in polynomial rings K[x], we start with
the division theorem for polynomials. Recall that this was proved in Section
9.4 as Theorem 9.5. It states that for a field K, a nonzero polynomial b(x)
in K[x], and another polynomial a(x) of positive degree in K[x], there exist
unique polynomials q(x) and r(x), with r(x) having lower degree than a(x),
such that

b(x) = a(x)q(x) + r(x).

For a field K and polynomials a(x) and b(x) in K[x], a polynomial g(x) is
a common divisor of a(x) and b(x) if g(x) divides both of them. What should
we mean by the greatest common divisor of a(x) and b(x)? The greatest
common divisor of integers a and b is a common divisor that is the largest
of all common divisors. For polynomials the role of size is played by degree.
It is natural then to define a greatest common divisor of polynomials a(x)
and b(x) to be a polynomial d(x) that is a common divisor of a(x) and b(x)
and that additionally has the largest possible degree; that is, its degree is the
maximum of the degrees of all the common divisors of a(x) and b(x). Notice
that there must be a maximum degree among the common divisors, since a
common divisor of a(x) and b(x) has degree no greater than the smaller of
the degrees of a(x) and b(x).

This definition of greatest common divisor provides for the possibility that
there may be many greatest common divisors of two polynomials a(x) and
b(x). For example, for one greatest common divisor d(x), all the nonzero
constant multiples c ·d(x) of d(x) are also greatest common divisors. We shall
soon prove that these are the only greatest common divisors: Any two greatest
common divisors of a pair of polynomials a(x) and b(x) are nonzero constant
multiples of each other. As an example, consider the two polynomials x2 − 1
and x3 −1 in R[x]. Certainly, x−1 is a common divisor. Any common divisor
has degree at most 2, but you can check (do so!) that there is no common
divisor of degree 2. Therefore, x−1 is a greatest common divisor. For a nonzero
real number c, the polynomial cx − c is also a greatest common divisor.

Exercise 12.1. For a field K, prove the following analogues for polynomials
in K[x] of results you proved earlier for integers.

1. Suppose a(x) divides b(x). Then a(x) is a greatest common divisor of a(x)
and b(x).

2. For polynomials a(x), b(x), and q(x), a polynomial g(x) is a common
divisor of a(x) and b(x) if and only if g(x) is a common divisor of a(x)
and b(x) − a(x)q(x). A polynomial g(x) is a greatest common divisor of
a(x) and b(x) if and only if g(x) is a greatest common divisor of a(x) and
b(x) − a(x)q(x).
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3. Suppose that b(x) can be written as a(x)q(x)+ r(x) for some polynomials
q(x) and r(x). Then a polynomial g(x) is a greatest common divisor of
b(x) and a(x) if and only if g(x) is a greatest common divisor of a(x)
and r(x).

4. Suppose we wish to calculate a greatest common divisor of two polynomi-
als a(x) and b(x), and suppose further that the degree of b(x) is greater
than or equal to the degree of a(x). If a(x) divides b(x), then we have seen
that a(x) is a greatest common divisor of a(x) and b(x). If not, use the
preceding part to show that we can replace the initial problem of finding
a greatest common divisor of a(x) and b(x) with the problem of finding
a greatest common divisor for a new pair r(x) and a(x), where r(x) has
smaller degree than a(x).

5. Use this idea to calculate a greatest common divisor in Q[x] of the poly-
nomials x4 − 1 and x3 − 2x2 +x− 2. (Hint: Recall from an earlier exercise
that you can write x4 − 1 as (x3 − 2x2 + x − 2)(x + 2) + (3x2 + 3). Use
this to replace the original pair of polynomials with a new pair; then show
that one polynomial in the pair divides the other, and use this to write
down a greatest common divisor.)

Suppose that a(x) and b(x) are polynomials for which we wish to find a
greatest common divisor, and assume that b(x) has degree at least as large as
the degree of a(x). We can use the division theorem to write

b(x) = a(x)q1(x) + r1(x),

where the degree of the remainder r1(x) is smaller than the degree of a(x).
Exercise 12.1 tells us that instead of computing a greatest common divisor of
b(x) and a(x), we can compute a greatest common divisor of a(x) and r1(x).
If r1(x) divides a(x), we are done: r1(x) is a greatest common divisor. If not,
we can use the division theorem again to obtain

a(x) = r1(x)q2(x) + r2(x)

for some polynomial r2(x) of degree less than the degree of r1(x). The pair
a(x) and r1(x) has the same greatest common divisors as the pair r1(x) and
r2(x), so we can pass to this new pair. If r2(x) divides r1(x), we are done. If
not, we continue, obtaining

r1(x) = r2(x)q3(x) + r3(x)

for some polynomial r3(x) of degree less than the degree of r2(x). Now we
replace the pair r1(x) and r2(x) with the pair r2(x) and r3(x). If r3(x) divides
r2(x), we are done. Otherwise, we keep going.

This should look familiar. If we drop the x’s and pretend that the poly-
nomials are integers, it is the Euclidean algorithm for Z. Since at each step
along the way the degree of ri+1(x) is lower than the degree of ri(x), the
process cannot go on forever. It must terminate, which it does when we reach
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a remainder ri+1(x) that divides the previous remainder ri(x). This final re-
mainder ri+1(x) is what we are after. It is a greatest common divisor of a(x)
and b(x).

The procedure we have described, using the division theorem repeatedly
until we obtain a remainder that divides the preceding one, is the Euclidean
algorithm for pairs of polynomials in K[x]. To show rigorously that the final
nonzero remainder is a greatest common divisor, we must make an inductive
argument, as we did in the case of the integers.

Exercise 12.2. For polynomials a(x) and b(x), prove that the last nonzero
remainder obtained by the Euclidean algorithm applied to a(x) and b(x) is a
greatest common divisor of a(x) and b(x). (Hint: Do so by induction on the
number of steps required until the Euclidean algorithm terminates.)

Exercise 12.3. Use the Euclidean algorithm to find greatest common divisors
of the following pairs of polynomials:

1. x2 + 1 and x5 + 1 in Q[x].
2. x2 + 2x + 1 and x3 + 2x2 + 2 in F3[x].

12.3 Bézout’s Theorem

The Euclidean algorithm for polynomials yields a polynomial version of
Bézout’s theorem, just as the original Euclidean algorithm yields Bézout’s
theorem for integers.

Theorem 12.10. For a field K, let a(x) and b(x) be polynomials in K[x]
and let d(x) be the greatest common divisor of a(x) and b(x) produced by the
Euclidean algorithm. There exist polynomials r(x) and s(x) in K[x] such that

d(x) = a(x)r(x) + b(x)s(x).

Exercise 12.4. Prove Bézout’s theorem. This is most easily done by induc-
tion on the number of steps in the Euclidean algorithm for a(x) and b(x).
If the algorithm terminates right away, which means that a(x) divides b(x),
the result is easily proved. Next assume that you know the result for pairs of
polynomials for which the algorithm terminates after k steps and deduce the
result for pairs of polynomials for which the algorithm terminates after k + 1
steps.

The proof of Bézout’s theorem shows not only that r(x) and s(x) exist,
but also that we can compute them by performing the Euclidean algorithm.
Let us try some calculations of this sort.

Exercise 12.5. For the pair of polynomials a(x) and b(x) below, use the
Euclidean algorithm to find polynomials r(x) and s(x) such that a(x)r(x) +
b(x)s(x) equals a greatest common divisor of a(x) and b(x):
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1. a(x) = x2 + 1 and b(x) = x5 + 1 in Q[x].
2. a(x) = x2 + 2x + 1 and b(x) = x3 + 2x2 + 2 in F3[x].

The polynomial version of Bézout’s theorem allows us to characterize all
the greatest common divisors of a pair of polynomials.

Corollary 12.11 For a field K, let a(x) and b(x) be polynomials in K[x]
and let d(x) be the greatest common divisor of a(x) and b(x) produced by the
Euclidean algorithm. Every common divisor of a(x) and b(x) divides d(x).
In particular, every greatest common divisor of a(x) and b(x) is a nonzero
constant multiple of d(x).

Exercise 12.6. Prove Corollary 12.11. (Hint: For the first statement, use
Bézout’s theorem and basic divisibility facts. For the second statement, use
the fact that if one polynomial divides another of equal degree, then they are
constant multiples of each other.)

Since the greatest common divisors of two polynomials a(x) and b(x) are
all constant multiples of each other, there is a natural way to single one out
to be called the greatest common divisor of a(x) and b(x). To do so, select the
unique monic greatest common divisor. For instance, suppose the Euclidean
algorithm produces πx2 − √

37 as a greatest common divisor of a particular
pair of polynomials a(x) and b(x) in R[x]. Then we can replace πx2−√

37 with
x2 −

√
37
π and call this the greatest common divisor of a(x) and b(x). If the

greatest common divisor of two polynomials a(x) and b(x) is 1, we say that
a(x) and b(x) are relatively prime. Equivalently, a(x) and b(x) are relatively
prime if they have no common divisor other than constants.

The polynomial version of Bézout’s theorem yields the following polyno-
mial analogue of Theorem 12.6.

Theorem 12.12. Let K be a field. Suppose that a(x) and b(x) are relatively
prime polynomials in K[x], and suppose that c(x) is a polynomial in K[x]
such that a(x) divides the product b(x)c(x) in K[x]. Then a(x) divides c(x)
in K[x].

Exercise 12.7. Prove Theorem 12.12, mimicking the proof of Theorem 12.6.

12.4 Unique Factorization for Polynomials

Using the general theorems we have obtained for polynomial rings, we can
prove Theorem 12.3, the uniqueness theorem for factorizations of polynomials
as products of irreducible polynomials. We will imitate the proof of the fun-
damental theorem of arithmetic, as reviewed in Section 12.1. Our first step is
to use Theorem 12.12 to prove Theorem 12.13.
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Theorem 12.13. Let K be a field. Let p(x) be an irreducible polynomial in
K[x], and suppose p(x) divides the product b(x)c(x) of polynomials b(x) and
c(x) in K[x]. Then p(x) divides b(x), or p(x) divides c(x).

Exercise 12.8. Prove Theorem 12.13 by mimicking the proof of Theorem
12.7. Then prove Corollary 12.14 below by induction.

Corollary 12.14 Let K be a field. Let p(x) be an irreducible polynomial in
K[x] that divides a product a1(x)a2(x) · · · an(x) of polynomials in K[x]. Then
p(x) divides one of the factors ai(x).

These last two results are the polynomial analogues of Theorem 12.7 and
Corollary 12.8. Corollary 12.14 can be used to prove Corollary 12.15, the
polynomial analogue of Corollary 12.9.

Corollary 12.15 Let K be a field. Suppose

p1(x)p2(x) · · · pm(x) and q1(x)q2(x) · · · qn(x)

are two factorizations of a polynomial a(x) of positive degree as a product of
irreducible polynomials. Then there are an index j and a nonzero constant c
of K such that qj(x) = cpm(x) and

p1(x) · · · pm−1(x) = cq1(x) · · · qj−1(x)qj+1(x) · · · qn(x).

In particular, we can reorder the second product so that qn(x) = cpm(x) and

p1(x) · · · pm−1(x) = cq1(x) · · · qn−1(x).

Exercise 12.9. Use Corollary 12.14 to prove Corollary 12.15.

We are in position to prove Theorem 12.3, the unique factorization theorem
for polynomials. In the situation of Corollary 12.15, we can keep going, re-
ordering the factors in the last equality if necessary to deduce that qn−1(x)
is a constant multiple of pm−1(x), and so on. Eventually, we should find that
m = n and that for a suitable ordering, each qi(x) is a constant multiple of
pi(x). In order to make this rigorous, we can make an induction argument on
the number of factors m in one of the factorizations of a(x).

Exercise 12.10. Prove Theorem 12.3. To do so, use induction on the number
m of factors in one of the irreducible factorizations of a(x).

1. Deal with the case m = 1. Observe that this means that a(x) is irreducible.
2. Perform the inductive step. For each integer k ≥ 1, show that if the result

we want to prove is true for polynomials that can be factored as a product
of k irreducible polynomials, then it is true for polynomials that can be
factored as a product of k + 1 irreducible polynomials.
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Quadratic Polynomials

13.1 Square Roots

In our study of roots of polynomials, we have focused on polynomials with
coefficients in specific fields, such as R and Q. We wish to study roots of
polynomials with coefficients in an arbitrary field. As a first step, we will
study quadratic polynomials. In order to do so, we need some elementary
information about square roots of elements in arbitrary fields.

From our experience with the real numbers, we are accustomed to the idea
that if a nonzero number c has a square root b, then it has two square roots,
the other square root being the additive inverse −b of b. This is not true for
square roots in arbitrary fields, but it almost is. There are some subtleties
that need to be addressed. First we must obtain some elementary results on
additive inverses in fields, and while we are at it, we may as well consider the
more general case of additive inverses in rings.

Suppose R is a ring. As usual, let us write 0 for its additive identity and 1
for its multiplicative identity. Our experience with familiar rings suggests that
the first two parts of the result below are true. However, to know that they
are true, and that they are true in general, for any ring, no matter how weird,
we must supply proofs.

Proposition 13.1 Let R be a ring and let r be an arbitrary element of R.

1. Suppose s and t are additive inverses of r; that is, r + s = r + t = 0. Then
s = t. Thus each element of R has a unique additive inverse.

2. Suppose c is an element of R such that r + c = c. Then r = 0. Therefore,
R possesses a unique additive identity.

3. r · 0 = 0.
4. Suppose a is the unique additive inverse of 1 in R, so that a+1 = 0. Then

ar is an additive inverse of r.

Proof. Our proof of the first statement is an exercise in the laws of commu-
tativity and associativity that hold in every ring:
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s = s + 0 (additive identity)
= s + (r + t) (substitution)
= (s + r) + t (associativity)
= (r + s) + t (commutativity)
= 0 + t (substitution)
= t (additive identity)

For the second part, suppose that d is the additive inverse of c. Adding d
to both sides of the equaltiy r + c = c yields

r + c + d = c + d.

But c + d = 0, so the left side of the equality above becomes r + 0, or r, and
the right side becomes 0. We have proved that r = 0.

The third statement relates multiplication to the additive identity, and so
our proof will have to use the distributive law, which relates multiplication to
addition. Let c be any element of r. Then r · c + r · 0 = r · (c + 0) = r · c. But
r · c + r · 0 = r · c says that r · 0 acts like an additive identity, and statement
2, which we just proved, says that the additive identity is unique. Therefore,
we must have r · 0 = 0.

For the fourth part, we must show that ar + r = 0. By the distributive
law, ar + r = (a + 1)r. Since a + 1 = 0, we obtain

ar + r = (a + 1)r = 0 · r = 0.

It is natural to adopt the notational convention that −1 is the additive
inverse of 1 in R, so that −1 satisfies 1 + (−1) = 0. With this notation, the
fourth part of Proposition 13.1 states that for every r in R, the product (−1)·r
is the additive inverse of r. In other words, r + (−1) · r = 0. It is natural also
to adopt the convention that the additive inverse of b is written as −b. The
fourth part of Proposition 13.1 can be restated as follows:

Proposition 13.2 Let R be a ring and let −1 denote the additive inverse of
1 in R. For each element r of R, let −r denote its additive inverse. Then

(−1) · r = −r.

Let us review the meaning of Proposition 13.2. In a ring R, we know that
every element r must have a unique additive inverse, which we are choosing
to write as −r. In particular, the multiplicative identity 1 has an additive
inverse, which we write as −1. We now compare the additive inverse −r of r
to the product of r and −1, the additive inverse of 1. Does −r equal −1 · r?
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We know that this is the case in the rings we have grown up using, such as Z

and R. This does not imply that −r and −1 · r must be equal in every ring,
but they are, and we have just proved it. As a special case, suppose r is −1.
Then

(−1) · (−1) = −(−1).

But −(−1) is the additive inverse of −1, which is 1. Therefore, we find that
the additive inverse −1 of 1 satisfies

(−1) · (−1) = 1.

We have seen that although a ring is defined with two apparently unre-
lated operations, addition and multiplication, the distributive law links them
together in a way strongly reminiscent of the relationship between these two
operations in the familiar ring of the integers. Now, finally, we can prove a
result about square roots in a ring.

Proposition 13.3 Let R be a ring. Suppose b and c are elements of R such
that b2 = c. Then (−b)2 = c. Thus if b is a square root of an element c of R,
then so is −b.

Proof. We have proved that −b = (−1) · b and that (−1)2 = 1. Combining
these results with the associative law, we obtain

(−b)2 = (−b) · (−b) = (−1) · b · (−1) · b = (−1) · (−1) · b · b

= (−1)2 · b2 = 1 · b2 = b2.

Proposition 13.3 tells us that if an element b of R is a square root of c,
then the additive inverse −b of b is also a square root of c.

For our further discussion of additive inverses, let us work in fields. Let
K, then, be a field. Then every element b of K has an additive inverse −b.
Assume that b is not the zero element of the field. Then 0 cannot be the
additive inverse of b (why?), so −b must also be nonzero. We might expect
that b and −b are two different elements of K. Need they be? No. For example,
consider the field F2, which has only two elements, [1] and [0]. In this field the
element [1] is the multiplicative identity, and [1]+[1] = [0]. Thus, the additive
inverse of [1] is itself.

Suppose K is a field with additive identity 0 and multiplicative identity
1, and suppose there is a nonzero element b that is its own additive inverse;
that is, b + b = 0. We now engage in a bit of algebraic manipulation involving
multiplicative inverses and the distributive law. Since K is a field and b is
nonzero, b has a multiplicative inverse b−1. We have

0 = b−1(0) = b−1(b + b) = b−1b + b−1b = 1 + 1.
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Thus we obtain 1 + 1 = 0, or −1 = 1. We have shown that if some nonzero
element of K coincides with its additive inverse, then in particular the mul-
tiplicative identity 1 coincides with its additive inverse, and this then implies
that c+c = 0 for every element c in K. In other words, if one nonzero element
of a field K is its own additive inverse, then every element of K is its own
additive inverse. This condition has the strange consequence that addition
and subtraction in K coincide. After all, b = −b for every b in K, so adding b
and subtracting b are the same operation. We have seen two examples of fields
satisfying this odd condition that addition and subtraction coincide. One is
F2. The second is the last fruit ring in Section 6.3, as an examination of its
addition table shows.

In general, for a field K with additive identity written as 0 and multiplica-
tive identity written as 1, let us write 2 for the element 1 + 1. We see that it
may be the case in K that 2 coincides with 0, and that when this happens,
addition and subtraction coincide. In our analysis of polynomial equations of
degree 2, we will need to take special care to consider whether we are working
with such a field or not. The need for this distinction will become clear in
Section 13.2.

13.2 The Quadratic Formula

In Section 9.1 we reviewed and proved the quadratic formula for quadratic
equations with real coefficients. Is the formula applicable more generally? Let
us try it out in a couple of examples, for which we choose F5 as our coefficient
field. We will write elements of F5 without brackets, for simplicity, but keep
in mind that the symbols we write are representatives of congruence classes
modulo 5. Also keep in mind that we have no way yet of knowing whether
the quadratic formula works as a means of solving quadratic equations with
coefficients in F5. We are simply going to try it out and see what happens.

First, let us try to solve the equation

x2 + 2x + 2 = 0.

According to the quadratic formula, the solutions should have the form

x = −2
2

±
√

22 − 4 · 2
2

.

But since we are working modulo 5, dividing by 2 is the same as multiplying
by its multiplicative inverse 3. This allows us to rewrite our putative solutions
as

x = −2 · 3 ± 3 · √−4.

Since −4 is simply 1, its square root is 1, and we obtain

x = −6 ± 3.
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Replacing the two values −3 and −9 of x by the congruent values 2 and 1,
we find that the quadratic formula yields x = 1 and x = 2 as solutions to the
equation x2 + 2x + 2 = 0. Substituting, we see that this is in fact correct.

Let us also try to solve the equation

x2 + 2x + 3 = 0

using the quadratic formula. We get

x = −2
2

±
√

22 − 4 · 3
2

,

which upon simplification becomes

x = −6 ± 3 ·
√

2.

What is the square root of 2 in F5? An examination of the possibilities shows
that there is no such square root. If the quadratic formula works in this
setting, then we are led to conclude that x2 + 2x + 3 = 0 has no solutions
in F5. Indeed, we can check directly by trying all five elements of F5 that
x2 + 2x + 3 = 0 has no solution in F5. This is analogous to the situation that
occurs when we study a real quadratic equation with a negative discriminant.
As we have learned, there is no real solution to such an equation, but there
are two complex solutions.

These examples suggest that the quadratic formula may apply to quadratic
equations with coefficients chosen from an array of different fields. In order
to find out what happens in general, let us study quadratic equations with
coefficients in an arbitrary field K. We begin with the simplest quadratic
equation, one of the form x2 + c = 0, or equivalently, x2 = d, with d an
element of K. Solving this amounts to finding square roots of d in K.

If d has no square root, then x2 = d has no solutions, and therefore x2 + c
does not factor in K[x] as the product of first-degree polynomials. Suppose
d does have a square root in K, and that it is the element γ: We thus have
γ2 = d. By Proposition 13.3, the additive inverse −γ also satisfies (−γ)2 = d.
However, as we saw in the discussion following Proposition 13.3, depending
on the field K, the elements γ and −γ may or may not be distinct. If K is a
field in which 2 �= 0, then γ and −γ are distinct. By the theorems of Chapter
9, both γ and −γ are solutions of the equation x2 − d = 0, and these must be
all the solutions, since a polynomial equation of degree n can have at most n
distinct solutions. In other words, if d has a square root γ in K and 2 �= 0 in
K, then d has two distinct square roots in K, and these are the two solutions
of x2 − d = 0. This is exactly what we expect from our experience working
over R. We can record the result as follows.

Proposition 13.4 Suppose K is a field in which 1 + 1 �= 0, and let d be a
nonzero element of K. Then the equation

x2 − d = 0
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has either no solutions in K or two distinct solutions in K, each the additive
inverse of the other.

What happens if K is a field in which 2 = 0? Can a nonzero element d
still have two square roots? This is treated in the following exercise.

Exercise 13.1. Let K be a field with additive identity 0 and multiplicative
identity 1, and suppose that 2 = 1 + 1 = 0 in K.

1. Verify that for elements a and b of K,

(a + b)2 = a2 + b2.

2. Verify that for an element a in K,

(x + a)2 = x2 + a2

in K[x].
3. Consider the equation x2 +a2 = 0. Show that x = a is a solution. Suppose

that x = b is also a solution, so that b2 +a2 = 0. Deduce that (a+b)2 = 0,
so that a + b = 0. Conclude that b = a, so that a is the only solution of
x2 + a2 = 0.

4. Deduce that if d is an element of K that has a square root γ in K, then
it has only one square root, and x2 + d factors as (x + γ)2.

For the special fields K in which every element is its own additive inverse,
the last exercise shows that if d is an element of K with a square root γ,
then γ is the only square root of d in K. In contrast, for other fields, −γ
is an additional square root. Notice that both situations are covered by the
statement that if d has square root γ, then the only square roots of d are
γ and its additive inverse. For some fields these are distinct, while for other
fields they coincide, but for all fields they are the only square roots.

To study quadratic equations of the form x2 + c = 0, we see that we must
analyze the nature of square roots in K. Let us consider the general quadratic
equation x2 + bx + c = 0, for coefficients b and c lying in the field K. We may
be tempted to use the quadratic formula to solve this equation, but before
doing so, we need to figure out what the formula should mean in general and
whether it is valid in general. For instance, the formula requires us to divide
by 2 and multiply by 4. These numbers do not necessarily make sense for a
general field K. We need to give interpretations to them.

We have already agreed that for a general field K, we will let 2 denote the
element 1+1, the sum of the multiplicative identity 1 of K with itself. Let us
take 4 to be the product 2 × 2. We must deal with the possibility that 1 + 1,
or 2, may be 0 in K, in which case we cannot divide by 2. For such a field, the
quadratic formula will not make any sense. We need to restrict our attention
to fields in which 2 �= 0.
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Exercise 13.2. Let K be a field with additive identity 0 and multiplicative
identity 1. Write 2 for the sum 1 + 1 and 4 for 2 × 2. Assume that 2 �= 0 in
K, so that also 4 �= 0. In this exercise, we will mimic what was already done
in Exercise 10.1.

1. Verify that for elements a and b of K,

(x + a)2 = x2 + 2ax + a2,

and

x2 + bx +
b2

4
is the square of a first-degree polynomial.

2. Show that solving the equation x2 + bx + c = 0, where b and c are in
K, is equivalent to solving an equation of the form

(
x + b

2

)2
= d

4 for a
suitable element d of K. Write out the element d explicitly in terms of the
coefficients b and c.

3. Deduce that if d = 0, then x2 + bx + c factors as
(
x + b

2

)2
, and the one

and only solution to x2 + bx + c = 0 is x = − b
2 .

4. Deduce that if d has no square root in K, then there is no solution to the
equation x2 + bx + c = 0, and therefore x2 + bx + c is irreducible in K[x].

5. If d is nonzero and does have a square root, then there are two solutions
to x2 + bx + c = 0 in K. Write out these solutions explicitly in terms of b
and c.

6. Conclude that the quadratic formula works for quadratic equations with
coefficients in any field K in which 2 �= 0.

For a polynomial x2 + bx + c as in Exercise 13.2, the quantity b2 − 4c is
called the polynomial’s discriminant . As in the real case, the discriminant
plays a crucial role in studying solutions of x2 + bx + c = 0.

To use the quadratic formula for a field K, we need to know about square
roots in K. Let us consider two special cases.

Exercise 13.3. Prove that every complex number a+bi has a complex square
root, that is, a complex number r + si whose square is a + bi. (Hint: First
notice that every real number a has a square root in C. Thus, it remains to
prove that every complex number a + bi with b �= 0 has a complex square
root. In order to find a square root of a+ bi, we must find real numbers r and
s for which (r + si)2 = a + bi. When you multiply out the left-hand side of
this equation and start solving for r and s in terms of a and b, you will find
it necessary to divide by r or s. Show that if either of r and s is zero, then
b is zero, contrary to our assumption. Therefore, you can assume that r and
s are both nonzero. Square r + si to obtain an equation for a in terms of r
and s and an equation for b in terms of r and s. Recall the standard approach
to solving two equations in two unknowns: Use one equation to express one
unknown in terms of the other, and then substitute in the other equation.
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Follow this approach to obtain an equation for r. Notice that it is actually a
quadratic equation for r2. Use the quadratic formula to solve for r2. Verify
that you obtain a solution that is a positive real number. Therefore, you can
take its square root to find a value for r that is a real number. You have
already expressed s in terms of r. Thus you have found real values of r and s
for which (r+si)2 = a+bi. This proves that a+bi has a square root.) Deduce
that every quadratic polynomial f(x) in C[x] has a root in C and that f(x)
factors as the product of two degree-one polynomials in C[x].

Exercise 13.4. The purpose of this exercise is twofold: to introduce another
way of looking at complex numbers and to show that by changing one’s point
of view it is possible to make a complicated calculation easy. In the last exercise
you proved that every complex number has a square root in C. We will now
prove the same fact, but the computations will be simplified by our looking
at complex numbers in a different way, one that is equivalent to the shift in
point of view from rectangular to polar coordinates in the Cartesian plane.

1. A complex number c can be written as a + bi for real numbers a and
b, allowing us to identify it with the point in the Cartesian plane with
x-coordinate a and y-coordinate b. Define the absolute value, or norm, |c|
of the complex number c = a + bi to be distance of the point (a, b) in the
plane from the origin. Thus |c| =

√
a2 + b2.

2. Show that every complex number c can be written as the product of a
positive real number r and a complex number whose absolute value is 1.
(Hint: Divide and multiply by |c|.)

3. Argue that if a+bi is a complex number with absolute value 1, then there
is a real number θ such that a = cos θ and b = sin θ.

4. From the previous two items, conclude that every complex number c can
be written as c = r(cos θ+ i sin θ) for some nonnegative real number r and
real number θ.

5. Show that if c is a complex number written as c = r(cos θ+i sin θ) as above,
then c has square roots ±√

r
(
cos θ

2 + i sin θ
2

)
. (Hint: Use the trigonometric

double-angle formulas.)

Exercise 13.5. We have proved that
√

2 is not rational. More generally, one
can use the same argument to show that every positive integer n that is not
the square of an integer has a square root

√
n that is irrational. Using this,

state a criterion describing which polynomials x2 + bx + c in Z[x] have roots
in Q and which do not.

Exercise 13.6. We began this section with a look at two quadratic equations
with coefficients in F5. Let us return to these examples. We will write elements
of F5 without brackets.

1. Show that 1 and 4 have square roots in F5, but 2 and 3 do not.
2. Find the solutions to x2 + 2x + 2 = 0 in F5 using the quadratic formula.
3. Show that x2 + 2x + 3 = 0 has no solutions in F5.
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4. Find all solutions to x2 + 3x + 1 = 0.
5. Find all solutions to x2 + 3x + 3 = 0.

13.3 Square Roots in Finite Fields

For any odd prime number p, the field Fp satisfies 2 �= 0, so the quadratic
formula can be applied to quadratic polynomials in Fp[x]. Thus the question
of whether the polynomial x2+bx+c in Fp[x] is irreducible or has a root in Fp

reduces to the question of whether a certain element in Fp, the discriminant
b2 − 4c of x2 + bx + c, has a square root in Fp. It turns out to be surprisingly
difficult to describe the elements of Fp that have square roots and the elements
that do not. We will begin our examination of square roots in Fp by showing,
using an elementary counting argument, that half of the p−1 nonzero elements
of Fp have square roots and half do not. We can think of this as parallel to
the situation in R: Half the real numbers have square roots, the positive reals,
and half do not have square roots, the negative reals.

Theorem 13.5. For an odd prime number p, the field Fp contains p−1
2

nonzero elements that are squares of elements of Fp and p−1
2 nonzero ele-

ments that are not.

Exercise 13.7. Prove Theorem 13.5. You can proceed as follows:

1. Observe that for every integer i between 1 and p − 1 we have

−i ≡ p − i (mod p) ,

2. Deduce that the p distinct congruence classes of integers modulo p are
represented by the p consecutive integers

−p − 1
2

, −p − 1
2

+ 1, . . . ,−1, 0, 1, 2, . . . ,
p − 1

2
− 1,

p − 1
2

.

In particular, the p − 1 nonzero elements of Fp can be listed as[
−p − 1

2

]
,

[
−p − 1

2
+ 1

]
, . . . , [−1], [1], [2], . . . ,

[
p − 1

2
− 1

]
,

[
p − 1

2

]
.

3. Recall that for every integer i, the additive inverse −[i] of [i] in Fp is [−i].
Thus [−i] can be replaced by −[i] in our list of the elements of Fp, and
the list of p − 1 nonzero elements of Fp can be written as

±[1], ±[2], . . . , ±
[
p − 1

2
− 1

]
, ±

[
p − 1

2

]
.

4. Suppose that b is a nonzero element of Fp and c = b2. Review the results
of Section 13.1 and deduce that b �= −b, that (−b)2 = c, and that b and
−b are the only elements of Fp whose squares equal c.
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5. Conclude that the list

[1]2, [2]2, . . . ,

[
p − 1

2
− 1

]2

,

[
p − 1

2

]2

consists of p−1
2 distinct elements of Fp and that every nonzero square in

Fp is on this list.

We have shown that half the nonzero elements of Fp for p an odd prime
are squares and half are not. How can we decide which are which? This is a
difficult problem. Let us begin by collecting some data.

Exercise 13.8. Determine which elements in the set { [1], [2], . . . , [p − 1] }
of nonzero elements of Fp are squares for each of the following values of p:
3, 5, 7, 11, 13, 19.

Let us treat what turns out to be the simplest nontrivial case, the question
of whether the element [−1] in Fp is a square. This element is the additive
inverse of the multiplicative identity [1]. We want to know whether there is a
positive integer m such that [m]2 = [−1] in Fp. We can rephrase this in terms
of integers and congruences. Is there a positive integer m such that

m2 ≡ −1 (mod p)?

If this congruence is solvable, we will say that −1 is a square modulo p. Before
stating a result that settles this question, let us look at some data in order to
try making a guess.

We will consider all the odd primes up to some number, say 101, and decide
for each such prime p whether −1 is a square or not a square modulo p. It is
easily checked that the answer is no for p = 3, 7, 11 and yes for p = 5, 13, 17.
For instance, 22 ≡ −1 (mod 5) and 52 ≡ −1 (mod 13). We can keep going.
Stop reading and do so now for some more primes.

What did you find? If you worked your way up to p = 101, you should
have found that −1 is a square modulo the primes

5, 13, 17, 29, 37, 41, 53, 61, 73, 89, 97, 101,

but −1 is not a square modulo the primes

3, 7, 11, 19, 23, 31, 43, 47, 59, 67, 71, 79, 83.

Is there a pattern here? You may notice that the primes on the first list are all
congruent to 1 modulo 4, and the primes on the second list are all congruent
to 3 modulo 4. This suggests the following result:

Theorem 13.6. Let p be an odd prime number. If p ≡ 1 (mod 4), then [−1]
is a square in Fp, while if p ≡ 3 (mod 4), then [−1] is not a square in Fp.



13.3 Square Roots in Finite Fields 211

An odd prime number must be congruent to either 1 or 3 modulo 4. Thus,
the contrapositive of the second half of Theorem 13.6 is the statement that
if [−1] is a square in Fp, then p ≡ 1 (mod 4). This can be proved as an
application of Fermat’s theorem, Theorem 7.7:

Exercise 13.9. Assume that p is an odd prime number such that [−1] is a
square in Fp. We wish to prove that p ≡ 1 (mod 4).

1. Review Fermat’s theorem. Recall that it yields the congruence

ap−1 ≡ 1 (mod p)

for every integer a not divisible by p.
2. Observe that [−1] being a square in Fp means that there is an integer b

such that b2 ≡ −1 (mod p). Thus we can assume that such a b exists.
3. Check that Fermat’s theorem applies to b and conclude that

bp−1 ≡ 1 (mod p) .

4. Observe that p − 1 is even, so that p−1
2 is an integer. Then verify that

(−1)(p−1)/2 ≡ (
b2)(p−1)/2

= bp−1 ≡ 1 (mod p) .

In particular, omitting the middle terms, we have shown that

(−1)(p−1)/2 ≡ 1 (mod p) .

5. Observe that −1 raised to an integer power equals either −1 or 1, so that
in particular, (−1)(p−1)/2 equals either 1 or −1. Combining this with the
congruence (−1)(p−1)/2 ≡ 1 (mod p), deduce that (−1)(p−1)/2 = 1.

6. Conclude that p−1
2 must be even, so that p ≡ 1 (mod 4).

We have proved the second half of Theorem 13.6. Let us isolate the first
half as a separate theorem:

Theorem 13.7. Suppose p is a prime number satisfying p ≡ 1 (mod 4). Then
[−1] is a square in Fp.

We will prove Theorem 13.7 in two steps. The first step is to prove Wilson’s
theorem, a famous, centuries-old congruence.

Exercise 13.10. Suppose p is an odd prime number.

1. Show that x2 − [1] has two distinct roots in Fp, namely [1] and −[1].
2. Deduce that [1] and −[1] are the only elements of Fp that equal their own

multiplicative inverses. In other words, if u in Fp is distinct from [0], [1],
and −[1], then u �= u−1.
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3. Deduce that [2] × [3] × · · · × [p − 2] = [1] in Fp. (Hint: Observe that each
factor in this product pairs up with another factor to give the product [1].
You might first work this out explicitly in the cases where p equals 5, 7,
and 11 to get a feeling for what is happening.)

4. Deduce that [1] × [2] × [3] × · · · × [p − 1] = −[1] in Fp.
5. Reinterpret the last result as the following congruence statement in Z:

1 × 2 × 3 × · · · × (p − 1) ≡ −1 (mod p) .

This congruence is known as Wilson’s theorem.

Exercise 13.11. Prove Theorem 13.7 as follows.

1. Since p is odd, p − 1 is even, so p−1
2 is an integer. Show that it satisfies

the relation
p − p − 1

2
=

p − 1
2

+ 1.

Then observe that therefore, we can rewrite

1 × 2 × 3 × · · · × (p − 1)

as the product of

1 × 2 × 3 × · · · × p − 1
2

and

(p − 1) × (p − 2) × (p − 3) × · · · ×
(

p − p − 1
2

)
.

2. Notice that for each integer i, we have that p − i ≡ −i (mod p). Deduce
that

1 × 2 × 3 × · · · × (p − 1)

≡
(

1 × 2 × 3 × · · · × p − 1
2

) (
(−1) × (−2) × (−3) × · · · ×

(
−p − 1

2

))
modulo p.

3. Combining this last congruence with the congruence of Wilson’s theorem,
deduce that

(−1)(p−1)/2
(

1 × 2 × 3 × · · · × p − 1
2

)2

≡ −1 (mod p) .

4. Conclude that if p−1
2 is even, then −1 is congruent to the square of an

integer modulo p.
5. Notice that p−1

2 is even precisely when 4 divides p − 1, which means
p ≡ 1 (mod 4). Therefore, you have proved that if p ≡ 1 (mod 4), then
−1 is congruent to the square of an integer modulo p.

6. Pass to Fp and conclude that if p ≡ 1 (mod 4), then [−1] is a square in Fp.
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Theorem 13.6 provides a procedure for deciding whether or not −1 is a
square in the field Fp. The other elements of Fp can be handled using the
law of quadratic reciprocity , one of the most famous results in number theory.
Gauss proved it when he was 19, and he published a proof a few years later in
his book Disquisitiones Arithmeticae, published in 1801. This law is described
in Section 17.2.

Theorem 13.6 can also be proved by taking a different, more comprehen-
sive, approach. This approach sheds more light on the general question of
squares in Fp and provides alternative proofs of the results we have obtained
so far. It depends on the existence of an element in Fp known as a primitive
root . Recall from Section 7.2 that an element r of a ring R is a root of unity
if rn = 1 for some positive integer n, and that the smallest such n is called
the order of r. Fermat’s theorem states that every nonzero element a in Fp

satisfies ap−1 = 1. In particular, every nonzero a has an order, and the order is
at most p− 1. It is not hard to show that this order divides p− 1. In studying
examples, we saw that some elements may have order less than p−1 and some
may have order p − 1 itself. Let us review this.

Exercise 13.12. For each of the prime numbers p = 3, 5, 7, 11, and 13, de-
termine the orders of all the elements of Fp. In each case, list all the elements
of order p − 1 and state how many of these there are.

Suppose that Fp does in fact have an element a of order p − 1, as is the
case in the examples above. Then ap−1 = 1, but am �= 1 for every positive
exponent m less than p− 1. It follows that the elements a, a2, . . . , ap−1 are all
distinct (why?). Since Fp has only p − 1 nonzero elements, we see that every
nonzero element has the form ai for some i. In other words, the powers of a
provide a complete list of all the nonzero elements of Fp. This leads to the
following question:

Question 13.8 Let p be an odd prime number.

1. Is there an element a in Fp of order p − 1? In other words, is there an
element a such that a, a2, a3, . . . , ap−1 is a complete list of the p−1 nonzero
elements of Fp?

2. Equivalently, is there a positive integer b relatively prime to p with the
property that the powers b, b2, b3, . . . , bp−1 represent p − 1 distinct congru-
ence classes modulo p?

Such an element a of Fp is called a primitive root of Fp, and such an integer
b is called a primitive root modulo p. The answer to the question is yes.

Theorem 13.9. Let p be a prime number. Then Fp contains a primitive root.

Even though Theorem 13.9 ensures that a primitive root exists in Fp,
neither its statement nor any known proof provides a formula that describes
a particular primitive root in terms of p. Certainly, a primitive root can be
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found, given the knowledge that one exists. We can simply work our way
through the finitely many elements of Fp, computing their orders one by one
until a primitive root appears.

The proof Theorem 13.9, although not difficult, involves ideas that take
us in a different direction. Rather than pursuing this different direction now,
we will postpone the proof. It can be found in Section 17.1. Assume in the
remainder of this section that Theorem 13.9 has been proved. Let us use it to
prove once again the results we have already obtained.

Exercise 13.13. Let p be an odd prime number and let a be a primitive root
in Fp. Thus ap−1 = 1, and a, a2, . . . , ap−1 is a complete list of the nonzero
elements of Fp.

1. Show that if m is an even integer between 2 and p − 1, then am is the
square of an element in Fp. (Hint: You can write down a square root of
am directly as a particular power of a.)

2. In contrast, prove that if m is an odd integer between 1 and p − 1, then
am is not the square of an element in Fp. (Hint: If am is a square, show
that am = an for some even integer n. Use this and cancellation to obtain
a contradiction.)

3. Deduce anew that half of the p − 1 nonzero elements in Fp are squares
and half are not.

4. Deduce that if b and c are two elements of Fp that are not squares, then
their product bc is a square, and that if one of b and c is a square and the
other is not, then the product bc is not a square.

5. Prove Theorem 13.6. (Hint: Recall that the only solutions in Fp to the
equation x2 = [1] are x = [1] and x = −[1]. Suppose a is a primitive root
of Fp. Describe [1] and −[1] as powers of a. Use the description of −[1] as
a power of a to prove the theorem.)

13.4 Quadratic Field Constructions

We can decide whether a quadratic polynomial x2 + bx+ c with coefficients in
one of the fields C, R, Q, Fp (for p odd), has a root in that field, or whether
the polynomial is irreducible. We simply calculate the discriminant b2 − 4c
and decide whether this is a square in the field. If it is a square, we can use
the quadratic formula to write down the two roots and to factor x2 + bx + c.
If it is not a square, there are no roots in the field, and we cannot factor
x2 + bx + c.

Suppose we are considering a particular quadratic polynomial x2 + bx + c
with coefficients in a field K, and it turns out that b2 − 4c is not a square, so
that x2 + bx + c does not have roots in K. What can we do?

The most familiar example is that of the polynomial x2 + 1 over the field
R. Its discriminant is −4, which is not a square in R, so we cannot find roots
of x2 +1 in R. We have learned that in this case we need not give up. Instead,



13.4 Quadratic Field Constructions 215

we can simply create a root for the polynomial x2 + 1. We then build a new,
larger, field by expanding the field to include the new root and all other new
numbers involving that root that are necessary for the new field to have the
requisite properties of closure. This new root does not exist in the original
field R, but it does exist in the larger field.

In this example we built the larger field by choosing a symbol, i, for our
square root of −1. Since a field must be closed under addition and multipli-
cation, we were compelled to introduce all numbers of the form a + bi, where
a and b are real. We then showed that we did not have to include any more
numbers in our larger field because the resulting set of all such numbers a+bi,
which we have denoted by C and called the complex numbers, is closed under
addition, multiplication, and additive and multiplicative inverses. We proved
this by first showing that addition in C is defined by the rule

(a + bi) + (c + di) = (a + c) + (b + d)i.

For multiplication, since the distributive law must hold, we obtained

(a + bi)(c + di) = ac + adi + bci + bdi2,

and since we chose i to have the property that i2 = −1, we could rewrite bdi2

as −bd and then rewrite the above equality as

(a + bi)(c + di) = (ac − bd) + (ad + bc)i.

We thereby were able to define multiplication in C. Using these rules we easily
checked that C is a ring. We also observed that the product (a + bi)(a − bi) is
a real number a2 + b2. In fact, it is a positive real number, unless a = b = 0.
Using this fact, we found that every nonzero complex number a + bi has a
multiplicative inverse in C, the complex number

a

a2 + b2 − b

a2 + b2 i.

Thus C is a field.
By passing from R to the larger field C, we are able to find roots for

x2 + 1 and for many other polynomials as well. At the same time, we find
that polynomials irreducible in R[x] have nontrivial factorizations in C[x].
For instance, x2 +1 is irreducible in R[x], but factors as (x+ i)(x− i) in C[x].

This example suggests that when we are confronted with a quadratic poly-
nomial x2 + bx + c with coefficients in a field K but with no roots in K, we
need not think that there is nothing more we can do with the polynomial.
Instead, we might be able to pass to a field extension L of K in which there
are roots and over which the polynomial factors as the product of degree-one
polynomials.

Let us illustrate this idea with the polynomial x2 − 2 in Q[x]. It has no
roots in Q. Suppose we wish to create a square root of 2. Of course, we know
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that a square root of 2 exists in R, but suppose in the exercise below that we
do not. Or to put it another way, the field R is much bigger than we need,
and we are more interested in the abstract properties of a square root of 2
than we are in its role as a real number.

Exercise 13.14. Start with the field Q of rational numbers. The number 2
does not have a square root in Q. Therefore, we invent a square root of 2, that
is, a symbol γ with the property that γ2 = 2. (We can think of γ as the real
number

√
2, but let us work instead with γ as a new, abstract, entity, just as

we have used i before when we wanted to work with a square root of −1.)
Now we need to create a field that contains all of Q, and γ as well. Since we
need closure under addition, multiplication, and additive and multiplicative
inverses, we will need at least the set K consisting of all expressions a + bγ,
where a and b are rational numbers. Let us see whether the set K is sufficiently
large. We define addition in K by the rule

(a + bγ) + (c + dγ) = (a + c) + (b + d)γ

and multiplication by

(a + bγ)(c + dγ) = ac + adγ + bcγ + bdγ2 = (ac + 2bd) + (ad + bc)γ.

Notice that we have used the fact that γ2 = 2 to rewrite bdγ2 as 2bd, a rational
number. It should be easy to see that K is a ring, that is, that it is closed
under addition, multiplication, and additive inverses:

1. Check that K is a ring. Do not write out a proof of this.

But we want a field, and the question now is whether K is itself a field,
or whether we have to include additonal elements to guarantee that every
nonzero element in K has a multiplicative inverse:

2. Compute (a+ bγ)(a− bγ). Show that you get a2 −2b2, a rational number.
3. Show that a2−2b2 cannot be 0 unless a = b = 0. (Hint: Suppose a2−2b2 =

0 but b �= 0. Solve a2 − 2b2 = 0 for a
b .)

4. Assume that a and b are not both 0. Since a2−2b2 �= 0, you can divide the
product (a+bγ)(a−bγ) by a2−2b2. Deduce that a+bγ has a multiplicative
inverse in K (what is it?) and that K is a field.

So by constructing a ring K containing a square root γ of 2, we get multi-
plicative inverses “for free.”

5. Conclude that x2 − 2 has roots γ and −γ in K and that x2 − 2 factors in
K[x] as (x − γ)(x + γ).

Exercise 13.15. Suppose that m is an integer that is not the square of an-
other integer. Review the steps in Exercise 13.14 and observe that they can all
be carried out for m in place of 2. In other words, we form a set K of numbers
of the form a + bγ, with γ2 = m. Then we define addition and multiplication
and see easily that we get a ring, and then we check that in fact, K is a field.
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Let us try the same idea for the construction of new fields in a different
setting. Consider the field F3, writing its three elements as 0, 1, and 2. We
know that 1 is a square in F3, but 2 is not. Suppose we wish to construct a
field extension of F3 that contains a square root of 2. Since 2 = −1 in F3, we
can also view the problem as that of trying to construct a square root of −1,
just as we did starting from R. Let us imitate what we have done in adding a
square root of −1 to R and a square root of 2 to Q.

Exercise 13.16. Start with the field F3. Form the set K consisting of all
expressions a + bγ, where a and b are chosen from F3, and γ is some new
formal symbol introduced to serve as a square root of 2 (or of −1); that is,
γ2 = 2. Define addition and multiplication in K by the following rules:

(a + bγ) + (c + dγ) = (a + c) + (b + d)γ;

(a + bγ)(c + dγ) = ac + adγ + bcγ + bdγ2 = (ac + 2bd) + (ad + bc)γ.

Notice, as before, that we have used the fact that γ2 = 2 to rewrite bdγ2 as
2bd, an element of F3.

1. Check that K is a ring.
2. Observe that there are nine elements in K. Write a multiplication table

for the eight nonzero elements of K.
3. Examine the table and observe from it that every nonzero element has an

inverse.
4. Conclude that K is a field.
5. Alternatively, observe that we could have proceeded as before. First com-

pute (a + bγ)(a − bγ) and show that you get a2 − 2b2, which is the same
as a2 + b2, an element of F3.

6. Show that a2 + b2 cannot be 0 unless a = b = 0.
7. Assume that a and b are not both 0. Since a2 + b2 �= 0, you can divide the

product (a + bγ)(a − bγ) by a2 + b2. Deduce that a + bγ has an inverse
and conclude that K is a field.

8. Conclude that x2 − 2 has roots γ and −γ in K and that x2 − 2 factors in
K[x] as (x − γ)(x + γ).

You have constructed a field extension of F3 with nine elements that contains
a square root for every element of F3. Let us call our new field F9

9. The field F9 expands our collection of finite fields beyond those with a
prime number of elements. We have stated in Theorem 13.9 that each of
the fields Fq, with q prime, has a primitive root. Show that the field F9 also
has a primitive root by writing down the powers (1+γ)i for i = 1, 2, . . . , 8.

Exercise 13.17. Start with the field F5. Form the set K consisting of all
expressions a + bγ, where a and b are chosen from F5, and γ is some new
formal symbol introduced to serve as a square root of 2; that is, γ2 = 2.
Define addition and multiplication in K by the following rules:
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(a + bγ) + (c + dγ) = (a + c) + (b + d)γ;

(a + bγ)(c + dγ) = ac + adγ + bcγ + bdγ2 = (ac + 2bd) + (ad + bc)γ.

1. Check that K is a ring.
2. Observe that there are twenty-five elements in K.
3. Compute (a + bγ)(a − bγ) and show that you get a2 − 2b2, which is the

same as a2 + 3b2, an element of F5.
4. Show that a2 + 3b2 cannot be 0 unless a = b = 0.
5. Assume that a and b are not both 0. Since a2+3b2 �= 0, you can divide the

product (a+bγ)(a−bγ) by a2+3b2. Deduce that a+bγ has a multiplicative
inverse and conclude that K is a field.

6. Calculuate (2γ)2 and observe that in building a field extension of F5 that
contains a square root of 2, you have also constructed an extension that
contains a square root of 3. You have constructed a field extension of F5
with twenty-five elements that contains a square root for every element
of F5. Call this new field F25

7. Recall that we found earlier that the quadratic equation x2+2x+3 = 0 has
no solutions in F5. Show that it has two solutions in K. Use these solutions
to factor x2 + 2x + 3 in K[x] as a product of degree-one polynomials.

8. Show that the field F25 has a primitive root by writing down the powers
(1 + 2γ)i for i = 1, 2, . . . , 24.

There is a general construction lurking. Let us see what it is.

Exercise 13.18. Suppose F is a field and suppose m is an element of F that
is not a square; that is, there is no element of F whose square equals m. To
put it still another way, there is no solution in F to the equation x2 − m = 0.
We wish to build a field extension K of F that contains a square root of m.
Start by forming the set K consisting of expressions of the form a+ bγ, where
a and b are taken from F and γ is a new element introduced to be a square
root of m; that is, we take γ to satisfy γ2 = m. (Think of the four examples
we have already worked with: F is R, the number m is −1, and K is C; F is
Q, the number m is 2, and K is the field built in Exercise 13.14; F is F3, the
number m is 2, and K is the nine-element field built in Exercise 13.16; or F
is F5, the element m is 2, and K is the field built in Exercise 13.17.) Define
addition and multiplication in K by the rules

(a + bγ) + (c + dγ) = (a + c) + (b + d)γ

and

(a + bγ)(c + dγ) = ac + adγ + bcγ + bdγ2 = (ac + bdm) + (ad + bc)γ.

Recall that γ2 = m.

1. Check that K is a ring. Do not write out a proof of this.
2. Compute (a + bγ)(a − bγ). Show that you get a2 − mb2, an element of F .
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3. Show that a2 − mb2 cannot be 0 unless a = b = 0.
4. Assume that a and b are not both 0. Since a2 − mb2 �= 0, you can divide

the product (a + bγ)(a − bγ) by a2 − mb2. Deduce that a + bγ has an
inverse (what is it?) and conclude that K is a field.

5. Conclude that x2 − m has roots γ and −γ in K, and that x2 − m factors
in K[x] as (x − γ)(x + γ).

6. Assume that 2 �= 0 in F . Suppose that x2+px+q is a quadratic polynomial
in F [x] whose discriminant p2 − 4q equals m. Observe that x2 + px + q
has no roots in F , but describe two distinct roots of x2 + px + q in K.

The field K constructed in Exercise 13.18 is sometimes denoted by F
[√

m
]
.

We have shown that for a field F and an element m of F that has no square
root in F , the field F

[√
m

]
is a field extension of F in which m has a square

root. The last part of Exercise 13.18 shows further that for a field F in which
2 �= 0, we can use field extensions of the form F

[√
m

]
to find solutions of

general quadratic equations with coefficients in F . Thus, the quadratic for-
mula can be used to find the roots of a quadratic polynomial even when its
discriminant is not a square in F , provided that we are willing to pass to fields
of the form F [

√
m]. Let us consider the special case in which F is one of the

fields Fp.

Exercise 13.19. Let p be a prime number congruent to 3 modulo 4 and write
−1 for the additive inverse of 1 in Fp. Recall from Theorem 13.6 that −1 is
not a square in Fp. Perform the construction of Exercise 13.18 on Fp and −1
to obtain a new field Fp

[√−1
]

containing Fp in which −1 has a square root.
Show that Fp

[√−1
]

has p2 elements.

Exercise 13.20. Let p be an odd prime number and let a be a primitive
root in Fp. Recall that this means that the elements a, a2, . . . , ap−1 form a
complete list of the nonzero elements of Fp. Recall also that ai is a square in
Fp if i is even, and ai is not a square if i is odd.

1. Perform the construction of Exercise 13.18 on Fp and a to obtain a new
field Fp

[√
a
]

containing Fp in which a has a square root γ. Show that
Fp[

√
a] has p2 elements.

2. Show that every element of Fp has a square root in Fp

[√
a
]
. Thus in

building a field that contains a square root of a, we have succeeded in
building a field with lots of square roots. Deduce that every polynomial
x2 + bx + c in Fp[x] has a root in Fp

[√
a
]
.

Exercise 13.21. The construction of Exercise 13.20 yields a finite field of size
p2 for each odd prime number p. What about the prime 2? Is there a field
K of size 4 containing F2? We cannot use the idea of adjoining square roots
to build such a field from F2, because there are no nonsquares in F2 in need
of having square roots created. It turns out, though, that we have already
built the desired field, namely, the last fruit ring we studied Section 6.3, the
one with elements 0, 1, a, and b. Write K for this fruit ring. Notice that the
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elements 0 and 1 of K form the field F2, and so we may think of K as a field
extension of F2.

1. Review the addition and multiplication tables for K and verify that it is
indeed a field. Recall in particular that a + 1 = b and b + 1 = a, so that
a + b + 1 = 0. Recall also that a2 = b and b2 = a.

2. Recall that the only degree-two polynomial in F2[x] that is irreducible is
x2 + x + 1. Substitute the element a of the larger field K into x2 + x + 1
and observe that a is a root. Similarly, check that b is a root. Thus, even
though x2 + x + 1 has no roots in F2, it has two distinct roots in the
larger field K. Deduce that in K[x], the polynomial x2 + x + 1 factors as
(x + a)(x + b).

Fields of the type constructed in the last three exercises are not mere
curiosities. The existence of finite fields other than the fields Fp has been
of tremendous importance in recent decades in applications of mathematics
to a wide variety of areas, including cryptography and computer science. In
Section 17.3 we will take a brief look at the classification of finite fields; in
particular, we will learn for which positive integers n there exists a finite field
with n elements.



14

Polynomial Congruence Rings

14.1 A Construction of New Rings

We saw in Section 13.4 that we can construct a field extension F
[√

m
]

of a
field F in which m, an element of F that is not a square, has a square root.
An equivalent way of looking at this construction is that we started with a
field F and a quadratic (second-degree) polynomial x2 −m that does not have
a root in F , and we found a field extension in which the polynomial does have
a root.

With this construction as motivation, we raise the following more general
question: For a field F and a positive-degree polynomial m(x) in F [x], if m(x)
has no root in F , is there a field extension K of F in which m(x) does have
a root?

If our field F happens to be a subfield of the complex numbers, such as
Q, then we know by the fundamental theorem of algebra (Theorem 10.7)
that every polynomial with coefficients in F factors completely in C[x], and
therefore has roots in the field extension C.

Instead of considering subfields of the complex numbers, we would like to
try to answer our question in greater generality, for an arbitrary field F , and
in order to do so, we will proceed in two steps. First, we will introduce a ring
construction that starts from a polynomial m(x) of positive degree in F [x]
and produces a new ring F [x]m(x) analogous to the ring Zm, which was built
from Z and a choice of integer m > 1 using the notion of congruence classes.
Then we will show, in the case of m(x) irreducible, that the ring F [x]m(x) is a
field (that is, once again we get closure under multiplicative inverses for free).
This process will take the entire chapter to complete.

Let us review the construction of Section 13.4. Starting with a field F
and an element m of F that is not a square, we introduced a new element γ
designed to serve as the square root of m. We then declared K to be the set
of elements of the form a + bγ, where a and b are elements of F , and γ is the
new element introduced and given the property γ2 = m. We defined addition
and multiplication in K by the rules
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(a + bγ) + (c + dγ) = (a + c) + (b + d)γ

and

(a + bγ)(c + dγ) = ac + adγ + bcγ + bdγ2 = (ac + bdm) + (ad + bc)γ.

In this construction we can think of the elements of K as polynomials of
degree at most 1 in the “variable” γ, with coefficients in F . The elements
of K are not really polynomials, because elements of K do not multiply like
polynomials, and γ is not really a variable, because it has the property that
γ2 = m. The product of two genuine polynomials of degrees s and t has degree
s+ t. In K, however, we have declared γ2 to be the constant m, so that every
element has degree either 0 or 1 in γ, and products do not obey the degree
formula. It was a straightforward matter to verify that K is a ring. In order
to show that K is a field, we explicitly showed that each nonzero a + bγ in K
has a multiplicative inverse, the element

a

a2 − mb2 − b

a2 − mb2 γ.

As a first step in extending this construction idea to other settings, suppose
we want to build a field, or a ring at least, containing Q and a cube root of
2. Using as a guide our construction of a ring containing Q and a square root
of 2, we begin by creating a new number γ designed to be a cube root of 2.
We construct a new ring K with elements of the form a+ bγ + cγ2, where the
coefficients a, b, and c are in Q. Since we intend for γ to be a cube root of 2,
we assign γ the property that it satisfies the equation γ3 = 2 in K.

We now need to define addition and multiplication: For two elements(
a + bγ + cγ2

)
and

(
d + eγ + fγ2

)
of K we define addition by the rule(

a + bγ + cγ2) +
(
d + eγ + fγ2) = (a + d) + (b + e)γ + (c + f)γ2.

Multiplication is defined using the rule γ3 = 2. If γ were a genuine polynomial
variable, we would have(

a + bγ + cγ2) (
d + eγ + fγ2)

= ad + (ae + bd)γ + (af + be + cd)γ2 + (bf + ce)γ3 + cfγ4.

But γ is not a genuine variable: It satisfies γ3 = 2, and therefore also γ4 = 2γ.
Replacing γ3 and γ4 in the above formula by 2 and 2γ, we obtain(

a + bγ + cγ2) (
d + eγ + fγ2)

= (ad + 2bf + 2ce) + (ae + bd + 2cf)γ + (af + be + cd)γ2.

We adopt this last equation as the multiplication rule for elements of K.
Elements of K are polynomial-like expressions of degree at most two in γ, and
the multiplication rule ensures that when we multiply two of these expressions
we get another polynomial-like expression in γ of degree at most two.
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Exercise 14.1. Let K be the collection of polynomial-like expressions in γ
just introduced, with γ3 = 2.

1. Check that K is a ring.
2. Observe that K contains Q and that γ is a cube root of 2 in K.
3. Is K a field? A nonzero element of K has the form a + bγ + cγ2, with

at least one of a, b, and c nonzero. We want to know whether such an
element always has a multiplicative inverse. An inverse would have the
form d + eγ + fγ2 for rational numbers d, e, and f chosen in such a way
that (

a + bγ + cγ2) (
d + eγ + fγ2) = 1.

Expand the left side and get three equations in the three unknowns d, e,
and f , with a, b, and c regarded as known constants in Q. Deduce that if
you can solve these three equations, you can find an inverse to a+bγ+cγ2.
Do not try to solve these equations. Simply draw the conclusion that if
you could show that these three equations are solvable for any choice of
coefficients (a, b, c) besides (0, 0, 0), then that would prove that K is a
field.

4. The algebraic manipulations needed to compute the inverse in general
are messy, but to see how it is done with a numerical example, find the
multiplicative inverse of 2 + γ − γ2.

Although we did not carry out the detailed calculations, in fact, the ring
K of Exercise 14.1 is a field. Now that we have constructed fields containing
square roots and cube roots of 2, let us try the more general construction
of a ring containing Q and an nth root of 2 for any integer n greater than
1. Again, we begin with the creation of a new element γ that by definition
satisfies γn = 2. With γ at our disposal we can now construct a new ring K
whose elements have the form

a0 + a1γ + a2γ
2 + · · · + an−1γ

n−1,

with all the coefficients ai lying in Q. In other words, the elements look like
polynomials in γ of degree less than n with coefficients in Q. We define addition
in the obvious way. To define multiplication, we declare that γn = 2. It follows
that γn+1 = 2γ, that γn+2 = 2γ2, and so on, with γ2n = 4. Then γ2n+1 = 4γ,
and so on, with γ3n = 8. What we see is that we can always write higher
powers of γ in terms of the powers 1, γ, . . . , γn−1. Let us be more precise
about this.

Exercise 14.2. Let K be the collection of polynomial-like expressions in γ
just introduced, with γn = 2.

1. Show that for an arbitrary positive integer m one can write γm = 2qγr for
unique nonnegative integers q and r with r < n. (Hint: Use the division
theorem for integers to write m = nq + r.)
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2. Suppose a0+a1γ+a2γ
2+· · ·+an−1γ

n−1 and b0+b1γ+b2γ
2+· · ·+bn−1γ

n−1

are two elements of K. Using the result of part 1, show that you can
define a multiplication rule for these two elements by treating them first
as ordinary polynomials in γ and multiplying, then replacing the higher
powers of γ by terms involving exponents less than n, so that the result is
another element of K, a polynomial expression in γ of degree less than n.

3. Is K a field? Do not try to give a complete answer. Instead, think about
the issue along the lines discussed in the previous exercise and show that
the question can be reduced to the problem of solving a family of n linear
equations in n unknowns.

We can think of the equation γn = 2 in the ring above as a “rewrite rule,”
telling us that every time we see an expression γn we can replace it with a
2. This allows us to convert any polynomial in γ with rational coefficients
and degree n or greater to a polynomial in γ of degree less than n. Similarly,
in constructing the complex numbers from the real numbers, we can view
i2 = −1 as a rewrite rule, telling us how to convert any polynomial in i
with real coefficients into a polynomial of degree at most 1 in i. For instance,
i7 − 4i5 + 3i4 + 2i2 becomes −i − 4i + 3 − 2, which is −5i + 1. Also, we can
regard the construction of the ring Zm as the process of applying the rewrite
rule m = 0 to the ring Z, allowing us to convert any integer to an integer
between 0 and m − 1.

Let us consider as our next example the polynomial x3 − x − 1 in Q[x].
We can show by any of several methods that x3 − x − 1 has no root in Q,
or equivalently in this case, that x3 − x − 1 is irreducible in Q[x]. We want
to build a larger field K that contains Q and has a root of x3 − x − 1 in
it. Therefore, we introduce a new element γ that we define to be a root of
x3 − x − 1. Thus, this time, γ satisfies γ3 − γ − 1 = 0, or equivalently,

γ3 = γ + 1.

Let K be the set of polynomial-like expressions a + bγ + cγ2, where the coef-
ficients a, b, and c are rational numbers. Regard the equation γ3 = γ + 1 as a
rewrite rule that allows us to convert any polynomial of degree 3 or more in
γ with rational coefficients to one of degree at most 2. Define addition in K
by the rule(

a + bγ + cγ2) +
(
d + eγ + fγ2) = (a + d) + (b + e)γ + (c + f)γ2.

To define multiplication, use the rewrite rule γ3 = γ + 1.

Exercise 14.3. Let K be the set of elements a + bγ + cγ2, where a, b, and c
are rational numbers, as above.

1. Observe that if the rule γ3 = γ + 1 is to hold in K, then also γ4 = γ2 + γ
must hold.
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2. Using these two rules, multiply
(
a + bγ + cγ2

) (
d + eγ + fγ2

)
to get a

polynomial in γ of degree 4; then rewrite the result in terms of 1, γ, and
γ2. Take this as the definition of multiplication in K and check that K is
a ring containing Q and a root of x3 − x − 1.

3. Is K a field? Once again, show that this question can be reduced to the
problem of solving three linear equations in three unknowns, but do not
try to solve these equations.

We would like to introduce a general construction that includes as special
cases the constructions of Sections 13.4 and this section. Start with a field F
and a polynomial m(x) in F [x] of positive degree. We want to build a field
extension K of F containing a root of m(x). Let us build K as a ring and
postpone the question of whether K is a field until Section 14.5.

We may as well assume that the polynomial m(x) is monic, since m(x)
and its constant multiples have the same roots in any field extension of F .
Since m(x) is monic, it can be written in the form

xn − an−1x
n−1 − · · · − a1x − a0

for some elements ai of F . Form the set K consisting of polynomial-like ex-
pressions in γ of degree less than n with coefficients in F . A typical element
of K has the form

b0 + b1γ + b2γ
2 + · · · + bn−1γ

n−1.

We can think of K as the set of polynomials of degree less than n in the
“variable” γ. Addition is defined in the usual way, as if elements of K were
ordinary polynomials.

If f(x) and g(x) are two polynomials in the ring F [x], with degrees i and
j that are both less than n, we have corresponding elements f(γ) and g(γ)
in K, and we want a rule for their product f(γ)g(γ). If i + j < n, we can
take f(γ)g(γ) to be the product as ordinary polynomials in γ. However, if
i + j ≥ n, then the ordinary polynomial product f(x)g(x) has degree greater
than or equal to n; replacing x by γ produces an expression in γ of degree too
large to be an element of the set K. We need a rewrite rule that allows us to
replace higher powers of γ, such as γn and γn+1, with expressions involving
only powers of γ with exponents less than n.

To find a suitable rewrite rule, we recall that we want γ to be a root of
the polynomial m(x). In other words, we want γ to satisfy m(γ) = 0, which
would mean that

γn − an−1γ
n−1 − · · · − a1γ − a0 = 0,

or equivalently,
γn = an−1γ

n−1 + · · · + a1γ + a0.

Let us take this as our rewrite rule. It allows us to rewrite γn as a polynomial-
like expression in γ of degree less than n.
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Once we adopt the rewrite rule for γn, we can rewrite higher powers of γ
as expressions in K. For example, consider γn+1. Using the rewrite rule once,
we get

γn+1 = γnγ =
(
an−1γ

n−1 + · · · + a1γ + a0
)
γ

= an−1γ
n + an−2γ

n−1 + · · · + a1γ
2 + a0γ.

This involves γn, to which we can apply the rewrite rule a second time to
obtain

γn+1 = an−1
(
an−1γ

n−1 + · · · + a1γ + a0
)

+ an−2γ
n−1 + · · · + a1γ

2 + a0γ

=
(
a2

n−1 + an−2
)
γn−1 + (an−1an−2 + an−3)γn−2 + · · ·

+ (an−1a1 + a0)γ + an−1a0.

In this way, we obtain an expression for γn+1 as a polynomial in γ of degree
at most n − 1. We can continue to rewrite higher powers of γ as polynomials
in γ of degree at most n− 1 and use this to obtain a multiplication rule in K.

Exercise 14.4. Suppose F is a field, m(x) is a monic polynomial in F [x]
of positive degree n, and K is the set of polynomial-like expressions in γ of
degree less than n with coefficients in F .

1. Let m(x) = xn − an−1x
n−1 − · · · − a1x − a0. Using the rewrite rule γn =

an−1γ
n−1 + · · ·+a1γ +a0, prove by induction that for every integer t ≥ n

one can express γt as a polynomial-like expression in γ of degree less
than n.

2. Conclude that the product of two elements of K is another element of K,
so that K is a ring.

Thus starting with a field F and a monic polynomial of positive degree,
we have succeeded in building a new ring K consisting of polynomials in the
element γ with coefficients from F , subject to the rewrite rule m(γ) = 0. The
ring K should be regarded as the polynomial analogue of the ring Zm. The
analogy can be understood better if we introduce the notion of congruence
for polynomials. We will do so in the next section.

14.2 Polynomial Congruences

We will introduce and study the basic properties of congruence for polynomi-
als, proceeding in parallel with the discussion of congruences for integers in
Section 4.1. Let F be a field, and let m(x) be a polynomial in F [x] of positive
degree. Two polynomials a(x) and b(x) of F [x] are congruent modulo m(x) if
a(x) and b(x) have the same remainder upon division by m(x); an equivalent
condition for a(x) and b(x) to be congruent modulo m(x) is that m(x) divide
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b(x) − a(x). We denote the relation that “a(x) is congruent to b(x) modulo
m(x)” by writing

a(x) ≡ b(x) (mod m(x)) .

For example,
x7 + 2x2 + 5 ≡ x11 − 8x3 + 5 (mod x)

in Q[x], since x divides the difference of the two polynomials. Another example
is

x5 + 3x2 − 7 ≡ x3 − 18x2 + x + 13 (mod x − 1)

in Q[x], since x − 1 divides the difference of the two polynomials.

Exercise 14.5. To gain some practice in working with polynomial congru-
ences, carry out the following calculations.

1. Verify that

x5 + 7x3 − 5x2 + 2x + 1

≡ x5 − x4 + 4x3 − 10x2 − 7x − 5
(
mod x3 + 3x + 2

)
in Q[x].

2. Find the value of the coefficient c in the field F5 that makes

x4 + 3x3 + 2x + 1 ≡ 3x4 + x2 + cx
(
mod x2 + x + 2

)
a valid congruence in F5[x].

3. Is there a value of the coefficient c in the field R that makes

x4 + 3x3 + 2x + 1 ≡ 3x4 + x2 + cx
(
mod x2 + x + 2

)
a valid congruence in R[x]? If so, what is it; if not, why?

Recall that for an integer m > 1, an integer a is congruent modulo m
to a unique integer r between 0 and m − 1. If a is positive, r is obtained as
the remainder when a is divided by m. The division theorem for polynomials,
Theorem 9.5, has a similar statement as a consequence.

Theorem 14.1. Let F be a field and let m(x) be a polynomial in F [x] of
positive degree n. Every polynomial a(x) in F [x] is congruent modulo m(x) to
exactly one polynomial of degree less than n.

Exercise 14.6. Prove Theorem 14.1.

We will call the unique polynomial r(x) of degree less than d that is con-
gruent to a(x) modulo m(x) the lowest-degree residue of a(x) modulo m(x),
in analogy with the notion of an integer’s least nonnegative residue. As an
example, in R[x], the lowest-degree residue of x3 + 1 modulo x2 + x + 2 is
−x + 3. After all, if we divide x3 + 1 by x2 + x + 2 using long division, we
obtain a quotient of x − 1 and a remainder of −x + 3. This means that

x3 + 1 =
(
x2 + x + 2

)
(x − 1) + (−x + 3),

so that x3 + 1 is congruent to −x + 3 modulo x2 + x + 2.
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Exercise 14.7. Determine the lowest-degree residues of

1. x2 − 4x + 77 modulo x5 + x4 + x + 1 in C[x];
2. x17 + 5x2 − 3x + 498 modulo x in R[x];
3. x4 − 1 modulo x3 − 2x2 + x − 2 in Q[x];
4. x7 + x modulo x6 + 1 in F2[x].

Propositions 4.2, 4.3, and 4.4 provide evidence that integer congruences
behave “sort of” like integer equalities. The same is true for polynomial con-
gruences:

Proposition 14.2 Let F be a field and let m(x) be a positive-degree polyno-
mial in F [x].

1. Suppose a(x), b(x), and c(x) are polynomials in F [x] satisfying

a(x) ≡ b(x) (mod m(x)) and b(x) ≡ c(x) (mod m(x)) .

Then
a(x) ≡ c(x) (mod m(x)) .

2. Suppose a(x), b(x), e(x), and f(x) are polynomials in F [x] satisfying

a(x) ≡ e(x) (mod m(x)) and b(x) ≡ f(x) (mod m(x)) .

Then

a(x)+b(x) ≡ e(x)+f(x) (mod m(x)) and a(x)b(x) ≡ e(x)f(x) (mod m(x)) .

3. Suppose a(x) and b(x) are polynomials in F [x] satisfying

a(x) ≡ b(x) (mod m(x)) .

Then for any other polynomial r(x), the congruence

r(x)a(x) ≡ r(x)b(x) (mod m(x))

holds.

Exercise 14.8. Prove Proposition 14.2 by mimicking the proofs of Proposi-
tions 4.2, 4.3, and 4.4.

There is also a polynomial analogue of Theorem 4.5, which states that a
factor can be canceled from a congruence under certain circumstances.

Theorem 14.3. Let F be a field and let r(x) and m(x) be relatively prime
polynomials in F [x], with m(x) of positive degree. If a(x) and b(x) are poly-
nomials for which

r(x)a(x) ≡ r(x)b(x) (mod m(x)) ,

then
a(x) ≡ b(x) (mod m(x)) .
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Exercise 14.9. Prove Theorem 14.3.

Recall that the collection of all integers congruent to a particular integer a
modulo m is defined to be the congruence class of a modulo m. Theorem 4.1
can be interpreted as saying that every congruence class modulo m contains
a unique nonnegative integer less than m. Suppose that F is a field and
that m(x) is a polynomial of positive degree in F [x]. The collection of all
polynomials in F [x] congruent to a particular polynomial a(x) modulo m(x)
is called the congruence class of a(x) modulo m(x).

For example, in R[x], the congruence class of x2 − 1 modulo 2x3 − x + 1 is
the collection of all polynomials b(x) satisfying

b(x) ≡ x2 − 1
(
mod 2x3 − x + 1

)
.

These polynomials can be described explicitly. For b(x) to be in this congru-
ence class, the difference b(x)−(

x2 − 1
)

must be divisible by 2x3 −x+1. This
means that b(x) − (

x2 − 1
)

is a polynomial multiple of 2x3 − x + 1, and thus
b(x) must have the form

p(x)
(
2x3 − x + 1

)
+ x2 − 1,

where p(x) is any polynomial in F [x].

Exercise 14.10. Give a description of all the polynomials in each of the fol-
lowing congruence classes.

1. the congruence class of x5 + 3 in R[x] modulo x;
2. the congruence class of x3 + x2 + 1 in F2[x] modulo x + 1.

The following theorem gives a general description of any congruence class.

Theorem 14.4. Let F be a field and let m(x) be a polynomial in F [x] of
positive degree n. Let q(x) be a polynomial in F [x]. Then the congruence class
of q(x) modulo m(x) consists of all polynomials of the form p(x)m(x) + q(x)
for p(x) an element of F [x].

Exercise 14.11. Prove Theorem 14.4.

Each individual polynomial in a congruence class of polynomials of F [x]
modulo m(x) is called a representative of that congruence class. For integers
we introduced the bracket notation to describe a congruence class in terms of
one of its representatives. Thus, the congruence class represented by 2 modulo
5 is written as [2]5, and the congruence class represented by 18 modulo 7 is
[18]7. Since the same congruence class has many representatives, the same
congruence class can be written in many ways. For example, the congruence
class that contains 2 modulo 5, which we wrote just above as [2]5, can also be
written as [7]5, as [−23]5, and as [111 883 242]5.
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Let us adopt a similar notation for polynomials, so that the congruence
class of a(x) in F [x] modulo m(x) will be written as [a(x)]m(x). For example,
in R[x], the congruence class containing x3 + 2x + 1 modulo x2 − x + 2 will
be written as [x3 + 2x + 1]x2−x+2. (Check that this is also [x − 1]x2−x+2.)

Theorem 14.1 has the following interpretation in terms of congruence
classes.

Theorem 14.5. Let F be a field and let m(x) be a polynomial in F [x] of
positive degree n. Every congruence class of polynomials in F [x] has exactly
one representative of degree less than n.

Exercise 14.12. Prove Theorem 14.5.

14.3 Polynomial Congruence Rings

When we introduced the ring Zm, for m an integer greater than 1, we regarded
it as the collection of special symbols 0, 1, . . . , m−1 added and multiplied sub-
ject to the “rewrite” rule m = 0. In Section 6.5 we came to understand Zm as
the collection of congruence classes of integers modulo m. To add two congru-
ence classes [a]m and [b]m, we simply pass to the congruence class [a+b]m, and
to multiply the same two congruence classes, we pass to [a · b]m. Proposition
4.3 ensures that these definitions of addition and multiplication make sense:
Rephrased in terms of congruence classes, it states that if a and e represent a
congruence class modulo m, and b and f represent a congruence class modulo
m, then the congruence class of a + b is the same as the congruence class of
e+f , and the congruence class of ab is the same as the congruence class of ef .
This is what makes addition and multiplication of congruence classes work,
allowing us to make the collection of congruence classes modulo m into a ring,
the ring Zm. (See Exercise 6.23.)

Proposition 14.2 yields analogous results for congruence classes of polyno-
mials.

Exercise 14.13. Let F be a field and let m(x) be a polynomial of positive
degree in F [x]. Consider two polynomials a(x) and b(x) in F [x].

1. Suppose e(x) is a polynomial in the congruence class [a(x)]m(x) and f(x)
is a polynomial in the congruence class [b(x)]m(x). Show that

[e(x) + f(x)]m(x) = [a(x) + b(x)]m(x)

and
[e(x)f(x)]m(x) = [a(x)b(x)]m(x).

2. Define addition and multiplication for the set of congruence classes of F [x]
modulo m(x) by setting the sum of congruence classes

[a(x)]m(x) + [b(x)]m(x)
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equal to the congruence class

[a(x) + b(x)]m(x),

and the product of congruence classes

[a(x)]m(x) · [b(x)]m(x)

equal to the congruence class

[a(x) · b(x)]m(x).

3. Show that with respect to these rules of addition and multiplication,
[0]m(x) is an additive identity and [1]m(x) is a multiplicative identity. Show
further that the collection of congruence classes modulo m(x) forms a ring.

We can write F [x]m(x) for the new ring we have constructed, the ring of
congruence classes of polynomials in F [x] modulo m(x).

Exercise 14.14. Let us consider some simple examples of rings of congruence
classes.

1. Show that there are four congruence classes in F2[x] modulo x2. Make
addition and multiplication tables for the ring F2[x]x2 . Using the tables,
determine the units in the ring. Is F2[x]x2 a field?

2. Show that the ring F [x]x can be identified with the field F itself.
3. Show further that we can identify F [x]m(x) with F for any first-degree

polynomial m(x) in F [x].

Exercise 14.15. Assume that m(x) is a polynomial of positive degree in F [x].

1. Show that in F [x]m(x), the collection of congruence classes of degree-zero
polynomials (constants) is closed under addition and multiplication. Thus
this collection forms a ring inside F [x]m(x).

2. Identify this ring with F .
3. Explain how this exercise generalizes part 3 of the previous exercise.

The preceding exercise shows that F sits naturally inside the ring F [x]m(x).
Therefore, we may think of F [x]m(x) as an extension of F . For notational
ease, it will be convenient to drop the brackets around congruence classes of
elements of F when they are regarded as elements of F [x]m(x). In particular,
we will write 0 for the congruence class [0]m(x), and 1 for the congruence class
[1]m(x). Since these are the additive and multiplicative identities of F [x]m(x),
this will cause no confusion.

Every element in the ring F [x]m(x) can be written as a polynomial expres-
sion in the congruence class of x, as we see in the next exercise.

Exercise 14.16. Continue to assume that m(x) is a polynomial of positive
degree in F [x].
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1. Using the definition of multiplication, show that [x]2m(x) =
[
x2

]
m(x) and

[x]3m(x) =
[
x3

]
m(x). [Note: The notation [x]2m(x) means

(
[x]m(x)

)2.]
2. Use induction to show more generally that

[x]tm(x) =
[
xt

]
m(x)

for every positive integer t.
3. Suppose that atx

t + at−1x
t−1 + · · · + a1x + a0 is a polynomial in F [x].

Show that

at[x]tm(x) + at−1[x]t−1
m(x) + · · · + a1[x]m(x) + a0

=
[
atx

t + at−1x
t−1 + · · · + a1x + a0

]
m(x)

in F [x]m(x). (Hint: Use the definition of addition and induction.)
4. Suppose that m(x) has degree n. For simplicity, write γ for the congruence

class of x in F [x] modulo m(x); that is, γ = [x]m(x). Show that every
element of the ring F [x]m(x) can be written uniquely in F [x]m(x) in the
form

an−1γ
n−1 + an−2γ

n−2 + · · · + a1γ + a0.

(Hint: Recall that every polynomial in F [x] is congruent modulo m(x) to
a unique polynomial of degree less than n. Equivalently, every congruence
class in F [x] contains a unique polynomial of degree less than n. Then use
the preceding part of the exercise, substituting γ for [x]m(x).)

Suppose f(T ) is a polynomial with coefficients from F . We use the up-
percase “T” here to suggest a variable, as opposed to an element of a specific
ring. We are interested in the possibility of substituting particular elements
of a ring in place of T . As in Exercise 14.16, let us use γ to denote the con-
gruence class [x]m(x) of x. The above exercise ensures that we can substitute
the congruence class γ for T , and that when we do, we obtain the identity

f(γ) = f([x]m(x)) = [f(x)]m(x)

in the ring F [x]m(x). The left-hand side of this identity is the polynomial
expression in the congruence class γ. This is computed in the ring F [x]m(x),
with the coefficients of f(T ) identified with congruence classes of degree-zero
polynomials. The right-hand side is simply the congruence class of f(x) in
F [x]m(x). In particular, taking f(T ) to be the polynomial m(T ) itself, we find
that

m(γ) = m([x]m(x)) = [m(x)]m(x) = [0]m(x) = 0.

More generally, if f(T ) is any polynomial divisible by m(T ), we obtain

f(γ) = f([x]m(x)) = [f(x)]m(x) = [0]m(x) = 0,

since f(x) is congruent to 0 modulo m(x). One consequence of this observation
is that the congruence class γ satisfies the rewrite rule m(γ) = 0 in F [x]m(x).
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We are now in a position to identify F [x]m(x) with the ring K constructed in
Exercise 14.4.

Exercise 14.17. Suppose F is a field, m(x) is a monic polynomial in F [x]
of positive degree n, and K is the ring of polynomial-like expressions in γ of
degree less than n with coefficients in F , as constructed in Exercise 14.4. Iden-
tify each element a(γ) of K with the congruence class [a(x)]m(x) in F [x]m(x).
Under this identification, show that K and F [x]m(x) are the same ring.

We constructed the ring K of Exercise 14.4 in a concrete manner designed
to ensure that it contained an element γ satisfying m(γ) = 0. However, the
direct approach to the construction of K left us with no tools we could apply
in order to answer the basic question of when K is a field. By identifying K
with the ring F [x]m(x) of congruence classes, we make available the theory of
congruences. We also introduce the possibility of drawing analogies from the
family of rings of the form Zm to our rings F [x]m(x).

In Theorem 6.2 we described the units of Zm as the elements [a]m whose
representatives a are relatively prime to m. This was proved in Exercise 6.21,
where you were asked to draw the conclusion that Zm is a field precisely
when m is a prime number. You might expect that similar results hold for
the ring F [x]m(x), and they do. To prove them, we will obtain some results
on equations and congruences with polynomial unknowns.

14.4 Equations and Congruences with Polynomial
Unknowns

In order to proceed further in our analysis of the new rings of the form
F [x]m(x), we need some additional consequences of the polynomial Bézout’s
theorem. One important application of the integer Bézout’s theorem was the
following result, whose proof we will review.

Theorem 14.6. Let a and b be integers with greatest common divisor d. If e
is an integer, the equation

aU + bV = e,

for unknowns U and V , has an integer solution if and only if d divides e. In
particular, the equation

aU + bV = 1

has an integer solution if and only if a and b are relatively prime.

Proof. If there is an integer solution to the equation aU + bV = e, say U = r
and V = s, then the fact that d divides a and b (by hypothesis) implies that d
divides ar+bs (why?), which is e. Conversely, suppose d divides e, with e = cd
for some integer c. Bézout’s theorem guarantees the existence of integers p and
q satisfying ap + bq = d. We can multiply both sides of this equation by c to
obtain a solution to aU + bV = e, namely, U = pc, V = qc.
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Let us consider the polynomial analogue of Theorem 14.6. Suppose we
wish to solve the equation(

x2 + x + 1
)
U +

(
x2 + 1

)
V = 1

in Q[x]. Here U and V are unknowns, while x2 + x + 1 and x2 + 1 are con-
stants, in the sense that they are known polynomials. We wish to find specific
polynomials r(x) and s(x) in Q[x] so that we can substitute r(x) for U and
s(x) for V in order to make the equation hold.

The polynomial Bézout’s theorem (Theorem 12.10) tells us that we can do
this if the two polynomials x2 + x + 1 and x2 + 1 are “relatively prime,” that
is, if they have the constant polynomial 1 as their greatest common divisor.
Let us see why.

First we observe that x2 +x+1 and x2 +1 indeed have 1 as their greatest
common divisor. By Bézout’s theorem, there thus exist polynomials r(x) and
s(x) in Q[x] such that(

x2 + x + 1
)
r(x) +

(
x2 + 1

)
s(x) = 1.

The Euclidean algorithm allows us to find such polynomials r(x) and s(x)
explicitly. Carrying out the Euclidean algorithm for the pair x2 + x + 1 and
x2 + 1, we find that

x2 + x + 1 =
(
x2 + 1

) · 1 + x

and
x2 + 1 = x · x + 1.

Working backwards, we obtain from this that(
x2 + x + 1

)
(−x) +

(
x2 + 1

)
(x + 1) = 1.

Thus we obtain the solution U = −x and V = x + 1.
In general, if we are working in a field F and are considering polynomials

a(x) and b(x) in F [x] with greatest common divisor d(x), Bézout’s theorem
states that there exist polynomials r(x) and s(x) in F [x] satisfying

a(x)r(x) + b(x)s(x) = d(x).

We can rephrase this to say that there is a solution in F [x] to the polynomial
equation

a(x)U + b(x)V = d(x).

Here U and V are unknowns, and the polynomials a(x), b(x), and d(x) are the
constants of the equation, in the sense that they are known polynomials. Just
as in the example above, Bézout’s theorem guarantees that solutions exist,
and the Euclidean algorithm gives us a way to find them.
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Theorem 14.7. Let F be a field, let a(x) and b(x) be polynomials in F [x] with
greatest common divisor d(x), and let e(x) be a polynomial in F [x]. Then the
equation

a(x)U + b(x)V = e(x)

has a polynomial solution if and only if d(x) divides e(x). In particular, the
equation

a(x)U + b(x)V = 1

has a polynomial solution if and only if a(x) and b(x) are relatively prime.

Exercise 14.18. Prove Theorem 14.7 by imitating the proof of Theorem 14.6.

Exercise 14.19. Decide which of the equations below are solvable. If an equa-
tion is solvable, solve it, and if not, explain why not.

1.
(
x2 + 1

)
U + x3V = 1, in Q[x].

2. x2 U + x3 V = x4 + 5, in F7[x].
3.

(
x3 + 1

)
U +

(
x3 + x2 + x + 1

)
V = x2 + 1, in F2[x].

One can study not just equations with polynomial coefficients and un-
knowns, but also congruences with polynomial coefficients and unknowns.
For example, one can try to solve the congruence(

x3 + 3x + 1
)
U ≡ 1

(
mod x4 + 1

)
in R[x]. A solution is a polynomial that we can substitute for U in order to
obtain a genuine congruence.

Exercise 14.20. Decide whether the polynomial congruence(
x3 + 3x + 1

)
U ≡ 1

(
mod x4 + 1

)
is solvable in R[x]. If it is, solve it. (Hint: Convert the congruence to an
equality involving another unknown polynomial V . Then proceed as you did
in the previous exercise.)

Polynomial congruences of the form

a(x)U ≡ 1 (mod m(x))

are of special importance, just as integer congruences of the form aU ≡
1 (mod m) are important. We found in Theorem 4.6 that such an integer
congruence is solvable if and only if (a, m) = 1. The analogous result holds
for polynomials:

Theorem 14.8. Let F be a field. Let a(x) and m(x) be polynomials in F [x]
with m(x) of positive degree. The congruence

a(x)U ≡ 1 (mod m(x))

is solvable if and only if (a(x), m(x)) = 1.
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Exercise 14.21. Prove Theorem 14.8. (Hint: Interpret Theorem 14.7 in terms
of congruences.) Then prove the corollary below.

Corollary 14.9 Let F be a field. Suppose m(x) is an irreducible polynomial
in F [x] and a(x) is a nonzero polynomial in F [x] of degree less than the degree
of m(x). There exists a polynomial r(x) in F [x] such that

a(x)r(x) ≡ 1 (mod m(x)) .

14.5 Polynomial Congruence Fields

Let F be a field, and let m(x) be a polynomial of positive degree. We would
like to know whether the ring F [x]m(x) is a field, or more precisely, we would
like to know what conditions must be placed on the polynomial m(x) to ensure
that the ring F [x]m(x) is a field. The integer analogue would be to begin with
an integer m greater than 1 and ask what condition on m ensures that the
ring Zm is a field. More generally, we might ask which elements of F [x]m(x)
are units, as we asked which elements of Zm are units. Recall that we saw in
Theorem 6.2 that the units in Zm are the congruence classes represented by
integers a relatively prime to m. Here is the polynomial analogue, which we
are now in a position to prove:

Theorem 14.10. Let F be a field. Let a(x) and m(x) be polynomials in F [x]
with m(x) of positive degree. The congruence class [a(x)]m(x) is a unit in
F [x]m(x) if and only if (a(x), m(x)) = 1.

Exercise 14.22. Prove Theorem 14.10. (Hint: Use Theorem 14.8 and the
definition of multiplication in F [x]m(x).)

With Theorem 14.10 it becomes a simple matter to determine which poly-
nomial congruence rings F [x]m(x) are fields. We first consider the case of a
polynomial m(x) that is not irreducible. In the integer case, if m is not prime,
then the ring Zm is not a field. Let us review one way to prove this. Since m is
not prime, m = ab for integers a and b satisfying 1 < a < m and 1 < b < m.
Therefore, neither [a]m nor [b]m is zero in Zm, but [a]m[b]m = [m]m = 0. This
means that Zm has zero-divisors, and since a field cannot have zero-divisors,
Zm is not a field. The same argument shows that F [x]m(x) is not a field if the
polynomial m(x) is not irreducible in F [x].

Exercise 14.23. Let F be a field and suppose m(x) is a polynomial of positive
degree that is not irreducible.

1. Since m(x) is not irreducible, it has a nontrivial factorization a(x)b(x)
in F [x]. Explain why [a(x)]m(x) and [b(x)]m(x) are nonzero elements
of F [x]m(x).



14.5 Polynomial Congruence Fields 237

2. Show that
[a(x)]m(x)[b(x)]m(x) = 0

in F [x]m(x).
3. Conclude that F [x]m(x) has zero-divisors and is not a field.

We have just shown in Exercise 14.23 that if m(x) is not irreducible, then
F [x]m(x) is not a field. Is the converse true? That is, if m(x) is an irreducible
polynomial in F [x], is F [x]m(x) a field? We have already handled one family
of special cases: If m(x) has the form x2 − a, and a has no square roots in F ,
then x2 −a is irreducible in F [x]. The ring we constructed in Exercise 13.18 is
F [x]m(x), and we showed that it is indeed a field. To handle the general case,
we use Theorem 14.10.

Exercise 14.24. Let F be a field and suppose m(x) is an irreducible polyno-
mial in F [x]. Show that F [x]m(x) is a field.

By solving Exercises 14.23 and 14.24 we have proved the following theorem,
the polynomial analogue of the familiar theorem that the ring Zm is a field if
and only if m is prime.

Theorem 14.11. Suppose that F is a field and that m(x) is a polynomial of
positive degree in F [x]. The ring F [x]m(x) is a field if and only if m(x) is
irreducible.

Recall the question with which we began this chapter: For a field F and
a positive-degree polynomial m(x) in F [x], if m(x) has no root in F , is there
a field extension K of F in which m(x) does have a root? Of course, we can
assume that m(x) is irreducible, for if an irreducible factor of m(x) in F [x]
has a root in a field extension K, so does m(x) itself. We have at last obtained
an answer.

Theorem 14.12. Suppose that F is a field and that m(x) is an irreducible
polynomial in F [x]. The ring F [x]m(x) is a field extension of F in which the
element [x]m(x) is a root of m(x).

Exercise 14.25. Prove Theorem 14.12.
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Part III

All Together Now
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15

Euclidean Rings

15.1 Factoring Elements in Rings

The polynomial rings K[x] over fields K share many features with the ring
of integers Z. Let us examine the parallels between them more systemati-
cally, with two purposes in mind: to gain deeper insight into the results we
have obtained and to be in a better position to prove similar theorems for
other rings.

The starting point is that each ring, Z and K[x], has a measure of size. The
size of an integer is its absolute value. The size of a polynomial is its degree.
In order to talk about Z and K[x] simultaneously, and other rings as well, let
us use a uniform notation. We shall write R for the ring, whichever one it is,
and use letters such as r for integers or polynomials in R. In particular, we
shall no longer write polynomials with reference to the variable x. Thus, if
R = Z, then r is an integer, and if R = K[x], then r is a polynomial. When
we do not care which ring we are working in, we shall call r an element rather
than an integer or a polynomial.

Let us introduce a common notation for absolute value and degree. Write
N (r) for the absolute value of r if r is an integer, and for the degree of r if
r is a polynomial. Rather than speaking of absolute value or degree, we shall
call N (r) the size of r or the norm of r. Recall the convention we adopted
that the size of the zero polynomial is −∞. Using the common notion of size
and the common notation for it, we can formulate the following statement
simultaneously for Z and K[x].

Theorem 15.1. Let R be the ring of integers or the ring of polynomials over
a field and let N be the measure of size for R.

1. The unique element of R of smallest size is 0.
2. The elements of R of the second-smallest size are precisely the units of R.
3. The elements of R of the third-smallest size are irreducible.
4. If a and b are nonzero elements of R, then
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N (a) ≤ N (ab) .

Moreover, equality holds if and only if b is a unit.

Exercise 15.1. Prove Theorem 15.1. You will find that the first three state-
ments of Theorem 15.1 have been proved already in our separate treatments
of Z and K[x]. The last statement may look unfamiliar, but it follows easily
from stronger results that we already know for Z and K[x]: For integers, the
absolute value obeys the rule |ab| = |a||b|, or N (ab) = N (a)N (b); for nonzero
polynomials, the degree obeys the rule N (ab) = N (a) + N (b).

The inequality N (a) ≤ N (ab) of Theorem 15.1 is weaker than the above-
mentioned equality, but it has the virtue that it holds for Z and K[x] simul-
taneously. Moreover, this weaker inequality and the other parts of Theorem
15.1 are all that is needed to prove the following result. We have already
proved it separately for Z and K[x]. Using Theorem 15.1, we can provide a
simultaneous proof for both rings.

Theorem 15.2. Let R be the ring of integers or the ring of polynomials over
a field. Suppose r is an element of R that is not zero or a unit.

1. If r = ab is a nontrivial factorization of r, then N (a) < N (r) and N (b) <
N (r).

2. Either r is irreducible, or r is a product of irreducible elements.

Exercise 15.2. Prove Theorem 15.2 using Theorem 15.1 but not any addi-
tional specific properties of Z or K[x]. In particular, your argument should not
mention integers or polynomials explicitly. Rather, it should make reference
only to elements of the ring R, as in the statements of Theorems 15.1 and
15.2. For the first statement, use the fourth part of Theorem 15.1. For the
second statement, make an induction argument on the size of r.

Since you have used only the conclusions of Theorem 15.1 in your proof of
Theorem 15.2, any ring satisfying the conclusions of Theorem 15.1 should also
satisfy the conclusion of Theorem 15.2. Thus, if we wish to prove for another
ring R that the conclusion of Theorem 15.2 holds, we can do so by proving
that the conclusions of Theorem 15.1 hold for R.

As an example, let us consider a family of rings that includes and gener-
alizes the Gaussian integers Z[i]. Suppose m is a positive integer and assume
that m is square-free; that is, m is not divisible by the square of any integer
besides 1. Write Z

[√−m
]

for the collection of complex numbers of the form
r + s

√−m, where r and s are integers. You can easily check that Z
[√−m

]
is

a ring, with multiplication given by(
r + s

√−m
) (

t + u
√−m

)
= rt + su (−m) + ru

√−m + st
√−m

= (rt − msu) + (ru + st)
√−m.
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In the case m = 1, the ring Z[
√−1] is the usual ring Z[i] of Gaussian integers.

A natural notion of size is already available for Z
[√−m

]
, namely, the

absolute value, or norm, for complex numbers introduced in Exercise 13.4.
Suppose that a and b are real numbers. Then the norm of the complex number
a + bi is defined to be (a + bi)(a − bi), which equals a2 + b2. Notice that if
we identify the complex number a + bi with the point (a, b) in the Cartesian
plane, as we did in Exercise 13.4, then its norm is the square of the distance
from the origin to (a, b). For an element r + s

√−m of Z
[√−m

]
, we define its

size to be its norm:

N
(
r + s

√−m
)

=
(
r + s

√−m
) (

r − s
√−m

)
= r2 + ms2.

Notice that this norm is 0 if r+s
√−m = 0 and is a positive integer otherwise.

In Z
[√−m

]
, as in any integral domain, a factorization bc of a nonzero, nonunit

element a of Z
[√−m

]
is called trivial if one of the factors b or c is a unit

and nontrivial otherwise. The element a is irreducible if it is not zero, is not
a unit, and has only trivial factorizations.

We wish to prove that a version of Theorem 15.1 holds for the ring
Z

[√−m
]
. Here is the appropriate statement:

Theorem 15.3. Let m be a square-free integer, let R be the ring Z
[√−m

]
,

and let N be the norm function on R.

1. The unique element of R of smallest size is 0.
2. The elements of R of the second-smallest size are precisely the units of R.
3. The elements of R of the third-smallest size are irreducible.
4. For any two nonzero elements a and b of R,

N (a) ≤ N (ab) .

Moreover, equality holds if and only if b is a unit.

To prove Theorem 15.3, we will use a basic fact about norms of complex
numbers. Let us assemble some information on the norm:

Exercise 15.3. Suppose a and b are complex numbers.

1. Verify that N (ab) = N (a)N (b).
2. Check that if a is in Z

[√−m
]
, then N (a) is an integer.

3. Deduce that if a and b are both in Z
[√−m

]
, then N (a)N (b) is a factor-

ization of the integer N (ab) as a product of two integers.

Rather than proving Theorem 15.3, we will prove the following refinement
of it:

Theorem 15.4. Let m be a square-free integer, let R be the ring Z
[√−m

]
,

and let N be the norm function on R.

1. The unique element of R of smallest size is 0. Its size is 0.
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2. The elements of R of second-smallest size are precisely the units of R.
This second-smallest size is 1. If m = 1, the units are 1, −1, i, and −i.
If m > 1, the units are 1 and −1.

3. The elements of R of the third-smallest size are irreducible. If m = 1, the
third smallest size is 2, and the elements of this size are the four elements
±1 ± i. If m = 2 or m = 3, the third-smallest size is m itself, and the
elements of this size are ±√−m. If m ≥ 5, the third-smallest size is 4,
and the elements of this size are ±2.

4. For any two nonzero elements a and b of R,

N (a)N (b) = N (ab) .

In particular,
N (a) ≤ N (ab) ,

and equality holds if and only if b is a unit.

Exercise 15.4. Prove Theorem 15.4 and conclude that Theorem 15.3 holds
as well.

Exercise 15.5. We have observed that a ring satisfying the conclusions of
Theorem 15.1 should satisfy the conclusion of Theorem 15.2. Verify this for
the rings Z

[√−m
]

by proving Theorem 15.5 below using Theorem 15.3. Your
proofs of Theorems 15.2 and 15.5 should be essentially identical.

Theorem 15.5. Let m be a square-free integer, let R be the ring Z
[√−m

]
,

and suppose r is an element of R that is not zero or a unit.

1. If r = ab is a nontrivial factorization of r, then N (a) < N (r) and N (b) <
N (r).

2. Either r is irreducible, or r is a product of irreducible elements.

For a ring in which every nonzero, nonunit element r factors as a product
of irreducible elements, such as the rings of the form Z

[√−m
]
, it is natural

to ask whether the factorization of r as a product of irreducible elements is
unique. What we mean by unique needs to be clarified, but we provided such
a clarification in Chapter 12. We are led to the following question:

Question 15.6 Let m be a square-free integer, and let R be the ring Z
[√−m

]
.

Suppose p1p2 · · · pm and q1q2 · · · qn are two irreducible factorizations of a
nonzero, nonunit element a of R. Is it true that m = n and that the or-
der of the factors in the second factorization can be changed so that for each
index i there is a unit ui of R such that qi = uipi?

The answer to Question 15.6 is not always yes. The discovery that unique
factorization need not hold in rings of this type was made in the mid-
nineteenth century. Let us examine one such example.
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Exercise 15.6. We will show that unique factorization fails in the ring
Z

[√−5
]
.

1. Show that Z
[√−5

]
has no elements of norm 2, 3, 7, or 8.

2. Find all elements in Z
[√−5

]
of norms 4, 5, 6, and 9.

3. Prove that if a in Z
[√−5

]
has norm equal to 4, 6, or 9, then a must be

irreducible. (Hint: Suppose a factors as bc. Show that either b or c has
norm 1 and conclude that the factorization is trivial.)

4. Deduce that the elements 2, 3, 1 +
√−5, and 1 − √−5 are irreducible in

Z
[√−5

]
.

5. Conclude that 2 × 3 and
(
1 +

√−5
) (

1 − √−5
)

are factorizations of 6 in
Z

[√−5
]

as products of irreducible elements.
6. Conclude that the answer to Question 15.6 for Z

[√−5
]
is no. Thus, unique

factorization fails for Z
[√−5

]
.

Even though unique factorization need not hold for rings of the form
Z

[√−m
]
, it does hold for certain values of m, including m = −1. We will

prove in Section 15.3 that unique factorization holds for Z[i], after developing
a general approach in Section 15.2 to proving unique factorization theorems.

15.2 Euclidean Rings

Our review in Section 12.1 of the proof of the fundamental theorem of arith-
metic and our subsequent proof of unique factorization for polynomial rings
K[x] revealed that the starting point in both cases for proving unique factor-
ization is a division theorem. The division theorem for Z and K[x], with the
part about uniqueness omitted, can be given the following common formula-
tion.

Theorem 15.7. Let R be the ring of integers or the ring of polynomials over
a field and let N be the measure of size on elements of R. For any two nonzero
elements a and b of R, there exist elements q and r such that

b = aq + r

and N (r) < N (a).

In the case that R is a ring of polynomials over a field, Theorem 15.7 was
proved as part of Theorem 9.5. In the case that R is the ring of integers,
Theorem 15.7 is an extension to all nonzero integers of the usual division
theorem. The generalization is easily proved. Suppose, for example, that b
is negative and a is positive. Then the division theorem yields nonnegative
integers q and r such that −b = aq + r. Therefore, b = a (−q) + (−r), with
N (−r) = r < a = N (a).

Let us restate simultaneously as one theorem several results that we have
proved separately for Z and for polynomial rings K[x] over fields.
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Theorem 15.8. Let R be the ring Z of integers or the ring K[x] of polyno-
mials over a field K and let N be the measure of size on elements of R.

1. The unique element of R of smallest size is 0.
2. For any two nonzero elements a and b of R,

N (a) ≤ N (ab) .

3. For any two nonzero elements a and b of R, there exist elements q and r
such that

b = aq + r

and N (r) < N (a).

A ring R is called a Euclidean ring if it satisfies the following three prop-
erties:

A. There is a norm function N assigning to every nonzero element a
of R a nonnegative integer N (a) and assigning to 0 a value N (0)
less than the norm of every nonzero element of R.

B. For any two nonzero elements a and b of R,

N (a) ≤ N (ab) .

C. For any two nonzero elements a and b of R, there exist elements
q and r such that

b = aq + r

and N (r) < N (a).

Properties A and B are mild assumptions on the norm function N . Prop-
erty C is the crucial one. It says, in effect, that R satisfies a division theorem.
Theorem 15.8 states that the rings Z and K[x] are Euclidean rings. More
precisely, Z is a Euclidean ring with respect to the absolute value function,
and K[x] is a Euclidean ring with respect to the degree function.

The reason to introduce the notion of a Euclidean ring is that we can
try to use the Properties A, B, and C that define a Euclidean ring to prove
theorems that apply to all such rings at once. Any theorem that we prove
for a Euclidean ring must hold simultaneously for Z and K[x], as well as
for any other ring that we might later study and show to be a Euclidean
ring. Thus, rather than giving proofs of similar-looking theorems over and
over again, once for each ring, we need only state and prove a single theorem
that applies simultaneously to all Euclidean rings. This allows us to treat Z

and K[x] together and to obtain theorems for new Euclidean rings with no
additional work.

An example of a Euclidean ring other than Z and K[x] is the ring Z[i] of
Gaussian integers. To prove this, we need a division theorem for Z[i].
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Theorem 15.9. Let R be the ring Z[i] of Gaussian integers and let N be the
norm function on R. For every two nonzero elements a and b of R, there exist
elements q and r such that

b = aq + r

and N (r) < N (a).

Exercise 15.7. Prove the division theorem for Z[i] by following the outline
below. The idea is simple, but a large quantity of notation is required in order
to name a large cast of numbers.

1. Think of the number q we need to find as the quotient of b divided by a
and think of r as the remainder. Recall that the set of complex numbers
Q[i] of the form f +gi, where f and g are both rational, is a field. It is built
from Q by our standard method of constructing a field in which we create
a square root, in this case starting from Q and forming a square root of
−1. Therefore, a nonzero Gaussian integer a, though not necessarily a unit
in Z[i], is a unit in Q[i]. This means we can divide by a in Q[i], so that
there is a genuine quotient b/a, or ba−1, in Q[i]. Suppose this quotient is
f + gi. In other words, f and g are rational numbers such that

b = a (f + gi) .

Since f and g may not be integers, f + gi may not be in Z[i].
2. We want to find a “quotient” b/a in Z[i]. Unless f and g are integers, we

will not be able to find an actual quotient. This is why we must allow
for a remainder. If there is to be a Gaussian integer q that serves as a
quotient, it should be close to the actual quotient f + gi in Q[i]. Compare
the situation in the integers. For two nonzero integers a and b, the quotient
b/a exists in Q. When we write b = aq + r, the integer we take for q is
the largest integer less than or equal to the rational number b/a. It is an
approximation to the actual quotient. Let us do something similar here.
We will choose q to be an approximation in Z[i] to the actual quotient
f +gi. To do so, choose an integer m within 1

2 of f and an integer n within
1
2 of g. Notice that m, which may be smaller than f or larger than f , is
uniquely determined unless f is exactly halfway between two integers, and
similarly for n. Set q = m + ni. Then q is a Gaussian integer, as is b − aq.
Set r = b − aq, so that b = aq + r. This r is our remainder. Show that

r = a ((f − m) + (g − n) i) .

(Notice that although (f − m) + (g − n) i may not be a Gaussian integer,
its product with a is.)

3. To conclude the proof of the division theorem, you need only check that
our putative remainder r satisfies N (r) < N (a). Do so.

Exercise 15.8. Use the division theorem for Z[i] to prove Theorem 15.10
below.
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Theorem 15.10. Z[i] is a Euclidean ring.

We now have three different kinds of Euclidean rings: the ring Z of integers,
the ring Z[i] of Gaussian integers, and the polynomial rings K[x] over a field
K. Any theorem we prove for Euclidean rings will apply to all three at once.
As an example of the use of Properties A, B, and C to prove something that
can be applied to all Euclidean rings, let us prove the following result.

Theorem 15.11. Suppose R is a Euclidean ring.

1. R is an integral domain; that is, R has no zero-divisors.
2. Cancellation holds in R; that is, for a a nonzero element of R, if ab = ac,

then b = c.
3. For any two nonzero elements a and b of R, if N (a) = N (ab), then b is

a unit.

Proof. For the first part, suppose a and b are nonzero. We recall that 0 is the
unique element of R of smallest norm. Therefore, N (0) < N (a) ≤ N (ab).
Since N (0) �= N (ab), the product ab cannot be 0. The second part is really
a statement about integral domains in general. If ab = ac, then a (b − c) = 0.
But since R has no zero-divisors and a is nonzero, b − c must be zero. Thus
b = c.

The proof of the third part is more complicated. Assume that N (a) =
N (ab). Let us try to divide a by ab. By Property C, there exist elements q
and r in R such that a = (ab) q + r and N (r) < N (ab). Let us rewrite the
equation as a − abq = r, or as a (1 − bq) = r. We know that a is nonzero. Is it
possible that 1 − bq is also nonzero? If it were, then Property B would imply
that

N (a) ≤ N (a (1 − bq)) = N (r) .

But this is impossible, since N (r) < N (a). Therefore, 1 − bq must be zero,
and 1 = bq, proving that b is a unit.

Since a Euclidean ring R is an integral domain, the notion of irreducibility
can be introduced. A factorization bc of a nonzero, nonunit element a of R is
trivial if one of the factors b or c is a unit, and is nontrivial otherwise. The
element a is irreducible if it is not zero, is not a unit, and has only trivial
factorizations. Here is another example of a family of results that we have
proved separately for different rings, but that can be proved simultaneously
for all Euclidean rings.

Theorem 15.12. Suppose R is a Euclidean ring.

1. The elements of R of the second-smallest size are precisely the units of R.
2. The elements of R of the third-smallest size are irreducible.
3. Every nonzero, nonunit element of R is irreducible or a product of irre-

ducible elements.



15.3 Unique Factorization 249

Exercise 15.9. Suppose R is a Euclidean ring. Prove Theorem 15.12. You
can proceed as follows.

1. Show that all units have the same norm by showing that N (u) = N (1)
for every unit u. There are two arguments to make. First show that
N (1) ≤ N (u), then show that N (u) ≤ N (1). In both cases, you can
use Property B.

2. Prove that if a is nonzero and its norm is the smallest possible among
the norms of nonzero elements of R, then a is a unit. To do this, use the
division theorem (Property C) for R to divide 1 by a, obtain a quotient
and remainder, and show that the remainder must be zero. Conclude that
you have proved the first part of the theorem.

3. Prove the second part in the same way that you have already proved
similar statements, such as the third part of Theorem 15.3.

4. Prove the third part in the same way that you have already proved The-
orems 15.2 and 15.5.

15.3 Unique Factorization

We saw in Chapter 12 that we can obtain the unique factorization theorems
for Z and K[x] by proving a specific sequence of theorems starting from the
division theorem. What we will next see is that we can rephrase the proofs
we gave for Z and K[x] so that the arguments use the language and the
conclusions of Theorem 15.8 but nothing more. The conclusions of Theorem
15.8 are those that define a Euclidean ring. Thus what we will see is that
every Euclidean ring satisfies a unique factorization theorem. This will apply
in particular to the ring Z[i]. The starting point is a Euclidean algorithm for
Euclidean rings, and this depends on having a notion of greatest common
divisor in a Euclidean ring.

Before proceeding in general, let us place into a common framework the
notion of greatest common divisor for Z and K[x]. This notion is quite intuitive
in the case of two integers a and b. In this case the greatest common divisor is
just that: the largest integer that is a common divisor of a and b. For example,
the greatest common divisor of 30 and 42 is 6. When we work with both
positive and negative integers, we measure their size not by themselves but
by their absolute values, so that negative integers have the same size as their
positive counterparts. For instance, 6 and −6 have the same size. Therefore,
perhaps we should regard not just 6 but also −6 as a greatest common divisor
of 30 and 42. Both are common divisors, and both have the largest possible
size among the common divisors ±1, ±2, ±3, and ±6 of 30 and 42. There is no
particular reason to prefer 6 to −6. From this point of view, a pair of integers
a and b has two greatest common divisors, the usual positive one d and its
negative −d. Each is a common divisor of a and b of largest possible size.

For a field K, we defined a greatest common divisor of two polynomials
a (x) and b (x) in K[x] to be a common divisor of largest size. There can
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be many of these, but they all differ from each other by nonzero constant
multiples, the units of K[x]. Similarly, the two greatest common divisors of
integers a and b differ from each other by a factor of −1, the one unit in Z in
addition to 1. We see that in both cases the common statement applies that
the greatest common divisors of two elements all differ from each other by
unit multiples.

Suppose more generally that R is a Euclidean ring. For two nonzero el-
ements a and b of R, define a greatest common divisor of a and b to be an
element d that is a common divisor and that has the largest possible size N (d)
among common divisors of a and b.

We can now review all the theorems we proved for Z and K[x], stating them
in a form that makes sense for every Euclidean ring R. As you read the results
below, you can think of the ring R as Z, as the ring K[x] of polynomials with
coefficients in a field K, or more generally as any Euclidean ring, including
Z[i]. We have proved these theorems in the first two cases. What we shall see
is that the proofs we have already given in these two cases apply to the general
case of all Euclidean rings as well, with wording changed as necessary. This
has two enormous benefits: We need to prove the theorems only once, and
they will apply simultaneously to Z and K[x]; having proved the theorems
not just for these specific rings but also for arbitrary Euclidean rings, we can
apply them to other Euclidean rings, such as Z[i].

The first result that we proved for Z and K[x] after the division theorem
was the following result about greatest common divisors, the basis for the
Euclidean algorithm.

Theorem 15.13. Suppose R is a Euclidean ring. Let a and b be nonzero
elements in R, and let q and r be elements of R such that b = aq + r and
N (r) < N (a). Then the greatest common divisors of a and b coincide with
the greatest common divisors of r and a.

Let us not worry about the proof of Theorem 15.13, or the proofs of the
theorems to follow, until we have obtained a complete list of the theorems we
wish to prove.

If a and b are two nonzero elements of a Euclidean ring R, how might we
set about finding a greatest common divisor? If a divides b, then a is a greatest
common divisor of a and b. If not, we use the division theorem (Property C)
to write b as aq1 + r1 and replace the pair b and a with the pair a and r1.
By Theorem 15.13, both pairs have the same greatest common divisors. If r1
divides a, it is a greatest common divisor. If not, we use the division theorem
to write a as r1q2 + r2. Now we replace the pair a and r1 with the pair r1
and r2. The pairs again have the same common divisors, by another appeal
to Theorem 15.13. If r2 divides r1, it is a greatest common divisor. If not, we
proceed once again, writing r1 as r2q3 + r3, and so on. Eventually, we reach a
remainder rn that divides the preceding remainder rn−1 (why?), so that the
next remainder rn+1 would be 0. This sequence of calculations, with the pair
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of elements a and b as the input and the final nonzero remainder rn as the
output, is the Euclidean algorithm for R.

As in the cases of Z and K[x], one can prove by induction on the number n
of steps required for the algorithm to terminate that rn is a greatest common
divisor of a and b. Then one can prove Bézout’s theorem below, using a similar
induction and working backwards through the Euclidean algorithm.

Theorem 15.14 (Bézout’s theorem for Euclidean rings). Suppose R is
a Euclidean ring. Let d be the greatest common divisor of elements a and b
of R produced by the Euclidean algorithm. There exist elements r and s in R
such that

d = ar + bs.

The proof of Bézout’s theorem shows both that r and s exist and that
they can be computed explicitly. Using Bézout’s theorem, we can describe the
relationship among the greatest common divisors of a and b.

Corollary 15.15 Suppose R is a Euclidean ring. Let d be the greatest com-
mon divisor of elements a and b of R produced by the Euclidean algorithm.

1. Every common divisor of a and b divides d. In particular, every greatest
common divisor of a and b divides d.

2. All the greatest common divisors of a and b differ from each other by unit
multiples.

As usual, we say that two elements a and b of R are relatively prime
if 1 is one of their greatest common divisors. Equivalently, the only common
divisors of relatively prime elements a and b are units. Bézout’s theorem yields
the following result by the usual proof.

Theorem 15.16. Suppose R is a Euclidean ring. Suppose also that a and b
are relatively prime elements of R and that c is an element of R such that a
divides the product bc. Then a divides c.

In turn, Theorem 15.16 yields Theorem 15.17 below.

Theorem 15.17. Let R be a Euclidean ring. Let p be an irreducible element
of R and suppose p divides the product bc of elements b and c of R. Then p
divides b, or p divides c. More generally, suppose p divides a1a2 · · · an. Then
p divides one of the factors ai.

From Theorem 15.17, we can deduce the following result in the usual way:

Theorem 15.18. Suppose R is a Euclidean ring. Suppose also that p1 · · · pm

and q1 · · · qn are two factorizations of a nonzero, nonunit element a in R as
a product of irreducible elements:

a = p1 · · · pm = q1 · · · qn.
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Then for some index j and some unit u, we have qj = upm. Hence

p1 · · · pm−1 = uq1 · · · qj−1qj+1 · · · qn.

Reordering the qi’s if necessary, we obtain

p1 · · · pm−1 = uq1 · · · qn−1.

In the setting of Theorem 15.18, we can keep going, reordering again if
necessary to deduce that qn−1 is a unit multiple of pm−1, and so on. Eventually,
we find that m = n and that for a suitable ordering, each qi is a unit multiple
of pi. In order to make this rigorous, we make an induction argument on the
number of factors m in one of the factorizations of a, proving the unique
factorization theorem below.

Theorem 15.19. Suppose R is a Euclidean ring. Suppose also that

p1p2 · · · pm and q1q2 · · · qn

are two irreducible factorizations of a nonzero, nonunit element a of R. Then
m = n, and the order of the factors in the second factorization can be changed
so that for each index j there is a unit uj of R such that qj = ujpj.

Exercise 15.10. Review the proofs for Z and K[x] of all the theorems above,
starting with Theorem 15.13 and ending with Theorem 15.19. In performing
the review, observe that the proof of each theorem uses only the Properties
A, B, and C that define a Euclidean ring and the results of Theorems 15.11
and 15.12.

1. Conclude from your review that all the theorems from Theorem 15.13 to
Theorem 15.19 hold for every Euclidean ring R.

2. In particular, write out detailed proofs of Theorem 15.13, Corollary 15.15,
and Theorem 15.17.

Exercise 15.11. Using Theorem 15.10, conclude that all the theorems from
Theorem 15.13 to Theorem 15.19 hold for Z[i]. In particular, conclude that
the unique factorization theorem below holds for Z[i].

Theorem 15.20. Suppose that

p1p2 · · · pm and q1q2 · · · qn

are two irreducible factorizations of a nonzero, nonunit Gaussian integer a of
R. Then m = n, and the order of the factors in the second factorization can
be changed so that for each index j the elements pj and qj either equal each
other or differ from each other by multiplication by −1, i, or −i.
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We know that in contrast to Z[i], the ring Z
[√−5

]
does not satisfy unique

factorization. In Z
[√−5

]
there are two factorizations of 6 as a product of

irreducible elements that cannot be obtained from each other by change of
order and unit multiplication. Therefore, in contrast to Z[i], the ring Z

[√−5
]

cannot be a Euclidean ring. Properties A and B in the definition of a Euclidean
ring are satisfied by Z

[√−5
]
. What fails is Property C, the division theorem.

This highlights how important the division theorem is.
The approach we have taken in this section is an illustration of the ax-

iomatic method , one of the hallmarks of mathematics. By closely examining
certain objects, we find what common properties account for many of the the-
orems about them. In the case of the rings Z and K[x], we used this process
of abstraction to identify the Properties A, B, and C that we used to define
a Euclidean ring. Then, working merely from these properties, or axioms, we
are able to prove a family of theorems. The power of the method is that these
theorems are applicable to every other object that satisfies the same axioms,
that is, to every other Euclidean ring, such as Z[i]. This approach to the de-
velopment of new mathematical information is one of the most profound ideas
of intellectual history.



This page intentionally left blank



16

The Ring of Gaussian Integers

16.1 The Irreducible Gaussian Integers

We have proved that the ring Z[i] is a Euclidean ring and therefore that
Z[i] satisfies a unique factorization theorem. Since every nonzero, nonunit
Gaussian integer is a product of irreducible Gaussian integers, it would be
desirable to know which Gaussian integers are irreducible. Our first result
provides a collection of irreducible Gaussian integers. Recall that we have
defined the norm N of a complex number a + bi as N(a + bi) = a2 + b2.

Theorem 16.1. Let p be a prime number. Suppose r is a Gaussian integer
satisfying N(r) = p. Then r is irreducible in Z[i]. In particular, if a and b are
integers such that a2 + b2 = p, then the Gaussian integers ±a± bi and ±b±ai
are irreducible.

Exercise 16.1. Prove Theorem 16.1. (Hint: For the first part, suppose st is a
factorization of r. You must show that this factorization is trivial. Apply the
norm to obtain p = N(s)N(t). Deduce that either N(s) or N(t) equals 1 and
conclude that either s or t is a unit.)

We have just shown that a Gaussian integer whose norm is a prime number
is irreducible in Z[i]. Next we will prove that the only other possibility for the
norm of an irreducible Gaussian integer is the square of a prime number.
This will provide a rough classification of the irreducible elements of Z[i] into
two families, those with prime norm and those with prime-squared norm. But
there is a significant difference between these two classes: Theorem 16.1 tells
us that every Gaussian integer with prime norm is irreducible. However, a
Gaussian integer whose norm is the square of a prime may or may not be
irreducible! Our proof that the only irreducible Gaussian integers are those
with prime or prime-squared norm uses the unique factorization theorem for
Z[i] and the following result:
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Proposition 16.2 Let r be a Gaussian integer that is neither zero nor a unit.
Then r is irreducible in Z[i] if and only if its complex conjugate r is irreducible
in Z[i].

Exercise 16.2. Prove Proposition 16.2. (Hint: Suppose r has a nontrivial
factorization r = xy. Recall that r = x y. Show that this is a nontrivial
factorization of r. Deduce that if r is irreducible, so is r. Then reverse the
roles of r and r to complete the proof.)

Theorem 16.3. Let r be an irreducible Gaussian integer. Then one of the
following holds:

1. There is a prime number p such that N(r) = p. In this case, r equals a+bi
for a pair of nonzero integers a and b satisfying a2 + b2 = p.

2. There is a prime number p such that N(r) = p2. In this case, r equals one
of the four numbers p, −p, pi, or −pi.

Exercise 16.3. Prove Theorem 16.3. You can follow the outline below.

1. First observe that rr is a factorization of N(r) in Z[i] as a product of
irreducible Gaussian integers. Use the unique factorization theorem to
deduce that every factorization of N(r) in Z[i] as a product of irreducible
Gaussian integers has two factors.

2. Observe that since r is not 0 or a unit of Z[i], its norm N(r) is an integer
greater than 1. Introduce notation for a prime factorization of N(r) in
Z, say N(r) = p1 · · · pt. Be aware that the primes pj may or may not be
irreducible in Z[i]; nothing is assumed about this. (Recall as an example
that 2 is prime in Z, but it is not irreducible in Z[i], since it factors as
2 = (1 + i)(1 − i).) In any case, each prime pj is a Gaussian integer
(pj = pj + 0i) and therefore factors uniquely in Z[i] as a product of one
or more Gaussian integers. Argue that there must exist a factorization of
N(r) in Z[i] as a product of at least t irreducible Gaussian integers, and
that therefore, by the first part, t equals 1 or 2.

3. Suppose that t = 2. Then N(r) = rr = p1p2. Using the unique factoriza-
tion theorem, deduce that r differs from either p1 or p2 by multiplication
by a unit of Z[i]. Conclude that there is a prime number p in Z such that
r equals one of the four numbers p, −p, pi, or −pi. Notice that in all four
of these cases, N(r) = p2.

4. Suppose that t = 1. To simplify notation, write p1 simply as p. Thus
N(r) = p. Write r as a + bi for integers a and b. Observe that if either a
or b is 0, then N(r) cannot be a prime number. Thus a and b are both
nonzero. Observe next that

p = N(r) = rr = (a + bi)(a − bi) = a2 + b2.

We have found that there are two kinds of irreducible Gaussian integers:
ordinary prime numbers p that do not factor nontrivially in Z[i], along with
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their unit multiples −p, pi, and −pi, and Gaussian integers a + bi whose
norms a2 + b2 are prime numbers. We would like to be able to characterize
both types of irreducible Gaussian integers, and we will be guided by the
following questions: (1) What are the primes p that do not factor nontrivially
in Z[i]? (2) What primes p are the norms of Gaussian integers (or equivalently,
what primes p can be expressed in the form a2 + b2 for ordinary integers a
and b)? (3) For a particular prime p that factors in Z[i], what are the possible
integers a and b such that a2 + b2 = p?

Let us answer question (3) first: We will start with prime numbers p in Z

and try to factor them nontrivially in Z[i]. Some prime numbers will remain
irreducible in Z[i], but others will not. For instance, as we have already seen,
the primes 2 and 5 factor nontrivially in Z[i]:

2 = (1 + i)(1 − i) and 5 = (2 + i)(2 − i).

Exercise 16.4. Let p be a prime number.

1. Deduce from Theorems 16.1 and 16.3 that either p is irreducible in Z[i]
or p factors as the product (a + bi)(a − bi) of two conjugate irreducible
Gaussian integers.

2. Conclude that p is irreducible in Z[i] if and only if the equation p = x2+y2

is not solvable in Z. Conclude that equivalently, p factors nontrivially in
Z[i] if and only if the equation p = x2 + y2 is solvable in Z. Observe
further that in this case, each pair of integers (a, b) satisfying the equation
p = a2+b2 corresponds to a nontrivial factorization of p as (a+bi)(a−bi).

3. Deduce that if p factors nontrivially in Z[i], then the irreducible Gaussian
integers a + bi occurring as factors of p correspond to the solutions (a, b)
to the equation x2 + y2 = p.

4. If p = 2, observe that the only solutions to x2 + y2 = 2 are (±1,±1).
Conclude that the four Gaussian integers ±1 ± i are irreducible and that
they are the only irreducible Gaussian integers dividing 2.

5. If p is odd and (a, b) satisfies a2 + b2 = p, explain why |a| �= |b|. Conclude
that associated with (a, b) are eight distinct solutions to x2 + y2 = p,
namely, (±a,±b) and (±b, ±a). (Why are they distinct?)

6. Observe that these eight solutions can be grouped into four pairs cor-
responding to four factorizations of p as a product of two irreducible
Gaussian integers. Explain why this does not violate the uniqueness of
factorizations of p as products of irreducible elements of Z[i].

7. In this same situation, use the uniqueness of factorizations as products of
irreducible Gaussian integers to prove that the eight solutions to x2+y2 =
p must be all of the solutions; there can be no others.

Some of what we have discovered in the preceding exercise can be summa-
rized by the following theorem.

Theorem 16.4. Let p be a prime number in Z.
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1. There are four solutions (±1,±1) to the equation x2 +y2 = 2, correspond-
ing to which there are four irreducible Gaussian integers ±1 ± i dividing
2. These four Gaussian integers fall into two pairs whose product is 2:

2 = (1 + i)(1 − i) = (−1 + i)(−1 − i).

2. If p is an odd prime number for which the equation x2 + y2 = p is not
solvable in Z, then p is irreducible in Z[i], as are −p, pi, and −pi.

3. If p is an odd prime number for which the equation x2 +y2 = p is solvable
in Z, then this equation has exactly eight solutions. There are integers a
and b satisfying b �= ±a such that the eight solutions are (±a,±b) and
(±b, ±a). Corresponding to these solutions are eight irreducible Gaussian
integers, ±a±bi and ±b±ai, that divide p. These eight Gaussian integers
fall into four pairs whose product is p, yielding factorizations of p as a
product of irreducible Gaussian integers such as the factorization

p = (a + bi)(a − bi).

Theorem 16.4 describes all the ways in which a prime number in Z can
factor in Z[i]. When combined with Theorem 16.3, it provides a classification
of irreducible Gaussian integers, as described by the theorem below.

Theorem 16.5. Every irreducible Gaussian integer r has one of the following
three forms:

1. r equals ±p or ±pi for an odd prime number p in Z that remains irre-
ducible in Z[i];

2. r is one of the eight irreducible factors ±a± bi or ±b±ai of an odd prime
number p in Z that factors nontrivially in Z[i], with a and b integers
satisfying a2 + b2 = p;

3. r is one of the four irreducible factors ±1 ± i of 2.

Exercise 16.5. Prove Theorem 16.5.

What keeps Theorem 16.5 from being a full-fledged classification of the
irreducible Gaussian integers is that we still need to determine which prime
numbers p are irreducible in Z[i] and which factor nontrivially. That is, we
have still to answer questions (1) and (2) above. Our work thus far shows that
the problem of determining the irreducibility of a given prime number p in
Z[i] is equivalent to the problem of determining the solvability of the equation
x2 + y2 = p in Z. This is summarized in the following theorem.

Theorem 16.6. The prime number p is irreducible in Z[i] if and only if the
equation x2 + y2 = p has no integer solutions.

Theorem 16.6 unites a classical problem in number theory that could have
been considered two thousand years ago, the solvability of the equation x2 +
y2 = p, and an algebraic problem that is much more modern, the irreducibility
in Z[i] of p. We will determine which primes are which, thereby answering our
two remaining questions, in Section 16.3.
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16.2 Gaussian Congruence Rings

In Section 6.4 we introduced the ring Zm, and we proved there that Zm is a
field if and only if m is prime. In Section 14.3 we introduced the ring F [x]m(x),
and we proved in Section 14.5 that F [x]m(x) is a field if and only if m(x) is
irreducible. This suggests to us that we might learn something interesting by
doing something similar in the ring Z[i].

Let us, then, take a nonzero, nonunit element m in Z[i] and construct a
ring (Z[i])m, consisting of equivalence classes of elements of Z[i] in which two
elements of Z[i] belong to the same class if they differ by a multiple of m.
We can then ask whether there is a meaningful relationship between (Z[i])m

being a field and m being irreducible in Z[i]. For simplicity, we are going to
consider only the special case in which m is a positive integer, which is the
only case that we need.

Fix an integer m > 1. To create the new ring (Z[i])m, roughly speaking, we
will apply the rewrite rule m = 0 to Z[i]. The ring Z[i] is the set of complex
numbers of the form c + di, where c and d are integers and i2 = −1. The
rewrite rule m = 0 allows us to replace c and d by integers lying between 0
and m − 1. We can therefore regard the coefficients as elements of Zm. This
leads to the following definition: The ring (Z[i])m is the set of elements of the
form c + di, where c and d are in Zm and i2 = −1. This definition allows us
to simplify the notation for the name of our new ring: From now on, we shall
write Zm[i] instead of (Z[i])m.

Addition and multiplication in Zm[i] are given by the rules

(c + di) + (e + fi) = (c + e) + (d + f)i

and
(c + di)(e + fi) = (ce − df) + (cf + de)i.

Notice that this is exactly how we define addition and multiplication in Z[i].
What is different is that for Zm[i] the coefficients c, d, e, and f are elements
of Zm, not integers. For example, if we take m = 12, then in the ring Z12[i]
we have ([7]+ [11]i)+ ([3]+ [9]i) = [10]+ [8]i, and ([7]+ [11]i)([3]+ [9]i) = [6].
(Check this!)

Exercise 16.6. Let us examine the two smallest rings of the form Zm[i].

1. According to the definitions, the ring Z2[i] consists of all elements of the
form a + bi, with a and b in Z2 (also known as F2). Deduce that Z2[i]
consists of the four elements 0, 1, i, and 1 + i.

2. Using these four elements, make addition and multiplication tables for
Z2[i], the way we did for fruit rings in Section 6.3.

3. Review the multiplication table and answer the following questions:
(a) Are there zero-divisors in Z2[i]?
(b) Does every nonzero element of Z2[i] have a multiplicative inverse?
(c) Is Z2[i] a field?
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4. Perform a similar analysis for the ring Z3[i], starting with the observation
that it contains nine distinct elements. List these elements. Do not bother
with the addition table, but make a multiplication table for Z3[i]. Use the
table to answer the following questions:
(a) Are there zero-divisors in Z3[i]?
(b) Does every nonzero element of Z3[i] have a multiplicative inverse?
(c) Is Z3[i] a field?

We would like to know in general when Zm[i] is a field. If m is not a
prime number, then Zm[i] cannot be a field. We can show this by a now-
familiar argument. If m is not prime, then it factors nontrivially as a product
ab of two positive integers. Then [a][b] = 0 in Zm[i], but [a] and [b] are not
themselves 0 in Zm[i]. This means that Zm[i] has zero-divisors, and thus it is
not a field.

Suppose that m is a prime number. Recall that m may or may not be
irreducible in Z[i]. If m is not irreducible, then Zm[i] is again not a field. After
all, as we have seen, m has a factorization in Z[i] of the form (a + bi)(a − bi)
for some choice of positive integers a and b. These positive integers must be
less than m, since m = a2 + b2. Therefore, [a] and [b] are nonzero in Zm[i],
and ([a] + [b]i)([a] − [b]i)[m] = [0]. This shows that Zm[i] has zero-divisors.

The only possible case, then, in which Zm[i] can be a field is that in which
m is a prime number in Z that is irreducible in Z[i]. To deal with this case,
we need a consequence of Bézout’s theorem, familiar to us for the Euclidean
rings Z and K[x]. Rather than stating it in full generality, let us just state
what we need.

Theorem 16.7. Suppose a is nonzero in Z[i] and p is a prime integer. If a
and p are relatively prime in Z[i], then there exist Gaussian integers r and s
such that

ar − ps = 1.

In particular, if p is irreducible in Z[i], and p does not divide a, then there
exist Gaussian integers r and s such that

ar − ps = 1.

Exercise 16.7. Prove Theorem 16.7 as an application of Theorem 15.14,
Bézout’s theorem for Euclidean rings.

Just as one might have expected, it turns out that if p is a prime number
that is irreducible in Z[i], then the ring Zp[i] is a field, and we have the
following theorem:

Theorem 16.8. Given a prime number p, the ring Zp[i] is a field if and only
if p is irreducible in Z[i].
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Exercise 16.8. Prove Theorem 16.8 following the outline below: Let p be a
prime number that is irreducible in Z[i]. We wish to show that Zp[i] is a field.
Let [c] + [d]i be a nonzero element of Zp[i], with [c] and [d] in = Zp. (Thus
we may take c and d to be integers representing their congruence classes.) We
need to prove that [c] + [d]i is a unit.

1. Notice that [c] + [d]i is a unit if one of [c] and [d] is [0] and the other is
not.

2. Having taken care of the case in which one of [c] and [d] is the zero
congruence class in Zp, suppose now that [c] and [d] are both nonzero
elements of Zp[i]. Observe that in Z[i], the prime p cannot divide c + di
(why?), so that p and c + di are relatively prime.

3. Deduce that in this case, by Theorem 16.7, there exist Gaussian integers
r and s such that

(c + di)r = 1 + ps.

4. Suppose r = e + fi for integers e and f . Deduce that(
[c] + [d]i

)(
[e] + [f ]i

)
= 1

in Zp[i].
5. Conclude that Zp[i] is a field.

For the remainder of this chapter we will be interested in rings of the form
Zm[i] only for integers m that are prime. Let us change notation, then, since
for a prime number p we are accustomed to writing the ring Zp as Fp, where
the F reminds us that Fp is a Field. By analogy, let us also write Fp[i] for the
ring Zp[i].

We still do not know which prime numbers p are irreducible in Z[i]. In
order to decide this, we will make use of an alternative description of Fp[i].
We have constructed Fp[i] as follows. We started with Z, to which we adjoined
a new number i whose square is −1 in order to obtain the ring Z[i]. Then we
passed to Fp[i] by setting p = 0. Let us describe this in more detail, with the
addition of an extra stage. Start with Z and pass to the polynomial ring Z[x].
Introduce the rewrite rule x2 = −1, allowing us to work only with polynomials
in x of degree at most 1. This makes x a square root of −1. For convenience,
replace x with the symbol i. So far, we have constructed Z[i]. Introduce the
rewrite rule p = 0 to obtain Fp[i]. The construction takes three steps. We
pass from Z to the polynomial ring Z[x], then add two rewrite rules: first,
x2 + 1 = 0; second, p = 0.

Suppose we reverse the order of the two rewrite rules. After passing from
Z to Z[x], apply the rewrite rules in the opposite order: first, p = 0; second,
x2 + 1 = 0. Applying p = 0 takes us from Z[x] to Zp[x], or Fp[x]. Applying
x2+1 = 0 takes us from Fp[x] to Fp[x]x2+1. It is natural to expect that the ring
we produce by applying the two rewrite rules to Z[x] is the same regardless
of the order in which the rewrite rules are introduced. Thus, the rings Fp[i]
and Fp[x]x2+1 should be the same, and so they are.
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Theorem 16.9. For a prime number p, the rings Fp[x]x2+1 and Fp[i] are the
same.

Exercise 16.9. Prove Theorem 16.9 by following the steps below:

1. Review the construction of the polynomial congruence rings in order to
observe that the ring Fp[x]x2+1 consists of elements of the form c + dγ,
where c and d are in Fp, the element γ satisfies the rule γ2 = −1, and
multiplication is given by the rule

(c + dγ)(e + fγ) = (ce − df) + (cf + de)γ.

2. Compare this to the defining description of the ring Fp[i] given above.
Notice that the descriptions are the same, except that we use γ in one
case and i in the other.

3. Conclude that Fp[x]x2+1 and Fp[i] are essentially the same rings; that is,
they are identical except for a change in notation.

Theorem 16.9 has the following consequence.

Theorem 16.10. For a prime number p, the ring Fp[i] is a field if and only
if the ring Fp[x]x2+1 is a field.

16.3 Fermat’s Theorem

We wish to determine which prime numbers p remain irreducible in Z[i] and
which prime numbers p factor nontrivially in Z[i]. In Theorem 16.8, we saw
that the primes p that are irreducible in Z[i] are those for which the ring Fp[i]
is a field. By Theorem 16.10, the ring Fp[i] is a field if and only if the ring
Fp[x]x2+1 is a field, and by Theorem 14.11, the ring Fp[x]x2+1 is a field if and
only if x2 + 1 is irreducible in Fp[x]. This leads to the following theorem:

Theorem 16.11. A prime number p is irreducible in Z[i] if and only if the
polynomial x2 + 1 is irreducible in Fp[x].

Exercise 16.10. Prove Theorem 16.11.

Theorem 16.11 may come as somewhat of a surprise, since it relates the
irreducibility of the prime number p in Z[i] to the irreducibility of the poly-
nomial x2 + 1 in Fp[x]. However, its truth is evident once we realize that the
two rings Fp[i] and Fp[x]x2+1 are the same.

We can rephrase the condition that x2 + 1 is irreducible in Fp[x]. After
all, x2 + 1 factors nontrivially in Fp[x] if and only if x2 + 1 has a root in Fp,
and x2 + 1 has a root in Fp if and only if the equation x2 = −1 is solvable in
Fp, that is, if −1 is a square in Fp. Thus Theorem 16.11 can be restated as
follows:
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Theorem 16.12. A prime number p is irreducible in Z[i] if and only if −1 is
not a square in Fp.

We concluded Section 16.1 with Theorem 16.6, which states that the
primes p that are irreducible in Z[i] are those for which the equation x2+y2 = p
has no integer solutions, while the primes p that factor nontrivially in Z[i] are
those for which x2 + y2 = p has integer solutions. Combining this with Theo-
rems 16.11 and 16.12, we obtain the following result:

Theorem 16.13. For a prime number p, either

1. the equation x2 + y2 = p has no integer solutions;
2. p is irreducible in Z[i];
3. x2 + 1 is irreducible in Fp[x]; and
4. −1 is not a square in Fp;

or

1. the equation x2 + y2 = p has integer solutions;
2. p factors nontrivially in Z[i];
3. x2 + 1 factors nontrivially in Fp[x]; and
4. −1 is a square in Fp.

Exercise 16.11. To prove Theorem 16.13, all one needs to do is combine
various theorems that preceded it. Make sure that you understand this, and
then write out a proof of Theorem 16.13 using the appropriate earlier results.

It remains to identify the primes p for which the first set of conditions of
Theorem 16.13 holds and the primes p for which the second set of conditions
holds. But we already know this. The simplest prime to handle is 2, for which
the second set of conditions holds: 12 + 12 = 2, the prime 2 factors in Z[i] as
(1+ i)(1− i), the polynomial x2 +1 factors in F2[x] as (x+1)2, and −1 equals
the square 1. The odd primes can be divided into two classes, those congruent
to 1 modulo 4 and those congruent to 3 modulo 4. For these classes, we can
use Theorem 13.6. Let us repeat its statement for convenience.

Theorem 16.14 (Theorem 13.6). Let p be an odd prime number.

1. If p ≡ 1 (mod 4), then −1 is a square in Fp.
2. If p ≡ 3 (mod 4), then −1 is not a square in Fp.

The first part of Theorem 13.6 was proved by an elementary argument
based on the congruence known as Wilson’s theorem. Combining this first
part with Theorem 16.13, we obtain Theorem 16.15 below.

Theorem 16.15. Suppose p is a prime number satisfying p ≡ 1 (mod 4).

1. The equation x2 + y2 = p has integer solutions, p factors nontrivially in
Z[i], the polynomial x2+1 factors nontrivially in Fp[x], and −1 is a square
in Fp.
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2. There are eight solutions to the equation x2 + y2 = p. Each solution (a, b)
corresponds to a pair of irreducible Gaussian integers a + bi and a − bi
such that p = (a + bi)(a − bi).

Exercise 16.12. Prove Theorem 16.15.

The second part of Theorem 13.6 was proved by an appeal to the congru-
ence theorem of Fermat, Theorem 7.7. Combining this with Theorem 16.13,
we obtain Theorem 16.16 below.

Theorem 16.16. Suppose p is a prime number satisfying p ≡ 3 (mod 4).
Then the equation x2 + y2 = p has no integer solutions, p is irreducible in
Z[i], the polynomial x2 + 1 is irreducible in Fp[x], and −1 is not a square
in Fp.

Exercise 16.13. Prove Theorem 16.16.

Theorems 16.15 and 16.16 combine to complete our description of the
primes p that are irreducible in Z[i].

To handle the prime numbers p that are congruent to 3 modulo 4, we
could have proceeded differently. After all, we proved in Exercise 6.11, by the
most elementary of congruence considerations, that x2 +y2 = p has no integer
solutions if p is congruent to 3 modulo 4. Let us review both the theorem and
the proof.

Theorem 16.17. Suppose p is a prime number satisfying p ≡ 3 (mod 4).
Then p is not the sum of two squares; that is, the equation x2 + y2 = p has
no integer solutions.

Proof. The square of an odd integer is odd, and the square of an even integer
is even. Also, the sum of two odd integers is even, as is the sum of two
even integers. Therefore, since p is odd, if a2 + b2 = p, then one of a or b
must be odd, and the other must be even. Say a is even and b is odd. Then
there exist integers m and n such that a = 2m and b = 2n + 1, yielding
p = 4m2 + 4n2 + 4n + 1. From this we see that p − 1 = 4

(
m2 + n2 + n

)
, so

that 4 divides p−1. In other words, the existence of a solution to the equation
x2 + y2 = p implies that p ≡ 1 (mod 4). We have proved the contrapositive
of the assertion of the theorem, and therefore we have proved the assertion
of the theorem itself, namely, that if p ≡ 3 (mod 4), then x2 + y2 = p has no
integer solution.

Combining Theorem 16.17 with Theorem 16.13, we obtain Theorem 16.16
without using the second part of Theorem 13.6. Indeed, we obtain in this way
another proof of the second part of Theorem 13.6 itself.

Let us review the approach we have taken in proving Theorems 16.15
and 16.16. The question of whether an odd prime number p is irreducible in
Z[i] was shown to be equivalent to three other questions, the unsolvability of
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x2 + y2 = p in Z, the irreducibility of x2 + 1 in Fp[x], and the nonexistence of
a square root of −1 in Fp. For a particular choice of p, if we decide any one of
these four questions, we get an answer to the other three. For p ≡ 3 (mod 4),
we can easily attack the question of the solvability of x2 + y2 = p. Simple
congruence considerations show that it is unsolvable, and this allows us to
deduce that p is irreducible in Z[i], that x2 + 1 is irreducible in Fp[x], and
that −1 is not a square in Fp. For p ≡ 1 (mod 4), we can attack the question
of −1 being a square in Fp. By showing, again by congruence considerations,
that −1 is a square, we are able to deduce that x2 + 1 factors nontrivially in
Fp[x], that p factors nontrivially in Z[i], and that the equation x2 + y2 = p is
solvable in Z. Our ability to interrelate these conditions gives us the flexibility
to choose different strategies for determining which conditions hold for a given
prime p.

Theorem 16.15 contains within itself a powerful existence theorem. Let us
state this theorem separately for emphasis.

Theorem 16.18. Suppose p is a prime number satisfying p ≡ 1 (mod 4).
Then the equation x2 + y2 = p has integer solutions. In fact, there are exactly
eight pairs of solutions, of the form (±a,±b) and (±b, ±a) for a pair of distinct
integers a and b.

Especially worthy of note is the role played by the unique factorization
theorem for Z[i] in proving the second statement of Theorem 16.18, that there
are exactly eight pairs of solutions.

The existence of solutions is half of a celebrated theorem of Fermat. We
stated Fermat’s theorem as Theorem 6.1 but were not in a position to prove
it. Now we have succeeded. Recall the full statement:

Theorem 16.19. An odd prime number p is the sum of the squares of two
integers if and only if p is congruent to 1 modulo 4.

The meaning of Fermat’s theorem can be understood by a middle-school
student if the congruence condition is replaced by the condition that the
remainder when p is divided by 4 is 1. Yet despite the elementary nature of
the theorem’s statement, a proof understandable by a middle-school student
is not easily given. The proof we have given depends on ideas and theorems
from throughout this book, illustrating the interconnectedness of a wide range
of ideas from number theory and algebra. This high point is a good place at
which to conclude our treatment of integers, polynomials, and rings.

Just as a novelist does not usually bring the narrative to an end at the
dramatic climax, but continues with a dénouement in which loose odds and
ends are tidied up, we shall conclude our book with a final chapter in which
we discuss some ideas that we were somehow unable to fit comfortably into
the main narrative.
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17

Finite Fields

17.1 Primitive Roots

In Section 6.4 we defined the rings Zm and showed that when m is prime,
the ring Zm is a field. To emphasize that these are Finite Fields with a prime
number of elements, we introduced the notation Fp for the finite field with p
elements. Then in Section 13.3 we stated in Theorem 13.9 the remarkable fact
that every field Fp has a primitive root, that is, an element a that generates the
nonzero elements of Fp in the sense that

{
a, a2, a3, . . . , ap−1

}
is a complete

set of the p − 1 nonzero elements of Fp. Equivalently, a is an element of Fp of
order p − 1; that is, ap−1 = 1, and aj �= 1 for j = 1, 2, . . . , p − 2. We did not
prove Theorem 13.9 at that time; we will do so now.

The idea of the proof of Theorem 13.9 is actually quite simple. Ev-
ery element of Fp has some order, which has to be a number in the set
{ 1, 2, . . . , p − 1 } (why?), and in fact, we shall see that the order has to be
a divisor of p − 1. We are going to count the elements of various orders and
show that there are simply not enough elements of orders less than p − 1 to
account for all the p − 1 elements of Fp. We will have to conclude, then, that
the field Fp has at least one element of order p − 1, that is, a primitive root.

Exercise 17.1. Explain why the order of an element of Fp is one of the num-
bers 1, 2, . . . , p − 1. (Hint: This exercise is an easy application of Fermat’s
theorem (Theorem 7.7). Alternatively, you can argue that if the order of an
element of Fp is greater than p − 1, then Fp will have more than p elements.
The order of an element of Fp is a positive integer by definition. Your task is
to explain why it must be less than p.)

Fix a prime number p and let 1 denote the multiplicative identity of Fp.
By Fermat’s theorem, every nonzero a in Fp satisfies ap−1 = 1. The following
proposition shows that the order of a is a divisor of p − 1.

Proposition 17.1 Let a be a nonzero element of Fp of order e; that is, ae = 1
but ad �= 1 for any positive integer d < e. Then e divides p − 1.
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Exercise 17.2. Prove Proposition 17.1. (Hint: Fermat’s theorem yields that
ap−1 = 1. Now use the division theorem to write p−1 as eq+r with 0 ≤ r < e
and show that we must have ar = 1. Deduce from the definition of order that
r must be 0, so that e divides p − 1.)

We are now ready to start counting how many elements of each possible
order there are in Fp. Proposition 17.1 tells us that the possible orders are
the divisors of p − 1. Let us write Np(e) for the number of elements of Fp of
order e. We are going to obtain a bound on the number of elements of each
order, and then show that there must be at least one element of order p − 1
to account for all p − 1 nonzero elements of Fp.

Recall the definition of the Euler φ-function, which we gave in Section 7.3:
For a positive integer m, φ(m) is equal to the number of integers in the set
{ 1, 2, . . . , m − 1 } that are relatively prime to m.

Proposition 17.2 Let p be a prime number, let e be a divisor of p − 1, and
let Np(e) be the number of elements of Fp of order e. Then

Np(e) ≤ φ(e),

where φ is the Euler φ-function.

Proposition 17.2 tells us that we can obtain a bound on the number of
elements of order less than p − 1 by adding up the values of φ(e) as e runs
over the positive divisors of p − 1 that are less than p − 1. The field Fp has
p − 1 nonzero elements, and if we can show that there are fewer than p − 1
elements whose orders are less than p − 1, then any remaining elements must
have order p − 1. These elements are the primitive roots.

Before we prove Proposition 17.2, let us see how it can help us by looking
at a concrete example. Let us consider the field F11. Propsition 17.1 tells us
that the order of every nonzero element of F11 is a divisor of 10. Thus the
only possible orders of elements in F11 are 1, 2, 5, and 10. Proposition 17.2
tells us that in F11 there are at most φ(1) elements of order 1, at most φ(2)
elements of order 2, and at most φ(5) elements of order 5. Thus there are at
most 1 + 1 + 4 = 6 elements of order less than 10. But there are 10 nonzero
elements in F11 altogether. Therefore, there must be at least four elements
of order 10 in F11. That is, F11 has a primitive root, in fact, at least four of
them.

Exercise 17.3. Calculate the order e of each nonzero element of F11. How
many elements are there of each order? How do these values compare with
the corresponding values of φ(e)?

Now do the same for F13.

Exercise 17.4. Prove Proposition 17.2 as follows:

1. If there are no elements of order e, then Np(e) = 0, and the inequality
holds. In this case we are done. Therefore, we may assume that Np(e) is
positive. Under this assumption, let b be an element of Fp of order e.
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2. Observe that the elements b, b2, b3, . . . , be all satisfy the equation xe = 1.
In other words, they are all roots in Fp of the polynomial xe − 1. Observe
also that they are all distinct. Thus we have found e distinct roots in Fp of
a degree-e polynomial with coefficients in Fp. Using Theorem 9.10, deduce
that these e elements are all the roots of xe−1 in Fp. In particular, observe
that every element of order e in Fp must be on this list of elements.

3. If m is an integer in the range from 1 to e, show that

(bm)(e/(m,e)) = 1.

(Hint: Use the fact that m is divisible by (m, e).) In particular, observe
that if (m, e) �= 1, then bm has order less than e.

4. Deduce that at most φ(e) of the numbers in the list b, b2, . . . , be have order
e, so that Np(e) ≤ φ(e).

As we have seen in our examples, the bound given in Proposition 17.2 can
help in establishing the existence of primitive roots, and therefore, we make
a slight detour to study the Euler φ-function.

Before stating our first result, let us consider an example. We can catego-
rize each of the integers from 1 to 36 according to its greatest common divisor
with 36. All the integers a relatively prime to 36, that is, with (a, 36) = 1, are
placed in one pile; call it P1. Thus P1 = { 1, 5, 7, 11, 13, 17, 19, 23, 25, 29, 31, 35 }.
All the integers m with (36, m) = 2 get placed in a second pile, P2. Thus
P2 = { 2, 10, 14, 22, 26, 34 }. Similarly, we obtain

P3 = { 3, 15, 21, 33 },

P4 = { 4, 8, 16, 20, 28, 32 },

P6 = { 6, 30 },

P9 = { 9, 27 },

P12 = { 12, 24 },

P18 = { 18 },

P36 = { 36 }.

Notice that the list of greatest common divisors of various integers and 36
is exactly the list of divisors of 36, and that for each such divisor d there is at
least one element in Pd, namely, d itself. How many integers are in Pd? If you
count, you will find that for each divisor d of 36, there are φ

( 36
d

)
elements of

Pd. This is reasonable, since an integer a is relatively prime to 36
d precisely if

a has no nontrivial factors with 36
d , which is the case if and only if d is the

only factor that a has in common with 36. In particular, the pile P1, which
consists of the integers relatively prime to 36, contains φ(36) integers, as we
would expect. Since every number from 1 to 36 appears in precisely one of
the piles, we have the equality



270 17 Finite Fields

φ

(
36
1

)
+ φ

(
36
2

)
+ φ

(
36
3

)
+ φ

(
36
4

)
+ φ

(
36
6

)
+ φ

(
36
9

)
+ φ

(
36
12

)

+ φ

(
36
18

)
+ φ

(
36
36

)
= 36.

We can write this more compactly as∑
d|36

φ

(
36
d

)
= 36,

where the uppercase Greek sigma indicates summation, as usual, and the
notation d | 36 means that the summation is to be taken over all divisors d
of 36.

We can simplify this expression further by observing that d is a divisor of
36 if and only if 36

d is a divisor of 36, and therefore,

∑
d|36

φ

(
36
d

)
=

∑
d|36

φ(d),

since all we are doing is adding up the same numbers in a different order. We
end up with the following equality:∑

d|36
φ(d) = 36.

There was nothing special about the integer 36 in our discussion, and so
we may replace it by an arbitrary positive integer n to obtain the following
theorem:

Theorem 17.3. Let n be a positive integer and let d be a divisor of n. The
number of integers m in the range from 1 to n such that (m, n) = d is φ

(
n
d

)
.

Hence, ∑
d|n

φ(d) = n.

Exercise 17.5. Prove Theorem 17.3. Proceed as follows.

1. First observe that for a divisor d of n, the integers m between 1 and n
such that (m, n) = d must be multiples of d.

2. Now show that if k is a positive integer and d is a divisor of n, then
(kd, n) = d if and only if

(
k, n

d

)
= 1. Conclude that the number of multi-

ples of d in the range from 1 to n whose greatest common divisor with n
is d is equal to the number of integers in the range from 1 to n

d that are
relatively prime to n

d . This yields the first statement of the theorem.
3. Conclude that ∑

d|n
φ

(n

d

)
= n.

Then deduce the second part.
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We can now prove that Fp has a primitive root! We will actually prove
more, namely, that Fp has exactly φ(p − 1) primitive roots. Note that this
really is more, since φ(n) ≥ 1 for all positive integers n (why?).

Theorem 17.4. For every prime number p, the field Fp contains a primitive
root. In fact, Fp contains exactly φ(p − 1) primitive roots.

Exercise 17.6. Prove Theorem 17.4 as follows:

1. By Proposition 17.1 and Fermat’s theorem, every nonzero element has
some order e dividing p − 1. Deduce that∑

e|(p−1)

Np(e) = p − 1.

2. Recall from Theorem 17.3 that∑
e|(p−1)

φ(e) = p − 1.

3. By Proposition 17.2 you know that Np(e) ≤ φ(e) for each divisor e of
p − 1. Deduce from this and the two summation formulas above that the
equalities Np(e) = φ(e) must hold.

4. Choose e to be p − 1 and obtain the formula Np(p − 1) = φ(p − 1).
5. Conclude that there are φ(p − 1) primitive roots in Fp, and in particular,

that primitive roots exist in Fp.

We conclude this section with a curious observation. The equality Np(e) =
φ(e) exhibits an asymmetry in that the left-hand side depends on the choice
of prime number p, while the right-hand side does not: Np(e) is the number of
elements of order e in the field Fp, while φ(e), the number of positive integers
less than e and relatively prime to e, has nothing to do with the choice of p at
all. Therefore, if p1 and p2 are prime numbers and e is divisor of both p1 − 1
and p2 − 1, then the fields Fp1 and Fp2 have the same number of elements of
order e. For example, consider the fields F37 and F31. We can choose e = 6, a
divisor of both 36 and 30, and observe that each of F37 and F31 has φ(6) = 2
elements of order 6.

17.2 Quadratic Reciprocity

We saw in Section 13.3 that half the nonzero elements of Fq, for an odd
prime number q, are squares, and half are not. We discussed how to determine
whether −1 is a square, but we did not pursue the issue further. We did,
however, point out that knowing that Fq contains a primitive root would
lighten the burden of proof, and now that we have established that each of
the fields Fq indeed contains a primitive root, we can offer new proofs for old
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theorems: Let a be a primitive root of Fq. Then the elements of Fq can be
listed as a, a2, a3, . . . , aq−1. Observe that a cannot be a square in Fq (why?),
and therefore, the squares in Fq are precisely the q−1

2 even powers of a, namely,
a2, a4, . . . , aq−1. Furthermore, since a(q−1)/2 is the element −1 in Fq (why?),
it follows that −1 is a square if and only if q−1

2 is even (why?), that is, if and
only if q is congruent to 1 modulo 4.

Therefore, in theory, we can determine which elements are squares in Fq

by finding a primitive root and writing out the even powers of that root.
However, there is nothing in our proof of the existence of a primitive root
that tells us how to find that primitive root, and if we wanted to know, say,
whether [7] is a square in F101, we would be reduced to trial and (perhaps
plenty of) error in finding a primitive root in F101 and then calculating that
root’s even powers to see whether [7] is in the list. (Some calculation shows
that [3] is a primitive root in F101 and that [7] = [3]61. Since 61 is odd, [7] is
not a square. In fact, the following exercise implies that [7] is itself a primitive
root of F101.)

Exercise 17.7. Show that if a is a primitive root of Fq, then ax is also a
primitive root of Fq if and only if (x, q − 1) = 1. Observe the corollary that
Fq has φ(q − 1) primitive roots.

The great Gauss considered the problem of squares in Fq and discovered a
marvelous relationship among squares in various fields Fq for different primes
q. This relationship is called the law of quadratic reciprocity . A bit of Latin
will help to explain this terminology: reciprocus means “alternating,” and
quadrum means “square.” The law of quadratic reciprocity provides an alter-
native expression for a square in a field Fq in terms of a square in a different
field Fq′ . The idea of alternation is stronger even than a mere alternative
would suggest: The law of quadratic reciprocity tells us whether a prime p is
a square in Fq in terms whether q is a square in Fp. For example, the question
we asked above, whether [7] is a square in F101, can be reduced to the question
whether [101] is a square in F7. But [101] = [3] in F7, and listing the squares
in F7 is easier than doing the same in F101. (A bit of calculation shows that
[3] is a primitive root in F7 and is therefore not a square.)

Let us switch our point of view for the moment, considering not the ques-
tion of squares in the field Fq but instead the equivalent congruence ques-
tion in Z: An element a is the square of an element b in Fq precisely when
a ≡ b2 (mod q). Our new problem is therefore to discover which integers n are
congruent to squares modulo a particular prime q and which are not. In other
words, for each integer n, is there an integer m such that n ≡ m2 (mod q), or
does no such m exist? Whatever the answer is for n, we will obtain the same
answer for every integer congruent to n modulo q. Thus it suffices to ask the
question for the integers n ranging from 0 to q − 1, though we may at times
wish to work with other integers.

The integers that are congruent to squares modulo q are called quadratic
residues modulo q, and the integers that are not congruent to squares modulo
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q are called quadratic nonresidues modulo q. For instance, every integer is a
quadratic residue modulo 2. We have proved that for an odd prime q, half
the integers from 1 to q − 1 are quadratic residues modulo q and half are not.
This is simply a restatement of the theorem that half the nonzero elements
in the field Fq are squares and half are not. We have also proved that −1 is
a quadratic residue modulo an odd prime q if and only if q is congruent to 1
modulo 4.

Exercise 17.8. Fix a prime number q.

1. Suppose that two integers a and b are both quadratic residues modulo q
or that neither is a quadratic residue modulo q. Prove that the product
ab is a quadratic residue modulo q. (Hint: Translate this into a statement
in Fq and observe that you have proved it already.)

2. In contrast, show that if one of a and b is a quadratic residue modulo
q and the other is not, then the product ab is not a quadratic residue
modulo q.

3. Let n be a positive integer with prime factorization p1 · · · pt, where we
do not insist that all the prime factors pi be distinct. Show that n is a
quadratic residue modulo q if and only if an even number of the prime
factors pi are quadratic nonresidues modulo q.

4. Continue with the same n, so that −n factors as (−1)p1 · · · pt. If q ≡
1 (mod 4), what condition on the pi’s determines whether −n is a quadratic
residue modulo q? What if q ≡ 3 (mod 4)?

The exercise above shows that in trying to determine whether an integer
n is a quadratic residue modulo a prime q, we can instead solve the problem
of deciding whether the prime number pi is a quadratic residue modulo q for
each of the prime factors pi of n.

In mathematics, good notation is a powerful tool (just imagine trying to do
long division with Roman numerals!), and a handy notation has been devised
for working with quadratic residues: Let n be an integer and q a prime number.
The Legendre symbol (

n

q

)
is set equal to 1 if n is a quadratic residue modulo q, and to −1 if n is a
quadratic nonresidue modulo q. The symbol is named for the French mathe-
matician Adrien Marie Legendre (1752–1833). The beauty of this notation is
that if n factors as ab, then the first two parts of the previous exercise can be
interpreted as saying that (

n

q

)
=

(
a

q

) (
b

q

)
,

and the second two parts say that if n = p1 · · · pt, then
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n

q

)
=

(
p1

q

)
· · ·

(
pt

q

)

and (−n

q

)
=

(−1
q

) (
p1

q

)
· · ·

(
pt

q

)
.

These formulas reduce the problem of determining whether an integer is a
quadratic residue modulo an odd prime number q to the problem of deter-
mining whether certain prime numbers are quadratic residues modulo q.

As we remarked near the beginning of this section, we are going to state a
“reciprocity” law that relates quadratic residues for primes p and q, that is, a
law that relates

(
p
q

)
to

(
q
p

)
. The prime p = 2, as the sole even prime number,

is a special case, and therefore, before proceeding to the general case of p an
odd prime, we are going to state a theorem that tells us for which odd primes
q the prime 2 is a quadratic residue modulo q and for which odd primes q
the prime 2 is a quadratic nonresidue. Our result will be analogous to that
of Theorem 13.6, which provides the same service for −1. Before stating the
theorem, let us look at some data, as we did for −1, and try to guess what
the theorem should say. As before, let us examine all the odd primes q up to
q = 101, listing those for which 2 is a quadratic residue and those for which
2 is a quadratic nonresidue. If you do this, you will find that 2 is a quadratic
residue modulo the primes

7, 17, 23, 31, 41, 47, 71, 73, 79, 89, 97,

and that 2 is a quadratic nonresidue modulo the primes

3, 5, 11, 13, 19, 29, 37, 43, 53, 59, 61, 67, 83, 101.

For instance, to see that 2 is a quadratic residue modulo 23, notice that 2 is
congruent modulo 23 to 25, which is 52. Or to see that 2 is a quadratic residue
modulo 79, notice that 2 is congruent modulo 79 to 81, which is 92. It takes
more work to verify that 2 is a quadratic nonresidue modulo a given prime
q, for in that case we must square each of the numbers from 0 to q − 1 and
check that none of the resulting squares is congruent to 2.

You should check, at least for q = 3, 5, 11, and 13, that 2 is a quadratic
nonresidue modulo q.

Is there a pattern to our lists? In contrast to the question whether −1 is a
quadratic residue, it is not the case that the congruence class of q modulo 4
makes a difference. We see that 2 is a residue for primes congruent to 1 modulo
4 as well as for primes congruent to 3 modulo 4. And the same situation
obtains for 2 a nonresidue. Nonetheless, there is a pattern. What matters
is the congruence class of q modulo 8. Every integer is congruent modulo 8
to exactly one of 0, 1, 2, 3, 4, 5, 6, 7. An odd integer is congruent modulo 8 to
exactly one of 1, 3, 5, 7. With this in mind, look back at the two lists. Every
prime number on the first list is congruent to 1 or 7 modulo 8; every prime
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number on the second list is congruent to 3 or 5 modulo 8. This suggests the
following theorem, which we state without proof.

Theorem 17.5. Let q be an odd prime number. The integer 2 is a quadratic
residue modulo q if q is congruent to 1 or 7 modulo 8, and is a quadratic
nonresidue modulo q if q is congruent to 3 or 5 modulo 8.

Theorem 17.5 is a wonderful result, providing a simply stated criterion for
whether 2 is a quadratic residue modulo a prime. For instance, is 2 a quadratic
residue modulo the prime number 331 577? In other words, is there an integer
m with the property that m2 − 2 is divisible by 331 577? Theorem 17.5 tells
us the answer. (What is it?)

Now that we have taken care of the special case of the prime 2, we are ready
to face the question of which odd primes p are quadratic residues modulo an
odd prime q, and which are nonresidues. Here, the story gets more interesting.
Since we are dealing with all odd primes together, we are not going to obtain,
as we did for −1 and for 2, a simple rule. What we obtain instead is a beautiful
and famous theorem, the law of quadratic reciprocity, that stands the question
on its head. Rather than giving us a straight answer, the law relates the
question whether p is a quadratic residue modulo q to the question whether q
is a quadratic residue modulo p. There is no reason to think a priori that the
answers to these two questions should be related.

Since the two questions are symmetric, the only difference being the order
of p and q, it might seem that a relationship between

(
p
q

)
and

(
q
p

)
would

simply lead us in circles, but in fact, it does not. The reason is that if p is
smaller than q, then the question whether q is a quadratic residue modulo p
is easier than that whether p is a quadratic residue modulo q. For instance,
if we want to know whether 11 is a quadratic residue modulo 83, the law of
quadratic reciprocity will tell us that we can answer this question if we can
answer the question whether 83 is a quadratic residue modulo 11. But this is
a much easier question, for we can replace 83 by 6, since 83 is congruent to
6 modulo 11, and so 83 is a quadratic residue modulo 11 if and only if 6 is.
To determine whether 6 is a quadratic residue modulo 11, we must answer
whether 2 and 3 are quadratic residues modulo 11. We can check directly that
2 is not, or use Theorem 17.5. We can check directly that 3 is a quadratic
residue modulo 11, or we can use the law of quadratic reciprocity again to flip
the problem over and ask whether 11 is a quadratic residue modulo 3, which
is equivalent to asking whether 2 is a quadratic residue modulo 3 (is it?).

In general, as in this example, if p and q are odd primes with p < q, and
we are faced with the problem of determining whether p is a quadratic residue
modulo q, the law of quadratic reciprocity allows us to switch to the question
whether q is a quadratic residue modulo p, allowing us to work with a smaller
modulus. We can reduce q modulo p to get a number smaller than p, and
then we can factor this as a product of primes, and we can now work with
primes r that are smaller than p. In this way, we can keep reducing the size
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of the problem until we are left with such small numbers that we can decide
our question easily.

We have yet to describe exactly how the law of quadratic reciprocity relates
the question whether p is a quadratic residue modulo q to the question whether
q is a quadratic residue modulo p. It turns out that the relation is simple, but
subtle. It is instructive to try to guess what this relationship must be by
calculating (p

q ) for all odd primes p and q less than some number, say 101,
and then studying the results, comparing (p

q ) to ( q
p ). Euler and Legendre must

have made such a study, in order to be able to guess the relationship that has
come to be known as the law of quadratic reciprocity. They were unable to
prove it, however. As noted earlier, Gauss found a proof when he was 19 years
old and published it in 1801. Gauss was so fascinated by this result that he
found several more proofs, and dozens more have been given since. Many of
the most profound developments in number theory in the two hundred years
since Gauss’s first proof have arisen from research aimed at generalizing this
law. Here is its statement.

Theorem 17.6. Let p and q be two distinct odd prime numbers.

1. Suppose one or both of p and q is congruent to 1 modulo 4. Then p is a
quadratic residue modulo q if and only if q is a quadratic residue modulo p:(

q

p

)
=

(
p

q

)
.

2. Suppose instead that p and q are both congruent to 3 modulo 4. If p is
a quadratic residue modulo q, then q is a quadratic nonresidue modulo
p; if p is a quadratic nonresidue modulo q, then q is a quadratic residue
modulo p: (

q

p

)
= −

(
p

q

)
.

Let us use Theorem 17.6 to determine whether 11 is a quadratic residue
modulo 83. Both 11 and 83 are congruent to 3 modulo 4. Thus the answer
will be the opposite of the answer to the question whether 83 is a quadratic
residue modulo 11. This question, in turn, is equivalent, as we noted above, to
the question whether 6 is a quadratic residue modulo 11, and we can answer
that question by factoring 6 = 2 × 3 and determining whether 2 and 3 are
quadratic residues modulo 11. We know by Theorem 17.5 that 2 is not a
quadratic residue modulo 11. Therefore, 6 is a quadratic residue modulo 11 if
3 is not, and 6 is not a quadratic residue modulo 11 if 3 is. Using quadratic
reciprocity again, the answer to the question whether 3 is a quadratic residue
modulo 11 is the opposite of the answer to the question whether 11 is a
quadratic residue modulo 3, or, equivalently, whether 2 is a quadratic residue
modulo 3. Since 2 is a quadratic nonresidue modulo 3, we find that 3 is a
quadratic residue modulo 11, so that 6 is not a quadratic residue modulo 11,
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and 11 is a quadratic residue modulo 83. This calculation is much simplified
if we use the Legendre symbols:(

11
83

)
= (−1)

(
83
11

)
= (−1)

(
6
11

)

= (−1)
(

2
11

) (
3
11

)
= (−1)(−1)

(
3
11

)

= (−1)(−1)(−1)
(

11
3

)
= (−1)(−1)(−1)

(
2
3

)
= (−1)(−1)(−1)(−1) = 1.

Exercise 17.9. Answer the following questions, using the law of quadratic
reciprocity.

1. Is 12 a quadratic residue modulo 29?
2. Is −17 a quadratic residue modulo 37?
3. Is 56 a quadratic residue modulo 37?
4. Is 14 a quadratic residue modulo 137?
5. Is 55 a quadratic residue modulo 179?

Exercise 17.10. One reason we want to know whether an integer is a
quadratic residue modulo an odd prime q is so that we can determine which
elements of Fq are squares. This will allow us to decide which quadratic equa-
tions over Fq are solvable, or which quadratic polynomials in Fq[x] are irre-
ducible. We need merely determine whether the discriminant of the polyno-
mial has a square root in the field. Answer the following questions:

1. Is the polynomial x2 − [7]x + [1] irreducible in F47[x]?
2. Is the polynomial x2 + [8]x + [4] irreducible in F37[x]?
3. Is the polynomial x2 + x + [1] irreducible in F71[x]?

17.3 Classification

In Section 14.5 we learned how to construct a field extension K of a “base”
field F by choosing a monic irreducible polynomial m(x) in F [x], letting γ
be root of m(x), and adjoining γ to the field F by implementing the rewrite
rule m(γ) = 0. When the base field is Q, the field of rational numbers, the
field extensions K obtained in this way can be identified with subfields of the
complex numbers C, and the elements of K are called algebraic numbers. If
we choose as our base field not Q but a finite field Fp, the construction of
extension fields K is also of interest, because we obtain new finite fields.

Suppose that we start with the finite field Fp, which has p elements, and
select a monic irreducible polynomial m(x) in Fp[x] of degree n. Our construc-
tion of the new field K containing Fp and containing a root of m(x) involves
creating a new element γ that is to be a root of m(x) and taking K to be the
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set of all polynomial expressions in γ of degree less than n with coefficients in
Fp, with the arithmetic operations in K subject to the rewrite rule m(γ) = 0.
Thus a typical element of K looks like

a0 + a1γ + a2γ
2 + · · · + an−1γ

n−1,

where the coefficients ai are in Fp. It is easy to determine the number of
elements in K. There are p possibilities for each coefficient ai, and n different
coefficients. Thus there are

n times︷ ︸︸ ︷
p × p × · · · × p = pn

different elements in K. We have built a field of size pn.
Two natural directions of study now present themselves: applications of

finite fields, and the general development of the theory of finite fields. Among
applications are the construction of Latin squares in statistical design theory,
the construction of finite projective planes in geometry, and the construction
of error-correcting codes in coding theory. We will not, alas, pursue these
applications, but you can learn about them in many books. In each of the
applications mentioned, one requires a finite field with exactly t elements, for
some positive integer t. The primary result on existence of finite fields is the
following.

Theorem 17.7. Let p be a prime number and let n be a positive integer. Then
there exists a monic irreducible polynomial m(x) in Fp[x] of degree n. Hence
there is a field Fp[x]m(x) of size pn.

Theorem 17.7 ensures the existence of finite fields of any prime-power
size. What about other sizes? Surprisingly, no other sizes are possible. Or
perhaps it is not so surprising, since our experience with congruence rings
with a composite (nonprime) number of elements showed the possibility of
zero-divisors lurking about. This is precisely the problem with finite fields: If
the number of elements of a finite ring is not a prime power, then the ring has
zero-divisors.

It turns out to be fairly easy to prove that every finite field has prime-
power size, provided that one has sufficient background in linear algebra. If K
is a finite field, one first shows that there is a prime number p such that inside
K is a copy of Fp. To do so, consider in K the sums of the additive identity 1.
In other words, consider 1, 1+1, 1+1+1, etc. Let us write [t] for the element
in K that one gets by adding 1 to itself t times (so 1 + 1 + 1 = [3]). Thus, [t]
is not itself an integer, but an element of our field K. Since K is finite, the
elements [1], [2], [3], . . . cannot all be different elements of K. There must,
then, be two distinct positive integers r and s such that [r] = [s]. It follows
from this that there is a positive integer m such that the element [m] in K is
zero (0 = [r] − [s] = [r − s]). There must be a smallest such positive integer,
call it m0, with the property that [m0] in K is zero. We now argue that if
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m0 is not prime, but factors nontrivially as ab, then [a][b] = [ab] = [m0] = [0]
in K, so that [a] and [b] are zero-divisors. Since K is a field, this cannot
happen, and we conclude that m0 is a prime number p. The resulting elements
[0], [1], . . . , [p − 1] in K form a copy of the field Fp.

Here is where the linear algebra comes in. First we observe that linear
algebra can be developed over any field, not just R, so that we can apply the
theorems of linear algebra to vector spaces over the field Fp. Then we observe
that the field K can be thought of as a vector space over Fp. As a vector
space, K has a basis, of some size n. Therefore, the elements of K can be
written as linear combinations of the n basis elements, with the p elements
of Fp as coefficients. It follows immediately that K has size pn. The result of
these considerations is the following theorem.

Theorem 17.8. If K is a finite field, then there is a prime number p such
that K contains a copy of the field Fp. Moreover, there is a positive integer n
such that K has size pn. Thus the only possible sizes of finite fields are powers
of prime numbers.

An alternative proof of Theorem 17.8 can be given by employing a gener-
alization of the theorem that Fp has a primitive root, namely, that every finite
field K contains a primitive root. In other words, if K has r elements, then
there is an element a in K such that a, a2, . . . , ar−1 constitutes a complete
collection of the nonzero elements of K. A proof of this for the fields Fp was
laid out in Section 17.1. The more general proof requires some ideas that we
have not discussed.

Our last major result on the nature of finite fields is the following:

Theorem 17.9. Suppose K is a finite field of size pn, for some prime number
p and some positive integer n.

1. There is a monic irreducible polynomial m(x) of degree n in Fp[x] such
that K contains a root γ of m(x) and such that every element of K is a
polynomial expression of degree less than n in γ with coefficients in Fp.
The field K can be identified with Fp[x]m(x).

2. All fields of size pn are the same, in the sense that they all can be identified
with Fp[x]m(x).

Theorem 17.9 shows that our construction in Theorem 17.7 of new finite
fields of the form Fp[x]m(x) yields all possible finite fields. Every finite field
has size pn, for some prime number p and some positive integer n, and for
each such prime power pn there is essentially only one finite field of that size.



This page intentionally left blank



Index

Abel, Niels Henrik, 172
absolute value of a complex number,

208
abstraction, 253
accessible number, 3
additive identity, 70

uniqueness, 201
additive inverse, 70

uniqueness, 201
Adleman, Leonard, 59
algebraic

element, 137
number, 177

Anya and Ilya, see Ilya and Anya
arrangement, 120
axiomatic method, 253
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Viète, François, 149

Wallis, John, 80
Wilson’s theorem, 211, 263

zero-divisor, 278
definition, 129


	Contents
	Preface
	1 Introduction: The McNugget Problem
	Part I: Integers
	2 Induction and the Division Theorem
	2.1 The Method of Induction
	2.2 The Tower of Hanoi
	2.3 The Division Theorem

	3 The Euclidean Algorithm
	3.1 Greatest Common Divisors
	3.2 The Euclidean Algorithm
	3.3 Bézout’s Theorem
	3.4 An Application of Bézout’s Theorem
	3.5 Diophantine Equations

	4 Congruences
	4.1 Congruences
	4.2 Solving Congruences
	4.3 Congruence Classes and McNuggets

	5 Prime Numbers
	5.1 Prime Numbers and Generalized Induction
	5.2 Uniqueness of Prime Factorizations
	5.3 Greatest Common Divisors Revisited

	6 Rings
	6.1 Numbers
	6.2 Number Rings
	6.3 Fruit Rings
	6.4 Modular Arithmetic Rings
	6.5 Congruence Rings

	7 Euler’s Theorem
	7.1 Units
	7.2 Roots of Unity
	7.3 The Theorems of Fermat and Euler
	7.4 The Euler &#966;-Function
	7.5 RSA Encryption

	8 Binomial Coefficients
	8.1 Pascal’s Triangle
	8.2 The Binomial Theorem


	Part II: Polynomials
	9 Polynomials and Roots
	9.1 Polynomial Equations
	9.2 Rings of Polynomials
	9.3 Factoring a Polynomial
	9.4 The Roots of a Polynomial
	9.5 Minimal Polynomials

	10 Polynomials with Real Coefficients
	10.1 Quadratic Polynomials
	10.2 Cubic Polynomials
	10.3 The Discriminant of a Cubic Polynomial
	10.4 Quartic Polynomials
	10.5 A Closer Look at Quartic Polynomials
	10.6 The Discriminant of a Quartic Polynomial
	10.7 The Fundamental Theorem of Algebra

	11 Polynomials with Rational Coefficients
	11.1 Polynomials over Q
	11.2 Gauss’s Lemma
	11.3 Eisenstein’s Criterion
	11.4 Polynomials with Coefficients in F[sub(p)]

	12 Polynomial Rings
	12.1 Unique Factorization for Integers Revisited
	12.2 The Euclidean Algorithm
	12.3 Bézout’s Theorem
	12.4 Unique Factorization for Polynomials

	13 Quadratic Polynomials
	13.1 Square Roots
	13.2 The Quadratic Formula
	13.3 Square Roots in Finite Fields
	13.4 Quadratic Field Constructions

	14 Polynomial Congruence Rings
	14.1 A Construction of New Rings
	14.2 Polynomial Congruences
	14.3 Polynomial Congruence Rings
	14.4 Equations and Congruences with Polynomial Unknowns
	14.5 Polynomial Congruence Fields


	Part III: All Together Now
	15 Euclidean Rings
	15.1 Factoring Elements in Rings
	15.2 Euclidean Rings
	15.3 Unique Factorization

	16 The Ring of Gaussian Integers
	16.1 The Irreducible Gaussian Integers
	16.2 Gaussian Congruence Rings
	16.3 Fermat’s Theorem

	17 Finite Fields
	17.1 Primitive Roots
	17.2 Quadratic Reciprocity
	17.3 Classification


	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	Z




