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Preface

The aim of this book is to introduce the reader to the fascinating world of
convex polytopes.

The highlights of the book are three main theorems in the combinatorial
theory of convex polytopes, known as the Dehn-Sommerville Relations, the
Upper Bound Theorem and the Lower Bound Theorem. All the background
information on convex sets and convex polytopes which is needed to under-
stand and appreciate these three theorems is developed in detail. This
background material also forms a basis for studying other aspects of polytope
theory.

The Dehn-Sommerville Relations are classical, whereas the proofs of
the Upper Bound Theorem and the Lower Bound Theorem are of more
recent date: they were found in the early 1970’s by P. McMullen and D.
Barnette, respectively. A famous conjecture of P. McMullen on the charac-
terization of f-vectors of simplicial or simple polytopes dates from the same
period ; the book ends with a brief discussion of this conjecture and some of
its relations to the Dehn-Sommerville Relations, the Upper Bound Theorem
and the Lower Bound Theorem. However, the recent proofs that McMullen’s
conditions are both sufficient (L. J. Billeraand C. W. Lee, 1980) and necessary
(R. P. Stanley, 1980) go beyond the scope of the book.

Prerequisites for reading the book are modest: standard linear algebra and
elementary point set topology in R? will suffice.

The author is grateful to the many people who have contributed to the
book: several colleagues, in particular Victor Klee and Erik Sparre Andersen,
supplied valuable information; Aage Bondesen suggested essential improve-
ments; students at the University of Copenhagen also suggested improve-
ments; and Ulla Jacobsen performed an excellent typing job.

Copenhagen ARNE BR@NDSTED
February 1982
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Introduction

Convex polytopes are the d-dimensional analogues of 2-dimensional convex
polygons and 3-dimensional convex polyhedra. The theme of this book is
the combinatorial theory of convex polytopes. Generally speaking, the com-
binatorial theory deals with the numbers of faces of various dimensions
(vertices, edges, etc.). An example is the famous theorem of Euler, which states
that for a 3-dimensional convex polytope, the number f, of vertices, the
number f; of edges and the number f, of facets are connected by the relation

fo—fi+/f =2

(In contrast to the combinatorial theory, there is a metric theory, dealing
with such notions as length, angles and volume. For example, the concept
of a regular polytope belongs to the metric theory.)

The main text is divided into three chapters, followed by three appendices.
The appendices supply the necessary background information on lattices,
graphs and combinatorial identities. Following the appendices, and preceding
the bibliography, there is a section with bibliographical comments. Each of
Sections 1-15 ends with a selection of exercises.

Chapter 1 (Sections 1-6), entitled “Convex Sets,” contains those parts of
the general theory of d-dimensional convex sets that are needed in what
follows. Among the basic notions are the convex hull, the relative interior
of a convex set, supporting hyperplanes, faces of closed convex sets and
polarity. (Among the basic notions of convexity theory not touched upon
we mention convex cones and convex functions.)

The heading of Chapter 2 (Sections 7-15) is “Convex Polytopes.” In
Sections 7-11 we apply the general theory of convex sets developed in
Chapter 1 to the particular case of convex polytopes. (It is the author’s
behief that many properties of convex polytopes are only appreciated
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when seen on the background of properties of convex sets in general.) In
Sections 12-14 the important classes of simple, simplicial, cyclic and neigh-
bourly polytopes are introduced. In Section 15 we study the graph determined
by the vertices and edges of a polytope.

Chapter 3 contains selected topics in the “Combinatorial Theory of
Convex Polytopes.” We begin, in Section 16, with Euler’s Relation in its
d-dimensional version. In Section 17 we discuss the so-called Dehn-
Sommerville Relations which are “Euler-type” relations, valid for simple
or simplicial polytopes only. Sections 18 and 19 are devoted to the celebrated
Upper Bound Theorem and Lower Bound Theorem, respectively; these
theorems solve important extremum problems involving the numbers of
faces (of various dimensions) of simple or simplicial polytopes. Finally,
in Section 20 we report on a recent fundamental theorem which gives
“complete information” on the numbers of faces (of various dimensions)
of a simple or simplicial polytope.

The following flow chart outlines the organization of the book. However,
there are short cuts to the three main theorems of Chapter 3. To read the
proof of the Dehn-Sommerville Relations (Theorem 17.1) only Sections
1-12 and Euler’s Relation (Theorem 16.1) are needed; Euler’s Relation
also requires Theorem 15.1. To read the proof of the Upper Bound Theorem
(Theorem 18.1) only Sections 1-14 and Theorems 15.1-15.3 are needed.
To read the Lower Bound Theorem (Theorem 19.1) only Sections 1-12
and 15, and hence also Appendix 2, are needed. It is worth emphasizing that
none of the three short cuts requires the somewhat technical Appendix 3.
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CHAPTER 1
Convex Sets

§1. The Affine Structure of R?

The theory of convex polytopes, and more generally the theory of convex
sets, belongs to the subject of affine geometry. In a sense, the right framework
for studying convex sets is the notion of a Euclidean space, i.e. a finite-
dimensional real affine space whose underlying linear space is equipped
with an inner product. However, there is no essential loss of generality in
working only with the more concrete spaces R?; therefore, everything will
take place in R?. We will assume that the reader is familiar with the standard
linear theory of R?, including such notions as subspaces, linear independence,
dimension, and linear mappings. We also assume familiarity with the stan-
dard inner product <-, -> of R4, including the induced norm ||-||, and elemen-
tary topological notions such as the interior int M, the closure cl M, and
the boundary bd M of a subset M of R?.

The main purpose of this section is to give a brief survey of the affine
structure of RY. We give no proofs here; the reader is invited to produce
his own proofs, essentially by reducing the statements in the affine theory to
statements in the linear theory. It is important that the reader feels at home
in the affine structure of R?.

For de N, we denote by R? the set of all d-tuples x = (a5, ..., &) of
real numbers «;, . .., a;. We identify R* with R, and we define R® == {0}.

We recall some basic facts about the linear structure of R?. Equipped
with the standard linear operations, R? is a linear space. When the linear
structure of R? is in the foreground, the elements of R? are called vectors.
The zero vector is denoted by o.
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A linear subspace is a non-empty subset L of R? such that
(@) Ayxy + Ayx,isin L forall x,,x,€ L and all A, 1, € R.

A linear combination of vectors x,, ..., x, from R is a vector of the form
Axy + -+ A,x,, where A,..., 4, are in R. Corresponding to n =0,
we allow the empty linear combination with the value 0. (In the definition
of a linear combination there is a certain ambiguity. In some situations
when talking about a linear combination A;x; + --- + 1,x, we not only
think of the vector x = A;x; + --- + 4,Xx,, but also of the particular co-
efficients Ay, ..., 4, used to represent x.) The condition (a) expresses that
any linear combination of two vectors from L is again in L. Actually, (a)
is equivalent to the following:

(b) Any linear combination of vectors from L is again in L.

(Strictly speaking, (a) and (b) are only equivalent when L # J. For L = ¢,
condition (a) holds, whereas (b) is violated by the fact that we allow the
empty linear combination. Note, however, that we did require L # ¢ in
the definition of a linear subspace.)

The intersection of any family of linear subspaces of R? is again a linear
subspace of R%. Therefore, for any subset M of R? there is a smallest linear
subspace containing M, namely, the intersection of all linear subspaces
containing M. This subspace is called the linear subspace spanned by M,
or the linear hull of M, and is denoted by span M.

One has the following description of the linear hull of a subset M:

(c) For any subset M of R, the linear hull span M is the set of all linear
combinations of vectors from M.

(Note that our convention concerning the empty linear combination
ensures that the correct statement span ¢J = {0} is included in (c).)

An n-family (x,, .. ., x,) of vectors from R? is said to be linearly independent
if a linear combination 4;x; + --- + 4,x, can only have the value 0 when
Ay =--- =4, =0. (Note that the empty family, corresponding to n = 0,
is linearly independent.) Linear independence is equivalent to saying that
none of the vectors is a linear combination of the remaining ones. When a
vector x is a linear combination of x,,..., x,, say x = A;x, + --- + 4, x,,
then the coefficients Ay, ..., 4, are uniquely determined if and only if
(X1, ..., x,) is linearly independent. An n-family (x,, ..., x,) which is not
linearly independent is said to be linearly dependent.

A linear basis of a linear subspace L of R? is a linearly independent n-
family (x,..., x,) of vectors from L such that L = span{x,,..., x,}. The
dimension dim L of L is the largest non-negative integer n such that some
n-family of vectors from L is linearly independent. A linearly independent
n-family of vectors from L is a basis of L if and only if n = dim L.

Let M be any subset of R?, and let 7 be the dimension of span M. Then
there is actually a linearly independent n-family (x,,..., x,) of vectors
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from M, i.e. there is a basis (x;, ..., x,) of span M consisting of vectors from
M. We therefore have:

(d) For any subset M of R there exists a linearly independent family
(X4, - .-, X,) of vectors from M such that span M is the set of all linear
combinations

Y Aix;
i=1

of X1y--» Xy

This statement is a sharpening of (c). It shows that to generate span M we
need only take all linear combinations of the fixed vectors x;, ..., X, from
M. Furthermore, each vector in span M has a unique representation as a
linear combination of x,, ..., x,.

A mapping ¢ from some linear subspace L of R? into R® is called a linear
mapping if it preserves linear combinations, i.e.

(P( i }»ixi) = i A p(x;).
i=1 i=1

When ¢ is linear, then ¢(L) is a linear subspace of R®. Linear mappings are
continuous.

A one-to-one linear mapping from a linear subspace L; of R? onto a
linear subspace L, of R* is called a (linear) isomorphism. If there exists an
isomorphism from L; onto L,, then L; and L, are said to be isomorphic.
Two linear subspaces are isomorphic if and only if they have the same
dimension. An isomorphism is also a homeomorphism, i.e. it preserves the
topological structure.

We next move on to a discussion of the affine structure of R%. An affine
subspace of R? is either the empty set (¥ or a translate of a linear subspace,
ie. asubset A = x + L where x € R? and L is a linear subspace of R?. (Note
that L is unique whereas x can be chosen arbitrarily in A.) By an affine
space we mean an affine subspace of some R%. When 4, and A4, are affine
subspaces of R? with 4; = A4,, we shall also call 4, an affine subspace of
A,. The elements x = (a4, ..., o) of some affine subspace 4 of R? will be
called points when the affine structure, rather than the linear structure, is in
the foreground. (However, it will not always be possible, nor desirable,
to distinguish between points and vectors.)

A subset 4 of R? is an affine subspace if and only if the following holds:

@) Ayx, + Ayx,isinA forallx,,x,e Aandall A;, A\ e Rwith A, + 4, = 1.
For any two distinct points x, and x, in R?, the set

{Alxl + Azlell,AzeR,ll + 12 = 1}
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is called the line through x, and x,. The condition (a’) then states that the
line through any two points of A4 is contained in A.

An affine combination of points x;, ..., x, from R?is a linear combination
Ax, + - 4+ A,X,,where ; + -+ + 4, = 1. We shall write

Yo Aix;
i=1

to indicate that the linear combination A;x; + -+ + A,x, is in fact an
affine combination. (The empty linear combination is not an affine combina-
tion. Therefore, in an affine combination 1;x, + - -- + A,x, we always have
n > 1.) The condition (a’) states that any affine combination of two points
from A is again in 4. Actually, (a) is equivalent to the following:

(b') Any affine combination of points from A is again in A.

The intersection of any family of affine subspaces of R? is again an affine
subspace of R¢. (Here it is important to note that (¥ is an affine subspace.)
Therefore, for any subset M of R? there is a smallest affine subspace containing
M, namely, the intersection of all affine subspaces containing M. This
affine subspace is called the affine subspace spanned by M, or the affine hull
of M, and it is denoted by aff M.

One has the following description of the affine hull of a subset M:

(c") For any subset M of R the affine hull aff M is the set of all affine
combinations of points from M.

An n-family (x4, ..., x,) of points from R? is said to be affinely independent
if a linear combination 4,x; + --- + 4,x, with A, + --- + 1, = 0 can only
have the value o when A, = --- = 4, = 0. (In particular, the empty family,
corresponding to n = 0, is affinely independent.) Affine independence is
equivalent to saying that none of the points is an affine combination of the
remaining points. When a point x is an affine combination of x4, ..., x,,
say x = A;x; + --- + A,x,, then the coefficients 1, ..., 4, are uniquely
determined if and only if (x,, ..., x,) is affinely independent. An n-family
(x4, ..., x,) which is not affinely independent is said to be affinely dependent.

Affine independence of an n-family (x4, ..., x,) is equivalent to linear
independence of one/all of the (n — 1)-families

(xl T Xpy s Xjmy T Xy Xigg _xb-”’xn—xi), i= 1,-..,".

An affine basis of an affine space A is an affinely independent n-family
(X1, ..., X,) of points from A such that 4 = aff{x,, ..., x,}. The dimension
dim A of a non-empty affine space A is the dimension of the linear subspace L
such that 4 = x + L. (Since L is unique, dim A4 is well defined. When A4 is a
linear subspace, then the affine dimension and the linear dimension are the
same by definition, and therefore we may use the same notation.) When
A = g, we put dim A = — 1. The dimension of A is then n — 1 if and only
ifnis the largest non-negative integer such that there is an affinely independent
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n-family of points from 4. An affinely independent n-family of points from
A is an affine basis of A if and only if n = dim 4 + 1.

Let M be any subset of R? and let the dimension of aff M be n — 1.
Then there is actually an affinely independent n-family (x,,...,x,) of
points from M, i.e. there is an affine basis (x,, ..., x,) of aff M consisting of
points from M. We therefore have:

(d") For any subset M of RY, there exists an affinely independent family
(x4, ..., X,) of points from M such that aff M is the set of all affine
combinations

Za/li X;

i=1
Of Xgyoeny Xy

This statement is a sharpening of (c’). It shows that to generate aff M it
suffices to take all affine combinations of the fixed points x4, ..., x, from M.
Furthermore, each point in aff M has a unique representation as an affine
combination of x,, ..., x,.

The 0-dimensional affine spaces are the 1-point sets. The 1-dimensional
affine spaces are called lines. When x; and x, are two distinct points of RY,
then the 2-family (xy,x,) is affinely independent. Therefore, aff{x;, x,}
is 1-dimensional, i.e. a line, and it is in fact the line through x, and x, in
the sense used earlier in this section. Conversely, the line through two points
x, and x, in the earlier sense is in fact a 1-dimensional affine space, i.e. a
line.

An (n — l)-dimensional affine subspace of an n-dimensional affine
space A, where n > 1, is called a hyperplane in A. If 4 is an affine subspace
of R?, then the hyperplanes in A4 are the sets H N 4 where H is a hyperplane
in R such that H N A4 is a non-empty proper subset of A.

A mapping ¢ from an affine subspace 4 of R into Re is called an affine
mapping if it preserves affine combinations, i.e.

‘P(Z: /‘l'ixi) = Z: Aip(x)).

When ¢ is affine, then ¢(A4) is an affine subspace of R°. When 4 = x + L,
where L is a linear subspace of R?, then a mapping ¢: 4 — R? is affine if and
only if there exists a linear mapping ®: L — R° and a point y € R° such that
@(x + 2) = y + ®(2) for all z € L. Affine mappings are continuous.

An affine mapping ¢: A — R is called an affine function on A. For each
hyperplane H in A there is a (non-constant) affine function ¢ on 4 such that
H = ¢~ 1(0). Conversely, ¢ ~(0) is a hyperplane in 4 for each non-constant
affine function ¢ on 4. We have ¢~ *(0) = y~*(0) for two affine functions
@ and Y on A if and only if ¢ = Ay for some non-zero real A.

When ¢ is a non-constant affine function on an affine space 4, we shall
call the sets ¢~ *(]— o0, 0[) and ¢ ~*(J0, + oo[) the open halfspaces bounded
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by the hyperplane H = ¢~ !(0), and we shall call the sets ¢~ '(]— o0, 0])
and ¢~ X[0, + o) the closed halfspaces bounded by H = ¢~ '(0). Open
halfspaces are non-empty open sets, closed halfspaces are non-empty closed
sets. If H = ¢~ !(0) is a hyperplane in A4, then two points from 4 \ H are
said to be on the same side of H if they both belong to ¢ ~*(]— oo, O[) or both
belong to ¢~ 1(J0, + oo[); if each of the two open halfspaces contains one
of the two points, we shall say that they are on opposite sides of H.

A halfline is a halfspace in a line.

Let A be an affine subspace of R?, and let K be a closed halfspace in R
such that 4 »~ K is a non-empty proper subset of A. Then A n K is a closed
halfspace in 4. Conversely, each closed halfspace in A arises this way.
The same applies to open halfspaces.

For ye R? and o € R we let

H(y, o) = {x e R¥|<x, y> = a}.

Note that H(o,®) = R? when a = 0, and H(o,a) = & when a # 0. The
fact that the affine functions on R? are precisely the functions

x> {x, 9> — a, yeRY aeR,

implies that the hyperplanes in R? are precisely the sets H(y, o) for y # o.
Ify # o, then y is called a normal of H(y, ).
For ye R? and o e R we let

K@y, o) = {xeR{x, y)> < a}.

Note that K(o,«) = R? when « > 0, and K(o,«) = & when « < 0. For
y # o, the set K(y, «) is one of the two closed halfspaces in R? bounded by
H(y,a). The other closed halfspace bounded by H(y,«) is K(~—y, —a).
Note that

bd K(y, ) = H(y, a),
int K(y, @) = K(y, 2) \ H(y, ®),
cl(int K(y, o)) = K(y, @),

when y # o.

A one-to-one affine mapping from an affine space 4; onto an affine
space A, is called an (affine) isomorphism. If there exists an isomorphism
from A, onto 4,, then 4, and A4, are said to be (affinely) isomorphic. Two
- affine spaces are isomorphic if and only if they have the same dimension.
An isomorphism is also a homeomorphism, i.e. it preserves the topological
structure.

From what has been said above, it follows that any d-dimensional affine
space A4 is affinely isomorphic to the particular d-dimensional affine space
R? In other words, A may be “identified” with R? not only in an affine
sense but also in a topological sense. Note also that any given point of A
can be “identified” with any given point of R’
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Finally, we should like to point out that this section does not include all

the necessary information about the linear and affine structure of R? needed
in what follows. Some important additional information is contained in
Exercises 1.1-1.5.

EXERCISES

1.1

1.2.

1.3.

14.

1.5.

1.6.

1.7.

Let (x,, - - - , X,) be an n-family of points from R?, where

Xp = (o505 OUgp)y i=1,...,n
Let

Xi=(1, 055y gy i=1,...,n

Show that the n-family (x,, . . ., x,) is affinely independent if and only if the n-family
(X1, ..., X,) of vectors from R**! is linearly independent.

For any subset M of R? show that

dim(aff M) = dim(span M)
when o € aff M, and

dim(aff M) = dim(span M) — 1
when o ¢ aff M.

Let A be an affine subspace of R?, and let H be a hyperplane in R. Show that
dim(A N H)=dimA4 — 1
when AN H # Fand A & H.

Let A, = x, + L, and A, = x, + L, be non-empty affine subspaces of R%. Then
A, and A, are said to be parallel if L, = L, or L, = L,, complementary if L, and
L, are complementary (and orthogonal if L, and L, are orthogonal).

Show that if A, and A, are parallel and 4; N A, # &, then 4; < 4, or
A, c A,.

Show that if A, and A4, are complementary, then 4; N A4, is a 1-point set.

LetA, = x; + L,and 4, = x, + L, be complementary affine subspaces of R%, and
let x, be the unique common point of 4; and 4,, cf. Exercise 1.4. Then 4, =
Xo + Lyand 4, = x4 + L,. Let I[T: R — L, denote the projection in the direction
of L,. For any x € RY, let n(x) := xo + II(x — X,). Show that n(x) is the unique
common point of 4, and (x — xg) + A,. (The mapping = is called the projection
onto A4, in the direction of A,. When 4, and A, are also orthogonal, then = is called
the orthogonal projection onto A,.)

An n-family (x,, ..., x,) of points from R* is said to be in general position if every
subfamily (x;,,...,x;) with p<d +1 is affinely independent. Verify that
(x4, ..., x,) is in general position if and only if for each k with0 < k < d — 1 and
for each k-dimensional affine subspace 4 of R?, the number of i’s such that x; € 4
isat most k + 1.

Let x, . .., x, be distinct points in R?. Show that there is w # o such that for each
o € R, the hyperplane H(w, a) contains at most one of the points x;,, ..., X,.
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§2. Convex Sets

In this section we shall introduce the notion of a convex set and we shall
prove some basic facts about such sets. In Section 1 we demonstrated a
strong analogy between linear concepts and affine concepts. This analogy
carries over to convex concepts, though not in a complete fashion.

A subset C of R is called a convex set if 4;x, + 4,x, belongs to C for all
x,x;€Candall A, A,eRwithd; + 4, =land 4;,4, > 0.
When x, and x, are distinct points from R?, then the set

D xo] = {A1x; + A2x,|41,4, 20,4, + 4, = 1}
= {1 = Mx; + Ax,|A€[0, 1]}

is called the closed segment between x, and x,. Half-open segments 1x,, x,],
[x1,x,[ and open segments ]x,, x,[ are defined analogously. With this
notation, a set C is convex if and only if the closed segment between any two
points of C is contained in C.

The affine subspaces of R?, including R? and (¥, are convex. Any (closed
or open) halfspace is convex.

The image of a convex set under an affine mapping is gain convex. In
particular, translates of convex sets are again convex.

By a convex combination of points x4, ..., x, from R we mean a linear
combination 4,x; + --- + A,x,, where A, + --- + 4, =land 4;,..., 4, >
0. Every convex combination is also an affine combination. We shall write

n
Y Aix;
i=1

to indicate that the linear combination A,x; + --- + 4,x, 1s in fact a convex
combination. The definition of a convex set expresses that any convex
combination of two points from the set is again in the set. We actually have:

Theorem 2.1. A subset C of R? is convex if and only if any convex combination
of points from C is again in C.

PrOOF. If any convex combination of points from C is again in C, then, in
particular, any convex combination of two points from C is in C. Therefore,
C is convex.

Conversely, assume that C is convex. We shall prove by induction on n
that any point from R? which is a convex combination of n points from C
is again in C. For n = 1 this is trivial, and for n = 2 it follows by definition.
So, let n be at least 3, assume that any convex combination of fewer than n
points from C is in C, and let
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be a convex combination of n points x4, ..., x, from C. If 4; = 0 for some i,
then x is in fact a convex combination of fewer than n points from C, and so x
belongs to C by hypothesis. If 4; # 0 for all i, then 4; < 1 for all i, whence,
in particular, 1 — A, > 0. Therefore, we may write

= Aixy + Z/lixi

i=2
=MAx; +(1 - 1)2 1_/11

Here

A
&1

is in fact a convex combination since 4, + ---+ 4, =1 — 4, and so y
is in C by hypothesis. By the convexity of C then 4;x, + (1 — 4,)y is also
in C,i.e. xis in C. (|

It is clear that the intersection of any family of convex sets in R? is again
convex. Therefore, for any subset M of R there is a smallest convex set
containing M, namely, the intersection of all convex sets in R? containing M.
This convex set is called the convex set spanned by M, or the convex hull of
M, and it is denoted by conv M.

It is clear that conv(x + M) = x + conv M for any point x and any set
M. More generally, it follows from Theorem 2.2 below that conv(p(M)) =
¢@(conv M) when ¢ is an affine mapping.

We have the following description of the convex hull of a set:

Theorem 2.2. For any subset M of RY, the convex hull conv M is the set of
all convex combinations of points from M.

Proor. Let C denote the set of all convex combinations of points from M.
Since M < conv M, each x € C is also a convex combination of points from
the convex set conv M ; the “only if ” part of Theorem 2.1 then shows that
C < conv M. To prove the opposite inclusion, it suffices to show that C
is a convex set containing M. Since each x € M has the trivial representation
x = lx as a convex combination of points from M, it follows that M < C.
To see that A;x; + A,x, is in C for each x;,x,€C and each 4,4, >0
with 4; + A4, = 1, note that by definition x, and x, are convex combinations
of points from M, say

Xy = Zcﬂi)’i, Xy = ZC K-

i=1 i=n+1
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But then
Axy + Ayx; = é,l)n#iyl' + i=§+1j’2#iyi1
and
A = 0, Ay 2 0, ._ilj'l:ui + ‘_illzﬂi =1
This shows that 1,x; + 4, X, is a convex combination of the points y,, ..., y,,
from M, whence A,x, + A, x, is in C, as desired. J

Up to now we have had complete analogy with Section 1. The concept
of a basis of a linear or affine subspace, however, has no analogue for convex
sets in general. Still, we have the following substitute:

Theorem 2.3. For any subset M of R®, the convex hull conv M is the set of
all convex combinations

Y hix;
i=1
such that (x4, .. ., x,) is an affinely independent family of points from M.

In other words, in order to generate conv M we need not take all convex
combinations of points from M as described by Theorem 2.2; it suffices to
take those formed by the affinely independent families of points from M.
On the other hand, no fixed family of points from M will suffice, as in the case
of span M or aff M, cf. (d) and (d’) of Section 1.

Proor. We shall prove that if a point x is a convex combination of n points
X1, .-, X, such that (x;,..., x,) is affinely dependent, then x is already a
convex combination of n — 1 of the points x,, ..., x,. Repeating this argu-
ment, if necessary, it follows that there is an affinely independent subfamily
(Xip5 -5 X;,) Of (xy,...,x,) such that x is a convex combination of
Xips - - - » X;,. The statement then follows from Theorem 2.2.

So, suppose that we have

n

X = ZC Aix,-, (1)

i=1
where (x4, ..., x,) is affinely dependent. If some J; is 0, then x is already a
convex combination of n — 1 of the points x,,...,x,. Hence, we may

assume that all A; are >0. The affine dependence means that there are reals
M1, - - - Uy, DOt all 0, such that

Z HiX; = 0, Z p = 0. @)
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Combining (1) and (2) we see that for any real ¢t we have

X = Z (A — tu)x; (3)

and
> (4 — ) = 1.
i=1

We now simply seek a value of ¢ (in fact, a positive value) such that A; — ty; >
0 for all i, and A; — t; = O for at least one i; then (3) will be a representation
of x as a convex combination of n — 1 of the points x4, ..., x,. We have
A; — tu; > 0 for any t > O when y; < 0. When y; > 0, we have 4, — ty; > 0
provided that ¢t < A,/u;, with A; — tu; = 0 if and only if ¢t = A;/u;. Noting
that we must have u; > Ofor at least one i, we see that

¢ == min{A;/p;| p; > 0}
fulfils the requirements. O

The following two corollaries are both known as Carathéodory’s Theorem:

Corollary 2.4. For any subset M of R? with dim(aff M) = n, the convex hull
conv M is the set of all convex combinations of at most n + 1 points from M.

Proor. For any affinely independent m-family (x4, .. ., x,,) of points from M,
we have m < n + 1 by the assumption. Therefore, the set of all convex
combinations of n + 1 or fewer points from M contains conv M by Theorem
2.3. On the other hand, it is contained in conv M by Theorem 2.2. O

Corollary 2.5. For any subset M of R?* with dim(aff M) = n, the convex hull
conv M is the set of all convex combinations of precisely n + 1 points from M.

PRrOOF. In a convex combination one may always add terms of the form Ox.
Therefore, the statement follows from Corollary 2.4. O

By a convex polytope, or simply a polytope, we mean a set which is the
convex hull of a non-empty finite set {x;, ..., x,}. If P is a polytope, then any
translate x + P of P is also a polytope; this follows from the fact that x +
conv M = conv(x + M). More generally, the image of a polytope under an
affine mapping is again a polytope; this follows from the fact that
@(conv M) = conv ¢(M) when ¢ is an affine mapping.

A polytope S with the property that there exists an affinely independent
family (x,, ..., x,) such that S = conv{x,, ..., x,} is called a simplex (and
the points x,, ..., x, are called the vertices of S; cf. the remarks following
Theorem 7.1).

One might say that simplices have a “convex basis,” cf. the remark
preceding Theorem 2.3. In fact, if x,, ..., x, are the vertices of a simplex S,
then by the affine independence each point in aff{x,,..., x,} has a unique
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representation as an affine combination of x,, ..., x,, whence, in particular,
each point in conv{x,,..., x,} has a unique representation as a convex
combination of x, ..., x,, cf. Theorem 2.3.

Convex sets having a “convex basis” in the sense described above must,
of course, be polytopes. The following theorem shows that simplices are the
only polytopes having a “convex basis”:

Theorem 2.6. Let M = {x,,..., x,} be a finite set of n points from R* such
that the n-family (x4, ..., x,) is affinely dependent. Then there are subsets
Miand M, of MwithM, "M, = Fand M, U M, = M such that

conv M, nconv M, # .

ProoFr. By the affine dependence there are reals 4,, .. ., 4, not all 0, such that
Z Aix; = o, Z A4 =0. 4)
i=1 i=1

Denoting the set {1, ..., n} by I, we let
I,:={iel|l; > 0}, I,:={iel|; <0},

and we let
M= {xliel,}, M,:={x|iel,}.
Now, take
A
X= ) =X )
iely l
where

/1 = Z A’i‘
iely
(It is clear that I, # ¢, whence A > 0.) The right-hand side of (5) is in fact a
convex combination, whence x is in conv M, by Theorem 2.2. However,
using (4) we see that we also have

-

X = Z _,l_lxi,

ielz
and again we actually have a convex combination. Therefore, x is also in
conv M, . Consequently, conv M, and conv M, have the point x in common.

O

The following corollary of Theorem 2.6 is known as Radon’s Theorem:

Corollary 2.7. Let M = {x,, ..., x,} be a finite set of n points from R? such
that n = d + 2. Then there are subsets M, and M, of M withM, "M, = &
and M, v M, = M such that

conv M, nconv M, # .
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Proor. The maximum number of members in an affinely independent
family of points from R? is d + 1. Therefore, (x;, ..., x,) must be affinely
dependent, whence Theorem 2.6 applies. O

We conclude this section with an important application of Carathéodory’s
Theorem. '

Theorem 2.8. For any compact subset M of R?, the convex hull conv M is
again compact.

PRrOOF. Let (y,),.n be any sequence of points from conv M. We shall prove
that the sequence admits a subsequence which converges to a point in conv M.
Let the dimension of aff M be denoted by n. Then Corollary 2.5 shows that
each y, in the sequence has a representation

n+1

— c
yv - Z j'vixvi’
i=1

where x,; € M. We now consider the n + 1 sequences

(xvl)veN’ ""(xv(n+1))v€N (6)
of points from M, and the n 4 1 sequences
(lvl)veNa --"(Av(n+1))veN (7)

of real numbers from [0, 1]. By the compactness of M there is a subsequence of
(xy1)ven Which converges to a point in M. Replace all 2(n + 1) sequences
by the corresponding subsequences. Change notation such that (6) and (7)
now denote the subsequences; then (x,;),.y converges in M. Next, use the
compactness of M again to see that there is a subsequence of the (sub)sequence
(x,2)ven Which converges to a point in M. Change notation, etc. Then after
2(n + 1) steps, where we use the compactness of M in step 1,...,n + 1,
and the compactness of [0, 1] in step n + 2,...,2n + 2, we end up with
subsequences

Xy Dmens - - s Kyt 1)men
of the original sequences (6) which converge in M, say

lim x

m— o

= Xoi i=1,...,n+ 1,

Vmi
and subsequences

(Avml)me Ns+*» (Avm(n+ 1))meN
of the original sequences (7) which converge in [0, 1], say

lim 4, ; = Ag;, i=1...,n+ 1
m~=* oo
Since
n+1

Zl\'mi=1’ mEN,
i=1
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we also have
n+1

z ).0'- = 1
i=1

Then the linear combination
n+1

Yo = Z AoiXo;
i=1
is in fact a convex combination. Therefore, y, is in conv M by Theorem 2.2.
It is also clear that .

lim y, =y,.

m-— oo

In conclusion, (y,, ), is @ subsequence of (y,), . y Which converges to a point
in conv M. J

Some readers may prefer the following version of the proof above. With
n = dim(aff M) as above, let

S:= {(Al’-"’ln+l)ERn+1|}'1’""}'n+l 20,4 + -+ Ay =13,
and define a mapping ¢: M"*! x S - R4 by

n+1

(p((xla ceey xn+l)’ ()'1’ sy )'n+ 1)) = Z A’ixi'
i=1

By Corollary 2.5, the set @(M"*! x S) is precisely conv M. Now, M"*! x §
is compact by the compactness of M and S, and ¢ is continuous. Since the
continuous image of a compact set is again compact, it follows that conv M
is compact.

Since any finite set is compact, Theorem 2.8 immediately implies:

Corollary 2.9. Any convex polytope P in R? is a compact set.

One should observe, however, that a direct proof of Corollary 2.9 does not
require Carathéodory’s Theorem. In fact, if M is the finite set {x,, ..., x,.},
then each y, (in the notation of the proof above) has a representation

W= ZC AyiX;.
i=1

Then we have a similar situation as in the proof above (with m corresponding
ton + 1), except that now the sequences corresponding to the sequences (6)
are constant, x,; = x; for all v. Therefore, we need only show here that the
sequences (7) admit converging subsequences (which is proved as above).

EXERCISES
2.1. Show that when C; and C, are convex sets in R?, then the set
Ci+Cys={x; + x3]x,€Cy,x,€ Cy}

is also convex.
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1. Convex Sets

Show that when C is a convex set in R?, and 1 is a real, then the set
AC == {lx|xe C}
is also convex.

Show that when C is a convex set in R, and ¢: R? — R€ is an affine mapping, then
¢(C) is also convex.

Show that conv(M; + M,) = conv M, + conv M, for any subsets M, and M,
of R

Show that when M is any subset of R?, and ¢: R? — Re is an affine mapping, then
o(conv M) = conv ¢(M). Deduce in particular that the affine image of a polytope
is again a polytope.

Show that when M is an open subset of R?, then conv M is also open. Use this fact
to show that the interior of a convex set is again convex. (Cf. Theorem 3.4(b).)

Show by an example in R? that the convex hull of a closed set need not be closed.
(Cf. Theorem 2.8.)

An n-family (x4, ..., x,) of points from R is said to be convexly independent if no
x; in the family is a convex combination of the remaining x;’s. For n > d + 2, show
that if every (d + 2)-subfamily of (x,, ..., x,) is convexly independent, then the
entire n-family is convexly independent.

Let (C));c; be a family of convex sets in R? with d + 1 < card I. Consider the
following two statements:

(a) Anyd + 1 of the sets C; have a non-empty intersection.
(b) All the sets C; have a non-empty intersection.

Prove Helly’s Theorem: If card I < oo, then (a) = (b). (Hint: Use induction
on n:= card I. Apply Corollary 2.7.)

Show by an example that we need not have (a) = (b) when card I = .

Prove that if each C; is closed, and at least one is compact, then we have
(a) = (b) without restriction on card I.

Let a point x in R? be a convex combination of points x,, .. ., x,, and let each x;
be a convex combination of points y;;, ..., y;,. Show that x is a convex combina-
tion of the points y;,,i=1,...,n,v,=1,...,n,.

Let (C));.; be a family of distinct convex sets in R?. Show that

conv | J C;

iel

is the set of all convex combinations

n
(9
z Aiyxivy
v=1

where x; € C; . ‘
Deduce in particular that when C, and C, are convex, then conv(C, u C,) is
the union of all segments [x,, x,] with x, € C, and x, € C,.
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§3. The Relative Interior of a Convex Set

It is clear that the interior of a convex set may be empty. A triangle in R,
for example, has no interior points. However, it does have interior points in
the 2-dimensional affine space that it spans. This observation illustrates the
definition below of the relative interior of a convex set, and the main result of
this section, Theorem 3.1. We shall also discuss the behaviour of a convex
set under the operations of forming (relative) interior, closure, and boundary.

By the relative interior of a convex set C in R? we mean the interior of C
in the affine hull aff C of C. The relative interior of C is denoted by ri C.
Points in ri C are called relative interior points of C. The set c1C \ ri C is
called the relative boundary of C, and is denoted by rb C. Points in rb C
are called relative boundary points of C. (Since aff C is a closed subset of
R the “relative closure” of C is simply the closure of C. Hence, the relative
boundary of C is actually the boundary of C in aff C.)

It should be noted that the ri-operation is not just a slight modification
of the int-operation. Most striking, perhaps, is the fact that the ri-operation
does not preserve inclusions. For example, let C; be a side of a triangle
C,.Then C, = C,, whereas ri C; ¢ ri C,; in fact, r1 C, and ri C, are non-
empty disjoint sets.

By the dimension of a convex set C we mean the dimension dim(aff C)
of the affine hull of C; it is denoted by dim C. The empty set has dimension
— 1. The 0-dimensional convex sets are the 1-point sets {x}. The 1-dimen-
sional convex sets are the (closed, half-open or open) segments, the (closed
or open) halflines, and the lines.

For a O-dimensional convex set C = {x}, we clearly have riC = C,
cdC=C,andbC = (.

We have ri C = int C for a non-empty convex set C in R? if and only if
int C # . In fact, if int C # & then aff C = R?, whence ri C = int C by
the definition of ri C. The converse is a consequence of the following:

Theorem 3.1. Let C be any non-empty convex set in R. Thenri C # .
We first prove Theorem 3.1 for simplices:

Lemma 3.2. Let S be a simplex in R%. Thenrti S # 4.

ProOOF. When dim S = k, there is a (k + 1)-family (x,,..., x44,), affinely
independent, such that

S =conv{xy, ..., Xg41}-

Then (x,, ..., Xx+,) is an affine basis of aff S; hence, aff S is the set of points

of the form
k+1

X = Za /lix,',
i=1
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and for each x € aff S, the coefficients A,,..., A,,, are unique. Therefore,
we may define a mapping

@:aff S —» Rk+!
by letting

k+1
(P( Za ﬂ.,-xi) = ()’1’ ey A’k+1)'
i=1

This is actually an affine mapping; in particular, it is continuous. Let
Ki={(A4,..., 4s1) € RE*1A, > 0}, i=1...,k+ 1

Then K, ..., K, ; are open halfspaces in R** !, and therefore, by continuity,

the sets @ '(K,),..., ¢ *(Ki+,) are open (in fact, open halfspaces) in

aff S. The set .

k+1

N oK), )

is therefore also open in aff S. Now, note that

k+1 k+1
m (o 1(Ki) = {Za Aix;
i=1 i=1

This shows in particular that the set (1) is non-empty. And since affine
combinations A;x; + -+ + A4 x4, with all 4, > 0 are convex combina-
tions, we see that the set (1) is a subset of S. In other words, the set S contains a
non-empty set which is open in aff S, whence ri S # (. (The proof shows
that the set (1) is a subset of ri S. Actually, the two sets are the same.) O

A’l,--',j‘k‘*l >0}‘

With Lemma 3.2 at hand we can now pass to:
PRrOOF (Theorem 3.1). Let
k :=dim C (= dim(aff C)).

Then there is an affinely independent (k + 1)-family (xy,..., Xx4q) Of
points from C (but no such (k + 2)-family). Let

S:=conv{xy, ..., Xks+1}

Then § is a simplex contained in C. By Lemma 3.2, S has a non-empty
interior relative to aff S. Since

aff Scaff C
and
dim(aff S) = k = dim(aff C),
we actually have

aff S = aff C.
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Therefore, S has a non-empty interior relative to aff C. But since S is a subset
of C, it follows that C has a non-empty interior relative to aff C, as desired.

a

The following theorem shows that any point in the closure of a convex set
C can be “seen” from any relative interior point of C “via” relative interior
points:

Theorem 3.3. Let C be a convex set in R%. Then for any x, €ri C and any
x, €cl Cwith xq # x, we have [xq,x,[ = riC.

Proor. It is easy to prove the statement in the particular case where we have
xo€int C and x, € C. For 1€]0,1[, let x,:=(1 — A)xo + Ax;. From
xo€int C it follows that there is a ball B centred at x, with B = C. From
x, € C and the convexity of C it next follows that

B,=(1 — )B + Ax,

is contained in C. But B, is a ball centred at x;, whence x, € int C, as desired.
The proof below covering the general case is an elaborate version of this
idea. Of course, the main difficulty is that x, need not be in C.

So, consider x, € 1i C and x; € cl C with x, # x;. For any A€ ]0, 1[, let

xl = (1 - A)XO + lxl.

We shall prove that x; eri C. Since x, is a relative interior point of C,
there is a (relatively) open subset U of aff C such that x,e U = C. Let

Vi=A1"1x; — (1 — HU).
Since
A=Al - =1,

it follows that V is a subset of aff C, and it is, in fact, (relatively) open. And
since

Xy = A" l(xa ~ (1 = A)xo),

we see that x; € V. Therefore, by the assumption that x, € cl C, there is a
pointy; e VN C. Let

W= — W)U + Ay,.

Then W is a (relatively) open subset of aff C, and since we have both U = C
and y, € C, it follows that W < C by the convexity of C. We complete the
proof by showing that x,; € W. From the definition of V it follows that there
is a point y, € U such that

W= 'l—l(x). — (1 = Ayo)
Then
x; = (1= Ayo + Ay,
el =AU 4+ Ay, =W,
as desired. O
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Theorem 3.3 is a useful tool. Among other things, it is crucial for the proofs
of all the statements, except (a), in the following theorem. The theorem
brings out the nice behaviour of convex sets.

Theorem 3.4. For any convex set C in R? one has:

(a) cl Cis convex.

(b) ri C is convex.

(c) e C =cl(cl C) = cl(r1 C).

(d) ri C = ri(cl C) = ri(ri C).

(e) rb C = rb(cl C) = rb(ri C).

(f) aff C = aff(cl C) = aff(ri C).

(g) dim C = dim(cl C) = dim(ri C).

ProoF. For C = ¢, there is nothing to prove. So, we may assume that C
is non-empty, whenever necessary.
(a) Let x4, x; €cl C, and let A€ ]0, 1[. We shall prove that the point

x; =1 — Dxg + Ax;
is also in ¢l C. Now, there are sequences

(xOv)sz’ (xlv)sz
of points from C such that

lim Xoy = Xg, lim Xy = Xg.

By the convexity of C, the points
(1 — Dxg, + Axy,, veN,
are all in C. Furthermore,

lim (1 — Dxo, + Axy,) = A — Dxo + Ax; = x;.

Voo

This shows that x; ecl C.
(b) We shall prove that for any x4, x, € ri C and any A € ]0, 1[, the point

X; = (1 - A)XO + A-Xl

is also in ri C. This follows immediately from Theorem 3.3.

(c) The statement cl C = cl(cl C) is trivial. It is also trivial that cl(ri C) <
cl C. To prove the opposite inclusion, let x; e ¢l C. Take any point x, € ri C,
cf. Theorem 3.1. If x, = x,, then we have

x,€1iC < cl(ri C),
as desired. If x, # x;, then we have

[(xg,x,[ =riC,
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cf. Theorem 3.3. Since each neighbourhood of x; contains points from
[%o, x;[, it follows that x, is in cl(ri C).
(d) To prove that ri C = ri(cl C), we first note that

aff C = aff(cl ©), (2

since aff Cis closed. Then it is clear that ri C < ri(cl C). To prove the opposite
inclusion, let x be in ri(cl C). Take any point x, eri C, cf. Theorem 3.1. If
Xo = X, then we have xeri C, as desired. If x, # x, then aff{x,,x} is a
line, and we have

aff{xq, x} < aff(cl C) = aff C.

Since x eri(cl C), there is a point x; € aff{x,, x} such that x, ecl C and
X € ]xq, x4[. Application of Theorem 3.3 then yields x e ri C. Hence, i C =
ri(cl C).

To prove that ri C = ri(ri C), we first verify that

aff C = aff(ri C). (3)
Applying (2) to ri C instead of C and using (c), we obtain
aff(ri C) = aff(cl(ri C))

= aff(cl C)
= aff C.

Now, using the notation int, - C for ri C, we have
1i(ri C) = int,gei0(ri C)
= it (11 ),
where we have used (3). But
Nty (11 C) = intyee c(intyeec C)

= int;c C
=r1C,

where we have used the standard fact that int(int M) = int M for any set M.
This completes the proof of (d).
(e) By definition we have

bC=cC\r1iC,
rb(cl C) = cl(cl C) \ ri(cl C),
rb(ri C) = cl(ri C) \ ri(ri C).

The statement then follows using (c) and (d).
(f) This has already been proved, cf. (2) and (3) above.
(g) This follows from (f). O
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The next theorem also depends on Theorem 3.3. It shows that the relative
interior points of a convex set C may be characterized in purely algebraic
terms:

Theorem 3.5. For any convex set C in R? and any point x € C the following
three conditions are equivalent:

(a) xeriC.
(b) For any line A in aff C with x € A there are points y,, y; € A 0 C such

that x € 1yo, y1[.
(c) For any point y € C with y # x there is a point z € C such that x € ]y, z[,
i.e. any segment [y, x] in C can be extended beyond x in C.

Proor. The implications (a) = (b) and (b) = (c¢) are obvious. Therefore,
we need only prove (c) = (a). By Theorem 3.1 there is a point yeri C. If
y = x, there is nothing more to prove. If y # x, then by (c) there is a point
z € C such that x € ]y, z[. But then x is in ri C by Theorem 3.3. O

We conclude this section with an application of Theorem 3.4(a). Let M
be any set in R% Then there is a smallest closed convex set containing M,
namely, the intersection of all closed convex sets containing M. We call this
set the closed convex hull of M, and denote it by clconv M. As might be
expected, we have:

Theorem 3.6. Let M be any subset of R?. Then
clconv M = cl(conv M),
i.e. the closed convex hull of M is the closure of the convex hull of M.

Proor. Using Theorem 3.4(a) we see that cl(conv M) is a closed convex set
containing M. Since clconv M is the smallest such set, it follows that

clconv M < cl(conv M).
On the other hand, clconv M is a convex set containing M, whence
clconv M o conv M.
Since clconv M is also closed, this implies

clconv M o cl(conv M),
completing the proof. O

EXERCISES

3.1. Let P = conv{x,,..., x,} be a polytope in R”. Show that a point x is in ri P if and
only if x is a convex combination of x,, .. ., x, with strictly positive coefficients, i.e.
there are 4, ..., 4, such that

and 4; > Ofori=1,...,n
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3.2. Let C, and C, be convex sets in R%. Show that ri(C; + C,) =11 C, +1i C,.

3.3. Let C be a convex set in R?, and let ¢: R? — R° be an affine mapping. Show that
ri (C) = ¢(1i C).

34. Let (C));; be a family of convex sets in R? such that

NriC; # & “)
iel
Show that
cd(\Ci=[\clC,. 5)
iel iel
Show that if (4) does not hold, then (5) need not hold.
3.5. Let (C);=1, ..., be a finite family of convex sets in R? such that
NricC # . 6)
i=1
Show that
i()C=ricC. )
i=1 i=1

Show that if (6) does not hold, then (7) need not hold.

§4. Supporting Hyperplanes and Halfspaces

Itisintuitively clear that when x is a relative boundary point of a convex set C,
then there is a hyperplane H passing through x such that all points of C not in
H are on the same side of H. One of the main results of this section shows that
itisin fact so.

Let C be a non-empty closed convex set in R%. By a supporting halfspace of C
we mean a closed halfspace K in R? such that C = Kand H n C # ¢, where
H denotes the bounding hyperplane of K. By a supporting hyperplane of C we
mean a hyperplane H in R? which bounds a supporting halfspace.

In the definition of a supporting hyperplane H of C we allow C = H
(inwhich case both closed halfspaces bounded by H are supporting halfspaces).
If C is not contained in H we shall call H a proper supporting hyperplane.

Analytically, a hyperplane H(y, o) is a supporting hyperplane of a non-
empty closed convex set C if and only if

a = max {x, y> ¢))
xeC
or
o = min {x, y). 2

xeC
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If (2) holds for H(y, a), then (1) holds for H(—y, —«). Since H(—y, —a) =
H(y, ), it follows that any supporting hyperplane H of C has the form H(y, «)
such that (1) holds, whence C = K(y, «). Note, by the way, that if H(y, &) isa
supporting hyperplane such that C = K(y, a), then H(y, o) is proper if and
only if

inf {x, y> < max {(x, y).

xeC xeC

We first prove:

Theorem 4.1. Let C be a non-empty convex set in R, and let H be a hyperplane
in R, Then the following two conditions are equivalent:

(@ HnriC= (.
(b) Ciscontained in one of the two closed halfspaces bounded by H, but not in H.

ProOF. Assume that (a) holds. Let x4 eri C, cf. Theorem 3.1. Then x, ¢ H by
(). In particular, C is not contained in H. Suppose that there is a point x, € C
such that x, and x; are on opposite sides of H. Then there are y and « such
that H = H(y, «) and

<x0, y> <a< <xl7y>‘
Taking
A= o= <x07 y>
<x17y> - <x0’y>

and
X, = (1 - l)xo + lxl,

we have A€ ]0, 1[, and so x; € ]x,, x;[. Furthermore, an easy computation
shows that {x;, y> = &, whence x; € H. On the other hand, since x, € ri C and
X; € Jxq, x1[, it follows from Theorem 3.3 that we also have x, e ri C, whence
x; € H nri C, a contradiction. In conclusion, C is contained in that closed
halfspace bounded by H which contains the point x,.

Conversely, assume that (b) holds. Suppose that there is a point
x € H nri C. By (b) there is a point y € C\ H. Then by Theorem 3.5, (a) = (c)
there is a point z € C such that x € ]y, z[, whence

x=(1-NNy+ Az
for a suitable A € JO, 1[. Now, there are u and o such that H = H(u, ) and
C < K(u, o). Then {y, u) < o and {z, u) < a, whence
x,up =<1 = Dy + Az, u)
=1 =), u + Kz, u)
<1 —MNa+ e =a

At the same time we have {x, ) = a since x € H, a contradiction. Therefore,
H n ri C is empty. O
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We immediately get:

Corollary 4.2. A supporting hyperplane H of a non-empty closed convex set C in
R4 is a proper supporting hyperplane of C if and only if H n1i C = (.

The following result is fundamental:

Theorem 4.3. Let C be a closed convex set in RY, and let x be a point intb C. Then
there is a proper supporting hyperplane H of C such that x € H.

We shall build the proof of Theorem 4.3 upon the following:

Lemma 4.4. Let C be a non-empty open convex set in R?, and let x be a point
of R not in C. Then there is a hyperplane H in R* such that xe H and
HnC=.

ProoF. We shall use induction on d. The statement is trivially trueford = 0, 1.
We also need a proof for d = 2, however. So, let C be a non-empty open convex
setin R?, and let x € R*\ C. We shall prove that there exists a line L in R? such
that xe Land L n C = (. Let S be a circle with its centre at x, and for each
point u € C let v’ be the unique point of S where the halfline

{(1 — Dx + Auld > 0}
from x through u meets S. Then the set
C:={u|lueC}

is an open arc in S. Since x ¢ C and C is convex, two opposite points of S can-
not both be in C'. Therefore, the angle between the two halflines from x
through the endpoints of C' is at most . Any of the two lines determined by
one of these halflines can then be used as L. (If the angle is «, then, of course, L
is unique.)

Next, let d > 2, and assume the statement is valid for all dimensions less
than d. Let C be a non-empty open convex set in R?, and let x € R*\ C. (See
Figure 1 which illustrates the “difficult” situation where x € cl C.) Take any
2-dimensional affine subspace A4 of R? such that xe A and A n C # . Then
A n Cisanon-empty open convex set in 4 with x ¢ 4 n C.Identifying A with
R? and using the result on R? proved above, we see that there exists a line L
in A such that x e L and

Lo(AnC =LnC=g.

Let B be any hyperplane in R orthogonal to L, and let n: R? — B denote the

orthogonal projection. Then 7(C) is a non-empty open convex set in B. More-

over, since n” }(n(x)) = L, we see that n(x) ¢ n(C). Then, by hypothesis, there

is a hyperplane H' in B such that n(x) € H and H' n n(C) = . But then
H:=aff(H UL)=n"Y(H)

is a hyperplane in R withxe Hand Hn C = . a
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We can now prove Theorem 4.3:

ProoF (Theorem 4.3). When dim C = —1, 0, there is nothing to prove. So, let
dim C > 1, and let C and x be as described. We shall apply Lemma 4.4 to the
convex set ri C and the point x in the affine space aff C. (Here we need to
identify aff C with R® where e := dim(aff C).) To see that Lemma 4.4 applies,
note that ri C is non-empty by Theorem 3.1, convex by Theorem 3.4(b), and
openin aff C; furthermore, x is in aff C. Application of Lemma 4.4 then yields
the existence of a hyperplane H' in aff C suchthat xe H' and H' nri C = (.
Clearly there is a hyperplane H in R such that H n aff C = H'. (If already
aff C = R, then H = H'.) Then we also have xe H and HnriC = (.
Theorem 4.1, (a) = (b) finally shows that H is in fact a proper supporting
hyperplane. mn
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The following theorem is also fundamental:

Theorem 4.5.Let C be a non-empty closed convex set in R®. Then C is the inter-
section of its supporting halfspaces.

PrOOF. When dim C = 0, the theorem is clearly true. When C = R?, there
are no supporting halfspaces; hence, the theorem is also true in this case.
So, let dim C > 1, and let x be a point of R? outside C; we shall prove that
there is a supporting halfspace K of C such that x ¢ K. If x ¢ aff C, there is a
hyperplane H in R? with aff C = H and x ¢ H. The closed halfspace bounded
by H which does not contain x then has the desired property. If x e aff C, let z
be a relative interior point of C, cf. Theorem 3.1. Then [z, x] n C is a closed
segment [z, u], where u erb C and [z, u[ isin ri C, cf. Theorem 3.3. Now, by
Theorem 4.3 there is a proper supporting hyperplane H of C such thatu e H.
The supporting halfspace K bounded by H then has the desired property. In
fact, suppose that x € K. As we have z € ri C, it follows from Corollary 4.2 that
z¢ H, whence z € int K. But then Theorem 3.3 shows that ]z, x[ is in int K,
which is contradicted by the fact that the point u belonging to ]z, x[ is in
H=Dbd K. O

One may say that Theorem 4.5 describes an “external representation” of a
closed convex set. In the next section we shallmeet an “internal representation”
of a compact convex set.

EXERCISES

4.1. Let C, and C, be convex sets in R?. A hyperplane H in R? is said to separate C, and
C, if C, is contained in one of the two closed halfspaces bounded by H and C, is
contained in the other closed halfspace bounded by H. Note that we allow C, ¢ H
and C, < H.1If at least one of the two sets C, and C, is not contained in H, then H
is said to separate properly. Show that there exists a hyperplane H separating C,
and C, properly if and only if ri C; nri C, = . (Hint: Consider the convex set
C:=C, — C,. Use Exercise 3.2.)

42. Let C, and C, be convex sets in R?. A hyperplane H(y, «) is said to separate C,
and C, strongly if for some ¢ > 0 both H(y, o — ¢) and H(y, « + ¢) separate C,
and C,, cf. Exercise 4.1. Show that there exists a hyperplane H separating C, and
C, strongly if and only if o ¢ cl(C; — C,). Deduce, in particular, that if C, and C,
are disjoint closed convex sets one of which is compact, then there is a strongly
separating hyperplane.

§5. The Facial Structure of a Closed Convex Set

In this section we shall study certain “extreme” convex subsets of a closed
convex set C, called the faces of C. We shall prove, among other things, that
when the set C is compact, then it is the convex hull of its 0-dimensional faces.
Thic ic the “internal renresentation” mentioned in Section 4.
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In the following, let C be a closed convex set in R%. A convex subset F of C
is called a face of C if for any two distinct points y, z € Csuch that ]y, z[ N Fis
non-empty, we actually have [y, z] = F. Note thatin ordertohave[y,z] < F
it suffices by the convexity of F to have y, ze F.

The subsets & and C of C are both faces of C, called the improper faces; all
other faces are called proper faces.

A point x € C is called an extreme point of C if {x} is a face. This means, by
definition, that x is not a relative interior point of any segment [y, z] in C,
or, equivalently, that C\ {x} is again convex. The set of extreme points of C is
denoted by ext C.

Aface F of Ciscalled a k-faceifdim F = k. Thus, the O-faces are the extreme
points. (Strictly speaking, {x} is a face if and only if x is an extreme point.) A

facet of Cis a face F with0 < dim F = dim C — L.

It is clear that the intersection of any set & of faces of C is again a face of C.
Hence, there is a largest face of C contained in all the members of o7, namely,
the intersection of all the members of .«/. However, we can also conclude that
there is a smallest face of C containing all the members of ./, namely, the
intersection of all faces of C containing all the members of &/. (Note that C
itself is such a face.) Denoting the set of all faces of C by #(C), we may express
this by saying that the partially ordered set (#(C), <) is a complete lattice
with the lattice operations

inf of = () {Fe F(C)|F e £},
sup & = () {Ge F(C)|VFe L F = G}.

(For lattice-theoretic notions, see Appendix 1.) We shall call (#(C), <) the
face-lattice of C. (The partially ordered set (#(C), o) is, of course, also a
complete lattice. However, when speaking of the face-lattice of C we always
mean #(C) equipped with <.)

When C is a closed convex set with dim C > 1, then certain faces of C have
a particular form: If H is a proper supporting hyperplane of C, cf. Corollary
4.2, then the set F := H n C i1s a proper face of C. In fact, F is a non-empty
proper subset of C by definition, and being the intersection of two convex
sets it is also convex. To see that it has the face property, let y and z be two
points of C such that ]y, z[ N F is non-empty. Then (1 — A)y + Az is in H for
some A€]0, 1[. Now, there are u and o such that H = H(u, ) and C <
K(u, o). We then have {y,ud> <o, {z,u) <oand (1 - Ay + Az,udp =a,
whence {y, u) = {z,u)> = a,1.e. yand zare in H, and thereforein F, as desired.
A face F of C of the form F = H n C, where H is a proper supporting hyper-
plane of C, is called a (proper) exposed face. For any closed convex set C
(including sets C withdim C = —1, 0) it is convenient also to consider & and
C as exposed faces of C; we shall call them improper exposed faces.

(There is a formal problem in connection with the definition of a proper
exposed face of C, namely, that it depends on the choice of the particular
affine space containing C. If C is “initially” lying in R we would like to be
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free to consider it as a subset of any affine subspace A4 of R? containing
aff C. We can, however, easily get away with this difficulty, since the hyper-
planes in A4 are just the non-empty intersections H N A, where H is a hyper-
plane in R? not containing A.)

A point x € C is called an exposed point of C if {x} is an exposed face. The
set of exposed points of C is denoted by exp C. Thus,exp Cis a subset of ext C.

The set of exposed faces of C is denoted by &(C). The order-theoretic

*structure of (£(C), <) will be discussed later in this section.

In order to illustrate the notions introduced above, consider the following
example. Let C be the convex hull of two disjoint closed discs in R? having the
same radius. Then the boundary of C consists of two closed segments [x,, x,]
and [x3, x,], and two open half-circles. The 1-faces of C are the two segments
[x1, x51, [x3, x,]; these faces are in fact exposed. The extreme points (i.e. the
O-faces) are the points x,, x,, X3, X4 and the points belonging to one of the
open half-circles. Clearly, each point belonging to one of the open half-circles
is even exposed. The extreme points x,, X,, X3, X, are not exposed however;
in fact, a supporting hyperplane of C containing one of the points x,, x,, X;,
x, must also contain one of the two segments. In particular, this shows that
in general there are non-exposed faces.

Any proper exposed face is the intersection of two closed sets, and there-
fore it is closed itself. We actually have:

Theorem 5.1. Every face F of a closed convex set C in R* is closed.

Proor.Fordim F = —1, Othere is nothing to prove. Assume thatdim F > 1,
and let x be any point in cl F. Let x, be a point in ri F, cf. Theorem 3.1. If
x = X, we have x € F as desired. If x # x,, then [x,, x[ is a subset of ri F by
Theorem 3.3. In particular, 1x,, x[ N F # (&, whence x is in F by the defini-
tion of a face. ]

Theorem 5.1 shows among other things that it makes sense to talk about
“a face of a face” (of a closed convex set):

Theorem 5.2. Let F be a face of aclosed convex set C in R?, and let G be a subset
of F. Then G is a face of C if (and only if ) G is a face of F.

ProoF. It follows immediately from the definition that if the set G is a face of
C, then it is also a face of F. Conversely, suppose that G is a face of F, and let
yand z be points of C such that ]y, z[ intersects G. Since G < F, the segment
1y, z[ also intersects F. This implies y, z € F since F is a face of C. But then we
also have y, z € G, as desired, since G is a face of F. O

One should note that the “if” part of Theorem 5.2 is not valid in general
with “face” replaced everywhere by “exposed face.” In fact, in the example
above x, is an exposed point of [x,, x,], and [x,, x,] is an exposed face of C,
but x, is not an exposed point of C.
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Theorem 5.3. Let F be a face of a closed convex set C in R? such that F # C.
Then F < rb C.

Proor. For dim C = -1, 0 there is nothing to prove. So, assume that we
havedim C > 1. Let F be a face of C such that some point x from F isinri C.
We shall complete the proof by showing that F = C. Let y be an arbitrary
point in C. If y = x, then y is in F, as desired. If y 5 x, then there is a point
z in C such that x € ]y, z[, cf. Theorem 3.5, (a) = (¢). Since x is in F, and F
is a face, it follows that y is in F. (]

Corollary 5.4. Let F and G be faces of a closed convex set C in R? such that
G F.ThenG ctb F.

Proor. First note that G is a face of F, cf. Theorem 5.2. The statement then
follows immediately from Theorem 5.3. O

Corollary 5.5. Let F and G be faces of a closed convex set C in R? such that
G g F.Thendim G < dim F.

Proor. First note that we have aff G « aff F since G < F. Suppose that
aff G = aff F. Thenri G < r1 Fsince G < F.Combining with Corollary 5.4 we
obtain ri G = . By Theorem 3.1 this implies G = (J, whence also F = &
since aff F = aff G, contradicting that G % F by assumption. In conclusion,
we must have aff G g aff F, whence dim G < dim F. O

For any subset M of a closed convex set C in R? there is a smallest face of C
containing M, namely, the intersection of all faces containing M. Theorem 5.3
shows that when M contains a point from ri C, then the smallest face con-
taining M is C itself.

Theorem 5.6. Let C be a closed convex set in R?, let x be a point in C, and let F
be a face of C containing x. Then F is the smallest face of C containing x if and
onlyifxeri F.

Proor. If x €11 F, then F is the smallest face containing x by Corollary 5.4. If
x €rb F, then by Theorem 4.3 there is a face G (in fact, exposed) of F such that
x€ G & F. By Theorem 5.2, G is also a face of C, and therefore F is not the
smallest face containing x. O

Corollary 5.7. Let C be a closed convex set in RY. Then the sets ri F, where
F e F(O\{}, form a partition of C.

PRrOOF. The statement amounts to saying that for each x € C there is a unique
face F of C such that x e ri F. However, Theorem 5.6 gives such a unique face,
namely, the smallest face of C containing x. O
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Next, we shall study the exposed faces. We first prove:

Theorem 5.8. Let F be afacet of a closed convex set C in R?. Then F is an exposed
face.

ProoF. By the definition of a facet we necessarily have dim F > 0, whence
by Theorem 3.1 there is a point x € ri F. Then, by Theorem 5.6, F is the
smallest face of C containing x. On the other hand, Theorem 4.3 shows that
there is an exposed face G of C such that x € G. It then followsthat F <« G & C.
Using Corollary 5.5 we obtain

dimC -1 =dimF <dim G < dim C,
whence dim G = dim F. Corollary 5.5 then shows that F = G, and therefore
F is exposed. O

At the beginning of this section we noted that the intersection of any set of
faces of a closed convex set C is again a face of C. The following theorem
shows that a similar result holds for exposed faces:

Theorem 5.9. Let {F;|i € I} be a set of exposed faces of a closed convex set C in
R4 and let
F = m Fi'

iel
Then F is also an exposed face of C.

Proor.When F is &F or C, there is nothing to prove. So, in the following we may
assume that F is a non-empty intersection of proper exposed faces F;, i€ I.

We shall first consider the case where I is a finite set, say I = {1, ..., n}.
Now, for each i € I there is a hyperplane H(y;, ;) such that

F,=H@y,4)nC (N
and
C < K(y;, o). )

We may assume without loss of generality that o € int C. Then o is interior for
all the K(y;, a;)’s, and therefore each a; is > 0. Letting

Zy= 0‘i_l)’i
fori=1,...,n, (1) and (2) become
F; = H(z;, 1) n C,
C < K(z;, 1).
Let
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Then for any x € C we have

(x, 200 = <x, .in_12i>

i=1
< ¥Ynl1=1, 3
i=1
implying that
C < K(zo, 1).

Furthermore, we have equality in (3) ifand only if x € H(z;, I)fori = 1,..., n.
This shows that

H(zy,)nC =F.

Hence, F is an exposed face.
When 1 is infinite, it suffices by the preceding to prove that there exist
iy ..., I, € Isuchthat

ﬂ Fiv = F.
v=1
Let i, be any of the i’s in I. If F = F;, we have the desired conclusion. If
F ¢ F,,, then there is i, € I such that
FcFy,nF,cF,.
From Corollary 5.5 it follows that
dim(F;, N F;,) < dim F;,.

IfF = F;, n F;,, we have the desired conclusion. If F ¢ F;, n F;,, then there
is i3 € I such that

FcF ,nF,nF,cF,nF,.
Again from Corollary 5.5 it follows that
dim(F;, " F;, n F;,) < dim(F;, N F;,).

IfF = F; n F;, 0 F;,,wehave thedesired conclusion. fF ¢ F; " F;, " Fy,,
there is i, € I, etc. Since the dimension in each step is lowered by at least 1, we
must end up with iy, ..., i, eI such that

as desired. O
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It follows from Theorem 5.9 that the partially ordered set (§(C), <) of
exposed faces of a closed convex set C in R? is a complete lattice with

inf o := (| {Fe (C)|F e o}
sup of == ) {Ge &(C)|VF e o+ F = G}

for o/ < &(C). It is interesting to note, however, that in general (£(C), <) is
not a sublattice (cf. Appendix 1) of (#(C), <). In fact, when .o/ is a subset of
© 6(C), then sup & computed in (£(C), <) may be different from sup &/
computed in (#(C), =). (The inf-operation, however, is the same in
(6(C), =) asin(F(C), <).) For example, it is not difficult to construct in R?
a closed convex set C with the following properties. Among the extreme
points of C there are three, say x,, x,, x5, such that conv{x,, x,, x5} is an
exposed face, x; and x, are exposed points, but the face [x,, x,] is not
exposed. (See Figure 2.) Then if we consider the subset .7 of &(C) consisting
of the two exposed faces {x,} and {x,}, we see that sup & in (% (C), <)
is [xy, x,], whereas sup & in (6(C), <) is conv{xy, x,, X3}.

X3

Figure 2

X3

The final theorem of this section deals with extreme points. Closed half-
spaces and affine subspaces are closed convex sets without extreme points.
We shall prove that compact convex sets are “spanned” by their extreme
points. This result is known as Minkowski’s Theorem:

Theorem 5.10. Let C be a compact convex set in R%, and let M be a subset of C.
Then the following two conditions are equivalent:

(a) C = conv M.
(b) ext C =« M.

In particular,
(¢) C = conv(ext C).
PROOF. Suppose that there is an extreme point x of C which is not in M. Then

M is a subset of C\{x}, and since C\{x} is convex by the definition of an
extreme point, it follows that conv M is also a subset of C\ {x}. This proves

(2) = (b).
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To prove (b) = (a) it suffices to show that
C < conv(ext C). 4

(In fact, suppose that (4) holds. Since the opposite inclusion of (4) is obvious,
it then follows that C = conv(ext C). But then we also have C = conv M for
any subset M of C containing ext C.) We shall prove (4) by induction on the
dimension of C. Fordim C = —1, Othere is nothing to prove. Fordim C = 1
the statement is clearly valid. Suppose that the statement is valid for all com-
pact convex sets of dimension <e, where e > 2, and let C be a compact
convex set of dimension e. Let x be any point in C; we shall prove that x isa
convex combination of extreme points of C, cf. Theorem 2.2. If x itself is an
extreme point, there is nothing to prove. If x is not an extreme point, then
there is a segment in C having x in its relative interior. Extending the segment,
if necessary, we see that there are in fact points y,, y, €rb C such that
x € ]yo, y1[- Let F and F, be the smallest faces of C containing y, and y,,
respectively. Then F, and F are proper faces of C, cf. Corollary 5.7. They are,
in particular, compact convex sets, cf. Theorem 5.1, and they both have
dimension <e, cf. Corollary 5.5. Then, by the induction hypothesis, there are
points X, . .., Xo, € €xt Foand x,4,..., x,, € ext F, such that y, is a convex
combination of the x,;’s and y, is a convex combination of the x, ;’s. Since x is
a convex combination of y, and y;, it follows that x is a convex combination
of the xy;’s and x, ;’s. To complete the proof, we note that the x,;’s and x, ;’s are
in fact extreme points of C; this follows from Theorem 5.2.

Corollary 5.11. Let C be a compact convex set in R? withdim C = n. Then each
point of C is a convex combination of at most n + 1 extreme points of C.

Proor. Combine Theorem 5.10(c) and Corollary 2.4. O

EXERCISES
5.1. Show that ext C is closed when C is a 2-dimensional compact convex set.
5.2. Let C be the convex hull of the set of points («;, «,, 3) € R* such that
oy =0, =0, aze[—1,1],
or
a3 =0, (¢ -1 +ai=1
Show that ext C is non-closed.

5.3. Let C be a closed convex set in R?. Show that if a convex subset F of C is a face
of C, then C\F is convex. Show that the converse does not hold in general.

5.4. Let C be a non-empty closed convex set in R% An affine subspace A of R is said to
support Cif A n C # J and C\ 4 is convex. Show that the supporting hyperplanes
of C in the sense of Section 4 are the hyperplanes that support C in the sense just
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defined. Show that for a non-empty convex subset F of C, the following three
conditions are equivalent:

(a) Fisafaceof C.
(b) There is a supporting affine subspace A4 of C such that A n C = F.
(c) aff F is a supporting affine subspace of C with (aff F) ~n C = F.

(The equivalence of (a) and (b) throws some light upon the difference between faces
and exposed faces.)

5.5. Let C be a compact convex set in RY and let M be a subset of ext C. Show that
conv M is a face of C if and only if

(aff M) n conv((ext C\M) = .
5.6. Show that there are compact convex sets C such that
C # conv(exp C).
Prove Straszewicz’s Theorem: For any compact convex set C one has
C = clconv(exp C).

(Warning: This is not easy.)

§6. Polarity

Duality plays an important role in convexity theory in general, and in poly-
tope theory in particular. Actually, we shall be working with two duality
concepts: a narrow one called polarity and a broader one which we shall
simply refer to as duality. The notion of polarity applies to convex sets in
general, whereas duality in the broader sense will only be applied to polytopes.

This section deals with polarity. With each subset M of RY we shall
associate a certain closed convex subset M° of R, called the polar of M. When
Cis a compact convex set having o in its interior, then the polar set C° has the
same properties, and C is the polar of C°. For such a pair of mutually polar
compact convex sets having o as interior point, the polar operation induces
a one-to-one inclusion reversing correspondence between &(C) and &(C°).

One should note that the notion of polarity is a linear concept, while in the
preceding Sections 2-5 we worked within the framework of affine spaces. In
particular, the polar operation is not translation invariant.

For any subset M of RY, the polar set is the subset M° of R? defined by
M= {yeR}VxeM: {(x,y> <1}

= {yeRY|supyen {x, y) < 1}
Equivalently,

M° = () K(x, 1). ()

xeM
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Since yisin K(x, 1) ifand only if x is in K(y, 1), it follows from (1) that we have
yeM® <M < K(y, 1). )

It also follows from (1) that M° is a closed convex set containing o, since each
K(x, 1) is such a set. Furthermore, it is clear that

M, < M,= M > M. 3)
We shall prove the following:

Theorem 6.1. For any subset M of R* one has:

(a) If M is bounded, then o is an interior point of M°.
(b) If o is an interior point of M, then M° is bounded.

ProOF. For z € R? and r > 0 we denote by B(z, r) the closed ball centred at z
with radius r, 1.e.
B(z,r) = {xeR|x — z|| < r}.

Here |-|| denotes the Euclidean norm, i.e.

lull = /<w, u).

Now, it is an elementary standard fact that

sup <x,yy =rlyl

xeB(o,r)
for all ye R? and r > 0. This shows that
B(o,r)° = Blo,r™ ). C))

Therefore, if M is bounded, i.e. M < B(o, r) for somer > 0, then using (3) and
(4) we see that B(o,r~ ') = M°, showing that o is an interior point of M°.
This proves (a). Next, if o is an interior point of M, i.e. B(o, r) = M for some
r > 0, then again using (3) and (4) we obtain M° < B(o, r~ ), showing that
M?¢ is bounded. This proves (b). O

The polar operation can, of course, be iterated. We write M°° instead of
(M°)°. The set M°° is called the bipolar of M. It can be described as follows:
Theorem 6.2. For any subset M of R? we have

M°° = clconv({o} U M),
i.e. M°° is the smallest closed convex set containing o and M.
Proor. We have

M®=(KpD= () Ko.D, ®)

yeM® McK(y, 1)

cf. (1) and (2). This formula immediately implies that M°° is a closed convex
set containing o and M, whence M°° contains clconv({o} U M). To prove
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the opposite inclusion, let z be a point not in clconv({o} U M); we shall prove
that there is a closed halfspace K(u, 1) containing M such that z ¢ K(u, 1), cf.
(5). By Theorem 4.5 there is a supporting halfspace K(y, ) of ciconv({o} U M)
such that z ¢ K(y, o). We then have

max{<{x, y>|x eclconv({o} U M)} = o < {z, y.

Since o is in clconv({o} U M), we have a > 0. Therefore, there exists § > 0
such that
max{<{x, y>|x eclconv({o} U M)} < B < {(z, >. (6)

Taking u := B~ !y, we obtain from (6)
max{<x, uy|x eclconv({o} U M)} < 1 < {z,u),

implying M < K(u, 1) and z ¢ K(u, 1), as desired. O
From Theorems 6.1 and 6.2 we immediately get:

Corollary 6.3. Let C be a compact convex set in R? having o as an interior point.
Then C° is also a compact convex set having o as an interior point. Furthermore,
Cc°=C.

In the following, C is assumed to be a compact convex set in R? with
oeint C. To emphasize the completely symmetric roles played by C and C°,
as explained by Corollary 6.3, we denote C° by D.

The assumption o € int C implies that every supporting hyperplane of C is
a proper supporting hyperplane, and has the form H(y, 1) for a unique
yeR\{o}. We then have C = K(y, 1), and hence yeD. The following
theorem gives more information about this situation:

Theorem 6.4. For any y € RY, the following two conditions are equivalent:

(a) H(y, 1) is a supporting hyperplane of C.
(b) yebd D.

Similarly, for any x € R, the following two conditions are equivalent:

(c) H(x, 1) is a supporting hyperplane of D.

(d) xebd C.

Proor. If (a) holds, then y € D and
sup {(x,y) = L )
xeC

(Actually, the supremum is a maximum.) If we had y € int D, then we would
also have Ay € D for a certain 4 > 1. Since D is the polar of C, we would then
have

sup {x, AyD> < 1,

xeC

contradicting (7). Hence y € D\int D = bd D, as desired.
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Conversely, if (b) holds, then, in particular, y is in D\ {0}. Since D is the
polar of C, we then have

0 <sup{x,y> <L 8)

xeC

Now, if in (8) we had <1, then we would have

sup {x, Ay) =1

xeC
for a suitable A > 1, whence Ay would be in C° (=D). Since o€ int D and
y € Jo, Ay[, this would imply yeint D by Theorem 3.3, a contradiction.
Therefore,

sup {x, y> = 1.
xeC
Finally, this supremum is actually a maximum by the compactness of C and
the continuity of (-, y>. Hence, H(y, 1) is a supporting hyperplane of C, as
desired.
As explained earlier, C and D play completely symmetric roles. Therefore,
the equivalence of (c) and (d) is a consequence of the equivalence of (a) and (b).

a

Corollary 6.5. For any x, y € R?, the following four conditions are equivalent
y

(a) H(y, 1) is a supporting hyperplane of C at x.
(b) H(x, 1) is a supporting hyperplane of D at y.
(c) {x,y> =1,xebd C, yebd D.

d) <{x,y> =1,xeC,yeD.

PrROOF. The equivalence (a)<>(c) follows immediately from Theorem
6.4, (a) < (b). The equivalence (b) <= (c) then follows by symmetry, or from
Theorem 6.4, (¢) < (d). It is trivial that (c) = (d). We shall complete the proof
by showing that (d) = (a). From y € D (=C°) it follows that C < K(y, 1), and
from {x, y> = 1 it follows that x € H(y, 1). Since x € C, it then follows that
H(y, 1) is a supporting hyperplane of C at x. 0

Now, for an exposed face F of C, proper or improper, we define
F*={yeD|VxeF:{x,y)> = 1}.
Similarly, for an exposed face G of D we define
G* ={xeC|VyeG:{x,y> = 1}.

The motivation for this concept is the fact that when F is a proper exposed
face of C, then a point y e R? is in F* if and only if H(y, 1) is a supporting
hyperplane of C with F < H(y, 1); this follows immediately from Corollary
6.5, (a) <> (d). The same holds for a proper exposed face G of D. For the
improper exposed faces C and & of C, we have C* = & and J° = D. And
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for the improper exposed faces D and & of D, we have D* = @fand &° = C.
(The unpleasant feature that §° may have different “values” is, of course,
due to the fact that we use the same notation for different mappings.)

Theorem 6.6. Let F be a proper exposed face of C. Then F* is a proper exposed
face of D. Similarly for a proper exposed face G of D.

PROOF. By definition,
F®= (\Dn H(x, 1).

xeF
When F is proper, then each x € F is in bd C, whence H(x, 1) is a supporting
hyperplane of D, cf. Theorem 6.4, (d) = (c). Therefore, each set D n H(x, 1)
is a proper exposed face of D, implying that F* is an exposed face of D,
cf. Theorem 5.9. Furthermore, F* is proper or empty. But since F is a proper
exposed face, there is a supporting hyperplane H(y, 1) of C such that
F = Cn H(y, 1). From the remark above following the definition of F*,
we then see that y € F*, whence F* # . O

By Theorem 6.6, it makes sense to iterate the /\-operation. Writing F**
instead of (F“)*, we see that for the improper exposed faces C and & of C we
have C** = C and @““ = . Moreover, by Theorem 6.6, F** is a proper
exposed face of C when F is a proper exposed face of C. We actually have:

Theorem 6.7. Let F be a proper exposed face of C. Then F** = F. Similarly for
a proper exposed face G of D.

ProoF. By definition,
F** = () Cn H(Q, ).

ye F*
But since y is in F* if and only if H(y, 1) is a supporting hyperplane of C with
F < H(y, 1), we see that F** is the intersection of all proper exposed faces of
C containing F. This intersection, of course, is simply F itself. O

For an exposed face F of C, we call the exposed face F° of D the conjugate
face of F; the same applies to an exposed face G of D. Theorems 6.6 and
6.7 show that the exposed faces of C and D go together in pairs F, G of
mutually conjugate faces, both proper or both improper.

It is clear that the /A\-operation reverses inclusions. The following is,
therefore, a consequence of Theorems 6.6 and 6.7:

Corollary 6.8. The mapping F +— F*, where F € £(C), is an anti-isomorphism
from(&(C), =) onto (8(D), <), and the mapping G > G*, where G € (D), is an
anti-isomorphism from (6(D), <) onto (6(C), =). The two mappings are
mutually inverse.
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Anti-isomorphisms reverse inf and sup. Therefore, Corollary 6.8 yields:

Corollary 6.9. Let {F;|i€ I} be a set of exposed faces of C, let F, denote the
largest exposed face of C contained in all the F/s (i.e. F is the intersection of the
F/s),and let F | denote the smallest exposed face of C containing all the F;’s. Then
Fy is the smallest exposed face of D containing all the F;’s, and F7 is the largest
exposed face of D contained in all the F;’s (i.e. F1 is the intersection of the
F’s). Similarly for a set of exposed faces of D.

We remind the reader that for some time we have been working under the
general assumption that C and D are mutually polar compact convex sets in
R? having o as an interior point. This assumption is maintained in the follow-
ing theorem. (Among other things, this explains the meaning of d in the
formula.)

Theorem 6.10. Let F and G be a pair of mutually conjugate faces of C and D,
respectively. Then

dimF +dimG <d — 1.

Proor. The conjugate face of the improper exposed face & of C is the im-
proper exposed face D of D. Similarly, the conjugate face of the improper
exposed face C of C is the improper exposed face f of D. Since dim & = —1,
dim C = dand dim D = d, we see that the formula holds when F is improper,
in fact with equality. Consequently, we need only consider the case where F is
a proper exposed face of C; then the conjugate face G of D is also proper, cf.
Theorem 6.6. Now, by the definition of the A-operation,

G=Dn ()H(x 1).

xeF

Therefore, G is a subset of the affine subspace (),. r H(x, 1), whence
dim G < dim (") H(x, 1). )

xeF

By (9), the affine subspace (),.r H(x, 1) is non-empty; therefore it is a
translate of the linear subspace (), .r H(x, 0), and so

dim () H(x, 1) = dim ") H(x, 0). (10)

xeF xeF

But
(VH(x,0) = {yeRY|VxeF: (x,y) = 0}

xeF

= F! = (span F)~.
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Therefore,
dim (") H(x, 0) = dim((span F)*)

xeF
= d ~ dim(span F)
=d — (dim(aff F) + 1)
=d — 1 — dim(aff F)
=d—-1-dimF, 11)
where we have used the fact that o ¢ aff F to obtain
dim(span F) = dim(aff F) + 1.
Combining now (9), (10) and (11), we obtain the desired formula. a

EXERCISES
6.1. Show that (AM)° = A~ 'M° when 1 # 0.
6.2. Show that (M°°)° = M°.
6.3. Show that (| ;e ;M)° = (ies M5
6.4. Show that
(ﬂ C,.> = clconv | J C?
iel iel
when the sets C; are closed convex sets containing o.

6.5. For e < d, identify R® with the subspace of R? consisting of all (xi, ..., x,;) € R
such that x,,, = -+ = x; = 0. Let 1 denote the orthogonal projection of R? onto
Re. Show that for any subset M of R we have

M)y = M° R,

where T1(M)° denotes the polar of TI(M) in R and M° denotes the polar of M in
R,

6.6. Let C and D be mutually polar compact convex sets. Let F be a proper exposed
face of C, and let G := F*. Show that

G=Dn () Hx1),

xeextF

and show that
G =D n H(x,, 1)

for any relative interior point x, of F.

6.7. Let C and D be mutually polar compact convex sets. Extend the definition of the
A-operation by allowing it to operate on arbitrary subsets of C and D. Show that
when M is a subset of C, then M"* := (M")" is the smallest exposed face of C
containing M.



CHAPTER 2
Convex Polytopes

§7. Polytopes

A (convex) polytope is a set which is the convex hull of a non-empty finite set,
see Section 2. We already know that polytopes are compact. We may,
therefore, apply Section 5 on the facial structure of closed convex sets to
polytopes. As one might expect, the facial structure of polytopes is consider-
ably simpler than that of convex sets in general.

A polytope P = conv{x;, ..., x,} is called a k-polytope if dim P = k.
This means that some (k + 1)-subfamily of (x, . .., x,) is affinely independent,
butno such (k + 2)-subfamily is affinely independent. By a k-simplex we mean
a k-polytope which is a simplex. A simplex is a k-simplex if and only if it has
k + 1 vertices, cf. Section 2. A 1-simplex is a closed segment. A 2-simplex is
called a triangle, a 3-simplex is called a tetrahedron.

We have the following description of polytopes in terms of extreme points:

Theorem 7.1. Let P be a non-empty subset of R%. Then the following two condi-
tions are equivalent:

(a) P is a polytope.
(b) P is a compact convex set with a finite number of extreme points.

PROOF. When P is a polytope, say P = conv{xy, ..., X,}, then P is compact
by Corollary 2.9. Next, Theorem 5.10, (a) = (b) shows that ext P is a subset of
{x1,.-.,X,}, and hence is a finite set. The converse follows immediately from
Theorem 5.10, (b) = (a). O
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Following common usage, we shall henceforth call the extreme points, i.e.
the O-faces, of a polytope P the vertices of P. We shall continue to denote the
set of vertices of P by ext P. The 1-faces are called the edges of P.

The vertices of a simplex S in the sense used in Section 2 are, in fact, the
extreme points (i.e. vertices) of S. This follows immediately from Theorem
5.10 or Theorem 7.2 below.

The set {x;, ..., Xx,} spanning a polytope P = conv{x,, ..., x,} is of
course not unique (except when P is a 1-point set); in fact, one may always
add new points x,, ;, ... already in P. However, there is a unique minimal
spanning set, namely, the set ext P of vertices of P:

Theorem 7.2. Let P be a polytope in RY, and let {x,, ..., x,} be a finite subset
of P. Then the following two conditions are equivalent:

(@) P = conv{xy, ..., X,}.
(b) ext P < {Xy,..., Xu}.

In particular,

(c) P = conv(ext P).

Proor. Noting that polytopes are compact, the statement follows immedi-
ately from Theorem 5.10. O

We shall next study the facial structure of polytopes in general.

Theorem 7.3. Let P be a polytope in R, and let F be a proper face of P. Then F
is also a polytope, and ext F = F N ext P.

ProoF. We begin by noting that Pand F are compact, cf. Theorem 7.1, (a)=(b)
and Theorem 5.1. Now, Theorem 5.2 shows that the extreme points of F are
just those extreme points (vertices) of P which arein F,i.e.ext F = F n ext P.
Since ext P is a finite set by Theorem 7.1, (a) = (b), it follows that ext F is a
finite set. Application of Theorem 7.1, (b) = (a) completes the proof. g

Corollary 7.4. Let P be a polytope in R%. Then the number of faces of P is
finite.

Proor. The number of extreme points of Pis finite by Theorem 7.2, (a) = (b).
Each face of P is the convex hull of extreme points of P by Theorem 7.3 and
Theorem 7.2(c). Therefore, the number of faces is finite. O

The following is a main result:

Theorem 7.5. Let P be a polytope in R%. Then every face of P is an exposed face.

Proor. It suffices to prove the statement for d-polytopes in R?. We shall use
induction on d. For d = 0 there is nothing to prove, for d = 1 the statement
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is trivial, and for d = 2 it is obvious. Suppose that the statement is valid for
all polytopes of dimension <d, where d > 3, and let P be a d-polytope in
R¢. For improper faces of P there is nothing to prove, so let F be a proper face
of P. Let x be a relative interior point of F, cf. Theorem 3.1, and let H be a
proper supporting hyperplane of P at x, cf. Theorem 4.3. Then HN P is a
proper exposed face of P containing x. Using Theorem 5.6, we see that
FcHnNP. If F=HnNP, then F is exposed, as desired. f F & HN P,
then F is a proper face of H n P, cf. Theorem 5.2. (See Figure 3.) Since

H,

\
T R

Figure 3



§7. Polytopes 4/

dim(H n P) < d, and H n P is a polytope, cf. Theorem 7.3, it follows from
the induction hypothesis that there is a proper supporting hyperplane H'
of HN Pin aff(H n P) such that F = H' n (H n R). This hyperplane H' we
may extend to a hyperplane 4 in H such that

F=ANnP )

Note that dim 4 = d — 2 > 1. Let B be a 2-dimensional affine subspace of
R? which is orthogonal to 4, and let = denote the orthogonal projection of
R?onto B. Then n(4) is a 1-point set. Furthermore, n(P) is a 2-polytope in B.
We claim that n(4) is a vertex of n(P). If not, then there are points y and z
in P such that n(y) # n(z) and

n(4) = (1 — DHn(y) + An(z)
for some A €70, 1[. Let
u:=(1— Ay + Az.

Then u is in P, and n(u) = n(A4), whence u is in A4 since n~}(n(4)) = A.
Therefore, u is in F, cf. (1). Since F is a face of P, it follows that y and z are
in F. But F is a subset of 4, whence n(v) = n(A) for all ve F. In particular,
m(y) = n(z), a contradiction which proves that n(A4) is a vertex of n(P). By
the 2-dimensional version of the theorem we then see that there is a line
L in B such that

L n n(P) = n(A).
Then
H,=affAdulL)=n"1YL)

is a supporting hyperplane of P in R? with H, n P = F, as desired. O

Corollary 7.6. Let P be a polytope in R?. Then the two lattices (¥ (P), <) and
(6(P), <) are the same.

We shall finally introduce two particular classes of polytopes, the pyramids
and the bipyramids, and we shall describe their facial structure.
A pyramid in R? is a polytope—cf. Theorem 7.7(a)—of the form

P = conv(Q U {xo}),

where Q is a polytope in R, called the basis of P, and x, is a point of R\ aff Q,
called the apex of P. (Note that basis and apex need not be unique: a simplex
is a pyramid where any facet may be taken as the basis, or, equivalently,
any vertex may be taken as the apex.) A pyramid P is called an e-pyramid
if dim P = e. Clearly, a pyramid P is an e-pyramid if and only if its basis Q
is an (e — 1)-polytope.
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The facial structure of a pyramid is determined by the facial structure of
its basis as follows:

Theorem 7.7. Let P be a pyramid in R* with basis Q and apex x,. Then the
Sollowing holds:

(a) P is a polytope withext P = (ext Q) U {x,}.

(b) A subset F of P with x, ¢ F is a face of P if and only if it is a face of Q.

(c) A subset F of P with x, € F is a face of P if and only if there is a face G
of Q such that F = conv(G U {x,}), i.e. F = {xo} or F is a pyramid with a
Jface G of Q as the basis and x, as the apex. For each such face F of P, the
face G is unique, and dim G = dim F — 1.

PrOOF. (a) The set
P, == conv((ext Q) U {xo})

is a convex set containing Q and x,, ¢f. Theorem 7.2(c). Therefore, it contains
P. On the other hand, it is clear that P; < P, whence

P = conv((ext Q) U {x,}).
This shows that P is a polytope and also implies that
ext P < (ext Q) u {x,},

cf. Theorem 7.2, (a) = (b). To prove the opposite inclusion, we first remark
that P is the union of all segments [y, x,], where y € Q. It is then clear that if
H,isahyperplane with x, € Hyand Hy n aff Q = ¢, then H, is a supporting
hyperplane of P with Hy n P = {x,}, implying that x, € ext P. To prove also
that every x e ext Q is in ext P, we prove more generally that every proper
face of Q is a face of P. Let F be a proper face of Q. Then there is a supporting
hyperplane H of Q in aff Q such that H n Q = F. Let H, be a hyperplane in
R?such that H, n aff Q = H and x, is on the same side of H; as Q\F. Then,
again using the remark above that each point of P belongs to some segment
Ly, xo] with y e Q, we see that H; n P = F, whence F is a face of P. This
completes the proof of (a). (A more direct way of showing that every (proper)
face of Q is a face of P goes via the observation that Q is a facet of P. Our
motivation for preferring the proof given above is the fact that after an
obvious modification it also applies to the situation needed in the proof of
Theorem 7.8 below.)

(b) During the proof of (a) it was proved that every proper face of Q is a
face of P. Since Q itself is also a face (in fact, a facet) of P, it follows that every
face of Q is a face of P.

Conversely, let F be a non-empty face of P not containing x,. By Theorem
7.5 there is a supporting hyperplane H of P such that H n P = F. Using
(a) and Theorem 7.3 we see that ext F < ext Q, whence F < Q. But then
trivially F is a face of Q.
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(c) We first prove that every set F of the form
F = conv(G U {x,}),

where G is a face of Q, is a face of P. We need only consider the case where G
is a proper face of Q. For any such face G there is a supporting hyperplane H
of Q in aff Q such that H n Q = G. Let H, be a hyperplane in R? such that
H, naff @ = H and x, € H,. Then clearly H, is a proper supporting hyper-
‘plane of P, whence

F,==H, nP
is a proper (exposed) face of P. Moreover,

ext Fy = H, nextP
=(HnextQ)u{xy}
= (ext G) U {x¢},

where we have used Theorem 7.3 and (a). Then using Theorem 7.2(c) we get

F,

conv((ext G) U {xy})
conv(G U {xq})
=F,

I

whence F is a face of P, as desired.

To prove the converse, we need only consider the case where F # {x,}
and F # P. Let H be a supporting hyperplane of P such that F = H N P,
cf. Theorem 7.5. Since P is the union of all segments [y, x,], where y € Q, we

see that F is the union of all segments [y, x,], where ye H n Q. Letting
G:=H n Q, it follows that

F = conv(G U {x,}),
and it is clear that G is a face of Q.
Finally, the uniqueness of G and the dimension formula are obvious. [
A bipyramid in R? is a polytope—cf. Theorem 7.8(a)—of the form
P = conv(Q U {xq, x,}),

where Q is a polytope in R? with dim Q > 1, and x,, x, are two points of
R¥\aff Q such that

Ixo, x;[N11Q # .

(Then actually ]x,, x,[ has precisely one point in common with rt Q.) The
set Q is called the basis of P, and x,, x, are called the apices of P. (As in the
case of pyramids, basis and apices are, in general, not unique.) A bipyramid
P is called an e-bipyramid if dim P = e. Clearly, a bipyramid P is an e-
bipyramid if and only if its basis Q is an (e — 1)-polytope.
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The facial structure of a bipyramid is determined by the facial structure
of its basis as follows:

Theorem 7.8. Let P be a bipyramid in R? with basis Q and apices x, and x,.
Then the following holds:

(@) P isa polytope with ext P = (ext Q) U {xq, X;}.

(b) A subset F of P with x,, x, ¢ F is a face of P if and only if it is a face of Q
with F # Q.

(c) A subset F of P with xy € F and x, ¢ F is a face of P if and only if there is a
face G of Q with G # Q such that F = conv(G U {xq}), i.e. F = {xo}or F
is a pyramid with a face G of Q with G # Q as the basis and x, as the
apex. For each such face F of P, the face G is unique, and dim G =
dim F — 1. Similarly for subsets F of P with x, € F and xq¢ F.

(d) A subset F of P with x,, x, € F is a face of P if and only if F = P.

ProoOF. The proof follows the same lines as the proof of Theorem 7.7. The
details are left to the reader. O

EXERCISES

7.1. Show that every polytope P with n vertices is the orthogonal projection of an
(n — 1)-simplex. (This is to be understood as follows: “Embed” P in R"™*; con-
struct an (n — 1)-simplex in R"~! whose orthogonal projection onto aff P is P.)

7.2. Let 1 < n < d. Starting with a (d — n)-polytope Q in R?, we may successively build
up pyramids P,, P,, ..., P, by taking P, to be a (d — n + 1)-pyramid with Q asa
basis, taking P, to be a (d — n + 2)-pyramid with P, as a basis, etc. The d-pyramid
P, is then called an n-fold d-pyramid with Q as a basis. Show that a (d — 1)-fold
d-pyramid is also a d-fold d-pyramid; it is, in fact, a d-simplex.

7.3. Copying Exercise 7.2, define the notion of a n-fold d-bipyramid. Show that a (d — 1)-
fold d-bipyramid is also a d-fold d-bipyramid.

(A particular type of d-fold d-bipyramids are the d-crosspolytopes; these are the

convex hulls of 2d points a,, ..., a,, by, . .., b, such that all segments [a;, b;] have

a common midpoint, and no [g;, b;] is contained in the affine hull of [a,, b,], ...,

[a;—1, b;—1]. If the segments [a;, b;] are orthogonal and have the same length, then

the d-crosspolytope is said to be regular. A 3-crosspolytope is called an octahedron.)

74. A prismin R?is a polytope of the form
P = conv(Q v (a + Q)),

where Q is a polytope in R? with dim Q < d, and a + Q # aff Q. Show that this
definition is equivalent to the following: A prism in R? is a polytope of the form

P = Q + [o, a],

where Q is a polytope in R? with dim Q < d and a is a point in R*\ {0} such that
the line through o and a is not parallel to aff Q.
Show that
ext P = ext Q U ext(a + Q).
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Show that the faces of P are the faces of Q, the faces of a + Q, and the prisms

) F = conv(G L (a + G)),
where G is a face of Q.

7.5. Copying Exercise 7.2, define the notion of an n-fold d-prism. Show thata (d — 1)-fold
d-prism is a d-fold d-prism.
(A d-fold d-prism is also called a d-parallellotope ; equivalently, a d-parallellotope
is a polytope of the form
a+ [07b1] + - + [o’bd])

where b; is not contained in the affine hull of a + [0, b,] + --- + [0, b;_,]. If the
segments [o, b;] are orthogonal and have the same length, then the d-parallellotope
is called a d-cube.)

§8. Polyhedral Sets

In previous sections we have proved that every compact convex set C has an
“external representation ” as the intersection of closed halfspaces, namely, the
supporting halfspaces, and an “internal representation” as the convex hull
of a (unique) minimal set, namely, the set of extreme points. (Actually, for the
external representation compactness is not needed, closedness suffices.) The
sets which have a “finite” internal representation are the polytopes. In this
section we shall study the sets which have a “finite” external representation,
i.e. sets which are intersections of a finite number of closed halfspaces. These
sets are called polyhedral sets. The main basic fact in polytope theory is that
the polytopes are precisely the non-empty bounded polyhedral sets. Part of
this statement will be proved at the end of this section; the remaining part
will be proved in the next section.

A subset Q of R? is called a polyhedral set if Q is the intersection of a
finite number of closed halfspaces or Q = R%.

Every hyperplane H in R? is the intersection of the two closed halfspaces
which are bounded by H, and every affine subspace 4 of R? with 4 # R? is
the intersection of a finite number of hyperplanes. Therefore, every affine
subspace of R? is polyhedral.

Let Q be a polyhedral set in R? and let A be an affine subspace of R?
such that @ = A # R% Then Q is the intersection of a finite number of closed
halfspaces in A or Q = A. This follows from the fact that if K is a closed
halfspace in R such that A N K # @, then A n K is a closed halfspace in A
orAnK = A

Conversely, let A be an affine subspace of R? with A # R? and let Q be a
subset of A such that Q is the intersection of a finite number of closed half-
spaces in A or Q = A. Then Q is the intersection of a finite number of closed
halfspaces in R? and hence polyhedral. This follows from the fact that for
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every closed halfspace K in A there is a closed halfspace K’ in R such that
AnK =K.

Every polyhedral set is closed and convex. The intersection of a finite
number of polyhedral sets is again polyhedral. Any translate of a polyhedral
set is again polyhedral. The image of a polyhedral set under an affine mapping
is again polyhedral.

The facial structure of a (non-empty) polyhedral set Q in R? is trivial when
Q is an affine subspace of R% the only faces being &f and Q. When Q is an
e-dimensional polyhedral set in R? which is not an affine subspace, then Q
is affinely isomorphic to a polyhedral set Q' in R® with dim Q' = e and
Q' # Re. Therefore, when studying facial properties of polyhedral sets, it
suffices to consider polyhedral sets Q in R? with dim @ = d and Q # R

Every polyhedral set Q in R? has a representation

0~ (K ). o

In the following, when talking about a representation (1) of Q, we shall always
implicitly assume that no two K(x;, «;)’s are identical. For Q # R? we may
always assume that each K(x;, a,) is a closed halfspace, i.e. each x; is #0. For
Q = R there is only one representation, namely, Q = K(o, ), where a > 0.
Note that when Q # R? there are infinitely many representations (unless
d = 0); new closed halfspaces containing Q may always be added.

We shall call a representation (1) irreducible if n = 1, or n > 1 and

Qg.OIK(xi,ai), ji=1...,n

i#j

A representation which is not irreducible is called reducible. Clearly, any
reducible representation may be turned into an irreducible representation
by omitting certain of the sets K(x;, «;). It follows from Theorem 8.2 below
that there is only one irreducible representation of each polyhedral set Q
which is not an affine subspace.

Theorem 8.1. Let Q be a polyhedral set in R* with dim Q@ = d and Q # R
Let

0= (\Keu )

be a representation of Q with n > 1, where each K(x;, o;) is a closed halfspace.
Then the representation is irreducible if and only if

H(x;, o)) nvint () K(x;, o) # &
i=1
i%]

foreachj=1,..., n.
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ProoF. Forj=1,...,n, we let

M] = m K(xi, O(i).
i)
Then Q = K(x;, «;) n M; for each j, and since dim Q = d by assumption,
we see that int M; # (¥; consequently, ri M; = int M; and M; ¢ H(x;, a;).
The condition of the theorem reads

H(x;, a;) nint M; # (&, j=1,...,n (2)
By Theorem 4.1 and the observations above, (2) is equivalent to
M; & K(x;j, a), M; & K(—x;, —a)), j=1...,n ?3)

Now, M; < K(~x;, —a;) would imply
Q < K(x;, «;) " K(—xj, —a;) = H(x;, ay),
a contradiction. Hence, (3) is equivalent to
M; & K(x;, o), j=1...,n @)
But (4) is just a rephrasing of irreducibility. O

The following theorem shows that the boundary of a polyhedral set is
built up in the expected way:

Theorem 8.2. Let Q be a polyhedral set in R? withdim Q = d and Q # R% Let
0= m K(x;, ) (*)
i=1

be a representation of Q, where each K(x;, o;) is a closed halfspace. Then the
following holds:

@@ bd Q = | Ji-; H(x;, ) N Q.

(b) Each facet of Q is of the form H(x;, a;)) 0 Q.

(c) Eachset H(x;,a;) N Q is afacet of Q if and only if the representation (*) is
irreducible.

Proor. (a) We have

int Q = int () K(x;, ;)
i=1

1

= m lnt K(Xi, ai)

i=1

L]

K(x;, o) \H(x;, o)

i=1

which implies (a).
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(b) Let F be a facet of Q. Let x be a relative interior point of F. Then F
is the smallest face of Q containing x, cf. Theorem 5.6. By (a), there is j such
that

x€H(x;, a;) N Q.
But then we must have

Fc H(xj’ aj) N Qa
implying

F = H(xj,a) N Q,
cf. Corollary 5.5.

(¢) For n = 1 there is nothing to prove. So assume that n > 1.

If () is irreducible, then each H(x;, a;) supports Q, whence H(x;, a;) N Q
is a proper face of Q. We prove that H(x;, «;) N Q has a non-empty interior
in H(x;, a;); this will imply that H(x;, ;) n Q is a facet. We have

H(x;,a) 0 Q = H(x;, o)) N ('1} K(x;, o)
i=1

= Hx ) 0 () KGxiy o)
oy
> H(x;, a;) N int ("\ K(x;, o)
o
# J,
cf. Theorem 8.1. Since the set
H(x;, a;) nint ﬁ K(x;, o)
oy
is open in H(x;, a;), the desired conclusion follows.
Conversely, if (x) is reducible, then

0= ﬂ K(x;, o)
oy
for some j. Suppose that H(x;, a;) N Q is a facet of Q. Let x be a relative

interior point of H(x;, a;) » Q. Using (a) we see that there is an i with i % j
and x € H(x;, a;) N Q. But then we must have

H(x;,0)nQ = H(x;, ) 0 Q,
cf. Corollary 5.5. This, however, implies
K(xj’ aj) = K(xia ai)a

a contradiction. Hence, H(x;, ;) N Q is not a facet of Q. O
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The preceding theorem shows that most polyhedral sets have facets, the
only exceptions being affine subspaces.

Theorem 8.3. Let F be a proper face of a polyhedral set Q in R?. Then there is a
facet G of Q containing F.

PrOOF. We may assume that dim Q = d. Choose an irreducible representa-
tion

Q= .(_nle(xi, o).

Let x be a relative interior point of F. By Theorem 8.2(a), there is j such that
xe H(x;, a) N Q.

Now, F is the smallest face containing x, cf. Theorem 5.6, and H(x;, ;) N Q
is a facet containing x, cf. Theorem 8.2(c). Therefore, with

G:=H(x;, )N Q

we have the desired conclusion. O

Corollary 8.4. Let Q be a polyhedral set in R?. Then every face of Q is also a
polyhedral set.

PrOOF. We need only prove the statement for proper faces of Q. Theorem 8.3
shows that any proper face of Q is a face of a facet of Q. Facets of Q, however,
are polyhedral sets by Theorem 8.2(b). The statement then follows by induc-
tion on the dimension. O

Corollary 8.5. Let Q be a polyhedral set in R®. Then the number of faces of Q
is finite.

Proor. The number of facets of a polyhedral set Q is finite, cf. Theorem 8.2(b).
Each proper face of Q is a face of a facet of Q by Theorem 8.3. The statement
then follows by induction on the dimension. 0O

Corollary 8.6. Let Q be a polyhedral set in R? withdim Q = d. Let F; and F,
be faces of Q with

F;c F,
and
dim F; = j, dim F, = k,
where

O<j<j+l<k-1<k<d
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Then there are faces F .1, ..., Fi_; of Q with

FicFjyc-cF,_,cF,
and
dim F; = i, i=j+1,...,k— 1

PROOF. By Theorem 5.2, F is a proper face of F,. And by Corollary 8.4, F,
is polyhedral. Theorem 8.3 then ensures the existence of a facet F,_, of F,
with F; < F,_,. If j = k — 2, we have the desired conclusion. If j < k — 2,
we argue as above with F,_; replacing F,. Continuing this way, we obtain
faces F; with the desired properties. J

In Corollary 8.6, note that we actually have

FigFi & S F1 S Fy

Note also that the statement is not valid in general with j = —1.
We conclude this section with the following:

Corollary 8.7. Let Q be a non-empty bounded polyhedral set in R%. Then Q is a
polytope.

PRrRoOOF. By assumption, Q is a compact convex set. By Corollary 8.5, ext Q
is a finite set. The statement then follows from Theorem 7.1, (b) = (a). [

The converse of Corollary 8.7 is also valid, see Section 9.

EXERCISES

8.1. Show that the image of a polyhedral set under an affine mapping is again a poly-
hedral set.

8.2. Show that every face of a non-empty polyhedral set is exposed.

8.3. Show that every non-empty polyhedral set not containing any line has at least one
vertex. (Here, of course, a vertex of a polyhedral set means a O-dimensional face,
exposed by Exercise 8.2.)

§9. Polarity of Polytopes and Polyhedral Sets

In this section we shall apply the polarity theory of Section 6 to polytopes and
polyhedral sets. We shall show that the polar of a polytope with o as an
interior point is a bounded polyhedral set with o as an interior point, and
conversely. As promised in Section 8, we shall deduce that every polytope is
a bounded polyhedral set (whence polytopes can also be described as non-
empty bounded polyhedral sets). Furthermore, we shall improve a result
of Section 6 by showing that dim F + dim G = d — 1 when F and G are
conjugate faces of mutually polar d-polytopes.
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The following theorem explains in detail the polarity of convex polytopes
and polyhedral sets. Note that the polyhedral sets Q having a representation
of the particular form

Q = ﬂ K(X,-, 1)
i=1
are precisely the polyhedral sets which have o as an interior point.

Theorem 9.1. Let x4, .. ., x,, where n > 1, be distinct points of R%, and let

P:=conv{x,,..., X,},

Q=) K(x;, 1).
i=1
Then we have:

(a) P°= Q.

(b) Q° = conv{o, x;, ..., X,}.

(c) P and Q are mutually polar sets if and only if o € P.

(d) P and Q are mutually polar sets with Q bounded if and only if o € int P.

(e) Suppose that P and Q are mutually polar sets with Q bounded (i.e. o € int P,
¢f. (d)). Then we have

ext P = {xy,..., X,}

if and only if the representation

Q = ﬂ K(X;, 1)
i=1
is irreducible.

ProOF. (a) Formula (1) of Section 6 shows that

{XI’”"xn}o = Q’ (1)
and formula (2) of Section 6 shows that
{X1y o0y Xa° = (cOnV{xy, ..., x,})° 2

since M = K(y, 1) if and only if conv M < K(y, 1). Combining (1) and (2)
we obtain (a).
(b) Using (a), Theorem 6.2 and Corollary 2.9 we have

QO — POO
= cleconv{o, x4, ..., X,}
= conv{o, X, ..., X,}

which proves (b).
(¢) This is an immediate consequence of (a) and (b).
(d) This follows from (c) and Theorem 6.1.
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(e) By assumption we must haven > 2. Forj=1,...,n, let
P_] = COnV{xl, ey .xl'_l, xj+1, ey X"},
n
0= () K(xi» 1).
i=1
o

Note that application of (a) to {x;, ..., Xj—1, Xj41, ..., X,} instead of
{x4,..., X,} gives

P; = Q;. ?3)
Furthermore, Theorem 7.2, (a) = (b) shows that we always have
extP < {x;,..., %} @

Now, if ext P is a proper subset of {x,,..., x,}, then P = P; for some j by
Theorem 7.2(c). Then also P° = P§, whence P° = Q; by (3). But P° = Q
by (a), and therefore we have Q = Q;. This shows that the representation of
Q is reducible.

Conversely, if the representation of Q is reducible, then Q = Q; for some j,
and so also Q° = Q5. Application of (b) to {x;,...,X; 1, Xjs1,..., Xn}
instead of {x,,..., x,} gives

Qf = conv{o, X1, ..., X1, Xjs1s.res Xn)e

Since Q° = P by assumption, and Q° = Qf, as we just have seen, it follows
that

P = CODV{O, xl, ceey xj_ 1 xj+ 19 v 00y x,,}.

Now, Theorem 7.2, (a) < (b) shows that here any non-extreme point of P
among the points o, x;, ..., X;_1, Xj41, ..., X, may be omitted. It follows
from (4) and the assumption that o is such a point. Therefore,

P =conv{xy,...,X;_ 1, Xjut1r+s Xn}r
Theorem 7.2, (a) = (b) then shows that
ext P < {Xq,...,Xj—1, Xj41+-+» Xn)s

whence ext P is a proper subset of {x,, ..., x,}. d

We are now ready to prove the following main theorem:

Theorem 9.2. 4 non-empty subset P of R* is a polytope if and only if it is a
bounded polyhedral set.

PrROOF. We have already proved the “if ” statement in Corollary 8.7. Con-
versely, let P be a polytope in R?, say

P = conv{x;, ..., X,}.



To prove that P is a bounded polyhedral set it causes no loss of generality
to assume that oeint P. Theorem 9.1(a) shows that P° = Q, where Q
denotes the polyhedral set defined by

Q= () K(x;, 1).
i=1
It follows from Theorem 9.1(d) that Q is bounded and that Q° = P. Applying
now Corollary 8.7 to Q, it follows that Q is a polytope, say

Q =conv{¥y, ..., Ym}

We next apply Theorem 9.1to {y,, ..., y,.} instead of {x,,..., x,}. Statement
(a) shows that Q° = R, where R denotes the polyhedral set defined by

R:= K@y 1)
j=1

But we have already seen that Q° = P, whence

P= (KU, D,

J

ie. P is a polyhedral set. O

We may now use the results of Section 8 on polyhedral sets to obtain
results on polytopes.

Corollary 9.3. Let P, and P, be polytopes in R® such that P, N P, # (.
Then P, N P, is also a polytope.

PrOOF. The intersection of any two polyhedral sets in R? is polyhedral. The
statement then follows from Theorem 9.2. d

Corollary 9.4. Let P be a polytope in R?, and let A be an affine subspace of R*
such that P~ A # (. Then P N A is also a polytope.

PROOF. Any affine subspace 4 of R is polyhedral. The statement then follows
as in the proof of Corollary 9.3. g

Corollary 9.5. Let P be a d-polytope in R®. Then P has at least d + 1 facets.
PRrROOF. Let

P = conv{x,,..., x,},

and assume without loss of generality that o eint P. Let

Q= OIK(xi, 1).



Then by Theorem 9.1(d), P and Q are mutually polar sets with Q@ bounded
(and o € int Q). Corollary 8.7 next shows that Q is a d-polytope. Let y,, ..., y,,
be the vertices of Q, and let

R:= leK(yj, 1).

Then Q and R are mutually polar by Theorem 9.1(d), whence R = P. More-
over, Theorem 9.1(e) shows that the representation

P =Ky, 1),
j=1

is irreducible. But then the number of facets of P is m by Theorem 8.2(b), (c).
On the other hand, the number of vertices of the d-polytope Q is at least
d + 1, whence m > d + 1, as desired. O

In the next corollary, note that when F is a facet of a d-polytope in RY,
then aff F is a supporting hyperplane of P.

Corollary 9.6. Let P be a d-polytope inR%, let F ,, . . ., F, be the facets of P, and
let K(x;, o;) be the supporting halfspace of P bounded by aff F; fori = 1,... n.
Then

P = (\K(x;, &),
i=1

1

and this representation is irreducible.

Proor. By Theorem 9.2, P is polyhedral. Let

P = jOlK(YJ" B

be an irreducible representation of P. By Theorem 8.2(b), (c), the facets of P
are the sets H(y;, ;) N P. But the facets of P are also the sets H(x;, ;) © P by
assumption. Therefore, m = n and there is a one-to-one correspondence
between the s and j’s such that

H(x;, a;) = H(,Vj, B,)
for corresponding i and j. Then of course also

K(x;, ;) = K(Yj, ﬁ,)
for corresponding i and j. This shows that

P = ﬂK(xi, ai),
i=1

13

and that this representation is irreducible. O



Corollary 9.7. Let P be a d-polytope in R®. Let F; and F, be faces of P with
F;c F,
and
dim F; = j, dim F, = k,
where
~l<j<j+1<gk-~-1<k<d
Then there are faces Fj, 1, ..., Fy_, of P with
FicFj,,c---cF_,cF,
and
dim F; = i, i=j+1,...,k—-1

Proor. With Theorem 9.2 in mind, the statement follows immediately from
Corollary 8.6 when j > 0. For j = — 1, let F, be any vertex of F,. If k = 1,
we have the desired conclusion. If k > 2, apply Corollary 8.6 to the faces
Fyand F. O

We shall finally improve the inequality of Theorem 6.10. Note that when
P is a d-polytope in R? with o0 € int P, then P and P° form a pair of mutually
polar d-polytopes, and each pair of mutually polar d-polytopes arises in this
way; this follows from Theorem 9.1(a), (d) and Theorem 9.2. We also remind
the reader that any face F of P is a member of a pair F, G of conjugate faces
since all faces of P are exposed, cf. Theorem 7.5.

Theorem 9.8. Let P and Q be mutually polar d-polytopes in R? and let F and G
be conjugate faces of P and Q, respectively. T hen
dimF +dim G =d — 1.

In particular, vertices of P are conjugate to facets of Q, and facets of P are
conjugate to vertices of Q.

Proor. We shall appeal to the proof of Theorem 6.10. As explained there, we

need only consider the case where F and G are proper faces. Let x4, ..., X,
be the vertices of P, and let x;, ..., x, be the vertices of F. Then by Theorem
9.1(a),
0= (KGxi, 1). ®)
i=1

Moreover, by the definition of the AA-operation, we have

G=0n () Hx1). (6)

xeF



Now, note that

k
N Hex, 1) = () Hex, 1. @)
xeF i=1
In fact,if yisin H(x;, 1) fori = 1,...,k, then x,,..., x, arein H(y, 1), whence
every x € F must be in H(y, 1), showing that y is in H(x, 1) for every x € F.
Combining now (5), (6) and (7) we obtain

G=fﬁm%nmﬁHmJ) (8)
i=k+1 i=1

Let
k
A = mH(X,, 1).
i=1

Then A is an affine subspace containing G. In fact, 4 = aff G. To see this,
note first that (8) shows that G is a polyhedral set in 4 with the representation

G= () K(x,)n4
i=k+1
(where, of course, we may have K(x;, 1) n A = A for certain values of i).
Now, it is clear that the non-empty intersection G of closed halfspaces in the
affine space A can only have a smaller dimension than A itself if G is con-
tained in a hyperplane bounding one of the halfspaces K(x;, 1)n 4, i =
k + 1,..., n.Butif Gisasubset of H(x;, 1), then x; € G° = F, a contradiction.
In conclusion, 4 = aff G, whence in particular

dim G = dim A4
= dim () H(x, 1).
xeF
Hence, in the proof of Theorem 6.10 we have equality in (9). The rest of the
proof of Theorem 6.10 then yields the desired formula. O

For another proof of Theorem 9.8, see Section 10.
Note that the proof of Corollary 9.5 could also have been based on
Theorem 9.8.

EXERCISES

9.1. A section of a polytope P in R?is the intersection of P and some affine subspace of
R?. Show that every polytope P with n facets is a section of an (n — 1)-simplex.
(This is to be understood as follows: “Embed” P in R"~!; construct an (n — 1)-
simplex S in R"™! such that S n aff P = P. Hint: One may use Exercises 6.5 and

11)

9.2. Let P and Q be mutually polar convex polytopes in R%, and let F and G be conjugate
faces of P and Q, respectively. Show that G = @ n H(x, 1) if and only if x e1i F,
cf. Exercise 6.6.
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§10. Equivalence and Duality of Polytopes

It may be said that the combinatorial theory of convex polytopes (which is
the subject of Chapter 3) is the study of face-lattices of convex polytopes. So,
from this point of view, there is no need to distinguish between polytopes
whose face-lattices are isomorphic. This leads to the notion of equivalent
polytopes.

In Section 6 we developed a polarity theory of convex sets, and in Section 9
we applied it to obtain basic properties of convex polytopes. It is a funda-
mental fact that for a pair P, Q of mutually polar polytopes, the A-operation
induces an anti-isomorphism of the face-lattices. Accepting the point of view
explained above (leading to the notion of equivalence), it follows that there
is no need to distinguish between Q and any polytope whose face-lattice is
isomorphic to that of Q. These polytopes, however, are just the polytopes
whose face-lattices are anti-isomorphic to that of P. This leads to the notion
of dual polytopes.

Two polytopes are said to be equivalent (and each is said to be an equivalent
of the other) if their face-lattices are isomorphic. Clearly, this is an equiva-

lence relation. The image @(P) of a polytope P under an affine isomorphism
¢ is an equivalent of P; but in general there are many other equivalents of P.

Theorem 10.1. Let P and Q be equivalent polytopes with dim P = d, and let
¢ (F(P), =)= (F(Q), =)
be an isomorphism. Then
dim Q =d,
and
dim ¢(F) = dim F
for any face F of P.
Proor. By Corollary 9.7, each face F of P is a member of a chain
g=F_ g gFig - gF,=P 1
of faces of P with
dim F; = i, i=—1,...,d
Since ¢ is an isomorphism, (1) yields
B=¢pF_-De--soF)s - cof)=0 €))
Now, (2) implies
dim @(F;4 ) = dim o(F)) + 1, i=-—1,...,d—1, 3)
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cf. Corollary 5.5. This clearly implies dim @(F,) > d, i.e.
dim Q > d = dim P.

But P and Q play completely symmetric roles, and therefore we must actually
have

dim Q = 4,

as desired. This, in turn, implies that we must have equality in (3) for all i,
enforcing

dim o(F;) = i, i=—-1,...,d
This completes the proof. O
Two polytopes are said to be dual (and each is said to be a dual of the
other) if their face-lattices are anti-isomorphic. We note that when P and Q,
are dual, then P and Q, are also dual if and only if Q; and Q, are equivalent.
The question of existence has almost been settled by Corollary 6.8:
Theorem 10.2. For any polytope P, there is a dual polytope Q.

Proor. For any d-polytope P there is a d-polytope P, in R? with o € int P,
such that P and P, are equivalent. Corollary 6.8 shows that Q, := P isa dual
of P,. But then Q, is also a dual of P by the equivalence of P and P;. O

The next theorem is closely related to Theorem 9.8, see the remarks below:

Theorem 10.3. Let P and Q be dual polytopes with dim P = d, and let
Y (F(P), <) = (F(Q), <)
be an anti-isomorphism. Then
dim Q@ =4,
and
dimy(F)=d — 1 —dim F
for any face F of P.

ProoOF. As in the proof of Theorem 10.1, we use the fact that each face F of P
is a member of a chain

Jg=F.,¢-F g -cF,=P C))
of faces of P with
dmF,=i, i=-1,...,4d )
Since y is an anti-isomorphism, (4) yields

Q=yF_p2-2YF) 2 2¥(F) = 2. 6
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Now, (6) implies
dim Y(F)) = dim Yy(F;,,) + 1, i=-—1,...,d -1 O]
This clearly implies dim y(F_,) > d, i.e.
dim Q > d = dim P.
The symmetry of P and Q then ensures that we must have
dim Q = 4,

proving the first statement. This, in turn, implies that we must have equality
in (7) for all i, whence

dimy(F)=d—-1-—i
=d—-1-dimF,, i=—-1,...,d,
completing the proof. O

It is clear that Theorem 9.8 is an immediate consequence of Theorem 10.3.
On the other hand, Theorem 10.3 could also have been deduced from Theorem
10.1; just observe that when P and Q are dual with dim P = d, then thereis a
pair P,, Q, of mutually polar d-polytopes such that P is equivalent to P,
and Q is equivalent to Q;.

We next prove two important theorems on the facial structure of poly-
topes; their proofs depend on Theorem 10.3.

Theorem 10.4. Let P be a d-polytope, and let F be a proper face of P. Then F
is the intersection of the facets of P containing F. If F is a k-face, then for
k=0,1,...,d — 3 there are at least d — k such facets, for k = d — 2 there
are exactly 2 (= d — k) such facets, and for k = d — 1 there is exactly 1
(= d — k) such facet.

Proor. Let Q be a dual of P, and let y be an anti-isomorphism from (# (P), <)
onto (#(Q), <). Let F be a k-face of P, and let G := Y(F). Then

dmG=d-1-k
by Theorem 10.3. But then G has at least
d-1-k+1=d-k

vertices. For k =d — 2 and k = d — 1, the number of vertices is exactly
d — k, since 1-polytopes have two vertices and 0-polytopes have one vertex.
We now apply the anti-isomorphism ¢ ~! from (#(Q), <) onto (¥ (P), <).
The dimension formula of Theorem 10.3 shows that vertices of Q correspond
to facets of P. Therefore, since G is the smallest face of Q containing the
vertices of G, it follows that F is the intersection of the facets of P containing F.
This proves the statement. O
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Theorem 10.5. Let P be a d-polytope, and let x be a vertex of P. Then there are
at least d edges of P containing x.

PROOF. Let Q be a dual of P, and let iy be an anti-isomorphism from (% (P), <)
onto (F(Q), <). Let G :== Y({x}); then by Theorem 10.3, G is a (d — 1)-face
of Q. Corollary 9.5 next shows that the number of (d — 2)-faces of G is at
least d. But then by duality the number of 1-faces of P containing x is at
least d, cf. Theorem 10.3. O

Using terminology from graph theory (cf. Appendix 2 and Section 15),
we shall say that two distinct vertices of a polytope P are adjacent if the seg-
ment joining them is an edge of P, and we shall say that a vertex and an edge
are incident if the vertex is a vertex of the edge. With this terminology,
Theorem 10.5 states that the number of vertices adjacent to x, or the number
of edges incident to x, is at least d.

For any d-polytope P, let f(P) denote the number of j-faces of P, where
j=-10,....Thusf_,(P) = f(P) = 1and f(P) = Oforj > d. Ford > 1,
the d-tuple

J@)=(fo(P), ..., fa-1(P))

of positive integers is called the f~vector of P. This concept will play a central
role in Chapter 3. Here we note an immediate corollary of Theorems 10.1
and 10.3:

Corollary 10.6. Let P be a d-polytope (where d > 1). Then for any polytope
P, equivalent to P we have

F(Py) = (fo(P), ..., fa-1(P)),
ie. f(P,) = f(P), and for any polytope Q dual to P we have

Q) = (fa-1(P), ..., fo(P)).

EXERCISES
10.1. Show that an equivalent of a d-pyramid is again a d-pyramid.
10.2. Show that a dual of a d-pyramid is again a d-pyramid.

10.3. Show that if @, and Q, are equivalent polytopes, then any pyramid P, with Q,
as a basis is equivalent to any pyramid P, with Q, as a basis.

10.4. Show that the statement of Exercise 10.1 is not valid in general for bipyramids.
10.5. Show that any bipyramid has prisms as well as non-prisms as duals.

10.6. Let P, and P, be polytopes, let ¢’ be a one-to-one mapping from the vertices of
P, onto the vertices of P,, and let ¢” be a one-to-one mapping from the facets of
P, onto the facets of P,. Assume that ¢'(x) is a vertex of ¢"(F) if and only if x
is a vertex of F. Show that there is an isomorphism ¢ from (#(P,), <) onto
(#(P,), ©) which extends both ¢’ and ¢". In particular, P, and P, are equivalent.

State and prove an analogous dual statement.
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10.7. Use a duality argument to show that no vertex of a polytope P is contained in all
the facets of P.

10.8. Let F, and F, be faces of a d-polytope P such that F, < F, and dim F, <
dim F, < d — 1.Showthat thereisaface F; of Psuchthatdim F3 = dim F, + 1,
F, = Fyand F; ¢ F,. (Hint: Exercise 10.7 may be useful)

109. Let P be a d-polytope. Show that for j < k <d — 1, any j-face F of P is the
intersection of the k-faces of P containing F.

10.10. Let P be an octahedron and let Q be a 3-polytope obtained by “adding pyramids”
over two of the facets of a 3-simplex. Show that f(P) = f(Q). Show that P and Q
are non-equivalent.

§11. Vertex-Figures

The vertex-figures of a d-polytope P are certain (d — 1)-polytopes, each
containing information about the “local” facial structure of P “near” one of
its vertices. In this section we have collected some results dealing with or
related to vertex-figures.

We first study the facial structure of a non-empty intersection H N P of a
d-polytope P in R? and a hyperplane H in R%. Note that when H does not
intersect int P, then H must be a supporting hyperplane by Theorem 4.1, and
H N P is then simply a face of P (whose facial structure is known when the
facial structure of P is known).

Theorem 11.1. Let P be a d-polytope in R%, and let H be a hyperplane in R?
such that

Hnint P # .
Then the following holds:

(@) The set P':=H N Pisa(d — 1)-polytope.

(b) Let F beafaceof P. Then F' := H n F is aface of P, and dim F’' < dim F.
IfF # (¥ and H is not a supporting hyperplane of F (i.e. F' is not a face of F
and hence not a face of P), then dim F' = dim F — 1.

(c) Let F' be a face of P'. Then there is at least one face F of P such that
F' = H N F, and for each such face F we have dim F > dim F'.

(d) Let F' be a face of P'. If F' is not a face of P, then there is one and only
one face F of P such that F' = H N F, and for this face F we have dim F =
dim F' + 1.

PrOOF. (a) The set P’ is a polytope by Corollary 9.4. It is clear that the
dimension of P'is d — 1.
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(b) It follows immediately from the definition of a face that F’ is a face of
P’, and it is clear that dim F’ < dim F. If F # {J and H is not a supporting
hyperplane of F, then we have F ¢ H and H nri F # &, cf. Theorem 4.1.
But then H n aff F is a hyperplane in aff F intersecting the interior of F in
aff F, whence dim(H n F) = dim F — 1.

(¢) For F' = (&, the statement is obvious. For F' # (7, we first note that
it is trivial that dim F > dim F’ when F is a face of P such that F' = Hn F.
To prove the existence of such a face, let x, eri F’ and let F, be the smallest
face of P containing x,. Then x4 €ri F, cf. Theorem 5.6. We shall complete
the proof by showing that

F,—_‘HmFo- (1)

Let y € F’ with y # x,. Then there exists a point z € F’ such that x, € ]y, z[,
cf. Theorem 3.5, (a) = (c). Since F is a face of P containing x,, it follows that
yeF, (and zeF,). Since F' = H, this proves < in (1). Conversely, let
y € Hn Fowith y # x,. Then there exists a point z € F;, such that x, € ]y, z[,
cf. Theorem 3.5, (a) = (c). Since x, and y are in H, then z must also be in H,
whence y, ze€ P'. Since F' is a face of P’ containing x,, it follows that y € F’
(and z € F'). This proves = in (1).

(d) For F' = (¥, there is nothing to prove. For F’' # (¥, we refer to the
proof of (c). Let F be any face of P such that F' = H n F.Then F must contain
the point xq, and hence F, < F by the definition of F,. Corollary 5.5 next
shows that if F, & F, then dim F, < dim F. We shall complete the proof by
showing that

dim Fy = dim F
=dim F' + 1.

Let G be any face of P such that F* = H n G. Since F’ is not a face of P by
assumption, statement (b) applied to G gives dim G = dim F’ + 1. Since this
applies to both G = F, and G = F, we have the desired conclusion. O

Let x, be a vertex of a d-polytope P in R (where d > 1). Then there is a
supporting hyperplane H(y, o) of P such

H(y, &) n P = {xo}.

Assuming that P < K(y, a), it then follows that for some B < a, all the
vertices of P except x, are in K(y, p)\H(y, B), whereas x, is in R*\ K(y, B).
In other words, there is a hyperplane H which separates x, from the remaining
vertices of P in the sense that x, is on one side of H and the remaining
vertices are on the other side of H. By a vertex-figure of P at x, we mean a
set H n P (in fact, a (d — 1)-polytope, cf. Theorem 11.2), where H is a hyper-
plane separating x, from the remaining vertices of P.

When x, is a vertex of P, we denote by #(P/x,) the set of faces of P
containing x,. It is clear that (# (P/x,), <) is a sublattice of (¥(P), ). This
lattice is “essentially” the face-lattice of the vertex-figures of P at x:
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Theorem 11.2. Let P be a d-polytope in R?, let x, be a vertex of P, and let
P = H N P be a vertex-figure of P at xo. Then P’ is a (d — 1)-polytope.
Furthermore, the mapping

F—F:=HnF

is an isomorphism from the sublattice (#(P/x,), <) of (#(P), <) onto the
lattice (F(P'), <).

Proor. The hyperplane H intersects P and is not a supporting hyperplane.
Therefore,

HnintP # &

by Theorem 4.1. Then P’ is a (d — 1)-polytope by Theorem 11.1(a).
It follows from Theorem 11.1(b) that the mapping

F—F:=HnF

maps & (P/x,) into #(P'), and it follows from Theorem 11.1(d) that the
mapping is one-to-one and onto. Finally, it is trivial that the mapping
preserves inclusions. O

Corollary 11.3. Let P be a d-polytope in R?, and let xq be a vertex of P. Then
any two vertex-figures of P at x4 are equivalent.

PrOOF. In fact, if P’ and P” are vertex-figures of P at x,, then (#(P’), =) and
(#(P"), <) are both isomorphic to (#(P/x,), <), and therefore mutually
isomorphic. O

Of course, Corollary 11.3 can also be proved by an argument based
directly on Theorem 11.1.

Now, let F, and F, be faces of a d-polytope P such that F; < F,.Then the
set of faces F of P such that

FicFcF,

will be denoted by &#(F,/F,). When F,; = {x,} and F, = P, we recover
F(P/xq). It is clear that (#(F,/F,), <) is a sublattice of (#(P), <). It follows
from Theorem 11.2 above that in the particular case where F is a vertex and
F, = P, the lattice (#(F,/F,), <) can be “realized” as the face-lattice of a
suitable polytope. This is true in general (except, of course, when F, = F,):

Theorem 11.4. Let P be a polytope, let F | be a j-face of P, and let F, be a k-face
of P such that Fy G F,. Then there is a (k — 1 — j)-polytope Q such that
(#(F,/F,), <) is isomorphic to (¥#(Q), <). Furthermore, for every isomor-
phism @ from (¥ (F,/F;), <) onto (¥(Q), <) we have

dim@(F)=dimF — 1 —j

for any face F € #(F ,/F ).
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Proor. We consider F, as a j-face of the k-polytope F,; the faces F of P
belonging to % (F,/F ) are then the faces F of F, such that F; = F. Let G,
be a dual polytope of F,, and let i be an anti-isomorphism from (% (F,), <)
onto (#(G,), =). The faces of G, corresponding under i to the faces F of
F, with F, < F are then the faces G = y/(F) of G, such that

& =Y(Fy) = G = Y(F) = Y(Fy).

This shows that the restriction of Y to (¥ (F,/F,), <) is an anti-isomorphism
from (#(F,/F,), <) onto the face-lattice (F(y(F,)), <) of the polytope
Y(F ). Therefore, if we take Q to be any dual polytope of y(F,), we see that
(#(F,/F,), <) is isomorphic to (#(Q), <).

To determine the dimension of Q, note that

dim Q = dim ¥(F,)
by Theorem 10.3. But

dim y(F,) =k — 1 — dim F,
=k—-1-—j

by the dimension formula of Theorem 10.3. Hence,
dmQ=k—-1-}

as desired.
Finally, let ¢ be any isomorphism from (#(F,/F,), <) onto (#(Q), <).
Every face F € #(F,/F) is a member of a chain

Fi=6g¢Gg - gG=F,
of faces G; € #(F ,/F) with
dim G; = i, i=j,...,k,
cf. Corollary 9.7. Application of ¢ yields the chain
B=oF)=0G)s < 0G) g s oG =oF,)=0.
This implies

-1 =dim ¢(G) < --- < dim ¢(G)) < --- < dim ¢(G,)
=dimQ=k—-1-—j,

where we have used Corollary 5.5 and the expression for dim Q found above.
This in turn enforces

dime(G) =i—1-}, i=j,...,k
whence
dim o(G) =dim G, — 1 —j, i=j,...,k
This completes the proof. O
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We note the following:

Theorem 11.5. Let P and Q be dual d-polytopes, and let
Y (F(P), ©) > (F(Q), =)

be an anti-isomorphism. Let x, be a vertex of P, and let P’ be a vertex-figure
of P at x,. Then the facet y({xo}) of Q is a dual of P'.

ProoF. We know by Theorem 11.2 that (#(P’), =) and (#(P/x,), <) are
isomorphic. Taking F; = {x,} and F, = P in the proof of Theorem 11.4, we
see that (# (P/x,), <) is isomorphic to (#(R), <), where R is any polytope
dual to ¥/({x,}). (This polytope R is denoted by Q in the proof of Theorem
11.4.) Therefore, (#(P/x,), <) is anti-isomorphic to (ZW({xe})), <), as
desired. O

Let x, be a vertex of a d-polytope P. Vertex-figures of P at x, arise from
hyperplanes H separating x, from all the remaining vertices of P. We shall
prove that in order to have H separating x,, from all the remaining vertices of
P it suffices to have H separating x, from those vertices of P that are adjacent
to x,. We first prove:

Theorem 11.6. Let P be a d-polytope in R?, let x, be a vertex of P, and let
Xy, ..., X be the vertices of P adjacent to x,. Let H(y, ) be a hyperplane in R*
such that xo€ H(y, «) and x4, ..., x, € K(y, ®). Then P <= K(y, o) i.e. H(y, a)
is a supporting hyperplane of P. If, in addition, we have x,, ..., x, € H(y, ),
then H(y, ®) N P = {x¢}.

ProoF. Let P’ = H' n P be a vertex-figure of P at x,, determined by a hyper-
plane H' separating x, from the remaining vertices of P. Theorem 11.1(b),
(d)—or Theorem 11.2—tells that the vertices of P’ are the l-point sets
[xo,x 3N H,i=1,...,k Since both x4 and x,, ..., x, are in K(y, ) by
assumption, it follows that the vertices of P’ are in K(y, «), and, therefore, P’
is in K(y, @).

Let x be any vertex of P with x # x,. Then x and x,, are on opposite sides
of the hyperplane H', whence [x,, x] n H' is a 1-point set, say {x'}. Since
x'€ P and P' = K(y, o), it follows that x' e K(y, «). This, in turn, clearly
implies x € K(y, «). In other words, all the vertices of P are in K(y, «), whence
P c K(y, @).

If, in addition, x4, ..., x; do not lie in H(y, &), then Jx,, x;[ = int K(y, &)
fori=1,...,k. So, all the vertices of P’ belong to int K(y, «), and therefore
P’ = int K(y, o). For any vertex x of P, x # x,, we then have x' € int K(y, ),
implying that x e int K(y, «). (Here, as above, x’ denotes the single point in
[xo, x] » H')) This shows that the only vertex of P in the exposed face
H(y, @) N Pis xq, implying that H(y, «) n P = {x,}, cf. Theorem 7.3. O
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Corollary 11.7. Let P be a d-polytope in R?, let x, be a vertex of P, and let
Xy, ..., X be the vertices of P adjacent to x,. Then

aff{xq, X1, ..., X} = R%

PRrOOF. If the desired conclusion is not valid, then there is a hyperplane H
containing xq, Xy, - - -, X,- Then both of the two closed halfspaces bounded
by H contain x4, X1, . . . , X,. By Theorem 11.6 this implies that P is contained
in both of these halfspaces, whence P = H. This contradiction completes
the proof. 0]

We can now prove:

Theorem 11.8. Let P be a d-polytope in R® let x, be a vertex of P, and let
X1, ..., X be the vertices of P adjacent to x,. Let H be a hyperplane in R*
separating xq from x4, . .. , x.. Then H separates x, from any other vertex of P,
whence H n P is a vertex-figure of P at x,.

PROOF. Given the vertex x, and its adjacent vertices x, ..., X, let x be any
other vertex of P. Let L denote the line through x4 and x. We first prove that
Jxo, x[ intersects the set

Ql = ConV{xl, ooy xk}.

Let H, be a hyperplane in R? orthogonal to L, and let n: R > H, denote the
orthogonal projection. Letting

Qo += conv{xq, X1, - .., Xk},
it is clear that
7I(QO) = COHV{?T(XO), TE(XI), sy 7'l:(xk)}‘

In particular, n(Q,) is a polytope with

ext (Qo) = {m(xo), m(xy), - - -, 7(x)},

cf. Theorem 7.2, (a) = (b). Suppose that n(x,) is a vertex of 7(Q,). Then there
is a supporting hyperplane H, of n(Q,) in H, with H, n n(Q,) = {n(x,)}, cf.
Theorem 7.5. But then n~}(H,) = aff(H, U L) is a supporting hyperplane
of Q, in R? with xq, ..., x, ¢ n~}(H,) and x e n~!(H,), contradicting the
second statement of Theorem 11.6. Hence, n(x,) is not a vertex of 7(Q).
This implies that

7(xy) € conv{n(xy), ..., 1(xy)},

cf. Theorem 7.2, (b) = (a). Since
conv{n(xy), ..., n(x,)} = n(conv{xy,..., X;})
= 7T(Ql)a

it follows that n(x,) € n(Q,), implying that L intersects Q,. However, since
x, and x are vertices of P, and Q, is a subset of P, every point of L in Q; must
lie between x, and x.



§11. Vertex-kigures ‘o

To complete the proof, let H be a hyperplane separating x, from x,, . . ., x;,
and let K be that closed halfspace bounded by H which contains x, ..., x;.
Then x4, ..., x, belong to int K, whence also @, = int K. Let x be any other
vertex of P. Using what we have proved above, we see that at least one point
of Jx,, x[ is in int K. By the convexity of R?\int K we must then also have
xeint K, as desired. O

The next theorem has an interesting application in the proof of Theorem
11.10.

Theorem 11.9. Let P be a d-polytope in R* (where d > 1), and let x, be a
vertex of P. Then there is a point xg € int P such that the hyperplane through
Xo With xo — X as a normal separates x from the remaining vertices of P.

Proor. We may assume that x, = 0. Let x,, ..., x, be the remaining vertices
of P, and let

P :=conv{x,,..., X,}.
Then P’ 1s a polytope with vertices x,, ..., X,, and x, is not in P’. Let ve P’
be such that
{v, v) = min{{x, x)|x € P'}. 2)

The existence of v follows by noting that the mapping
x> {x, x) = fix|?

is continuous on the compact set P’. (The point v is in fact the unique point
of P’ nearest to 0.) Since o ¢ P, it follows that

0 < (v, v). €)]
We claim that
{v,v) = min{{v, x>|x € P'}. 4)

(Hence H(v, o) with a := (v, v) is a supporting hyperplane of P’ at v.) To see
this, let x e P and let 1€ 0, 1[. Then Ax + (1 — A)v is in P’, whence by (2)

) A + (1 — Ao, Ax + (1 — Hv)
= (v, v) + 240, x) — (v, D) + A*v — x, v — x).
Re-arranging and dividing by 24 yields
{v,v) — (v, x) < (4/2){v — x,v — x).

This holds for 1€ ]0, 1[. By continuity it must also hold for A = 0, ie. (4)
holds. Now, (3) and (4) imply

{v, x> >0, i=1,...,n
By continuity we then have

{u, x;» > 0, i=1...,n ®)]
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for all u belonging to some ball B(v, &). In particular, o is not in B(v, ¢). Let
ug be a point in B(v, ¢) n int P, cf. Theorem 3.4(c). Then H(u,, 0) is a hyper-
plane through o with all the vertices x,, . . ., x, strictly on one side. Therefore,
for A sufficiently small, 0 < A < 1, the hyperplane H parallel to H(u,, 0)
through xj := Au, separates o from x4, ..., x,. Finally, it is clear that H has
Xy — X (= xp = Aug) as a normal, and it follows from Theorem 3.3 that
Xg € int P, since xg € Jo, u,[. (|

The next theorem is an application of Theorem 11.9. The theorem illu-
strates how the polar operation can be used to produce polytopes equivalent
to a given polytope with desirable properties. The proof is based on the
observation that if P and x + P both have o as an interior point, then P°
and (x + P)° must be equivalent since P° is a dual of P, (x + P)° is a dual
of x + P,and Pand x + P are equivalent. Theorem 11.10is needed in Section
19.

Theorem 11.10. Let P be a d-polytope in R?, and let F be a facet of P. Then
there is ad-polytope P, in R? equivalent to P such that the orthogonal projection
of R? onto the hyperplane spanned by the facet F, of P, corresponding to the
facet F of P maps P\\F, intori F,.

PROOF. We may assume that oe€int P. Let Q := P°; then Q° = P. Let y,
be the vertex of Q conjugate to F, cf. Theorem 9.8. Let y,, ..., y, be the re-
maining vertices of Q. Use Theorem 11.9 to get y, € int Q such that

Yi> Yo — Yo» < Vo> Yo — Yo» < Yo, Yo — Yo, i=1,...,n
Take Q, = Q — y,; then Q, is a d-polytope with o in its interior. The vertices
of Q, are the points y; — y5,i =0, ..., n. Take P, :== Q3%. Since Q and Q, are
equivalent, it follows that P and P, are equivalent (under an obvious lattice
isomorphism). The facet F, of P, corresponding to F, of course, is the facet
of P, conjugate to the vertex y, — y, of Q,. Hence,

aff Fy = H(yo — ¥5, 1).
For x e RY the orthogonal projection of x onto aff F, is the point x' =
x + Ayo — Vo), where 4 is determined by

1= <X, yo — Yo
= <x7 Yo — yIO> + A(J’o - yIO’ Yo — y6>,
ie.
_ =<5 — Yoo
Ilyo = yolI®

Now, by Theorem 9.1(a),

n
P = ﬂK(Yi"YB, 1).
i=0
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Hence, for x e P; we have {x, y; — yo> <1l fori=0,..., n, and we have

{x, o — Yoy < 1for xe P;\F,. For xe P,\F, and x’ as above we then get
fori=1,...,n,

X i = Yoo = <X, ¥i — Yoy + A{Vo — Yo, ¥i — Vo)
<14 Ayo — Yo, ¥i — Yoo
<1,

since A > 0 and {y, — y5, ¥i — Yoy < 0. This shows that
x"eint K(y; — yg, 1)

fori=1,...,n, whence

x"eint ) K(y; — yo, 1).
i=1

Since

n

Fy = H(o — yo, D0 [V K(i — 0, 1),

i=1

it follows that x" eri F, as desired. O

In Theorem 11.1 we described in great detail the facial structure of a
polytope of the form P’ = H n P, where H is a hyperplane and P is a polytope
whose interior is intersected by H. In a similar way we can describe the facial
structure of a polytope of the form P’ = K n P, where K is a closed halfspace
and P is a polytope whose interior is intersected by the hyperplane H
bounding K. We mention a particular case.

Theorem 11.11. Let P be a d-polytope in R?, let H be a hyperplane in R? with
HnNintP # &, HnextP =,
and let K be one of the two closed halfspaces bounded by H. T hen we have:

(@) The set P':= K N P is a d-polytope, and H n P is a facet of P’

(b) Let F be a face of P such that K " F # . Then F':= K N F is a face of
P',and dim F' = dim F.

(c) Let F' beafaceof P'. Theneither F' is aface of the facet H N P,or thereisa
unique face F of P such that F' = KN F.

ProOF. (a) This is obvious, cf. Corollary 9.4.

(b) Itisobviousthat F'isaface of P If F < K, then the dimension formula
is trivial. If F ¢ K, then there must be points of F on both sides of H; for if
not, then H would be a supporting hyperplane of F with F = (R\\K) u H,
contradicting the assumption that H contains no vertex of P. But then H
must intersect ri F, cf. Theorem 4.1, (a) = (b). This in turn clearly implies
dim F' = dim F.
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(c) Suppose that F’ is not a face of H n P. Then F' is not a subset of
H n P, cf. Theorem 5.2, whence H N ri F' = (5, cf. Theorem 4.1, (b) = (a).

We first prove uniqueness of F. If F; and F, were faces of P such that
F=KnF;,=KnF,, then we would also have F' = K (F; " F,).
By (b) we would then have dim F, = dim F, = dim(F,; n F,), implying
that F, = F,, cf. Theorem 5.2 and Corollary 5.5.

To prove existence of F, take x, eri F’; then x,€ P nint K since
HnriF' = . Let H be asupporting hyperplane of P’ such that H nP' = F'.
Then H’ is also a supporting hyperplane of P. For if some point y of P not in
K were on the wrong side of H’, then the entire segment Jx,, y] would be
on the wrong side; but Jx,, ¥] contains a whole segment of points from
K n P = P, whence H' could not be a supporting hyperplane of P’. Hence,
H' is a supporting hyperplane of P. But then F := H' n P is a face of P with
K n F = F', as desired. O

If in Theorem 11.11 the set of vertices of P not in K are the vertices of a
face F, then the polytope P’ is said to be obtained from P by truncation
of the face F. The operation of truncation produces one “new” facet.
The old facets of P all “survive”, except of course F itself, if F is a facet. The
dual operation of truncating a facet is called pulling a vertex. It consists in
taking the convex hull of the polytope and one “new” vertex (outside the
polytope) such that one “old” vertex disappears. The dual operation of
truncating a vertex is that of adding a pyramid over one of the facets. A precise
description of the duality can be given in terms of polarity as explained in
Theorem 9.1.

EXERCISE

11.1. Let F, F,, and F; be faces of a polytope P such that F, & F, & F;. Let Q bea
polytope such that (#(F;/F,), =) is isomorphic to (¥(Q), <) under the iso-
morphism ¢. Verify that (#(F,/F,), <) is isomorphic to (#(¢(F,)), <), and
(F (F3/F,), <) is isomorphic to (F(Q/o(F,)), <).

§12. Simple and Simplicial Polytopes

In this section we introduce two important classes of polytopes, namely, the
simple polytopes and the simplicial polytopes. Both classes are defined by
“non-degeneracy” conditions; actually, the conditions are dual. The “non-
degeneracy” makes these polytopes much easier to handle than polytopes in
general; in fact, with one important exception, the combinatorial theory to
be developed in Chapter 3 deals only with simple and simplicial polytopes.

Because of the duality there is no formal reason to prefer one of the two
classes to the other. However, certain problems are treated most conveniently
in terms of simple polytopes.
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We remind the reader that an e-polytope is an e-simplex provided that its
vertices form an affinely independent (e + 1)-family, cf. Sections 2 and 7. We
begin with a discussion of the facial structure of simplices.

Theorem 12.1. Let S be an e-simplex in R?, and let F be a proper face of S.
Then F is also a simplex.

ProoF. The vertices of F are those vertices of S which are in F, cf. Theorem 7.3.
Any subfamily of an affinely independent family of points is itself affinely
independent. Therefore, since F is the convex hull of its vertices, cf. Theorem
7.2(c), it follows that F is a simplex. ]

Theorem 12.2. Let S be an e-simplex in R®, let X be a non-empty subset of
ext S, and let F = conv X. Then F is a face of S, and ext F = X.

PrOOF. Letext S = {x,,..., X,4,},and let us assume that X = {x,..., X}’
To prove that F is a face of S, we shall show that if y, and y, are two points
of S such that for some t € 10, 1[, the point

yo = —t)yo + ty,

isin F, then y, and y; must be in F. Each x in S has a unique representation

e+1

x = ;‘ Aix;. 1)

Points x from S actually belonging to F are characterized by the property
that A, =Ofori=k +1,...,e + 1. Now, we have

e+1

Yo = Zc Aoi X;
i=1
and
e+1
Y1 = Zc A1iXi,
i=1
whence
e+1

V= ZC (1 = )Ao; + tAy)x;.

i=1

But we also have y, € F, i.e.

k
Ve = ZC Aii X
i=1

By the uniqueness of representations (1) we then get

(l—t)AOi’*'tA.li:O, i=k+1,...,e+1.



78 2. Convex Polytopes

This clearly implies
/'{Oi:/'{“::o, i=k+1,...,e+1,

whence y, and y, are in F, as desired.
Finally, Theorem 7.2, (a) = (b) shows that

ext F o {x;,..., X}
The opposition inclusion is clear, cf. the “only if” part of Theorem 5.2. [J

The two theorems above contain the basic information about faces of
simplices. We have the following corollaries:

Corollary 12.3. Let S be an e-simplex in R, and let F be a j-face of S, where
—1<j<e Then for k=j,...,e, the number of k-faces of S containing F

equals
e—j
k—j)

PROOF. By Theorems 12.1 and 12.2 there is a one-to-one correspondence
between the k-faces of S containing F, and the choices of (k + 1) — (j + 1)
vertices from the (e + 1) — (j + 1) vertices of S not in F. This proves the
assertion. O

Corollary 12.4. Let S be an e-simplex in R%. Thenfor —1 < k < e, the number
of k-faces of S equals

e+1

k+1)

Proor. Take j = —1 in Corollary 12.3. O
Corollary 12.5. Let S be an e-simplex in R?, and let F be a k-face of S, where
—1 < k < e. Then the number of facets of S containing F equals e — k.

PrOOF. It follows from Corollary 12.3 that there are

e~k
<(e—1)-—k)=e—k

facets of S containing a given k-face F. This proves the assertion. O

In Corollary 12.5, note that F is the intersection of the e — k facets con-
taining F, cf. Theorem 10.4. Conversely, the intersection of e — k facets is a
k-face:

Corollary 12.6. Let S be an e-simplex in R, and let F,,...,F,_, be e — k
facets of S, where —1 <k<e—1.ThenF,n---nF,_,is ak-face of S.
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Proor.Let x4, ..., x, 1 be the vertices of S. By Theorems 12.1 and 12.2, each
F;is the convex hull of certain e of the e + 1 vertices. We may assume that

Fj = conv({xy, ..., xe+1}\{xj})7 j=1...,e—k

Then a point x in § is in F; if and only if in the (unique) representation
e+ 1

X = ZC Aix,'
i=1

we have A; = 0. Therefore, x isin Fy n---n F,_;ifand only if ; = --- =
Ae—r = 0, ie. if and only if x is in the set

CONV{Xy fyty-v-sXotq)

But this set is a face of § by Theorem 12.2, and its dimension is k by
Theorem 12.1. O

Corollary 12.7. Let S be an e-simplex in R?, and let T be a dual e-polytope.
Then T is also an e-simplex.

Proor. It follows from Corollary 12.4 that S has e + 1 facets. Dually, T has
e + 1 vertices, cf. Theorem 10.3. But e-polytopes with e + 1 vertices are
simplices. O

Corollary 12.8. Let P be an e-polytope in R?. Then P is an e-simplex if and only
if the number of facets of P is e + 1.

ProOOF. If P is an e-simplex, then P has e + 1 facets by Corollary 12.4. Con-
versely, if P is an e-polytope with e + 1 facets, then any dual Q of P is an
e-polytope with e + 1 vertices, cf. Theorem 10.3. Hence, Q is an e-simplex, and
therefore, by Corollary 12.7, P is also an e-simplex. O

We shall move on to the simplicial and simple polytopes.

A d-polytope P is said to be simplicial if for k = 0, ...,d — 1, each k-face
of P has precisely k + 1 vertices (i.e. each proper face of P is a simplex).

Any simplex is simplicial, cf. Theorem 12.1, but of course there are many
other simplicial polytopes.

In the definition of a simplicial polytope it suffices to require that all facets
are simplices:

Theorem 12.9. A d-polytope P is simplicial if (and only if ) each facet of P is a
simplex.

ProOF. Let F be a proper face of P. By Corollary 9.7 there is a facet G of P
containing F. Then F is a face of G, cf. Theorem 5.2, and since G is a simplex
by assumption, F is a simplex by Theorem 12.1. O

Let F be a k-face of a d-polytope P, where 0 < k < d — 1. Then by
Theorem 10.4 there are at least d — k facets of C containing F (and F is the
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intersection of these facets). A d-polytope P with the property that for
k=0,...,d — 1, the number of facets of P containing any k-face of P equals
d — k, is called a simple polytope.

Any simplex is simple, cf. Corollary 12.5, but of course there are many
other simple polytopes.

The two notions introduced above are dual:

Theorem 12.10. Let P and Q be dual d-polytopes. Then P is simple if and only
if Q is simplicial.

Proor. Let F and G be proper faces of P and Q, respectively, corresponding
under some anti-isomorphism from (#(P), ) onto (#(Q), <). Then

dimG=d—-1-~dimF,

cf. Theorem 10.3. Furthermore, by the duality, saying that F is contained in
j facets of P is equivalent to saying that G contains j vertices of Q. Therefore,
saying that each k-face of P is contained in precisely d — k facets is equivalent
to saying that each (d — 1 — k)-face of Q has precisely d — k vertices,
k=0,...,d — 1, ie. each proper face of Q is a simplex. This proves the
statement. O

The following, in a sense, is a dual of Theorem 12.9:

Theorem 12.11. A d-polytope P is simple if (and only if') each vertex of P is
contained in precisely d facets.

PRrooOF. Let Q be a dual of P. If each vertex of P is contained in precisely d
facets, then each facet of Q has precisely d vertices, cf. Theorem 10.3. There-
fore, each facet of Q is a simplex, whence Q is simplicial by Theorem 12.9.
But then P is simple by Theorem 12.10. O

The following characterization of simple polytopes should be compared
to Theorem 10.5:

Theorem 12.12. 4 d-polytope P is simple if and only if each vertex of P is
incident to precisely d edges of P.

PROOF. Let Q be a dual of P, and let i be an anti-isomorphism from (#(P), <)
onto (#(Q), =). Let x be a vertex of P. Then the number of edges of P
incident to x equals the number of (d — 2)-faces of the (d — 1)-face y({x})
of Q, cf. Theorem 10.3. Therefore, the number of edges incident to a vertex
of P is d for each vertex of P, if and only if the number of (d — 2)-faces of a
(d — 1)-face of Qis d for each (d — 1)-face of . A (d — 1)-polytope, however,
has d facets if and only if it is a simplex, cf. Corollary 12.8. The statement then
follows from Theorems 12.10 and 12.9. O



§12. Simple and Simplicial Polytopes 81

In Theorem 12.12, note that “incident to precisely d edges” is equivalent
to “adjacent to precisely d vertices.”
Here is one more characterization of simple polytopes:

Theorem 12.13. A d-polytope P is simple if and only if each vertex-figure of P
is a simplex.

Proor. Let Q be a dual of P. Then the facets of Q are duals of the vertex-
figures of P, cf. Theorem 11.5. The statement then follows from Theorems
12.10 and 12.9. O

We shall next establish some properties of simple polytopes that will be
needed later.

Theorem 12.14. Let P be a simple d-polytope, and let F,, ..., F;_  bed — k
Sacets of P, where 0 < k < d — 1. Let

d-k
F:=(\F,
i=1

and assume that F # (5. Then F is a k-face of P, and F, ..., F4_ are the
only facets of P containing F.

Proor. Let Q be a dual of P, and let  be an anti-isomorphism from (% (P), <)
onto (F(Q), ). By its definition, F is the largest face contained in the F’s,
whence Y(F) is the smallest face containing the W(F,)’s. It follows from
Theorem 10.3 that /(F) is a proper face and that the y(F;)’s are vertices of Q.
Then (F) is a simplex, cf. Theorem 12.10, and therefore the y/(F;)’s must be
all the vertices of Y/(F), cf. Theorem 12.2. Since the number of F;’s is d — k,
we see that

dim y(F) = (d — k) — 1.
This implies by duality that the F,’s are all the facets of P containing F, and
that
dim F =k,
cf. Theorem 10.3. O

Theorem 12.15. Let P be a simple d-polytope. Then every proper face of P is
also simple.

Proor. Let F be a proper face of P, and let x be a vertex of F. Letting
k:=dim F, we shall prove that there are precisely k facets of F containing x,
cf. Theorem 12.11. Let Q be a dual of P, and let i be an anti-isomorphism
from (#(P), <) onto (#(Q), <). Then by Theorem 10.3, the number of
facets of F containing x equals the number of (d — 1 — (k — 1))-faces of Q
contained in the facet Y({x}) of Q and containing the (d — 1 — k)-face
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W(F) of Q. Now, by Theorem 12.10, Q is simplicial, whence y({x}) is a
(d — 1)-simplex. Therefore, we are seeking the number of (d — k)-faces of a
(d — 1)-simplex containing a given (d — 1 — k)-face of that simplex.
Corollary 12.3 tells that this number is

@-D-@d-1-k)_(kK_,
d-k—@d-1-k) \1) 7
as desired. |

Theorem 12.16. Let P be a simple d-polytope. Then for 0 < j < k < d there
are precisely

d—j

d—k

k-faces of P containing a given j-face of P.

PROOF. For k = d, there is nothing to prove. For k < d, let Q be a dual of P,
and let  be an anti-isomorphism from (¥ (P), ) onto (¥(Q), <). Let F
be a given j-face of P. Then y(F)isa (d — 1 — j)-face of Q, and the number
of k-faces of P containing F equals the number of (d — 1 — k)-faces of Y/(F),
cf. Theorem 10.3. By Theorem 12.10, y/(F) is a simplex. The desired number

therefore equals
d-1-pH+1\ (d—j
@d—-1-k+1) \d-—k)
cf. Corollary 12.4. O

Theorem 12.17. Let P be a simple d-polytope, let x, be a vertex of P, let
X1, ..., X, be certain k vertices of P adjacent to x,, and let F be the smallest
face of P containing [x¢, X1], .- ., [Xg, XiJ- Then the following holds:

(@) dim F = k.
(®) [x0,x1], ..., [x0, xi] are the only edges of F incident to x,.

ProoF Let Q be a dual of P, and let y be an anti-isomorphism from (Z (P), <)
onto (#(Q), <). Let G :=y(F). Then, by duality, G is the largest face of Q
contained in the (d — 2)-faces Y([xq, x11), - . ., Y([xo, x,]) of the (d — 1)-face
V({xo}) of Q, cf. Theorem 10.3. Since Q is simplicial, ¢f. Theorem 12.10,
Y({xo}) is a (d — 1)-simplex. Corollary 12.6 then shows that

dmG=d-1-k
However, by Theorem 10.3 we also have
dmG=d—-1-dimF,

whence dim F = k, proving ().



To prove (b), note that by Corollary 12.5 the number of (d — 2)-faces of
the (d — 1)-face Y({x,}) containing G is only k. By duality, this means that
there are only k edges of F containing x,. This proves (b). O

Note that once (a) of Theorem 12.17 has been proved, (b) also follows from
Theorems 12.15 and 12.12.

In Theorem 12.17, note that F may also be described as the smallest face
of P containing x,, X4, . . ., X, and (b) is equivalent to saying that x, ..., x,
are the only vertices of F adjacent to x,.

Theorem 12.18. Let P be a simple d-polytope in R, and let x,, be a vertex of P.
Let P’ be a d-polytope obtained from P by truncating the vertex xo. Then P’ is
also a simple d-polytope. Moreover,

Jo(P) = fo(P) +d — 1

and
d |
f,-(P’)=f,»(P)+(J.+1), i lLd-L

ProoF. Let K denote the closed halfspace in R? such that P = K n P, and
let H denote the bounding hyperplane of K.

To see that P’ is simple, we shall show that each vertex of P’ is incident to
precisely d edges of P’, cf. Theorem 12.12. A vertex x of P’ is either a vertex
of the facet H n P, or a vertex of P not in H, ¢f. Theorem 11.11(d). If the latter
holds, then there are precisely d edges of P’ incident to x by Theorems 12.12
and 11.11(c), (d). If the former holds, then x is the point where a certain edge
F of P crosses H, cf. Theorem 11.1(d). The edges of P’ incident to x are then
the edge K N F plus the edges of H ~ Pincidentto x. But H ~ Pisa(d — 1)-
simplex by Theorem 12.13, and therefore the number of edges of H n P
incident to x equals d — 1, cf. Corollary 12.3.

As already noted, H n P is a (d — 1)-simplex. Therefore, the number of
j-faces of H n P equals

d .
(j+1)’ j=0,...,d -1,

cf. Corollary 12.4. The expressions for f{P'), j =0, ...,d — 1, then follows
by easy applications of Theorem 11.11. O

A d-simplex is both simple and simplicial. We conclude this section by
proving that the converse is also true when d # 2. (The statement is trivially
true for d = 0, 1. Any 2-polytope is simple and simplicial, but not all 2-
polytopes are simplices. Therefore, the statement is not true for d = 2.)

Theorem 12.19. Let d +# 2, and let P be a d-polytope which is both simple and
simplicial. Then P is a simplex.



PRrOOF. As noted above, we need only consider d > 3. Let x,, be a vertex of P,
and let x,, ..., x; be the vertices of P adjacent to x,, cf. Theorem 12.12. Let

S :=conv{xg, Xy, ..., X4}

Corollary 11.7 implies that S is a d-simplex with vertices xq, Xq, ..., X;.
Let x; and x; be any two of the vertices x;, ..., Xx;, and let F be the smallest
face of P containing [x,, ;] and [x,, x;]. Then F is a 2-face by Theorem
12.17(a). Moreover, since P is simplicial, F is a simplex. In other words, F
is a triangle, and since x,, x; and x; are vertices of F, cf. Theorem 5.2, it
follows that ext F = {x,, x;, X;}. In particular, [x;, x;] is an edge of F, and
therefore [x;, x;] is also an edge of P, cf. Theorem 5.2. Now, let K be a
supporting halfspace of S, and let x, be a vertex of S in the bounding hyper-
plane H of K. Then trivially all the d edges of S incident to x, are in K. But as
these edges are also edges of P (as we have proved above), and the number of
edges of P incident to x; equals d by Theorem 12.12, it follows that all edges
of P incident to x, are in K. Application of Theorem 11.6 next shows that X
is also a supporting halfspace of P. Hence, every supporting halfspace of S
also supports P. Since S is the intersection of its supporting halfspaces, cf.
Theorem 4.5, it follows that P = S. On the other hand, it is clear that S = P,
whence P = §, showing that P is a simplex. a

EXERCISES

12.1. Give a direct proof of Theorem 12.2 when X is an e-subset of the (e + 1)-set
ext S. Apply this result to prove Theorem 12.2 by induction.

12.2. Show by counting incidences of vertices and edges that we have dfy(P) = 2f;(P)
for any simple d-polytope P. (This relation is equivalent to the Dehn-Sommerville
Relation corresponding to i = 1, cf. Theorem 17.1.)

12.3. Let F be a face of a simple d-polytope P. Show that the facets of F are the faces
Fn GsuchthatGisafacetof Pwith FN G # Jand F & G.

12.4. Let P be an arbitrary d-polytope, and let P’ be a d-polytope obtained by successive
truncations of all the facets of P. Show that P’ is simple. Verify that f;_ (P') =
Ja-1(P) and f(P") = f(P)forj=0,...,d — 2. Show that if some k-face F of P
is contained in more than d — k facets, then f{P') > f(P)for j=0,...,k + L,

12.5. A d-polytope P is said to be k-simplicial if each k-face of P is a simplex, and k-simple

if each (d — 1 — k)-face is contained in precisely k + 1 facets.

Verify the following: If P and Q are dual, then P\lls k-simplicial if and only if Q
is k-simple. Every d-polytope is 0-simplicial, 1-simplicial, O-simple and 1-simple.
A d-polytope is simplicial or simple if and only if it is (d — 1)-simplicial ot (d — 1)-
simple, respectively. If P is k-simplicial or k-simple, then P is also h-simplicial or
h-simple, respectively, for b < k.

Prove that if a d-polytope P is k,-simplicial and k,-simple with k; + k, >
d + 1, then P is a simplex.
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It is easy to see that the 3-simplices are the only 3-polytopes with the property
that any two vertices are adjacent. Surprisingly enough, the same statement
with 3 replaced by any d > 4 is not true; counter-examples are provided by
polytopes of the type to be introduced in this section.

For d > 2, the moment curve .#,in R is the curve parametrized by
tx(t)=(,t%...,t9), telRr

This curve has the following interesting property:

Theorem 13.1. Any hyperplane H in R? contains at most d points from M#,.
Proor. Let H = H(y, «), where

y=By.--, B
Then x(t) € H(y, «) if and only if

Bit + -+ Byt =

By the Fundamental Theorem of Algebra there are at most d values of ¢
satisfying this equation, which proves the assertion. O

Corollary 13.2. Let t,,...,t, be distinct real numbers, where n < d + 1.
Then the n-family (x(t,), .. ., x(t,)) of points from R? is affinely independent.

Proor. If (x(ty),...,x(t,)) is affinely dependent, then all the points
x(tq), ..., x(t,) belong to some affine subspace 4 with dimA4 <n — 2. If
n<d+1,chooset,,y,..., 1t suchthatt; # t;fori,j=1,...,d + 1 and
i # j.Thenx(t,), ..., x(t,; ) all belong to some affine subspace of dimension
at most

m-—D+@d+1-n=d- 1.

This shows in particular that x(t,),..., x(t;+,) all belong to some hyper-
plane, contradicting Theorem 13.1. O

By a cyclic polytope of type C(n, d), wheren > d + landd > 2, wemeana
polytope of the form
P = conv{x(t,), - .., x(t,)},

where ty, ..., t, are distinct real numbers.
Note that a cyclic polytope of type C(d + 1, d) is a d-simplex by Corollary
13.2.

Theorem 13.3. Let P = conv{x(t,),..., x(t,)} be a cyclic polytope of type
C(n, d). Then P is a d-polytope.



Proor. By Corollary 13.2, any (d + 1)-family formed by distinct points x(t;)
is affinely independent. Therefore

aff {x(), ..., x(tq 1)} = R,
implying that dim P = d. O
Theorem 13.4. Let P = conv{x(t,), ..., x(t,)} be a cyclic polytope of type
C(n, d). Then
ext P = {x(t,), ..., x(t,)}.

ProOF. The inclusion < follows from Theorem 7.2, (a) = (b). Conversely, to
show that x(t;) is a vertex of P, consider the polynomium p(t) of degree 2
defined by

p(t) = —(t — t)?
= —t} + 2t — 1%
Let
y=Qt, —1,0,...,0)e R
Then

p(t) = <{x(1), y> —~ t}.

Since p(t) < O for all t € R, and p(¢) = O if and only if t = ¢, it follows that
K(y, t?) is a supporting halfspace of P with

H(y,t}) n P = {x(t))},
showing that x(t;) € ext P. O

Theorem 13.5. Let P = conv{x(t,),..., x(t,)} be a cyclic polytope of type
C(n, d). Then P is simplicial.

PRrOOF. Since P is a d-polytope, cf. Theorem 13.3, it suffices to show that any
facetof Pisa(d — 1)-simplex,cf. Theorem 12.9. Let F be a facet of P. Then the
vertices of F are certain of the vertices of P, say x(z;), . .., x(t;,), cf. Theorem
134. Then k > d, with k = d if and only if F is a (d — 1)-simplex. Now, note
that aff F is a hyperplane containing the k points x(t;,), ..., x(t; ). Theorem
13.1 then shows that k < d, whence k = d, as desired. O

Theorem 13.5 shows that if certain k vertices of a cyclic polytope P form
the set of vertices of a face of P, then that face must be a (k — 1)-face. In the
following we shall describe which sets of k vertices of P are the vertex sets of
faces of P.

We need some notation. Let

P = conv{x(t,), ..., x(t,)}
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by a cyclic polytope of type C(n, d), and assume that
ty <<t

(This, of course, is no restriction at all.) Let X be a non-empty subset of
{x(ty), ..., x(t,)} By a component of X we shall mean a non-empty subset Y
of X of the form

Y = {x(t)), x(t;4 1), - - » X(tx— 1), X(t)}

such that x(t;_ 1) ¢ X (ifj > 1) and x(tx4 ;) ¢ X (if k < n). A component Y is
called a proper component if x(t,) ¢ Y and x(t,) ¢ Y. A component containing
an even (or odd) number of points is called an even (or odd) component.

With this notation we can now handle the case k = d; the remaining
values of k will be treated below. The condition of the theorem is known as
Gale’s Evenness Condition.

Theorem 13.6. Let P = conv{x(t,), ..., x(t,)} be a cyclic polytope of type
C(n, d), wheret, < --- <'t,. Let X be a subset of {x(t,), ..., x(t,)} containing
d points. Then X is the set of vertices of a facet of P if and only if all proper
components of X are even.
ProOF. Let

X = {x(t;,), ..., x(t: )}
and note that aff X is a hyperplane by Corollary 13.2. Then Theorem 13.1
shows that x(t;,), . .., x(t;,) are the only vertices of P in aff X. Let

d
p@®) = — U1(t —t;)

Then p(t) is a polynomium of degree d, and therefore there are real numbers
ag, Ay, - - - » ag (wWith a; = —1) such that

p(t) = ao + ayt + -+ + a1’

Let
yi=(ay,...,a).
Then
p() = <x(t), y> + ao.
Since
p(t;,) = -+ = p(t;,) =0,
we see that
x(ti1)9 IR x(tid) € H(y’ _aO)
whence

H(y, —agp) = aff X.
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Now, saying that X is the set of vertices of some facet of P is equivalent to
saying that there is a supporting hyperplane H of P such that

HnextP=X.

But we have seen that H(y, —a,) is the only hyperplane containing X. There-
fore, X is the set of vertices of a facet of P if and only if H(y, —a,) supports
P, i.e. if and only if all points from the set

(eXt P)\X = {x(tl)a ] X([")}\{X(til), ] x(tid)}

are on the same side of H(y, —a,).

Suppose that not all the points from (ext P)\ X are on the same side of
H(y, —ao). Then there are, in fact, x(t;) and x(t) from (ext P)\ X such that
t; < t, all points x(t,) with j < I < k are in H(y, —a,), and x(t;) and x(t,)
are on opposite sides of H(y, —a,). Saying that x(t;) and x(t,) are on opposite
sides of H(y, —ay) is equivalent to saying that p(t;) and p(t,) have opposite
signs. Now, p(t) changes sign exactly at the valuest = ¢, ..., t;,. Therefore,
there must be an odd number of values ¢; between t; and t,. In other words,
the set

Y = {x(tj+ 1o X(te—1)}

is an odd proper component of X. This proves the “if” statement.
To prove the “only if” statement, we reverse the argument above. In fact,
suppose that there is an odd proper component of X, say

Y= {x(tjs 1), 05 X(te- 1)}

Then, by the definition of a proper component, x(t;) and x(t,) are in
(ext P)\ X. Therefore, p(t;) and p(t,) are #0, and since p(t) changes sign at
t =tjsy,.--, lk—y When t increases from ¢; to t,, we see that p(t;) and p(t)
must have opposite signs, showing that x(t;) and x(t) are on opposite sides
of H(y, —a,). This completes the proof. a

We next use Theorem 13.6 to treat the remaining values of k.

Theorem 13.7. Let P = conv{x(ty), ..., x(t,)} be a cyclic polytope of type
C(n, d), wheret; < --- <'t,. Let X be a subset of {x(ty), ..., x(t,)} containing
k points, where k < d. Then X is the set of vertices of a (k — 1)-face of P if and
only if the number of odd proper components of X is at most d — k.

Proor. The set X is the set of vertices of a face of P if and only if there is a
facet G of P such that

X cextG. ¢y

In fact, if X = ext F for some face F of P, then by Corollary 9.7 there is a facet
G of P containing F, whence (1) holds. Conversely, if (1) holds for a certain
facet G, then X = ext F for some face F of G since G is a simplex, cf. Theorems
13.5 and 12.2; but then F is also a face of P.
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Now, by Theorem 13.6, the existence of a facet G such that (1) holds is
equivalent to the existence of a (d — k)-subset Z of (ext P)\ X such that all
proper components of X U Z are even. This, in turn, is clearly equivalent to
saying that the number of odd proper components of X is at most d — k, as
desired. O

For small values of k, Theorem 13.7 takes the following form:
Corollary 13.8. Let P = conv{x(t,), ..., x(t,)} be a cyclic polytope of type
C(n, d), and let k be an integer such that
1 <k<ldp2l
Then any k of the points x(t,), . . ., x(t,) are the vertices of a (k — 1)-face of P.

Hence,
fe-s(P) = (Z)

PrROOF. As in Theorem 13.7, we assume that t; < --- < t,. When k < | d/2],
then d — k > k. Since the number of (odd proper) components of X cannot
exceed the number of points in X, the conclusion follows immediately from
Theorem 13.7. O

Corollary 13.8 is really striking. It shows, for example, that for any d > 4
there are d-polytopes P with as many vertices as desired such that any two
vertices of P are adjacent.

We conclude this section with the following:

Corollary 13.9. Let P = conv{x(t,), ..., x(t,)} and Q = conv{x(s,), ..., x(s,)}
be cyclic polytopes, both of type C(n, d). Then P and Q are equivalent.

ProOF. We may assume that t; <--- < ¢, and s; <--- <s,. For any face
F of P with vertices x(t;,), ..., x(t;,), define

@(F) = conv{x(sy,), ..., x(5i)}.

Theorem 13.7 then shows that ¢ is in fact an isomorphism from (¥ (P), <)
onto (#(Q), ).

EXERCISES

13.1. Use Theorem 13.6 to show that for any cyclic polytope P of type C(n, d), the
number of facets of P is given by

n (n —d/2
n—dR2\ n—-d
u(n, d) =

2(" —@+ 1)/2), d odd.
n—d

), d even;
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Verify that in both cases,

n—|d+ 1)2 -+ 2)2
sy (P DRI =L+ 220
n—d n—d
(After reading Section 18, this should be compared to the case j = 0 in Theorsm

18.2)

13.2. Show that if P is a cyclic polytope of type C(n, d), where d is even, then each
vertex-figure of P is equivalent to a cyclic polytope of type C(n — 1,d — 1).
13.3. Verify that if P is a cyclic polytope of type C(n, d) such that each vertex-figure of P
is equivalent to a cyclic polytope of type C(n — 1, d — 1), then
n-u(n —1,d — 1) =d-un,d),
cf. Exercise 13.1. Use this to show that if 4 is odd and n > d + 2, then not every
vertex-figure of P is equivalent to a cyclic polytope.

13.4. Giveadirect proof of Corollary 13.8 by expanding the idea of the proof of Theorem
13.4.

§14. Neighbourly Polytopes

In Section 13 we met examples of d-polytopes P with the property that for
certain values of k, every k-subset of ext P is the set of vertices of a face of P.
In this section we shall study general properties of such polytopes.

Let k be a positive integer. We shall say that a d-polytope P with at least
k + 1 vertices is k-neighbourly if every k-subset of ext P is the vertex set
of a proper face of P, i.e. conv X is a proper face of P for every k-subset
X ofext P.Ford > 1, every d-polytope is 1-neighbourly and every d-simplex
is k-neighbourly for all k < d.

We would like to comment on the condition that P should have at
least k + 1 vertices. If P has k vertices, then there is only one k-subset of
ext P, namely, ext P itself; this set, however, is not the vertex set of a proper
face. If P has fewer than k vertices, then there are no k-subsets of ext P,
and therefore formally every k-subset of ext P is the vertex set of a proper
face of P. So, without the condition that P should have at least k + 1 vertices,
P would be k-neighbourly for all kK > card(ext P).

For k-neighbourliness of a d-polytope P, only k < d is possible. In fact,
if k > d + 1, then (assuming that P has at least k vertices) we can find a k-
subset X of ext P such that a certain (d + 1)-subset of X forms an affinely
independent (d + 1)-family; the convex set spanned by X must then have
dimension d, and therefore it cannot be the vertex set of a proper face.
Actually, we shall prove below (cf. Corollary 14.4) that except for simplices
only k < |d/2] is possible.

Theorem 13.5 and Corollary 13.8 imply:

Theorem 14.1. Any cyclic polytope P of type C(n, d) is a simplicial k-neighbourly
polytope for all k < |d/2].
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We shall next study k-neighbourly polytopes in general.
Theorem 14.2. Let P be a k-neighbourly d-polytope, and let 1 < j < k. Then
P is also j-neighbourly.
PrOOF. Let X be any j-subset of ext P. Since
card((ext PANX)>d + 1 —j
>k—-j)+1,

we see that for any vertex x of P not in X there is a k-subset Y(x) of ext P
with X < Y(x) and x ¢ Y(X). Let

F= () convY(x).

x e (ext P\ X

Since each conv Y(x) is a face of P, it follows that F is a face of P containing
X, but not containing any vertex of P not in X. This shows that

ext F = X,
whence P is j-neighbourly. d

Theorem 14.3. Let P be a k-neighbourly d-polytope, and let X be a subset of
ext P containing at least k + 1 points. Then Q := conv X is also k-neighbourly.

Proor. Let Y be a k-subset of ext @ = X. It follows from the k-neighbourliness
of P that the set conv Y is a (proper) face of P. Being a proper subset of Q,
it must then also be a proper face of Q. O

The next theorem has important implications.
Theorem 14.4. Let P be a k-neighbourly d-polytope. Then every face F of P
with
0<dimF<2k—1
is a simplex.

ProoF. Let j := dim F. Suppose that F is not a simplex. Then F has at least
j + 2 vertices. Let M be a (j + 2)-subset of ext F. By Radon’s Theorem,
Corollary 2.7, there are non-empty complementary subsets M, and M, of M
such that

conv M, nconv M, # (. 1

At least one of the two sets M, and M, contains at most k points. In fact, if
both contained more than k points, then we would have
j+2=cardM; +cardM, >k + 1)+ (k+1)
=2k +2>dmF+3
=j+3,
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a contradiction. We may assume that card M, < k. Then by Theorem 14.2
and the k-neighbourliness of P, the set conv M, is a proper face of P. Let H
be a supporting hyperplane of P such that

HnN P =convM,,
and let
y econv M, n conv M,,

cf. (1). Then, in particular, y is in H, and therefore at least one vertex of
conv M, must be in H. Such a vertex must then be a vertex of conv M|,
which is contradicted by the fact that M, and M, are disjoint. This completes
the proof. d

Corollary 14.5. Let P be a k-neighbourly d-polytope, where | d/2] < k. Then
P is a simplex.

PROOF. Since |d/2] < k implies d < 2k ~ 1, we can apply Theorem 14.4
with F = P. O

Note that, as a consequence, the only 2-neighbourly and 3-neighbourly
3-polytopes are the 3-simplices. So, the notion of k-neighbourly d-polytopes
is only of real interest for d > 4.

Corollary 14.6. Let P be a (d/2)-neighbourly d-polytope, where d is even.
Then P is simplicial.

PRrROOF. Let F be a facet of P. Then dim F =d — 1 = 2k — 1 with k = d/2.
Theorem 14.4 next shows that F is a simplex, whence P is simplicial, cf.
Theorem 12.9. O

Theorem 14.7. A simple d-polytope P is a dual of a k-neighbourly polytope if
and only if any k facets of P have a non-empty intersection.

PRrROOF. Let Q be a dual of P. Then Q is a d-polytope by Theorem 10.3, and
Q is simplicial by Theorem 12.10. By the duality, any k vertices of Q belong
to a proper face of Q if and only if any k facets of P have a non-empty inter-
section. But since Q is simplicial, then any k vertices of Q belonging to a
proper face of Q are actually the vertices of a proper face. This proves the
statement. d

Theorem 14.1 and Corollary 14.5 show that except for simplices, no
polytopes are “more neighbourly ” than the cyclic polytopes. In the following,
Ld/2J-neighbourly d-polytopes will simply be called neighbourly polytopes.
The duals of such polytopes are called the dual neighbourly polytopes.

There are neighbourly polytopes other than those equivalent to cyclic
polytopes. This is trivial for 3-polytopes since every 3-polytope is neighbourly.
However, higher-dimensional examples are known.



§15. The Graph of a Polytope ys

Finally, let us remark that for odd d > 3 there are non-simplicial neigh-
bourly polytopes, cf. Corollary 14.6. In fact, let P be a d-pyramid in R whose
basis Q is a neighbourly (d — 1)-polytope. Then P is neighbourly, cf. Theorem
7.7. On the other hand, if Q is not a simplex, then P is not simplicial.

EXERCISES

14.1. Let P be a k-neighbourly d-polytope. Show that each vertex-figure of P is (k — 1)-
neighbourly.

14.2. Show that every neighbourly d-polytope is (d — 2)-simplicial, cf. Exercise 12.5.

§15. The Graph of a Polytope

The vertices and edges of a polytope P form in an obvious way a non-oriented
graph which we shall denote by %(P). (For graph-thzoretic notions, see
Appendix 2.) In this section we shall obtain information about connectedness
properties of 4(P). The proofs will be based on a technique for turning 4(P)
into an oriented graph %(P, w) by means of an “admissible” vector w. This
“oriented graph technique” will also be used in later sections.

In the following, let P be a d-polytope in R?, where d > 1. A vector w e R?
1s said to be admissible for P if {x, w) # <y, w) for any two vertices x and y
of P. Geometrically, this means that no hyperplane in R? with w as a normal
contains more than one vertex of P.

Concerning the existence of admissible vectors we have:

Theorem 15.1. For any d-polytope P in R the set of admissible vectors is
dense in R?, i.e. for any y € R? and any & > 0 there is an admissible vector w
with |ly — w| < e&.

Proor. We first remark that the union of a finite number of hyperplanes in
R has no interior points. This follows by repeated application of the observa-
tion that for any non-empty open set O in R? and any hyperplane H in R,
the set O\ H is again non-empty and open.

Now, let

ext P = {x, ..., X}
and let
Vi={x; = x;li,j=1,...,k;i #j}.
From the remark above it follows that the open ball

{zeRYlly —zll <&}
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is not contained in the union of the hyperplanes H(v, 0), v € V. In other words,
there is a w € R such that ||y — w|l < eand {x; — x;, w) # Ofor i # j. This
proves the statement. O

Any vector w which is admissible for P induces an orientation of the edges
of P according to the following rule: An edge [x, y] is oriented towards x
and away from y if

<x, wy > <y, w).

The oriented graph thus defined will be denoted by %(P, w).

Let w be admissible for P. Calling w the “down direction,” we see that
the edges of ¥(P, w) are oriented “downwards.” In the following, we shall
maintain this terminology which enables us to state that one vertex is
“above” or “below” some other vertex, etc. We can also speak about the
“top” vertex and the “bottom” vertex of P.

Given an admissible vector w for P, it is clear that the top vertex of P has
in-valence 0 in 4(P, w) and that the bottom vertex of P has out-valence 0 in
%(P, w). We actually have:

Theorem 15.2. In a graph 9(P, w), the top vertex is the only vertex of P whose
in-valance is 0, and the bottom vertex is the only vertex of P whose out-valence
is 0.

ProoF. Let x be a vertex of P whose in-valence is 0. Then all the vertices of
P adjacent to x are below x. This implies that there is a hyperplane H with w
as a normal such that x is above H and all the vertices adjacent to x are below
H. Using Theorem 11.8 we then see that all vertices of P except x are below
H, showing that x must be the top vertex.

The statement about the bottom vertex can be proved in a similar manner,
or by observing that when w is admissible, then —w is also admissible, and,
moreover, the in-valence of a vertex x in (P, —w) equals the out-valence of
x in 9(P, w). O

Theorem 15.3. Let P be a d-polytope in R?, and let F be a proper face of P.
Then there is an admissible vector w such that each vertex of F is above each
vertex of Pnotin F.

PRrROOF. Let H(y, o) be a supporting hyperplane of P with H(y,a) " P = F,
cf. Theorem 7.5. We may assume that {x, y> > « for all x € P. Let

y=mm{{x’, yD|x' € ext P\ext F}
and let

J:=max{||x’ — x"|||x" e ext P\ext F, x" € ext F}.
Note that y > a. Take
g:=(y — a)/20.
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Now, by Theorem 15.1 there is an admissible vector w such that |y — w|| < e.
Let z:=y — w. Then for any x' € ext P\ext F and any x" € ext F we have

X' =x"wy=(x' —x",y—z)
=Ly =KXy — X =X z)
>y —oa—[x" —x"| |z
>y—oa—d=(y—a)
> 0,

from where the statement follows immediately. d

Theorem 15.4. Let P be a d-polytope in R, let F be a proper face of P, and let
M be a subset of ext F. Then there is an admissible vector w for P such that for
any vertex x of P not in M there is a path in 4(P) joining x and the bottom
vertex v of 9(P, w) without entering M.

Proor. By Theorem 15.3 there is an admissible vector w such that each vertex
of F is above each vertex not in F. Let x be any vertex not in M. When x is
the bottom vertex v, there is nothing to prove. When x # v, it follows from
Theorem 15.2 that there is at least one edge going downwards from x. Let
this edge be [x, x,]. If x; = v, we have a path from x to v. If x; # v, then
Theorem 15.2 takes us one step further down. Continuing this way, we obtain
a “descending” path joinint x and v. It remains to be shown that we can stay
outside M. Note that once we are outside F, we are below F, and therefore
we stay outside M from that point on. So, if we can choose the first edge
of the path in such a manner that the edge is not an edge of F, we have the
desired conclusion. If x is not in F, this is automatically fulfilled. If x is in F,
we apply Corollary 11.7 to see that at least one edge of P with x as an end-
point is not in F. This completes the proof. O

Theorem 15.5. Let P be a d-polytope, let F be a proper face of P, and let M be
a (possibly empty) subset of ext F. Then the subgraph of 9(P) spanned by
(ext P)\M is connected. In particular, 4(P) is connected.

ProoF. Denoting by I the subgraph of 4(P) spanned by (ext P)\ M, Theorem
15.4 shows that there is a vertex v of I' such that any vertex of I" can be joined
to v by a path in I'. This implies that any two vertices of I" can be joined by a
path in T via v, showing that I" is connected. Taking M = (J shows that
%(P) is connected. O

Theorem 15.5 showed that 4(P) is connected. A much stronger resuit is the
following:

Theorem 15.6. Let P be a d-polytope. Then 9(P) is d-connected.
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PRroOF. It suffices to show that for any set N of d — 1 vertices of P, the sub-
graph I spanned by (ext P)\N is connected, cf. Appendix 2, Theorem A2.1.
If there is a proper face F of P such that N < ext F, then the connectedness
of I" follows from Theorem 15.5. If no such face F exists, then—assuming
that P = R‘—any hyperplane containing N must intersect int P. Choose
such a hyperplane H containing at least one more vertex x, of P. Let K,
and K, be the two closed halfspaces bounded by H, and let P, :=K, n P
and P, := K, n P. Then P, and P, are d-polytopes, cf. Theorem 9.2. More-
over, the set F := H n P is a facet of both. The vertices of F are the vertices
of P in H and the 1-point intersections of H and edges of P crossing H, cf.
Theorem 11.1(b), (d). Let

M := N v (ext F\ext P).

Let I'; denote the subgraph of 4(P,) spanned by (ext P))\M, and let T,
denote the subgraph of %(P,) spanned by (ext P,)\ M. Theorem 15.5 states
that I'; and I', are connected. Now, let x be any vertex of P not in N. Then
x isa vertex of I'y or I', (or both); assume that x is a vertex of I';. Then by the
connectedness of I'; there is a path in I'; joining x and x,. This is a path in
%(P) not entering N. Hence, any two vertices of P not in N can be joined by a
path in 4(P) not entering N via the vertex x,, showing that the subgraph
of %(P) spanned by (ext P)\N is connected. O

By a facet system in a polytope P we mean a non-empty set & of facets of
P. Each 9(F), F € &, is then a subgraph of 4(P). The union of the subgraphs
Y(F), F € &, is denoted by 4(%). We shall say that a facet system & is
connected if (%) is a connected graph.

Theorem 15.7. Let & be a connected facet system in a simple d-polytope P,
where d > 2. Then 9(¥) is a (d — 1)-connected graph.

PrOOF. We prove the statement by induction on the number n of members
of &. For n = 1, the statement follows immediately from Theorem 15.6.
For n > 2, we may number the members F, ..., F, of & in such a manner
that the subsystem &’ formed by F,, ..., F,_, is also connected. (Take F,
arbitrary, use the connectedness of & to find F, such that {Fy, F,} is
connected, use the connectedness of & to find F5 such that {F, F,, F3} is
connected, etc.). Then use the induction hypothesis to deduce that (%) is
(d — 1)-connected. Now, by the connectedness of & there is an F; with
j <n—1suchthat F;n F, # (. It then follows from Theorem 12.14 that
F;nF, is a (d — 2)-face of P. Therefore, F; and F, have at least d — 1
vertices in common. Hence, the graphs ¥(%") and %(F,) have at leastd — 1
vertices in common. Since both graphs are (d — 1)-connected, it follows that
their union, i.e. %(¥), is (d — 1)-connected, cf. Appendix 2, Theorem A2.2.
O
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EXERCISES

15.1. A semi-shelling of a d-polytope P is a numbering F,, F,, ..., F, of the facets of P
such that for i = 2, ..., k, the set
i-1
F,n \JF, 1
j=1
is a non-empty union of (d — 2)-faces of F;. Show by a duality argument that every
d-polytope admits semi-shellings.
Verify that any facet can be taken as F . Verify that the facets containing a given
face can be taken to precede all the remaining facets.
(A semi-shelling is a shelling if, in addition, for i = 2, ..., k — 1 the set (1) is
homeomorphic to a (d — 2)-ball. If P is simplicial, then this condition is auto-
matically fulfilled.)

15.2. A graph is said to be planar if, loosely speaking, it can be drawn in the plane with
non-intersecting (not necessarily rectilinear) edges. Show that the graph 4(P) of
any 3-polytope P is planar. (Along with Theorem 15.6, this proves the easy part of
Steinitz’s Theorem: A graph I is (isomorphic to) the graph 4(P) of a 3-polytope P
if and only if it is planar and 3-connected.)



CHAPTER 3
Combinatorial Theory
of Convex Polytopes

§16. Euler’s Relation

At the beginning of Section 10 it was indicated that the combinatorial theory
of convex polytopes may be described as the study of their face-lattices. When
it comes to reality, however, this description is too ambitious. Instead, we
shall describe the combinatorial theory as the study of f-vectors. For d > 1,
the f-vector of a d-polytope P is the d-tuple

f(P) = (Jo(P), f1(P), ..., fa-1(P)).

where f(P) denotes the number of j-faces of P, cf. Section 10. Equivalent
polytopes have the same f-vector, but the converse is not true in general.

It may be said that the basic problem is as follows: Which d-tuples of
positive integers are the f-vectors of d-polytopes? Denoting by 2 the set of
alld-polytopes and by f (#?) the set of all f-vectors of d-polytopes, the problem
amounts to determining the subset f(2?) of R This problem has only been
solved completely for d < 3, the cases d = 1, 2 being trivial.

In this section we shall determine the affine hull aff f(2*?) of the set f(29).
This partial solution to the basic problem is a main general result in the area.

We first prove that there is a linear relation which is satisfied by the
numbers f(P),j = 0,...,d — 1, for any d-polytope P. For technical reasons,
we prefer to include the numbers f_;(P) = 1 and fy(P) = 1. The relation is
known as Euler’s Relation:

Theorem 16.1. For any d-polytope P one has

d
Y (~1YfP) = 0.

j==-1
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Note that Euler’s Relation may also be written as

d
T (DR = 1,

or

2 (=DfP)=1- (-1

d—1

j=0
=1+ (=11

Since f(P) = 0 when j > d = dim P, we may also write

2 (=) =0,
j==1
thus avoiding reference to the dimension of P.
Proor. We use induction on d. For d = 0, 1 there is nothing to prove and
ford = 2the statement is obvious. So, let d be at least 3, assume that the state-
ment is valid for all polytopes of dimension < d — 1, and let P be a d-
polytope. Assuming that P = R?, we choose an admissible vector w for P,
cf. Theorem 15.1. Let x4, ..., x, be the vertices of P, numbered such that
Xy WY < Xip > W), i=1,...,n— 1
Calling w the down direction as we did in Section 15, this means that x;, ; is
below x;. Let
aZi—1:=<xirw>7 i= la""n'
Noting that a,;_, < a,;4 1, We next choose a,; such that

Rgjmq < O < U2i41s i=1l...,n—1
and define
Hk==H(W,(xk), k= 1,...,2’1“1.

Then the H,’s form a collection of parallel hyperplanes with H, ., below H,
such that the H,’s with odd values of k pass through the vertices of P. Let

Pk’=HkﬂP, k=1,...,2n_1.

Then P, is a (d — 1)-polytope for k =2, ..., 2n — 2, whereas P, = {x,}
and P,,_; = {x,}. By the induction hypothesis, Euler’s Relation is valid for
the polytopes P,, whence

T CDHPI=0. k=1t
jz—
Multiplying by (—1)**! and adding, we get

2n~-1

PN W C/ GAR

jz—1
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which we may rewrite as

2n—1
Y (=1t kzl (= DYyPy = 0. 6]
jz—1 =
We shall prove that
2n-1 _1’ j= _1;
Y (=DY(P) = {fl(P) —fo(P), j=0; (€))
k=1 fi+1(P), j=1,...,d - 1.

Combining (1) and (2), we obtain the desired relation.

To prove (2) for j = —1, note that f_,(P,) = 1 for all k, whence the left-
hand sideis an alternatingsum of theform —1 + 1 — --- 4+ 1 — 1, which has
the value — 1.

To prove (2) for j > 0, we define for Fe #(P)andk = 1,...,2n — 1,

1 fH.nriF # J;

'I’(F’k):{o ifH A1 F = .

Furthermore, we denote by #(P) the set of j-faces of P.

Let us first consider the case 1 < j < d — 1. Here a j-face of P has at
least two vertices, and since each H, contains at most one vertex of P, it
follows that no j-face of P is a face of P. Theorem 11.1(d) then shows that
for each j-face F’ of P, there is a unique face F of P such that F' = H, N F,
and this face F is a (j + 1)-face. Under these circumstances, it is clear that
H,nriF # . Conversely, if F is a (j + 1)-face of P with H,nri F #
&, then F':= H, " F is a j-face of Py, cf. Theorem 11.1(b). In conclusion,
for fixed j and k, the mapping

F>F =H,NF

is a one-to-one mapping from the set of (j + 1)-faces F of P with y/(F, k) =
1 onto the set of j-faces of P,. Therefore,

f(PO= ) W(F k). 3)

Fe%j41(P)

Having established (3), we may rewrite the left-hand side of (2):

2n-1 2n—1 ~
Y (-DPY)= Y (=D Y wFEk |
k=1 k=1 Fe#;j+1(P)
2n—-1
= Y Y (=DY(F k. @)

FeFj1(P) k=1

Now, let us consider a fixed (j + 1)-face F of P. Let x;, be the top vertex of F,
and let x;, be the bottom vertex of F. Then the values of k such that y(F,k) = 1
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are the values k = 2i,, 2i, + 1, ..., 2i, — 3, 2i, — 2. Here the number of
even values is 1 larger than the number of odd values, whence
2n—1
T (=DY(F, k) = 1. )
k=1

Combining (4) and (5) we then get

2n—1

DRy = Y 1

k=1 Fe#j+1(P)
=fj+l(P)’

proving(2)for1 <j<d — 1.

The case j = O requires a little more care. For k even, H, contains no
vertex of P. It then follows that for k even, no O-face of P, is a face of P. We
can then argue as above and we obtain

foP) = 3 W(F, k), keven ©)
Fe#(P)
For k odd, the situation is slightly different. In this case, H, contains one
vertex of P which is then also a vertex of P,. For the remaining vertices of P,
we can next argue as above, thus obtaining

foP) = Y WEFk+1, k odd. ©)
Fe#(P)
Using (6) and (7), the left-hand side of (2) may be rewritten as
2n-1 2n-1 2n—1
Y (=D®P)= Y (=D Y WFE K+ Y (=D
k=1 k=1 Fe%1(P) k=1
kodd
2n—1

= Y 2 (=DYE k)~ fo(P), ®

Fe#y(P) k=1

where we have used the fact that the number of odd values of k equals fo(P).
We next argue as in the case 1 <j < d ~ 1 to obtain

2n—1

kZ (—DY(F, k) =1 ©)
=1

for any F € # ,(P). Combining (8) and (9) we then get
2n—1

LDy = T 1= fo(P)

Fes(P)

= f1(P) — fo(P),
proving (2) for j = 0. This completes the proof. O

Now, ford > 1 let
e=(1, =1,..., (=1 HeR
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Then H(e, 1 — (—1)%) is a hyperplane in R? which we shall call the Euler
Hyperplane. Note that o€ H(g, 1 — (—1)%) if and only if d is even. Theorem
16.1 shows that f(#) is contained in the Euler Hyperplane. We shall prove:

Theorem 16.2. The Euler Hyperplane H(e, 1 — (—1)%) is the only hyperplane
in R? which contains f (2°).

Proor. We use induction on d. For d = 1, 2, the statement is obvious. So,
let d be at least 3 and assume that the statement holds for all dimensions
<d — 1.Let H = H(y,a) be any hyperplane in R? such that f (%) < H(y, ).
We shall prove that H(y, o) = H(e, 1 — (—1)%) by showing that there is a real
¢ # Osuch that y = ceand o = c(1 — (~1)*).

Let Q be any (d — 1)-polytope, and let Q' be an equivalent of Q in R
Let P, be a d-pyramid in R? with Q' as a basis, and let P, be a d-bipyramid
with Q' as a basis. We can express f(P;) and f(P,) in terms of f(Q") = f(Q).
In fact, it follows from Theorem 7.7 that

F(P) = (fo(@) + LA1(D) +Jo(D)s - -, fa-2(Q) + fu-3(Q), 1 + fa-2(Q)),

and it follows from Theorem 7.8 that

F(P2) = (Jo(@) + 2, /1(Q) + 2o(Q), - - ., fa-2(Q) + 2f4-3(Q), 2f1-2(Q)).
Now, writing
y=(y,...,0)

we have

(ol @ + 1) + 0(1(Q) + /(@) + -+
ot 0o (fa-200) + fa-3(Q) + ay(l + f1_2(Q)) =« (10)

since f(P,) € H(y, o), and we have

a1 (fo(Q) + 2) + o,(f1(Q) + 2f6(Q)) + - - -
ot g1 (fa-2(Q) + 26-3(0) + 2y2fi-2(Q) =« (11)

since f(P,) € H(y, ). Subtraction of (10) from (11) yields
% + o fo(Q) + -+ ooy fau3(Q) + 4l fu-2(Q) — D= 0. (12
We reqrite (12) as
2 fo(@) + 33 fi(@) 4+ + otamy fy-3(Q) + 0 fu (@) = 14 — 5. (13)
Letting
Ze=(0lg, ..., 0),
it follows from (13) that
f(Q)eH(z, 05 — ay). (14
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Since y # o by assumption, we have a; # 0 for at leastonej = 1,...,d. But
then also a; # O for at leastone j = 2,...,d, implying that H(z, 0, — a;)isa
hyperplane in R?~1. As Q is arbitrary, we see that H(z, a, — ;) is a hyper-
plane in RY" ! containing f (2~ 1), cf. (14). By the induction hypothesis, this
implies that

(0 .- ya) =71, —1,...,(=1)"3)

and

% — oy =1 — (=11
for a suitable y # 0. Taking ¢:= —y, we then see that y = c¢ and o =
c(l — (—1)%), as desired. O

An immediate consequence of Theorems 16.1 and 16.2 is the following
main result:

Corollary 16.3. The affine hull aff f(2%) of f(#%) is the Euler Hyperplane
H(e, 1 — (=1)%).

We conclude this section with a variant of Euler’s Relation. For faces
F, and F, of a d-polytope P with F, — F, we shall write f{F,/F,) for the
number of j-faces F of P such that F; = F < F,. Note that f(F,/F,) =0
for —1 < j < dim F, and for dim F, < j. We shall establish a linear relation
between the numbers f(F,/F,) when F, ¢ F,.

Theorem 16.4. Let F| and F, be faces of a polytope P with F; & F,. Then
Z (- l)jfj(FZ/Fl) = 0.

jz=1
Proor. We know by Theorem 11.4 that there is a polytope Q with
dimQ =dimF, — 1 —dim F,

such that the lattice (#(F,/F ;), = )isisomorphic to theface-lattice (#(Q), <),
and, moreover,

dimG=dimF —1—-dimF,
when F; = F « F, and G is the face of Q corresponding to F. In particular,
J{F3/Fy) = (@) 15)
when
k=j—1—dimF,.
Euler’s Relation for Q may be written as

Y (—D4(Q) = 0.

k21
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Using (15), we next obtain

Y (=T iTamRBgE, ) =0,

jz-1
which is clearly equivalent to the desired relation. O

Of course, in Theorem 16.4 we recover Euler’s Relation by taking F, = ¢
and F 2 = P .

§17. The Dehn-Sommerville Relations

In the preceding section we showed that the affine hull of f(2%) has dimension
d — 1. Denoting by 2% the set of all simple d-polytopes, and by f(£) the
set of all f~vectors of simple d-polytopes, we shall prove that the dimension
of aff f(#9) is only |d/2]. Moreover, we shall find “representations” of
aff f ().

(There is no standard notation for the set of simple d-polytopes. Our
notation 2 is inspired by the standard notation 2 for the set of simplicial
d-polytopes.)

We first exhibit a set of linear relations which are satisfied by the f~vectors
of all simple d-polytopes. These relations are known as the Dehn—Sommerville
Relations:

Theorem 17.1. For any simple d-polytope P we have
d ; d _J
INC I AT R
j=0 —1
fori=0,...,d
Note that, effectively, we only sum from j = 0 to j = i. For i = d we get

Euler’s Relation. For i = 0 we get the trivial relation fy(P) = fo(P).
For d < 2, everything is trivial. For d = 3, the relations are

fo(P) = fo(P),
3o(P) — f1(P) = fi(P),
Ho(P) — 21(P) + o(P)  =fo(P),
foP) — fitP)+fo(P)—1=1
These four relations are equivalent to the following two:
3fo(P) - 2f1(P) =0,
fo(P) = fi(P) + f2(P) = 2.
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It is interesting to note that if one of the three numbers f,(P), f1(P), and f5(P)
is known, then the remaining two are determined by the Dehn-Sommerville
Relations. In particular, we can express fo(P) and f,(P) by f,(P):

fo(P) = 2f2(P) — 4, fi(P) = 3f2(P) — 6.

(See Theorem 17.6 and Corollary 17.7 below for a d-dimensional version.)

Proor. For any non-empty face F of P, Euler’s Relation states that

2 (=DfF) =0. 1)

jiz-1

Using the notation &,(P) for the set of i-faces of P as we did in the proof of
Euler’s Relation, it follows immediately from (1) thatfori = 0,...,d we have

Y Y (-DfF) =0,

FeFyP) j2-1

or, equivalently,

(= Y fiF)=0. ©)
j=z-1 Fe Fi(P)
The value of the sum
Y
FeFi(P)

is the number of pairs (G, F) of faces of P such that dim G = j, dim F = i
and G < F. Therefore,

Y o fE= Y f(P/G). 3)

Fe& (P) Ge & j(P)

For dim G = j > 0, the number f(P/G) was determined in Theorem 12.16;
in fact, we showed that

d—i
f(PIG) = ( y {). @
—1
Notethatfori < j < d,bothsides of (4) are 0,and so (4) is valid for0 < j < d.
Fordim G = j = —1, it is clear that

f(P[G) = f(P). )
Combining now (2), (3), (4), and (5), we get the desired relation. O

As mentioned in the beginning, we aim to show that the dimension of
aff f(2%) is [ d/2]. 1t will follow from Theorem 17.1 that the dimension is at
most | d/2]. To see that it is at least | d/2 ], we need the lemma below. To ease
the notation, we shall write

m:=[(d — 1)/2_],_ n:=d/2].
Note thatd = m + n + L.
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Lemma 17.2. For i =0, ..., n, let P; be a cyclic polytope of type C(p + i, d)
for some fixed p > d + 1. Then the f-vectors f(P), i=0, ..., n, form an
affinely independent family in R%.

PROOF. The f-vector of P; has the form

1Py = ((” T (" s ,fd-l(Po),

cf. Theorem 13.5 and Corollary 13.8. Saying that the f(P;)’s are affinely
independent is equivalent to saying that the f(P,)’s defined by

fPy = (1, (” N i), - (" N "),fna’i), . ..,fd_l(Pi)),

n

are linearly independent. In terms of matrices, this is equivalent to saying
that the (n + 1) x (d + 1) matrix whose rows are formed by the f(P,)’s has
rank n 4+ 1. Consider the submatrix 4 formed by the first n + 1 columns, i.e.

J i=0,..,mj=0,..,n

We shall complete the proof by showing that A4 is invertible. Let

B = <_p+7>
n—1 i=0,..,mJj=0,..,n
e [(PEN[—p ]\ _ (it
w5 ()G - (7))

cf. Appendix 3, (7). Hence, C has only 1’s in the “skew diagonal” (i.e. the

positions (i, j) with i + j = n) and only 0’s above. Therefore,
|det C| =1,

and let

Then

implying that A4 is invertible. O

It is easy to prove by induction on n that the matrix 4 in the proof above
has determinant 1. Hence, one can prove that A4 is invertible without referring
to Appendix 3, (7), if desired.

We shall next prove:

Theorem 17.3. The affine hull aff f(22) of f (?2) has dimension | d/2).

Proor. Consider the system of d + 1 (homogeneous) linear equations

d (d—j
%PW@_QM=% i=0,...,d, (6)
=
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with unknowns xg, ..., X;_;, X;. Assigning the value 1 to x,; we obtain a
system of d + 1 linear equations with d unknowns xg, ..., x,_,. (Note that
for d odd, the equation corresponding to i = d is inhomogeneous.) Theorem
17.1 tells that for each polytope P € 2,

(xo’ cevy xd-l) = (fO(P)’ . "’fd—l(P))

is a solution. In other words, denoting the set of solutions by S, we have
f(#% < S, whence

aff f(#4) < aff § = §,
and so
dim(aff /(24)) < dim §.

Now, it is easy to see that the equations (6) corresponding to odd values of i
are independent. Since the number of odd values of i is m + 1, it follows that
dmS<d-(m+1)

=n,
implying that
dim(aff f(2%)) < n.

To prove the converse, we apply Lemma 17.2. Let P, be as described there,
and let Q;beadualof P;, i = 0,...,n Then f(Q,) € f(#?) by Theorems 13.5
and 12.10. Moreover, since the f(P;)’s are affinely independent, cf. Lemma
17.2, it follows that the f(Q;)’s are affinely independent. The number of
f(Q:ysis n + 1, and therefore the dimension of aff f(#) is at least n. This

completes the proof. O
Fori=0,...,d, let H; denote the set of points (xo, ..., X;—;) € R such
that

; j d—j -
];0(-1) (d _ i)xj = X,

where, as in the proof above, it is understood that x, = 1. Then H, = R%,
and for i > 1, each H, is a hyperplane in R?. During the proof above, we
showed that

d d
n = dim () H; > dim () H, > dim(aff f(2%)) > n.
i=0 i=0
iodd

We also have

d d
i@ = (\Hie (\H,

iodd
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and we can therefore conclude that

d d
aif@9 = (\Hi= ()H.
iodd

Thus, we have obtained “representations” of aff f(27¢) as intersections of
families of hyperplanes. (Since H, = R?, this set can be omitted.) Actually,
the “representation” of aff f(29) as the intersection of the odd-numbered
H/’sis “minimal” in the sense that it includes the smallest possible number of
hyperplanes. In the following, we shall establish other such “representations.”
We shall, however, prefer to formulate the results in terms of linear equations,
rather than using a geometric terminology.

A system of linear equations with d unknowns x,, . .., x;—; will be called
a Dehn-Sommerville System for the simple d-polytopes if its set of solutions is
precisely aff f(24). A Dehn-Sommerville System containing a minimal
number of equations is said to be minimal. It follows from Theorem 17.3 that
this minimal number is

d —1d/2] = Ld + 1)/2].

Any subsystem of a Dehn-Sommerville System which is formed by
[(d + 1)/2] independent equations is necessarily again a Dehn—-Sommerville
System (and hence minimal).

It follows immediately from the remarks above that we have:

Theorem 17.4. The equations

. .
j=o -

1

where x; = 1, form a Dehn-Sommerville System. T he equations corresponding
to odd values of i form a minimal Dehn-Sommerville System.

In dealing with Dehn-Sommerville Systems it is convenient to use matrix
notation. We shall write
Xo

where it is always understood that x, = 1.Ifwelet A bethe(d + 1) x (d + 1)
matrix defined by

= (— 1V d _j
A (( g (d - i))i=0,...,d;j=0,‘..,d

then we may write the Dehn-Sommerville System of Theorem 17.4 as
Ax = x. @)
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Now, once we know this Dehn-Sommerviile System, it is easy to produce
new ones: any system obtained from (7) by multiplying from the left on both
sides by an invertible matrix will again be a Dehn-Sommerville System. We
shall apply this procedure below.

Theorem 17.5. The equations

d ] d .
Z(—l)"(.)x,-= Z(—l)“f( J ,)xj, i=0,....d
j=o i j=o d—i

where x; = 1, form a Dehn—Sommerville System. T he equations corresponding
to the values i = 0, ..., m form a minimal Dehn—-Sommerville System.

PrROOF. Let Bbe the (d + 1) x (d + 1) matrix defined by

B= ((—1)”!'(],)) .
1/ Ji=o,....d;j=0,...d

Note that B is invertible, cf. Appendix 3, (11). Since x = Ax is a Dehn-
Sommerville System, it follows that

Bx = BAx ®)

is also a Dehn-Sommerville System. Except for the factor (—1)), the ith
entry on the left-hand side of (8) is the left-hand side of the ith equation in the
theorem. In order to evaluate the right-hand side of (8), we first calculate the
element of BA in the ith row and jth column. This element is

l i+kk jd“j _ i+,~d _ k d—j
kgo(—l) (i)(_l) (d - k) =D kZ'o( 1)k<i)(d - k)

= (— 1)y — J
- e, L)

where we have used Appendix 3, (12). Then the ith entry on the right-hand
side of (8) becomes

d J ) d i ,]
(- 1)”“"( .)x- =(-1" L(-1) ”( )x
j;o d—il"”’ ,-;0 d—il"’
which — except for the factor (—1)'—is the right-hand side of the ith equa-
tion. This completes the proof of the first statement.

To see that the tirst m + 1 equations form a minimal Dehn-Sommerville
System, if suffices to show that they are independent. We have proved above
that—except for the factor (—1)'—the equations of the theorem may be
written as

Bx = BAx.
We rewrite this as
(B — BA)x = 0,
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where 0 on the right-hand side denotes the (d + 1) x 1 zero matrix. Now,
note that the calculation above shows that the element of BA in the ith row
and jth column is O for i, j < m. In other words, the (m + 1) x (m + 1)
submatrix of B — BA in the upper-left corner is the matrix

Bo==((—1)"”(f>),_o =0

This matrix, however, is invertible, cf. Appendix 3, (11), and therefore the
first m + 1 equations are independent. (]

Theorem 17.6. The equations

n fm+1+j\(m—i+]
Xi = Z("l)’< . J)( ]>xm+1+j
j=o

i m-—i
Y E S EH()N T D vy, i=0m
ji=0 k=0 l d—k

where x; = 1, form a minimal Dehn—Sommerville System.

ProoF. Let B, be the (m + 1) x (d + 1) matrix defined by

B, ==((—1)"”<f)),=0 v

and let C be the (m + 1) x (d + 1) matrix defined by

= -1 d+i+j ] )
¢ (( : <d - i))i=0,--~,M;j=0,...,d

Then the minimal Dehn-Sommerville System of Theorem 17.5 may be
written as

Bz x = Cx. (9)

Let B, and B, be the submatrices of B, formed by the first m + 1 and the
last d + 1) —(m+ 1)=n+1 columns of B,, respectively. (Then B,
denotes the same matrix as in the proof of Theorem 17.6.) In a similar way,
let C, and C, denote the submatrices of C formed by the first m + 1 and the
last n + 1 columns of C, respectively. Then we may rewrite (9) as

Xo Xm+1
(Bo - Co) = (C1 - B1) . (10)
xm xd

Now, note that C, is a zero matrix, whence B, — C, = B,. Let

DO = ((].)) .
1 i=0,...,m;j=0,...,m
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Then D, is in fact the inverse of B, cf. Appendix 3, (11). Therefore, multiplica-
tion by D, in (10) gives the new minimal Dehn-Sommerville System

X0 Xm+1
( )= DO(CI - Bl)( )
Xm Xq

To see that this is the system in the theorem, we calculate the elements of
Do(C; — B,). Note first that

CI_BI=

((_1)n+i+j(m + 1 +j) + (_1)m+i+j(m + 1 +J)) .
d—i l i=0,..,mj=0,..n
Then the element of Dy(C; — B,) in the ith row and jth column is
- n+k+jm+1+j . m+k+jm+1+j
;()(( A (P EYER |
m SkNfm+ 1+ K\fm+1+j
— _1 m+k+j n+k+1
S () B ()0
fm+1+j l+] K\fm+1+j
= (—1) n+k+j
N ) B (),
cf. Appendix 3, (10). From this the statement follows immediately. |

We note an interesting corollary of Theorem 17.6:

Corollary 17.7. Let P be a simple d-polytope. Then the numbers fo(P), . . ., f(P)
are determined uniquely by the numbers f,, . (P), ..., fy—1(P).

Of course, all the preceding results have dual counterparts for simplicial
polytopes. We only mention the dual of Theorem 17.1, the Dehn-Sommer-
ville Relations for the simplicial d-polytopes:

Corollary 17.8. For any simplicial d-polytope P we have

d-1 de1j j+] _
Y (-1 (Hl)fj(P)—fi(P)

i==1

fori=—1,...,d -1

For an entirely different approach to the Dehn-Sommerville Relations,
see the remark at the end of Section 18.



112 3. Combinatorial Theory of Convex Polytopes

§18. The Upper Bound Theorem

In this section we shall answer the following question: What is the largest
number of vertices, edges, etc. of a simple d-polytope, d > 3, with a given
number of facets? Moreover, we shall find out which polytopes have the
largest number of vertices, edges, etc. The result which is known as the Upper
Bound Theorem is a main achievement in the modern theory of convex
polytopes; it was proved by McMullen in 1970.

Let us begin by noting that all simple 3-polytopes with a given number of
facets have the same number of vertices and the same number of edges;
this follows from the “reformulation” of the Dehn-Sommerville Relations
mentioned at the beginning of Section 17:

fo(P)=2[(P) —4,  [1(P)=3,(P) -6 ¢y

So, the following is only of significance for d > 4.
Recall from Section 14 that for any simplicial neighbourly d-polytope
P with p vertices we have

Y P _
fj(P)—<j+l), j=1...,n— 1L
(As in Section 17, we write m :=|(d — 1)/2] and n:=d/2].) Moreover, for
these values of j, no simplicial d-polytope with p vertices can have a larger

number of j-faces. So, for 1 < j < n — 1, the least upper bound for the num-
ber of j-faces of simplicial d-polytopes with p vertices equals

()

and this upper bound is attained by the neighbourly polytopes. Conversely,
if P is a simplicial non-neighbourly d-polytope with p vertices, then

p
p
(1)
for j = n — 1, and possibly also for smaller values of j.
In the dual setting, the discussion above shows thatform + 1 < j < d — 2,
the least upper bound for the number of j-faces of a simple d-polytope with

p facets equals
D
d—jf

and that this upper bound is attained by the dual neighbourly polytopes;
moreover, if P is a simple d-polytope with p facets which is not dual neigh-

bourly, then
p
wo<( )
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for j = m + 1, and possibly also for larger values of j. The main result of
this section includes these statements.
In order to state the main result, we define for j > 0

(4 ) £

With this notation the Upper Bound Theorem may be stated as follows:

Theorem 18.1. For any simple d-polytope P with p facets we have
L(P)—<—®}(dsp)s j=0,...,d—2.

If P is dual neighbourly, then
f{P)=®d,p, j=0,...,d-2

If P is not dual neighbourly, then
f(P)<®d,p), j=0,....m+1,

(and possibly also for larger values of j).

It is easy to verify that Theorem 18.1 holds for d = 3. Recall that any
3-polytope is neighbourly, and therefore any 3-polytope is also dual neigh-
bourly. So, for d = 3 the statement of the theorem amounts to saying that
for any simple 3-polytope P with p facets we have fo(P) = ®4(3, p) and
f1(P) = @,(3, p). Noting that ®4(3, p) = 2p — 4 and ®,(3, p) = 3p — 6, this
follows immediately from (1).

Since ®,_,(d, p) = pand ®,(d, p) = 1, the first two statements of Theorem
18.1 also hold for j =d — 1 and j = d. The proof below actually covers
these values of j.

The discussion preceding Theorem 18.1 shows that we must have

We shall return to this matter after the proof of Theorem 18.1.

Let us also remark that Theorem 18.1 shows that the dual neighbourly
polytopes are remarkably well equipped with faces: Among all simple
d-polytopes with p facets, any dual neighbourly has the largest possible
number of j-faces for all values of j between 0 and d — 2.

Finally, let us remark that the upper bound inequality f(P) < ®{(d, p)
actually holds for any (i.e. not necessarily simple) d-polytope P with p
facets; this is due to the fact that for any d-polytope P there is a simple d-
polytope P’ with the same number of facets as P and as least as many j-faces
for 0 <j < d — 2, cf. Exercise 12.4.

Proor. The proof is divided into three parts. In Part A we shall introduce
certain numbers g,(P) associated with a simple d-polytope P. In Part B we
shall obtain relations between the numbers g;(P) and the corresponding
numbers g;(F) for facets F of P. Finally, in Part C we shall combine the results
of Part A and Part B to obtain the desired conclusions.
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A. In the following, let P be a simple d-polytope in R? and let w be any
vector in R? which is admissible for P, cf. Theorem 15.1. As described in
Section 15, the vector w turns the non-oriented graph %(P) into an oriented
graph %(P, w). (For graph-theoretic notions, see Appendix 2.) The following
is an immediate consequence of Theorem 12.12:

(a) For each vertex x of P, the sum of the in-valence of x and the out-valence
of x equals d.

-We shall need some more definitions. A k-star,k = 0,...,d, is a set formed
by a vertex x of P and k edges of P incident to x; the vertex x is called the
centre of the k-star. A k-star whose edges are all oriented towards the centre
is called a k-in-star, and a k-star whose edges are all oriented away from the
centre is called a k-out-star.

There is a close relationship between k-faces and k-in-stars (or k-out-stars):

(b) Let x be the centre of a k-in-star, and let F be the smallest face of P con-
taining the k-in-star. Then F is a k-face, F is the only k-face containing the
k-in-star, and x is the bottom vertex of F. The same statement with k-in-star
replaced by k-out-star and bottom vertex replaced by top vertex is also
valid.

To prove (b), we first note that F is a k-face by Theorem 12.17(a). Any other
face containing the k-in-star must therefore have dimension >k, cf. Corollary
5.5. To see that x is the bottom vertex of F, note that the only vertices of F
adjacent to x are the endpoints x, ..., x; of the edges [x, x.1, ..., [, xi]
belonging to the k-in-star; this follows from Theorem 12.17(b). This implies
that x is separated from the vertices of F adjacent to x by a suitable “hori-
zontal” hyperplane H. Theorem 11.8, applied to F, then shows that x is
the bottom vertex of F. For k-out-stars the statement is proved in a similar
way.
We shall next use (b) to prove the following:

(€) The number f{P) of j-faces of P equals the number of j-in-stars,j = 0,...,d.

We shall prove (c) by showing that each j-face contains one and only one
Jj-in-star, and each j-in-star is contained in some j-face. Let F be a j-face. Then
each vertex of F is the centre of a unique j-star in F ; this follows from Theorems
12.15 and 12.12. The particular j-star whose centre is the bottom vertex of F
is clearly a j-in-star. On the other hand, the centre of any other j-in-star in F
must also be the bottom vertex of F by (b). Hence F contains precisely one
j-in-star. Finally, it follows immediately from (b) that each j-in-star in P is
contained in some (in fact, a unique) j-face of P. This completes the proof
of (c).

Now, fori =0, ..., d, let g,(P) denote the number of vertices of P whose
in-valence equals i. The top vertex of P has in-valence 0, and it is, in fact, the
only vertex whose in-valence equals 0, cf. Theorem 15.2. Therefore:

(d) go(P) = 1.
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It follows immediately from the definitions that the number of j-in-stars of

P equals
4 (i
Z (.)gi(P)-
i=0 \J

Using (c), we then obtain:

d

() f,(P) = Z (Jl:)gi(P) forj=0,...,d.

=0
A= (J>
1) }i=o,...,d4;j=0,....d

we can rewrite (e) as a matrix identity,

Jo(P)

Letting

90(P)
=4 )
Ju(P) ga(P)

Now, 4 is invertible. In fact, we have

A= ((—1)"”‘(’.')) ,
1/ Ji=o0,..,dj=0,..d

cf. Appendix 3, (11). Therefore, the matrix identity above is equivalent to

go(P) (fo(P)
=AY )
94(P) Jd(P)
whence

@) g(P) = ‘ZO(—I)"‘”f({)fj(P) fori=0,....d.

In the relations (f), the right-hand sides are certainly independent of w.
It then follows that, although the definition of the numbers g,(P) apparently
depends on the particular choice of w, we actually have:

(g) The numbers g(P),i =0,...,d, are independent of w.

It is trivial that if w is admissible for P, then —w is also admissible for P.
When one replaces w by —w, then all orientations of the edges of P are
reversed. In particular, vertices having in-valence i with respect to w will
have in-valence d — i with respect to —w, cf. (a). Bearing in mind (g), it
follows that

(h) g(P) = g4-«(P) fori=0,...,d
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Rewriting (e) as
n . d .

P =3 (’.)g,-(P) + Y (’.)g,-(m
i=0 \J i=n+1 \J

i

2ofd—i
=, O(J)gi(P)+i=ZO< j )ga—i(P),

it then follows using (h) that

M=

[}

n

W [P =3 (j.)gi(P) + % (" - ")gi(P) fori=0.....d

i=

This relation shows that the numbers f(P) can be expressed as non-negative
linear combinations of the numbers g,(P) with i ranging only up to n. Actually,
forj < m + 1 the coefficient of each g,(P) is >0in at least one of the two sums

in (i).

B. When P is a simple d-polytope, then every facet F of P is also simple,
cf. Theorem 12.15. Therefore, there are numbers g,(F), i =0, ..., d — 1,
associated with F, as defined in Part A.

In the following, let F be a facet of a simple d-polytope P. Let w be admis-
sible for P. Then, for each vertex x of F, let the relative in-valence of x in F
be the in-valence of x in the subgraph of (P, w) spanned by the vertices of F;
in other words, the relative in-valence of x is the number of edges [x, y] of F
oriented towards x. Now, when the vector w is admissible for P, it is also
admissible for F. Therefore, for any vertex x of F, the in-valence of x in
%(F, w) equals the relative in-valence of x in F. Hence:

(j) gi{(F) equals the number of vertices of F whose relative in-valence is i for
i=0,...,d-1.

Let w be admissible for P such that each vertex of P not in F is below any
vertex of F, cf. Theorem 15.3. Then the relative in-valence of a vertex x of F
is simply the in-valence of x in %(P, w). By (j), this implies

(k) g{(F) < g{P) fori=0,...,d — 1.

Suppose that for some i, we have strict inequality in (k). Then there is at
least one vertex x of P not in F such that the in-valence of x is i. Therefore,
the out-valence of x is d — i, cf. (a). It then follows that x is the centre of a
unique (d — i)-out-star. Let G be the smallest face of P containing this
(d — i)-out-star. Using (b), it follows that G is a (d — i)-face, and x is the top
vertex of G. Since x is not in F, and each vertex of F is above any vertex of P
not in F, we see that G and F are disjoint. Now, note that G is the intersection
of the facets containing G, cf. Theorem 10.4, and the number of such facets
equals i since P is simple. Let these facets be F,, ..., F;. Then the i + 1 facets
F, F, ..., F; have an empty intersection since F and G are disjoint. By
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Theorem 14.7, this implies that i + 1 > n, provided that P is a dual neigh-
bourly polytope. In other words:

(1) If Pis adual neighbourly polytope, then g(F) = g(P)fori=0,...,n — 1.

We remind the reader that in the preceding discussion, F is any facet of P.
The following, therefore, is the converse of (1):

(m) If Pis not adual neighbourly polytope, then there is a facet F of P such that
gi(F) < g{P) for at least onei =0,...,n — 1.

To prove (m), we reverse the proof of (1). If P is not a dual neighbourly
polytope then there is a k < n such that certain k facets of P, say F,, ..., F,,
have an empty intersection, whereas any k — 1 facets intersect, cf. Theorem
14.7. Let G denote the intersection of F, ..., F,_,. Then G is a face of P
whose dimension equals d — (k — 1), cf. Theorem 12.14. Let w be admissible
for P such that any vertex of P which is not in F, is below any vertex of F,,
cf. Theorem 15.3. Let x be the top vertex of G. Then the out-valence of x is at
leastd — (k — 1), cf. Theorems 12.12 and 12.15, and the in-valence, therefore,
is at most k — 1, cf. (a). Denoting the in-valence of x by i, it then follows
thati < n — 1 and g«(F,) < g{P).

C. Let P be a simple d-polytope with p facets, and let w be admissible
for P. By an i-incidence, where i = 0,...,d — 1, we shall mean a pair (F, x),
where F is a facet of P and x is a vertex of F whose relative in-valence in F
equals i. We denote the total number of i-incidences by I;. It follows from
(j) that

L= Y g(F)fori=0,...,d—1

FeF4-(P)
Combining (n) and (k), we obtain:
(0) I, < pg(P) fori =0,...,d — 1.
Combining (n) and (1), we obtain:
(p) If P is a dual neighbourly polytope, then I; = pg(P) fori =0,...,n — 1.
And combining (n) and (m), we obtain:

(@) If P is not a dual neighbourly polytope, then I, < pg«(P) for at least one
i=0,...,n—1.

We shall next prove:
) I =@ - igP) + (i + 1)gis(P) fori=0,...,d - 1.

To obtain this, we shall determine I; by summing over the vertices of P,
rather than summing over the facets as we did in (n). Let x be a vertex of P.
Then there are precisely d facets of P containing x, and by Theorem 12.12
there are also precisely d edges of P containing x. Since each facet is simple, cf.



118 3. Combinatorial Theory of Convex Polytopes

Theorem 12.15, it follows that for each facet containing x, precisely one of the
d edges containing x is not in the facet, cf. Theorem 12.12; we shall call this
edge the external edge of the facet. Note that, conversely, each edge containing
x is the external edge of some facet containing x; this follows immediately
from Theorem 12.17. Now, for a facet F containing the vertex x, the pair
(F, x) is an i-incidence if and only if one of the following two conditions hold:

() x has in-valence i in P, and the external edge of F is oriented away from x.
(B) x hasin-valencei + 1in P, and the external edge of F is oriented towards x.

If x has in-valence i, then there are d — i facets F such that () holds. If x has
in-valence i + 1, then there are i + 1 facets F such that (8) holds. This
proves (r).

We next combine (0) and (r) to obtain:

giaa(P) < P AH

i+1 gl(P)’ l=0,,d—1

Since go(P) = 1, cf. (d), it follows by induction that
—d+i-1
®) gi(ms(” . )fori=0,...,d.

In a similar way, combining (p) and (r), we obtain:

(t) If P is a dual neighbourly polytope, then
—d+i-1
9(P) = (” i )

fori=0,...,n
And, combining (q) and (1), we get:
(u) If P is not a dual neighbourly polytope, then
—d+i-1
g9{P) < (p i )
for at least one i = 0, ..., n.
We can now complete the proof. Combining (i) and (s) we obtain
P)<®dp), j=0,....4
proving the first statement of the theorem. Combining (i) and (t) we get
f(P)=®d,p), j=0,...,4

when P is a dual neighbourly polytope, proving the second statement of the
theorem. Finally, as remarked earlier, for 0 < j < m + 1 the coefficient of
each g;(P) is >0 in at least one of the two sums in (i). Therefore, combining
(i) and (u) we obtain the third statement of the theorem. O
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The proof above of the Upper Bound Theorem only contains one compu-
tation, namely, the use of formula (11) from Appendix 3 leading to (f).
However, in the proof we do not really need (f), we only need to know that
g{P) can be expressed by the numbers f(P) in some way. To see this it
suffices to know that the matrix A is invertible, and that follows immediately
from the fact that A4 is an upper triangular matrix with 1’s in the diagonal.
The explicit formula (f) is only included here because of its relevance to the
discussion in Section 20.

As mentioned just after the statement of Theorem 18.1, the expression
for ®(d, p) can be simplified for m + 1 < j < d — 2. Moreover, for j = 0
we have a very simple expression for ®,(d, p), and for the remaining values of j
we have a reformulation which may occasionally be useful:

Theorem 18.2. (a) The value of ®y(d, p) equals

()0

(b) Forj=1,...,n,the value of ®(d, p) equals

)0 )

(c) Forj=m+1,...,d — 2, the value of ®,(d, p) equals

p
d—j)
PROOF. (a) By the definition (2) we have
" —d+i—-1 m —d+i—-1
Dold,p) = ¥ (" ; )+ ZO(” P )
i=0 i=

The desired expression then follows easily using Appendix 2, (9).
(b) We can rewrite the first sum in (2) using identities from Appendix 3 as
indicated:

1)
LGl

.4 /—d , L
@ (_1y(- 1)’( d+pj+] )(_1),,_,( +p+]n+—1j+n j 1)

_(p-—d+j—1)<p—d+n)
J n—j )

Hence, we have the second term in the desired expression.
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We next prove that for 0 < j < d we have

SN

The validity of (3) is proved using identities from Appendix 3 as indicated:

il —i\fp—d+i-1\ @ . —j=1\(p—d+i-1
i;0< J )( i )—igo(_l)d (d—i—j)< i )
@d_j —i=j -j-1 _ f—p+d
2 ()
a-j :
= (—1)¢d _P+d)( -j—1 )
( )EQ( i Na-p-i

(;)(_l)d—-_,(_p +d —j - 1)

d—j
@ p
d—j)
as desired.

Using (3) we can now rewrite the second sum in (2):

0
)
(L) 2.0

Hence, we have the two remaining terms in the desired expression.

(c) Although we already know that the statement is true, we would like to
give a direct proof. For j > n + 1, each term in the first sum in (2) has the
value 0. In the second sum, all terms corresponding to values of i that are
> d — j also have the value 0. Therefore,

iifd—i\(fp—d+i-—1
@@m=2(.)ﬁ . )
i=0 J l
Combining with (3) above, we then get

%@m=@ﬁ)

When m = n, this completes the proof. When m = n — 1, it remains to
consider the value j=m + 1 = n. However, this is easily handled by

returning to the expression for ®(d, p) in case (b). The details are left to the
reader. 0
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By duality, we also have an Upper Bound Theorem for the simplicial
d-polytopes. It may be stated as follows:

Corollary 18.3. For any simplicial d-polytope P with p vertices we have
fPY<®y_y_fd,p), j=1,...,d~1

If P is neighbourly, then
f(Py=®_,_(d,p, Jj=1,...,d~1

If P is not neighbourly, then

L'(P)<(I)d-—1—j(d’p)’ j=n—1,...,d-l,

(and possibly also for smaller values of j).

Finally, it is interesting to note that (f) and (h) in the proof of Theorem
18.1 show that

d -
2 (—l)j( ) (P) = Z( 1)‘”’( i)fj(P)’ i=0,....4,
j=0

Le. (fo(P), ..., fs-1(P)) satisfies the Dehn-Sommerville System of Theorem
17.5. Hence, we have an independent proof of the Dehn-Sommerville
Relations which does not rely on Euler’s Relation.

§19. The Lower Bound Theorem

In the preceding section we determined the largest number of vertices, edges,
etc. of a simple d-polytope, d = 3, with a given number of facets. In this section
we shall find the smallest number of vertices, edges, etc. The result which is
known as the Lower Bound Theorem was proved by Barnette in 1971-73.
Like the Upper Bound Theorem, it is a main achievement in the modern
theory of convex polytopes.

As we saw at the beginning of Section 18, all simple 3-polytopes with a
given number of facets have the same number of vertices and the same

number of edges. So, as in the case of the Upper Bound Theorem, the problem
is only of significance for d > 4.

We define
d—-1p—(@d+ 1d -2, J=0;

ofd,p):=1( d d+1\ . _
(j+l) ( )(d 1—j), j=1,....,d -2
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Note that

d+1
¢4-2(d, p) = dp — (d N 1)

= dp — (d* + d)/2.

With this notation the Lower Bound Theorem may be stated as follows:

Theorem 19.1. For any simple d-polytope P with p facets we have
f(P)=zedp, j=0,..,d-2
Moreover, there are simple d-polytopes P with p facets such that

fAP)=@fd,p), j=0,...,d—2.

Since ¢o(3, p) = 2p — 4 and ¢4(3, p) = 3p — 6, we see immediately as in
the case of the Upper Bound Theorem that the theorem is true for d = 3, in
fact, with equality for all simple polytopes.

Before proving Theorem 19.1 we need some notation and some pre-
paratory lemmas.

We remind the reader that a facet system in a polytope P is a non-empty set
& of facets of P. When & is a facet system in P, we denote by () the union
of the subgraphs 4(F), F € &, of 4(P), and we say that & is connected if
%(%) is a connected graph. These concepts were introduced in Section 15,
where we also proved some important results about connectedness prop-
erties of 4(&).

When & is a facet system in P and G is a face of P, then we shall say that
Gisin & or G is a face of &, if G is a face of some facet F belonging to .
In particular, the vertices of & are the vertices of the facets in &.

In the following, we shall restrict our attention to facet systems in simple
polytopes. Let & be a facet system in a simple d-polytope P, and let x be a
vertex of &. Then x is a vertex of at least one member F of &. Therefore, the
d — 1 edges of F incident to x are edges of . If the remaining edge of P
incident to x is also in &, we shall say that x is internal in & or that x is
an internal vertex of &. If, on the other hand, the remaining edge of P
incident to x is not in &, we shall say that x is external in & or that x is an
external vertex of &. In other words, a vertex x of & is external if and only if
it is a vertex of only one member of &.

The first lemma ensures the existence of external vertices under an obvious
condition. (In the following, we actually need only the existence of just one
external vertex.)

Lemma 19.2. Let & be a facet system in a simple d-polytope P such that at
least one vertex of P is not in &. Then & has at least d external vertices.
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Proor. If all vertices of & are external, then each member of & contributes
at least d external vertices. Suppose that some vertex z of & is internal. By
the assumption we also have a vertex y not in & We then use the d-con-
nectedness of %(P), cf. Theorem 15.6, to get d independent paths joining y
and z. Traversing the ith path from y to z, let x; be the first vertex which is in
&. Then the preceding edge is not in &, and therefore x; is external in &. Since
the x;’s are distinct, we have the desired conclusion. d

During the proof of Theorem 15.7 it was shown that if & is a connected
facet system in P and & has at least two members, then there is a member F,
of & such that &\ {F,} is again connected. When P is simple, we have the
following much stronger result:

Lemma 19.3. Let & be a connected facet system in a simple d-polytope P.
Assume that at least one vertex of P is not in &, and that & has at least two
members. Then there is a pair (x,, F,) formed by an external vertex xo of &
and the unique member F, of & containing x, such that the facet system
SP\{F,} is again connected.

ProoF. We know from Lemma 19.2 that & has external vertices. Let (x,, F,)
be a pair formed by an external vertex x, of & and the unique member F,
of & containing x,. Suppose that ¥\ {F,} is not connected. Let &, be a
maximal connected subsystem of &\ {F,}. We shall prove that then there is
another pair (x,, F,) such that &, U {F,} is a connected subsystem of
F\{F,}. In other words: if ¥\ {F,} is not connected, then we can replace
(x;, F,) by some (x,, F,) in such a manner that the maximum number of
members of a connected subsystem of &\ {F,} is larger than the maximum
number of members of a connected subsystem of &\ {F,}. Continuing this
procedure eventually leads to a pair (x,, F) with the property that &\ {F,}
is connected.

Now, let (x;, F;) and &, be as explained above. We first prove that
&, u {F,}is connected. Let y be any vertex of &, ; note that y # x, since F,
is the only member of & containing x, and F, ¢ &,. By the connectedness of
& there is a path in (%) joining y and x,. Traversing this path from y to x,
let F be a member of & containing the first edge of the path not in &;.
(Since x, is not in &, such an edge certainly exists.) Then clearly &, U {F}
is connected. By the maximality property of &, we must have F = F,,
whence &, U {F,} is connected, as desired. Let &} := ¥ \(¥, U {F,}). Then
& is non-empty, possibly disconnected. By Lemma 19.2, &} has external
vertices. Not every external vertex of &) can be in F,. For then every path
joining a vertex of & and a vertex of P not in &; would have to pass through
a vertex of F,, whence the subgraph of %(P) spanned by ext P\ext F, would
be disconnected, contradicting Theorem 15.5. Let x, be an external vertex of
&' not in F,, and let F, be the unique member of & containing x,. Then
actually x, is external in &. For if not, then x, would have to be a vertex of



124 3. Combinatorial Theory of Convex Polytopes

some member F of &, since F, is the only member of & containing x,,
and x; is not in F; but then &; U {F,} would be connected, contradicting
the maximality property of &,. Hence, x, is external in &, the facet F, is the
unique member of ¥ containing x,,and &, u {F,} is a connected subsystem
of #\{F,}, as desired. |

Lemma 19.4. Let & be a connected facet system in a simple d-polytope P.
Assume that at least one vertex of P is not in &, and that & has at least two
members. Let (xo, Fo) be as in Lemma 19.3. Then at least d — 1 vertices of P
are internal in & but external in S\ {F,}.

ProOF. By the cunnectedness of &, there is a member F of & with F # F,and
F A~ Fy, # J. Then by Theorem 12.14, the face F N F has dimension d — 2,
whence F and F, have at least d — 1 vertices in common. Being vertices of
two members of &, such d — 1 vertices are all internal in &. So, if they are
all external in &\ {F,}, we have the desired conclusion. If they are not all
external in &\ {F,}, one of the vertices, say y, is internal in &\ {F,}. In
particular, y ¥ x,. Then by Theorem 15.7 there are d — 1 independent paths
in 4(¥) joining x, and y. Traversing the ith path from x, to y, let x; be the
first vertex which is in &\ {F,}. Then the preceding edge [u;, x;] is not in
F\{Fo}, and therefore x; is external in ¥\ {F,}. In particular, x; # x, and
X; # y. Moreover, since [u;, x;] is not in &\ {F,}, it must be in F,,, whence x;
is a vertex of F. Since x; is also a vertex of ¥\ {F,}, we see that x; belongs to
at least two members of &, showing that x; is internal in &. In conclusion,
the d — 1 vertices x4, ..., X, are internal in & but external in '\ {F,}.

Lemma 19.5. Let & be a facet system in a simple d-polytope P such that at

least one vertex of P is not in &. Then there are at least d facets G, ..., Gy of
P such that Gy, . ..., Gy are not in & but each contains a (d — 2)-face which
isin &.

PRrOOF. Let x be a vertex of P not in &. Let Q be a dual of P in R? and let y/
be an anti-isomorphism from (% (P), <) onto (¥ (Q), < ). Writing

‘Sp—;{Fb"'aFm}a

x is not a vertex of any of the F,’s, whence the facet y/({x}) of Q does not con-
tain any of the vertices Y(F;) of Q, cf. Theorem 9.8. Let z be a point of R?
outside Q but “close” to Y({x}) such that every vertex of Q is also a vertex
of Q' :=conv(Q U {z}); then the vertices of Q' are the vertices of Q plus the
vertex z and the edges of Q' are the edges of Q plus the edges [z, u], where
u e ext Y({x}). (Supposing that o € int P, one may take Q' to be the polar of a
polytope obtained by truncating the vertex x of P, cf. Section 11.) By Theorem
15.6 there are d independent paths in 4(Q’) joining the vertices z and Y(F,).
Traversing the ith path from z to Y(F,), let y; be the vertex preceding the
first of any of the vertices Y(F,), ..., Y(F,,) on the path. Then by duality,
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Uy, .-, U H({yy)) are d facets of P not in & each having a (d — 2)-
face in common with some member of <. O

We are now in position to prove the Lower Bound Theorem:

Proor (Theorem 19.1). We divide the proof into four parts. In Part A we
prove the inequality for j = 0, and in Part B we prove the inequality for
j = d — 2;here the lemmas above are used. In Part C we cover the remaining
values of j; the proof is by induction. Finally, in Part D we exhibit polytopes
for which we have equality.

A. We choose a vertex x of P and let
S ={FeF, (P)|x¢F}

Then %(%) is the subgraph of ¥(P) spanned by ext P\{x}, whence, by
Theorem 15.5, & is a connected facet system. The number of members of &
isp—d.

Only one vertex of P is not in &, namely, the vertex x. The d vertices of P
adjacent to x are external vertices of &, and they are the only external vertices
of &. Hence, the number of internal vertices of & is fo(P) — (d + 1).

If p = d + 1, then P is a d-simplex and the inequality holds with equality.
If p > d + 2, we remove facets from & one by one by successive applications
of Lemma 19.3. At each removal, at least d — 1 vertices change their status
from internal to external by Lemma 19.4. After p — d — 1 removals, we end
up with a one-membered facet system. The total number of vertices which
during the removal process have changed their status is therefore at least

p—d—-1)d-1).
Since the number of internal vertices equals fo(P) — (d + 1), it follows that

Jo(P) =@+ 1) =@ —d—-1)d-1),

whence

fo(P)z (d—1p —(d+ 1)d - 2),

as desired.

B. This part is divided into two steps. We first prove that if there is a
constant K depending on d only such that

Ja-2(P) 2 dfy—1(P) — K 6
for all simple d-polytopes P, then the desired inequality
Ja-2(P) 2 dfy—(P) — (d* + d))2 @)

must hold. Then, in the second step, we show that (1) holds with K = d* + d.
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Suppose that the inequality (2) does not hold in general. Then there is a
simple d-polytope P in R such that

Jao(P) = dfy_1(P) — (@ + d))2 — r
for some r > 0. Let Q be a dual of P in R?. Then Q is a simplicial d-polytope
with
[1(Q) = dfo(Q) — (@ + d))2 — .

By Theorem 11.10 we may assume that there is a facet F of Q such that the
orthogonal projection of R? onto the hyperplane aff F maps Q\F into ri F.
Let Q' denote the polytope obtained by reflecting Q in aff F. Then Q, :=
Q u Q' is again a d-polytope by the property of F. It is clear that Q, is
simplicial. Since F has d vertices, we have

So(Q1) = 2fo(Q) — 4,

and since F has

d
(2> = (d* - d)2

edges, we have
[(@Q1) = 21(Q) — @ - d)2.
We then get
f1(Q1) = 2(dfo(Q) — (@ + d)2 — r) — (@ ~ d)2
=dfo(Qy) — (@ + d))2 - 2r.
Let P, be a dual of Q,. Then P, is a simple d-polytope with
fi-a2(Py) = dfy_(Py) — (d* + d))2 ~ 2r

This shows that P, fails to satisfy (2) by at least 2r faces of dimension d — 2.
Continuing this construction we conclude that no inequality of the form (1)
can hold for all simple d-polytopes. This completes the first step.

To carry out the second step, let P be any simple d-polytope, and let
p=f;_1(P).Let xand ¥ beasin Part A.If p = d + 1, then P is a d-simplex,

whence
d+1
foea(P) = <d ¥ 1)

=dd + 1) — (@ + d)2
=dp — (d* + d)2
> dp — (d* + d),

as desired. For p > d + 2, we shall remove the facets in & one by one by
successive applications of Lemma 19.3 as we did in Part A. Let F; denote the
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ith member of & to be removed, let x; denote a corresponding external vertex
of #\{F,, ..., F;_} contained in F;, and let

SF={FinF;|F;nF;# &, j=i+1,...,p}, i=1,...,p—d—- L

Then &; is a facet system in F;, cf. Theorem 12.14.

Now, let us say that a (d — 2)-face G of F; is of type 1 in F; if G is not in
&, but some (d — 3)-face of G is in &;. Lemma 19.5 can be applied to the
facet system &; in F,, for x; is a vertex of F;not in &;. Asaresult we getd — 1
(d — 2)-faces of F; of type 1. Note that a (d — 2)-face of type 1 in F;isnota
face of any F; with j > i.

Fori=1,...,p—d—1,let

g =max{jli <j, F,nF; # J}.

Then G;:= F; n F isa (d — 2)-face of F; which we shall call a (d — 2)-face of
type 2 in F;. Note that F; and F,, are the only facets of P containing G;,
cf. Theorem 12.14, that G, is not at the same time of type 1 in F,, and that G;
is neither of type 1 nor type 2in F .

The discussion above now shows that for i=1, ..., p —d — 1, the
number of (d — 2)-faces contributed by F; is at least d, namely, d — 1 of
type 1 and one of type 2. Therefore, the total number of (d — 2)-faces of P
is at least

(p—d—1d=dp— (d* + d),

as desired.

C. Using induction on d we shall prove that the inequality holds for the
remaining values of j, namely,j = 1, ...,d — 3. We first note that ford = 3
there are no such remaining values; this ensures the start of the induction.
So, let d > 4 and assume that the inequality holds for dimension d — 1 and
j=1,...,(d — 1) — 3. Let P be a simple d-polytope with p facets, and let j
have any of the values 1, ..., d — 3. By a j-incidence we shall mean a pair
(F, G) where F is a facet of P and G is a j-face of F. (This notion of incidence
differs from the one used in the proof of the Upper Bound Theorem.) It is
clear that the number of j-incidences equals

Y JAF).
FeFa-1(P)
Moreover, since each j-face of P is contained in precisely d — j facets, the
number of j-incidences also equals (d — j) f;(P). Hence,

d=NHPy= 3 [P 3)

FeZ4-(P)

We next note that for any facet F of P we have

GRS v PR B CEER: @
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mn fact, for j =1, ..., d — 4 this follows from the induction hypothesis
applied to F, and for j = d — 3 it follows from the result of Part B applied to
F. Combining (3) and (4) we obtain

, d d ]
(d_])f’(P)Zpeg_,(m<<f+ 1>ﬁ 2(F) — (H 1>(d—2—1))

d— d ,
(10, Z e Ja-2-p 3

J FeF4-1(P) FeFq4-1(P)

_ d )
= <j + 1>F“§ mfa 2(F) — ( 1)(d -2 —jp.

Y Jia(F) = 2p-5(P)

Fe#a-1(P)

Here

since each (d — 2)-face of P is contained in precisely two facets. Hence,

d— d
@-nser= (1] Jateatmr -

s l)w -2-jp.

We next apply the result of Part B to P, obtaining

, d-1 d+1 d .
@ —-NJP) = (j+ 1)2(dp— (d_ 1)) - (J.+ 1)(d—2 — -

An easy calculation shows that the right-hand side of this inequality may be

rewritten as
. d d+1 ,
« —;)((}. N 1)P - (]. N 1)(d -1 —;)).

Cancelling the factor d — j, we obtain the desired inequality.

D. It is easy to see that we have equality for all j when P is a d-simplex.
Truncation of one vertex of a simple d-polytope P with p facets produces a
simple d-polytope P’ with p + 1 facets, with

()

more j-faces than P for 1 < j < d — 2, and with d — 1 more vertices than P,
cf. Theorem 12.18. It is easy to see that if we have equality for P, then we also
have equality for P'. Hence, the desired polytopes may be obtained from a
d-simplex by repeated truncation of vertices. This completes the proof of
Theorem 19.1. O

It would be desirable to have a more direct proof of the Lower Bound
Inequalities than the one given in Parts A, B and C above. As a beginning, one
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could think of a direct proof of the inequality for j = d — 2, replacing the
two-step proof of Part B. In the second step we proved that (1) holds with
K = d? + d. Compared to the desired inequality, the deficit amounts to
(d* + d)/2. However, when counting the (d — 2)-faces we did not count
those containing x; the number of such (d — 2)-faces equals

d 2
(d_2)=(d — d)/2.

This improvement does not yield the desired inequality, but it reduces the
deficit to d.

In Part D of the proof of Theorem 19.1, we showed that we have equality
for the truncation polytopes, i.e. the polytopes obtained from simplices by
successive truncations of vertices. For d > 4itisknown thatif f{P) = ¢(d, p)
for just one value of j, then P must be a truncation polytope. For d = 3 the
situation is different. As we know, all simple 3-polytopes yield equality.
On the other hand, there are simple 3-polytopes which are not truncation
polytopes, for example, the parallellotopes.

In Section 18 it was indicated that the upper bound ®d, p) is also valid
for non-simple polytopes. In contrast to this, little seems to be known about
lower bounds for non-simple polytopes.

In its dual form, the Lower Bound Theorem may be stated as follows:

Corollary 19.6. For any simplicial d-polytope P with p vertices we have
j}(P)Z(pd—l—j(dap)a ]=1,,d'—1

Moreover, there are simplicial d-polytopes P with p vertices such that

fP) = @4, d, p), j=1,...,d -1

Equality in Corollary 19.7 is attained by the duals of the truncation
polytopes, and, for d > 4, only by these. They are the polytopes obtained from
simplices by successive addition of pyramids over facets; they are called
stacked polytopes.

It is interesting to note that the Lower Bound Inequalities are closely
related to inequalities between the numbers g,(P) introduced in Section 18.
For details, see Section 20.

§20. McMullen’s Conditions

At the beginning of Section 16 it was indicated that it is not known how to
characterize the f-vectors of d-polytopes among all d-tuples of positive
integers. However, the more restricted problem of characterizing the f-
vectors of simple (or simplicial) d-polytopes has recently been solved. It was
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conjectured by McMullen in 1971 that a certain set of three conditions would
characterize the f-vectors of simplicial d-polytopes. In 1980, the sufficiency
of McMullen’s conditions was established by Billera and Lee, and the
necessity was established by Stanley. We shall briefly report on these funda-
mental results, but we shall not be able to include the proofs. As in the
preceding sections, we shall express ourselves in terms of simple (rather than
simplicial) polytopes.

We begin by introducing some notation. Forany d-tuple f = (fo,...,f4-1)
of positive integers we define

d i
gif) = :/:0(—1)’“(i>f,4, i=0,...,4,

where, by convention, we always put f; = 1. Note that when fis the f~vector
of a simple d-polytope P, then g;(f) is just the well-known number g,(P), cf.
statement (f) in the proof of Theorem 18.1. Note also that by the argument
leading to this statement,

d .
fi=X (l.)gi(f), j=0....d (1)
i=0 \J

We need some more notation. Let & and k be positive integers. Then using
induction on k, it is easy to see that there exist uniquely determined positive
integers ry, rq, ..., , such that

ro>ry>->rp,2k—gqg>1

_{"o ry Te
()l e

In fact, r, is the largest integer such that

.
h=(°),
()
ry is the largest integer such that

(=62

(unless we have equality in (3) in which case g = 0), etc. The representation
(2) is called the k-canonical representation of h.

Given the k-canonical representation (2) of h, we define the kth pseudo-
power b’ of h by

@ ro + 1 ry +1 rq+1
h (k+1>+<k AR VR | @

and
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Note that at the same time, (4) is the (k 4+ 1)-canonical representation of
h<* 1t is easy to see that the kth pseudopower is monotone:

hy < hy = h{® < h$P,
The definition of h* is extended to h = 0 by letting
o< .= 0.

We can now formulate the characterization; recall that m:= | (d — 1)/2]
and n:= | d/2]. The conditions (a)-(c) are McMullen’s Conditions.

Theorem 20.1. A d-tuple f = (fo, - .-, f4-1) Of positive integers is the f-vector
of a simple d-polytope if and only if the following three conditions hold:

@) gi(f)=ga-(fN)fori=0,....,m.

(® 9(f) < gis1(f)fori=0,....,n— 1L

© 9i+1(f) = 9() < @Lf) = g (S NP fori=1,....n— L

We know from the preceding sections that the Dehn-Sommerville
Relations, the Upper Bound Inequalities and the Lower Bound Inequalities
hold for f-vectors of simple polytopes. Therefore, it follows from Theorem 20.1
that if (a)—(c) hold for some f = (f,, ..., f;— ), then the Dehn-Sommerville
Relations, the Upper Bound Inequalities and the Lower Bound Inequalities
must also hold for f. We shall see how this can be demonstrated. (This may
give the reader some idea of the significance of the conditions (a)-(c).)

We first note that by the definition of g;(f), condition (a) is equivalent to
sayingthat (fy,..., f,- ) satisfies the Dehn-Sommerville System of Theorem
17.5 which in turn is equivalent to saying that (fy, ..., f;_,) satisfies the
Dehn-Sommerville Relations.

To deduce the Upper Bound and Lower Bound Inequalities we need the
observations that

gif)=1

and
ga—1(f) =fi-1 — d.

By (a), we then also have

go(f) =1

and
g1(f) = fa-1 — 4.
We begin with the Lower Bound Inequalities. By (a) and (b),
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Using (1), (5) and the observations above, we have

a
= i=20 (O)Qi(f)
a-1
=go(f) + ;lgi(f) + g4f)

= go(f) + d — Dgi(f) + 94f)

=14+d-D)(f-,—d) +1

=@d=-1Dfs-y — @+ 1Dd - 2),

as desired. Forj = 1,...,d — 2 we have in a similar manner
d

fi=X (i.)g;(f)

i=0

- ( )g o) + (‘j)gd(f)

>'S ( ')gl(f) + (‘;)gd(f)

i

= Ve d)iz:j (;) " (f)

Now, by Appendix 3, (9)

=T
-(ST )08

whence
d d
fj = (fa-1 _d)<.+ 1) + (])
d+1 .

as desired. Hence, the Lower Bound Inequalities hold
To deduce the Upper Bound Inequalities, we first prove that

(gi(f)—giq(f))(i)S(fd l_if_-;-i—l>, i=1...,n—1

(©)

Fori = 1, we have

9:(f) — go(f) = fa-1 —d = 1.
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The 1-canonical representation of f;_, — d — 1, of course, is given by
1 —d-1
f;i—l_‘d_1=(fd11 )

Hence,

@1() = go NN = (f B d),

2

proving (6) for i = 1. To prove (6) in general, we use induction. Suppose
that (6) holds for i. Using (c) and the monotonicity of the pseudopower we
then have

Gir1(f) = gOUND < (G(S) = gio (NNP)EFD

Jaop —d +i = 1\
i+1 '

<

To find the (i + 1)th pseudopower of

fd—l—d+i—1
i+1 ’

we need the (i + 1)-canonical representation. This, of course, is given by (!)

f;i_l"‘d’*l'i"'l _(j;i—l-.d+l_1
i+ 1 B i+1 '

Jaci—d+i=-N\Y i —d+i
i+1 B i+2 )

proving (6) for i + 1.
Using (6) we shall next prove that

foei—d+i—1
i

Hence

g.(f)s( ), i=0,...,n @)

This is certainly true for i = 0, 1, in fact with equality. We prove it in general
by induction. Supposing that it holds for i, we have by (c) and (6),

gis1(f) < 9f) + (@) — gic (NP

i i+1

_ f;i—l_d+l
- i+1 ’

as desired.



134 3. Combinatorial Theory of Convex Polytopes

To complete the proof, note that using (1) and (a) we have

5= (;)gi(f) + 3 (d ; i)g.-(f)

i=0

forj=0,...,d Combining with (7), we get

/< Z (i')<fd—1—d.+i—l)+ i (dfi)(fd_l—d'+i—1)
i=0 \J l i=0 J !

forj=0,...,d, which is the desired inequality.



APPENDIX 1
Lattices

A relation <{ on a non-empty set M is called a partial order if it is reflexive,
anti-symmetric and transitive, i.e. if

and
XKYAYRzZ=xX2Z

for all x, y, z € M. A partially ordered set is a pair (M, <), where M is a non-
empty set and < is a partial order on M.

In the following, let (M, <) be a partially ordered set, and let N be a
subset of M. An element x € M is called a lower bound of N if x < y for all
y € N. Similarly, x is called an upper bound if y < x for all y e N. An element
x € M is called the greatest lower bound of N if x is a lower bound of N and
z X x for any other lower bound z. The greatest lower bound of N is unique
if it exists; it is denoted by inf N. Similarly, x is called the least upper bound
of N if x is an upper bound of N and x < z for any other upper bound z. The
least upper bound is unique if it exists; it is denoted by sup N.

A partially ordered set (M, <) is called a lattice if inf N and sup N exist
for each non-empty finite subset N of M. If inf N and sup N exist for any
subset N of M, then the lattice (M, <) is called a complete lattice.

Any finite lattice is complete.

If (M, <) is a partially ordered set such that inf N exists for all subsets N
of M, then, in fact, (M, <) is a complete lattice. The same applies to sup N.

Let (M, <) be a lattice, and let M’ be a non-empty subset of M. Then the
partial order < on M induces a partial order on M’ which we shall again
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denote by <. We shall say that the partially ordered set (M’, <) is a sub-
lattice of the lattice (M, <) if inf N € M’ and sup N € M’ for each non-empty
finite subset N of M'. (Here, of course, inf N and sup N mean the greatest
lower bound and least upper bound, respectively, of N in (M, <).) Then
(M', <) is also a lattice. Note that in the definition of a sublattice, we require
more than just (M’, <) being a lattice.

A mapping ¢ from one lattice (M, <) onto another lattice (M,, <) is
called an isomorphism when it is one-to-one and we have x < y if and only if
o(x) < @(y) for all x, y € M,. If there exists an isomorphism from (M, <)
onto (M,, <X), then we shall say that (M ,, <) and (M,, <) are isomorphic.
A mapping ¥ from (M, <) onto (M ,, <) is called an anti-isomorphism when
it is one-to-one and we have x < y if and only if Y(y) < Y(x) for all x, y e M.
If there exists an anti-isomorphism from (M, <) onto (M,, X)), then we
shall say that (M, <) and (M ,, <) are anti-isomorphic.

Note that an isomorphism ¢ preserves inf and sup, i.e. p(inf N) = inf ¢(N)
and @(sup N) = sup @(N), whereas an anti-isomorphism y reverses inf and
sup, i.e., Y(inf N) = sup Y(N) and y(sup N) = inf Y(N).



APPENDIX 2
Graphs

The intuitive picture of a (non-oriented) graph is that of a finite set of “ ver-
tices” and a finite set of “edges,” each edge “joining” two distinct vertices and
each two distinct vertices being joined by at most one edge. Formally, this
may be expressed as follows: a (non-oriented) graph is a triple I' = (V, E, ),
where V (called the set of vertices of I') is a non-empty finite set, E (called
the set of edges of I') is a set (necessarily finite), and y (called the incidence
relation of I') is a one-to-one mapping from E onto a subset of the set of all
sets {x, y} of two distinct elements of V.

When x and y are distinct vertices of a graph I' = (V, E, y) and e is an
edge of I" such that y(e) = {x, y}, then we shall say that e joins x and y, that x
and y are the endvertices of e, that x and y are incident to e, and that e is
incident to x and y. When x and y are distinct vertices of I" joined by an edge,
then we shall say that x and y are adjacent. The number of edges incident to a
vertex x, i.e. the number of vertices adjacent to x, is called the valence of x.

A path in a graph I is a finite sequence of the form

X1, €15, X2,€25...,€p_1, Xp,

where the x;’s are vertices of I, and the ¢;’s are edges of I" such that each ¢;
joins x; and x;, ;. The path is said to join x, and x,, and x, and x, are called
the endvertices of the path. For technical reasons we allow n = 1,i.e. we allow
trivial paths consisting of one vertex and no edges. A collection of paths
joining two vertices x and y is called independent if x and y are the only
vertices common to any two of the paths in the collection.

Two non-adjacent vertices x and y of a graph are said to be separated by a
set W of vertices if every path joining x and y must contain a vertex of W.

A graph is said to be connected if any two distinct vertices can be joined
by a path. A disconnected graph is one which is not connected. A graph is said
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to be k-connected (where k is a positive integer) if it has at least k + 1 vertices
and any two distinct vertices can be joined by at least k independent paths.
(Except for the trivial graphs with just one vertex, l-connectedness is the
same as connectedness.)

By a subgraph of a graph I' = (V, E, y) we mean a graph I" = (V', E', y')
such that V' = V, E’ = E and y'(e) = y(e) for e € E'. In general, each non-
empty subset V' of the vertex set V of I is the vertex set of several subgraphs
of I': each subset E’ of the edge set E of I' with the property that it only
contains edges of I joining vertices in V' is the edge set of a subgraph with
V' as the vertex set. If E’ contains all the edges of I joining vertices in V', we
call the resulting subgraph the subgraph spanned by V'.

Two non-adjacent vertices x and y of a graph I' = (V, E, y) are separated
by a set W of vertices (in the sense described above) if and only if the subgraph
of I' spanned by V\ W is disconnected.

A path in a graph I may be considered as a subgraph. In general, it is not
spanned by its set of vertices.

Let[; = (V;, E;,y:), i = 1,...,n, be subgraphs of a graph I = (V, E, y).
Let
Vi E = |JE, y'(e) == y(e), ec E'.

1 i=1
Then I'" = (V', E', y') is a subgraph of I"; we shall call it the union of the sub-
graphs I'; and denote itby I'y T, U---UT,.

In the main text we shall use the following two important connectedness
results:

-

V=

1t

Theorem A2.1. A graph T" = (V, E, y) with at least k + 1 vertices is k-con-
nected if and only if for each k — 1 vertices x, ..., x,_, of I, the subgraph T"
of T spanned by

V=V \{Xy, ..., Xp—1}

is connected.

Theorem A2.2. Let I'; and ', be k-connected subgraphs of a graph T'. If T,
and Ty have at least k vertices in common, then their union I'y U I is also
k-connected.

The proofs of these two theorems will be given below. Theorem A2.2 is an
easy consequence of Theorem A2.1. The main difficulty in proving Theorem
A2.1 is taken care of by the following lemma:

Lemma A2.3. Let x and y be non-adjacent vertices of a graph I. If the number of
vertices of I needed to separate x and y equals k, then there are k independent
paths in T joining x and y.
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Proor. It is trivial that the statement is true when k = 1. Suppose that it is
not true for all k. Let k, be the smallest value of k for which the statement is
not true. Let I'y be a graph with the minimum number of vertices such that
for appropriate non-adjacent vertices x, and y, of I'y, the number of vertices
needed to separate x, and y, equals k,, whereas the maximum number of
independent paths joining x, and y, is at most k, — 1. By removing “super-
fluous” edges from I'y, if necessary, we may, in addition, assume that any
graph I’y obtained from I'y by removing one edge has the property that only
ko — 1 vertices are needed to separate x, and y, in I'y.
We first prove:

(@) No vertex of Ty is adjacent to both x, and y,.

Suppose that a vertex v is adjacent to both x, and y,. Let I'(v) denote the
subgraph of I'y spanned by all vertices of Iy except v. Then clearly k, — 1
vertices are needed to separate x, and y, in I['(v). By the minimality property
of k, we then see that there are k, — 1 independent paths in I'(v) joining x,
and y,. Along with the path whose vertices are xq, v, y,, this makes a total of
k, independent paths in I'j, joining x, and y,, a contradiction.

We next prove:

(b) Let W be any set of k, vertices of Ty separating x, and y,. Then either
every vertex in W is adjacent to x,, or every vertex in W is adjacent to y,.

If for some v € W, every path joining x, and y, passing through v contained
at least one more vertex from W, then already W\ {v} would separate x, and
¥o,a contradiction. Therefore, for each v € W there is at least one path joining
Xo and y, such that v is the only vertex from W on that path. In particular, for
each v e W there is a path joining x, and v such that v is the only vertex from
W on the path. The union of all such paths is a subgraph of I',. Adding to this
subgraph the vertex y, plus k, “new” edges, each joining y, to a vertex in
W, we obtain a new graph which we shall denote by I'(x,). Changing the
roles of x, and y,, we obtain in a similar manner another new graph I'(y,).
Note that both I'(x,) and I'(y,) have the property that k, vertices are needed
to separate x, and y,; for any separating set in I'(x,) or I'(y,) must also be a
separating set in I'y. Supposing that neither x, nor y, is adjacent to all
vertices in W, it follows that both I'(x,) and I'(y,) have less vertices than
I'y. By the minimality property of I', we then see that in both I'(x,) and
T'(yo) there are k, independent paths joining x, and y,. Removing from the
paths in I'(x,) the vertex y, and the (new) edge incident to y,, we get k, paths
in Iy, each joining x, to a vertex in W such that no vertex except x, belongs
to more than one of the paths. In a similar way, removing from the paths in
I'(yo) the vertex x, and the (new) edge incident to x,, we get k, paths in [y,
each joining y, to a vertex in W such that no vertex except y, belongs to more
than one of the paths. Now, these 2k, paths go together in pairs, each pair
having some vertex from W in common. Each such pair determines a path
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joining x, and y,. The resulting k, paths joining x, and y, are in fact in-
dependent. To see this, first note that each vertex in W belongs to exactly one
of the paths. However, it is also impossible for a vertex not in W to belong to
two of the paths. Suppose that z was such a common vertex of two paths p,
and p,. Then by the independence of the k, paths in I'(x,) and the inde-
pendence of the k, paths in I'(y,), z had to lie between x, and av; € W on one
of the paths, say p,, and between y, and a v, € W on the other path p,. But
then we could construct a path joining x, and y, via z not entering W, which
is a contradiction.
To complete the proof of the lemma, let

X0, €05 Uty €1s Uz s o -« Uns €ny Vo )

be a path in ', joining x, and y, . By the non-adjacency of x,, and y,, and (a),
we must have n > 2. Let I'; denote the subgraph of I', obtained by removing
from I', the edge e,. By one of our initial assumptions, only k, — 1 vertices
are needed to separate x, and y, in T'y. Let W’ be such a separating set of
vertices in I',. Then clearly both

1= WU {uy}
and
2:=W' U {uy}

separate x, and y, in I',. It follows from (a) that «, is not adjacent to y, and
u, is not adjacent to x,. Application of (b) to W then shows that each vertex
in W’ is adjacent to x,, and application of (b) to W/, shows that each vertex
in W'is adjacent to y,. Since the number of verticesin W'isk, — 1 whichis at
least 1, we get a contradiction by appealing to (a). This completes the proof
of the lemma. O

ProOOF (Theorem A2.1). Suppose first that I" is k-connected. Let x4, ..., X;—;
be any k — 1 vertices of I, and let x and y be any two vertices from

V=V \{X1, "> Xg=1}

By assumption, x and y can be joined by k independent paths in I'. None of
the vertices x,, ..., X;—; belongs to more than one of these paths by the
independence. Hence, at least one of the paths does not pass through any x;.
This shows that there is a path in the subgraph I'" spanned by V' which joins
x and y. In conclusion, I’ is connected.

To prove the converse, let x and y be any two distinct vertices of I'. If x
and y are non-adjacent, it follows from the assumption that at least k vertices
are needed to separate x and y. Lemma A2.3 next shows that there are at least
k independent paths joining x and y, as desired. If x and y are adjacent, we
argue as follows. Remove from I' the edge joining x and y, and call the re-
sulting graph I'". In I'”, the vertices x and y are non-adjacent. Suppose that
certain k — 2 vertices x,, ..., X,—, would separate x and y in I'". In I"” there
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is at least one additional vertex z. Since x and y are separated, z must also
be separated from at least one of the vertices, say y. But then the k — 1
vertices xq, ..., Xx- ;, X separate y and z, which contradicts the assumption.
Hence, in I at least k — 1 vertices are needed to separate x and y. Lemma
A2.3 then tells that there are k — 1 independent paths in I'” joining x and y.
Together with the path X, e, y, where e denotes the edge joining x and y
in T, this makes k independent paths in I" joining x and y. a

PrROOF (Theorem A2.2). We use Theorem A2.1. Let x,,...,x,_, beany k — 1
vertices of I'; U T',, ie. x,, ..., X, belong to V; U V,, where V; and V,
denote the vertex set of I'y and I',, respectively. Let

V= (Vy O VONIXL, - Xt s

and let I'" denote the subgraph of I'; U I, spanned by V'. Since at least k
vertices are common to I'; and I, at least one common vertex, say xo, 1S
distinct from all the x;’s,i = 1,...,k — 1. Application of the “only if” part of
Theorem A2.1 to I'; shows that the subgraph I'} of I'; spanned by

1= VIN{Xy, oo X1}

is connected. In the same manner, the subgraph I';, of I'; spanned by
2= VX, ooy Xem g}

is connected. Since I'} and I';, have x, as a common vertex, it follows that
T, UTY is connected. Since I} U I, = I", the desired conclusion follows
from the “if ” part of Theorem A2.1. .

Finally, we shall say a few words about oriented graphs. The intuitive
picture of an oriented graph is that of a (non-oriented) graph as described
above where, in addition, each edge is equipped with an “orientation”.
Formally, this may be stated as follows: an oriented graph is a triple I’ =
(V, E, y), where V (called the set of vertices of I') is a non-empty finite set, E
(called the set of edges of I') is a set (necessarily finite), and y (called the
incidence relation of T') is a one-to-one mapping from E onto a subset of the
set of all ordered pairs (x, y) of two distinct elements of V'; moreover, we
require that if x and y are distinct vertices with y(e) = (x, y) for some edge
e, then y(e) # (y, x) for all edges e'.

Each oriented graph I' = (V, E, y) has an underlying non-oriented graph
I = (V, E, y), whereby y'(e) = {x, y} when y(e) = (x, y) or y(e) = (y, x).
Therefore, everything that we have said above about non-oriented graphs
also applies to oriented graphs, in the sense that it applies to the underlying
non-oriented graph.

When I' = (V, E, y) is an oriented graph, and y(e) = (x, y), then we say
that the edge e is oriented towards y and away from x. The number of edges
oriented towards x is called the in-valence of x, and the number of edges
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oriented away from x is called the out-valence of x. Hence, the sum of the
in-valence of x and the out-valence of x equals the valence of x.

Each non-oriented graph may be turned into an oriented graph by
choosing for each edge of the graph one of the two possible orientations of
that edge. Formally, this means that if I’ = (V, E, y) is a non-oriented graph,
then we get an oriented graph I'" = (V, E, y') by choosing y’ such that y'(e) =
(x,y) or y'(e) = (y, x) whenever y(e) = {x, y}. Of course, y' is not unique
(unless I" has no edges at all).



APPENDIX 3
Combinatorial Identities

In the main text we shall need certain identities involving binomial coefficients.
The purpose of the present section is to give a unified exposition of these
identities.

In the following, a, b and c always denote integers. Moreover, we always
assume b > 0, whereas a and ¢ may be negative.
Recall that

b>1,

a\ _ala—-1)---(a-b+1
(b)" b! ’

and
In particular,

and
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If a > 0, then

a
b
equals the number of choices of b elements among a elements.
We shall leave it to the reader to verify the following:

)
) |

(Z i i) - %‘H (Z) @)
)

(Z) (Z) - (lc)) (Z _ :) ©)

(In (1), (3) and (6) it is understood that a > b.)

The combinatorial identities that we need in the main text are all con-
sequences of the following basic identity, known as the Vandermonde

Convolution:
b (a c a+c
,;0 (k)(b - k) - ( b ) @

For a, ¢ > 0, this is easy to prove. In fact,

()2

is the number of choices of b elements among a + ¢ elements such that k
elements are chosen among certain a elements and the remaining b — k
elements are chosen among the remaining c elements; summing over k then
yields (7). However, we need (7) for arbitrary integers a and c. We prove it by
induction on b. For b = 0, it is trivial. Suppose that it holds for b. Then,
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using also (4), we have

DA N

iil(biﬁbiil")(i)(mf—k)

10 (S e Sl Y
(hil)(b+li<h+1)>+ Z Zl_k(k)<b+i—k)
h:Ob“l(“Zl)(bih) L)

+
_a fla=-D+c c a+(c——1)
b1 b Trr

I
Me ||Me- nM

k-
+
+

p_ap_.

Hence, (7) holds for b + 1, as desired.
Taking ¢ = —1 in (7) and using the fact that by definition

<b_—1k> = (=D
> N a—1
oyl
_[(b—a
7
a+k f—a—1
(5o ()

cf. (2), we see that (8) is equivalent to

b fa+k —a—2
5 (- ()
=(a+b+1). ©

we get

Since

b
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We shall next prove:

b — —
kZO(—l)*(I;)(z) = (—1)"(2)(0 b 1), 0O<a<bh (10)

The proof of this uses (6) and (8). We have

2e)) - e

il I
~~ x>
DT
— a’_\
\-é I
TN —_
o
N
B s & o
(] RS PN .
e~/
| Pl o
—_ o
= =& =
0 \/
=
Q
S—

_ e p_afc—a—1
e ()
c\fc—a—-1
-5
completing the proof of (10).

A particular case of (10) is the following:
b K\ (c
2 (=1) =(—1)(a,c)y, 0<a<bh O0<c<b (11
k=0 aj\k
In fact, if a = ¢, then

(—1)”(2)(0 Ll 1) — (11 <b‘_la)

= (=1(-1)"
= (=D

(6) -
a
andifa <c,then0 <c —a— 1 < b — a, whence
c—a-—1
=0
(5)

This completes the proof of (11).
Our final identity is the following:

b k _
2= 1)"<a)(b ¢ k) = (—1)"(2 B 2) 0<a<b (12

if a > ¢, then
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Using (3), (7) and (2), we have

20 = Zevlelle )
é(n%n“( 'vaJ
_(_1)., 3 (‘ ><(b_a)—h>

=(__1)a< b_131+ c)

a—l)—-c+(b—a)—1)

—_ a —a _(_
= (=1(=1 ( .

b—c
-y c)

completing the proof of (12).

The combinatorial identities of this section may be interpreted as state-
ments about products of matrices. As an important example, let us consider
the identity (11). Let B and D denote the (b + 1) x (b + 1) matrices

B:= ((—1)"*"(?)).:0 oy
o
1/ ]i=o0,..b;j=0,....b

Then the identity (11) tells that B and D are mutually inverse matrices.
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were rediscovered by D. Gale. The main result of Section 15, namely Theorem
15.6, is due to M. Balinski (1961). As a general reference to Chapter 2,
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case d = 3. For the interesting history of Euler’s Relation, see [12, Section
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The Upper Bound Theorem was conjectured by T. S. Motzkin in 1957.
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Motzkin’s conjecture and McMullen’s proof (and the intermediate papers as
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more details about the history of the Upper Bound Theorem up to 1967, see
[12, Section 10.1].
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Bound Theorem up to 1967, see [12, Section 10.2]. The fact that for d > 4,
the truncation polytopes are the only polytopes for which equality holds was
proved by L. J. Billera and C. W. Lee [5].

Upper and lower bound inequalities for simple unbounded polyhedral
sets have been obtained by V. Klee [13], A. Bjorner [7], L. J. Billeraand C. W.
Lee [6] and C. W. Lee [15].

Theorem 20.1 was conjectured by P. McMullen [17] (in the setting of
simplicial polytopes). He also proved the theorem for certain particular cases
and showed that the conjecture would imply the Upper Bound Theorem.
Another paper (preceding [17]), related to Theorem 20.1, is by P. McMullen
and D. W. Walkup [19]; here the necessity of condition (b) of Theorem 20.1
is conjectured and it shown that (a) and (b) imply the Lower Bound Theorem.

The sufficiency of McMullen’s conditions was established by L. J. Billera
and C. W. Lee [4, 5]. In their proof (which is formulated in the setting of
simplicial polytopes) they produce a simplicial d-polytope with a given
f = (fo,---, fa—1)asits f-vector by taking the vertex-figure at zofa (d + 1)-
polytope of the form conv(Q u {z}), where Q is a suitably chosen cyclic
(d + 1)-polytope and z is a suitably chosen point outside Q.

The necessity of McMullen’s conditions was established by R. P. Stanley
[22]. Stanley’s proof (which is formulated in the setting of simplicial poly-
topes) uses advanced algebraic geometry; it would be very desirable to have a
more elementary proof.

A conjecture on the characterization of f-vectors of simple unbounded
polyhedral sets has been formulated by L. J. Billera and C. W. Lee [6].

It has been conjectured that the f-vectors of simplicial (or simple) d-
polytopes P are unimodal, 1.e.

foP) < ilP) < -+ < fllP) 2 fusi(P) Z -+ = fa-1(P)

for some k. (The necessity of (a) and (b) in Theorem 20.1 shows that
(go(P), - . ., g4(P)) is unimodal for every simple d-polytope P.) According to
A. Bjorner 8], it can be shown that for any simplicial d-polytope F,

Jo(P) < fi(P) < -+ < fig21-1(P) £ figj2i(P),
Jaa-1ai(P) > - > fu_5(P) > f;_((P).

These inequalities immediately imply unimodality for d < 8. It is even
possible to show unimodality for all d < 15 by checking each d separately,
cf. [8]. But unimodality does not hold in general: one knows 20-dimensional
simplicial polytopes P (with on the order of 10'® vertices) such that
J11(P) > f12(P) < f13(P), cf. [5], [8].

To conclude the comments on Chapters 1-3, let us mention, without going
into detail, that many combinatorial results about convex polytopes admit
extensions to more general geometric objects.
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Dehn—-Sommerville System 108
Dehn—Sommerville System,
minimal 108

dependence,

affine 7

linear 5
dimension

of affine space 7

of convex set 19

of linear subspace $§
disconnected graph 137
dual neighbourly polytope 92
dual polytope(s) 64

edge
of (non-oriented) graph 137
of oriented graph 141
of polytope 45

endvertex
of edge 137
of path 137

equivalent polytope(s) 63
Euler Hyperplane 102
Euler’s Relation 98
even component 87
exposed

face 30

face, improper 30
face, proper 30
point 31

external vertex 122
extreme point 30

f-vector 66
face [k-face] 30
face,

exposed 30

exposed, improper 30

Index

exposed, proper 30
improper 30

proper 30

face-lattice 30
face(s), conjugate 41
facet 30

facet system 96

facet system, connected 96

n-fold,
bipyramid 50
prism 51
pyramid 50

function, affine 8

Gale’s Evenness Condition 87
general position 10

graph 137
graph of polytope 93
graph,

connected 137
k-connected 138
disconnected 137
non-oriented 137
oriented 141
planar 97

half-open segment 11
halfline 9

halfspace,

closed 9

open 8

supporting 25
Helly’s Theorem 18
hull,

affine 7

closed convex 24
convex 12

linear $§

hyperplane 8
hyperplane,

separating 29
separating, properly 29
separating, strongly 29
supporting 25
supporting, proper 25

improper exposed face 30
improper face 30
in-valence 141
in-valence, relative 116



Index

incidence [i-incidence,

j-incidence] 117, 127
incidence relation

of (non-oriented) graph 137

of oriented graph 141
incident vertex and edge

of graph 137

of polytope 66
independence,

affine 7

convex 18

linear §
independent paths 137
internal vertex 122
irreducible representation 52
isomorphism,

affine 9

lattice 136

linear 6

joining
edge 137
path 137

k-canonical representation 130
k-connected graph 138
k-neighbourly polytope 90
k-simple polytope 84
k-simplicial polytope 84

kth pseudopower 130

lattice 135

lattice isomorphism 136

lattice anti-isomorphism 136

lattice, complete 135

line 7,8

linear

basis §

combination $

dependence 5

hull §

independence S

isomorphism 6

mapping 6

subspace 5

subspace, spanned 5

lower bound 135

lower bound, greatest 135

Lower Bound Theorem 122,
129
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mapping,

affine 8

linear 6

McMullen’s Conditions 131

minimal Dehn—Sommerville
System 108

Minkowski’s Theorem 35

moment curve 85

neighbourly polytope 92
k-neighbourly polytope 90
neighbourly polytope, dual 92
normal of hyperplane 9
non-oriented graph 137

octahedron 50

odd component 87
open

halfspace 8

segment 11

order, partial 135
oriented graph 141

of polytope 94
orthogonal affine subspaces 10
orthogonal projection 10
out-valence 142

parallel affine subspaces 10
parallellotope [d-parallellotope] 51
partial order 135

path 137

paths, independent 137
planar graph 97

point 6

point,

exposed 31

extreme 30

polar set(s) 37

polyhedral set 51

polytope [k-polytope] 14, 44

polytope,
convex 14
cyclic 85

dual neighbourly 92
neighbourly 92
k-neighbourly 90
simple 80
k-simple 84
simplicial 79
k-simplicial 84
stacked 129
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polytope (cont.)

truncation 129
polytope(s),

dual 64

equivalent 63
position, general 10
prism [d-prism} 50
prism, n-fold 51
projection 10
projection, orthogonal 10
proper component 87
proper exposed face 30
proper face 30
proper supporting hyperplane 25
properly separating hyperplane 29
pseudopower 130
pulling a vertex 76
pyramid [e-pyramid] 47
pyramid, n-fold 50

Radon’s Theorem 15
reducible representation 52
regular crosspolytope 50
relative

boundary 19

boundary point 19

interior 19

interior point 19
representation of polyhedral set,

irreducible 52

reducible 52
representation, canonical 130

section of polytope 62
segment,

closed 11

half-open 11

open 11

semi-shelling 97
separated vertices of graph 137
separating hyperplane 29
separating hyperplane,
properly 29

strongly 29

set,

convex 11

polyhedral 51

set(s), polar 37

shelling 97

simple polytope 80
k-simple polytope 84
simplex [k-simplex] 14, 44
simplicial polytope 79

Index

k-simplicial polytope 84
space, affine 6

spanned

affine subspace 7
convex set 12

linear subspace 5
subgraph 138

stacked polytope 129
Steinitz’s Theorem 97
Straszewicz’s Theorem 37
strongly separating hyperplane 29
subgraph 138

subgraph, spanned 138
sublattice 136

subspace,

affine 6

affine, spanned 7
affine, supporting 36
linear §

linear, spanned $§
subspaces,

complementary affine 10
orthogonal affine 10
parallel affine 10
supporting halfspace 25
supporting hyperplane 25
supporting hyperplane, proper 25

tetrahedron 44
triangle 44

truncation 76
truncation polytope 129

unimodality 149

union of subgraphs 138

upper bound 135

upper bound, least 135

Upper Bound Theorem 113, 121

valence 137
Vandermonde Convolution 144
vector 4
admissible 93
f-vector 66
vertex
of (non-oriented) graph 137
of oriented graph 141
of polytope 45
vertex,
external 122
internal 122
vertex-figure 68
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