
CommutatIve
Algebra

VOLUME I

by
OSCAR ZARISKI
Professor of Mathematics

Harvard University

AND

PIERRE SAMUEL
Professor of Mathematics

University of Clermont-Ferrand

WITH THE COOPERATION OF

1. S. COHE!\

D. VAN NOSTRAND COMPANY, INC.
PRINCETON, NEW JERSEY

TORONTO LONDON
~EW YORK



D. VAN NOSTRAND CO:MPANY, INC.
120 Alexander St., Princeton, New Jersey (Principal office)

24 West 40 Street, New York 18, New York

D. VAN ~OSTRAND COMPANY, LTD.

358, Kensington High Street, London, W.14, England

D. VAN ~OSTRAND COMPANY (Canada), LTD.

25 Hollinger Road, Toronto 16, Canada

COPYRIGHT © 1958, BY

D. VAN NOSTRAND COMPANY, INC.

Published simultaneously in Canada by

D. VAN NOSTRAND COMPANY (Canada), LTD.

Library of Congress Catalogue Card No. 58·7911

No "productio" i" a"y form of this book, i" waol. or i" part
(~x'~I)/ for hri~f quotation in critical articl~s or r~fJi~ws), may
h~ mtld~ witbout UJritt~n autbori-ultion from tJu publislurs.

First Published February 1958

Reprinted June 1959, January 1962, November 1963

Reprinted February 1965

PRINTED IN THE UNITED STATES OF AMERICA



PREFACE

Le juge: Accuse, vous tacherez d'etre bref.
L'accuse: Je tacherai d'etre clair.

-G. COURTEL1NE

This book is the child of an unborn parent. Some years ago the senior
author began the preparation of a Colloquium volume on algebraic geom­
etry, and he was then faced with the difficult task of incorporating in that
volume the vast amount of purely algebraic material which is needed in
abstract algebraic geometry. The original plan was to insert, from time
to time, algebraic digressions in which concepts and results from commu­
tative algebra were to be developed in full as and when they were needed.
However, it soon became apparent that such a parenthetical treatment of
the purely algebraic topics, covering a wide range of commutative algebra,
would impose artificial bounds on the manner, depth, and degree of gener­
ality with which these topics could be treated. As is well known, abstract
algebraic geometry has been recently not only the main field o'f applications
of commutative algebra but also the principal incentive of new research in
commutative algebra. To approach the underlying algebra only in a
strictly utilitarian, auxiliary, and parenthetical manner, to stop short of
going further afield where the applications of algebra to algebraic geometry
stop and the general algebraic theories inspired by geometry begin, im­
pressed us increasingly as being a program scientifically too narrow and
psychologically frustrating, not to mention the distracting effect that re­
peated algebraic digressions would inevitably have had on the reader,
vis-a-vis the central algebro-geometric theme. Thus the idea of a separate
book on commutative algebra was born, and the present book-of which
this is the first of two volumes-is a realization of this idea, come to
fruition at a time when its parent-a treatise on abstract algebraic geom­
etry-has still to see the light of the day.

In the last twenty years commutative algebra has undergone an inten­
sive development. However, to the best of our knowledge, no systematic
account of this subject has been published in book form since the appear­
ance in 1935 of the valuable Ergebnisse monograph "Idealtheorie" of
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VI PREFACE

W. Krull. As to that monograph, it has exercised a great influence on
research in the intervening years, but the condensed and sketchy character
of the exposition (which was due to limitation of space in the Ergebmsse
monographs) made it mor-e valuable to the expert than to the student
wishing to study the subject. In the present book we endeavor to give
a systematic and-we may even say-leisurely account of commutative
algebra, including some of the more recent developments in this field,
without pretending, however, to give an encyclopedic account of the subject
matter. We have preferred to write a self-contained book which could
be used in a basic graduate course of modern algebra. It is also with an
eye to the student that we have tried to give full and detailed explanations
in the proofs, and we feel that we owe no apology to the mature mathema­
tician, who can skip the details that are not necessary for him. We have
even found that the policy of trading empty space for clarity and explicit­
ness of the proofs has saved us, the authors, from a number of erroneous
conclusions at the more advanced stages of the book. We have also tried,
this time with an eye to both the student and the mature mathematician,
to give a many-sided treatment of our topics, not hesitating to offer several
proofs of one and the same result when we thought that something might
be learned, as to methods, from each of the proofs.

The algebro-geometric origin and motivation of the book will become
more evident in the second volume (which will deal with valuation theory,
polynomial and power series rings, and local algebra; more will be said of
that volume in its preface) than they are in this first volume. Here we
develop the elements of commutative algebra which we deem to be of
general and basic character. In chapter I we develop the introductory
notions concerning groups, rings, fields, polynomial rings, and vector spaces.
All this, except perhaps a somewhat detailed discussion of quotient rings
with respect to multiplicative systems, is material which is usually given in
an intermediate algebra course and is often briefly reviewed in the begin­
ning of an advanced graduate course. The exposition of field theory
given in chapter II is fairly complete and follows essentially the lines of
standard modern accounts of the subject. However, as could be expected
from algebraic geometers, we also stress treatment of transcendental ex­
tensions, especially of the notions of separability and linear disjointness (the
latter being due to A. Weil). The study of maximally algebraic subfie:ds
and regular extensions has been postponed, howeve:r, to Volume II (chap­
ter VII), since that study is SO closely related to the question of ground
field extension in polynomial nngs.
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Chapter III contains classical material about ideals and modules m
arbitrary commutative rings. Direct sum decompositions are studied m
detail. The last two sections deal respectively with tensor products of
rings and free joins of integral domains. Here we introduce the notion
of quasi-linear disjointness, and prove some results about free joins of inte­
gral domains which we could not readily locate in the literature.
~ With chapter IV, devoted to noetberian rings, we enter commutative
algebra proper. After a preliminary section on the Hilbert basis theorem
and a side trip to the rings satisfying the descending chain condition, the
first part of the chapter is devoted mostly to the notion of a primary repre­
sentation of an ideal and to applications of that notion. We then give a
detailed study of quotient rings (as generalized by Chevalley and Uzkov).
The end of the chapter contains miscellaneous complements, the most im­
portant of which is Krull's theory of prime ideal chains in noetherian rings.
An appendix generalizes some properties of the primary representation to
the case of noetherian modules.

Chapter V begins with a study of integral dependence (a subject which
is nowadays an essential prerequisite for almost everything in commutative
algebra) and includes the so-called "going-up" and "going-down" the­
orems of Cohen-Seidenberg and the normalization theorem. (Other varia­
tions of that theorem will be found in Volume II, in the chapter on poly­
nomial and power series rings.) With Matusita we then define a Dedekind
domain as an integral domain in which every ideal is a product of prime
ideals and derive from that definition the usual characterization of Dede­
kind domains and their properties. An important place is given to the
study of finite algebraic field extensions of the quotient field of a Dedekind
domain, and the degree formula "e.j. = n is derived under the usual (and
necessary) finiteness assumptions concerning the integral closure of the
given Dedekind domain in the extension field. This study finds its natural
refinement in the Hilbert ramification theory (sections 9 and 10) and in
the properties of the different and discriminant (section 11). The chap­
ter closes with some classical number-theoretic applications and a generali­
zation of the theorem of Kummer. The properties of Dedekind domains
give us a natural opportunity of introducing the notion of a valuation (at
least in the discrete case) but the reader will observe that this notion is
introduced by us quite casually and parenthetically, and that the language
of valuations is not used in this chapter. We have done that deliberately,
for we wished to emphasize the by now well-known fact that while ideals
and valuations cover substantially the same ground in the classical case
(which, from a geometric point of view, is the case of dimension 1), the
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domain in which valuations become really significant belongs to the theory
of function fields of dimension greater than 1.

The preparation of the first volume of this book began as a collaboration
between the senior author and our former pupil and friend, the late Irving
S. Cohen. We extend a grateful thought to the memory of this gifted
young mathematician.

We wish to acknowledge many improvements in this book which are
due to John Tate and Jean-Pierre Serre. We also wish to thank heartily
Mr. T. Knapp who has carefully read the manuscript and the galley proofs
and whose constructive criticisms have been most helpful.

Thanks are also due to the Harvard Foundation for Advanced Research
whose grant to the senior author was used for typing part of the manu­
script. Last but not least, we wish to extend our thanks to the D. Van
~ostrand Company for having generously cooperated with our wishes In

the course of the print:ng of the book.*
OSCAR ZARISKI

PIEItRE SAMUEL

Cambridge, Massachusetts
Chamalieres, France

>4< The work on this volume was supported in part by a research project at Harvard
University, sponsored by the Office of Ordnance Research, United States Army, under
Contract DA-19-0 2O-ORD-3 100.
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1. IXTRODL'CTORY CO~CEPTS

§ 1. Binary operations. Let G be an arbitrary set of elements
a, b, c, . . .. Bya binary operation in G is meant a rule which associates
with each ordered pair (a, b) of elements of G a unique element c of the
same set G. A binary operation can therefore be thought of as a single­
valued function whose domain is the set of all ordered pairs (a, b) of
elements of G and whose range is either G itself or some subset of G.
We point out explicitly that if a and b are distinct elements of G, then
the elements of G which are associated with the ordered pairs (a, b) and
(b, a) may very well be distinct.

In group theory, and in algebra generally, it is customary to denote
by a·b or ab the element which is associated with (a, b) under a given
binary operation. The element c = ab is then called the product of a
and b, and the binary operation itself is called multiplication. When the
term" multiplication" is used for a binary operation, it carries with it
the implication that" if a E G (read: a is an element of G) and bEG,
then also ab"E G." We shall often express this property by saying that
G is closed under the given multiplication.

Let G be a set on which there is given a binary operation, which we
write as multiplication. The operation is said to be associative if
(ab)c = a(bc) for any three elements a, b, c of G. Two elements a and b
of G are said to commute if ab = ba, and the operation is said to be
commutative if any two elements of G commute.

We assume henceforth that the operation in question is associative.
It is then a simple matter to define inductively the powers of an element
of G and to prove the usual rules of exponents. Namely, if a E G and
if n is a positive integer, we define al = a; if n > 1, an = an-lao We
then have for any positive integers m and n:

(1)

(2)

For fixed m, one can proceed by induction on n, observing that these
1
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rules hold by definition for n = 1. ::\1oreover, if a and b are two
elements of G which commute, then so do any powers of a and b, and

(3) (ab)n = anbn.

An identity element in G is an element e in G such that ea = ae = a
for all a in G. If G has an identity e, then it has no other. For if e' is
also an identity, then e = ee' = e'. :\1oreover, we can now define aO to
be e, and the foregoing three rules trivially hold for arbitrary non­
negative exponents.

We now assume that G has an identity e. If a E G, an inverse of a is
an element a' in G such that a'a = aa' = e. If a" is also an inverse of
a, then a" = a"e = a"(aa') = (a"a)a' = ea' = a'. Thus the inverse of
a (if it exists at all) is unique. Ifa possesses an inverse a', then negative
powers of a can also be defined. Namely, we observe that

am = am+Ia'

for all non-negative m, and we take this as an inductive definition for
negative m. Thus ama = am +I for all m. The rule (1) above is then true
for any fixed m (positive or negative), provided n = 1; it can be proved
for arbitrary positive n by induction from n - 1 to n and for negative
n by induction from n + 1 to n. Since, therefore, ama-m = e = a-mam,
we observe that am has a-mas inverse, so,that (am)n is defined for every n.
Rule (2) can now be proved by the two inductions used for (1). From
the definition we have that a-I = a', and we shall always use a-I for the
inverse of a (if it exists). Ifa and b both have inverses, then so does ab,
and (ab)-I = b-Ia- I. If, moreover, a and b commute, then so do any
powers of a and b, and (3) holds for arbitrary n.

The product of n elements aI' ... , an of G is inductively defined as
follows:

n

II aj = a l if n = 1;
;=1

if n > 1.

This product will be denoted also by a Ia2 • •• an. From the associativity
of multiplication in G, we can prove the following general associative
law, which states that the value of a product is independent of the
grouping of the factors:

Let no, n l ,· .. , n, be integers such that 0 = no < n i < ... < n, = n.
Then

This is clear for n = 1; hence we assume it proved for n - 1 and
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prove it for n factors. The formula being trivial for r = 1, we may
assume r > 1. Then

(by definition)

(by associativity)

{

n-1 }
= [itai an (by definition and induction hypothesis)

n

= II ai (by definition).
i=1

This computation is valid unless nr _ 1 = n - 1; the modification neces­
sary in this case is left to the reader.

n

If all aj = a, then II aj = an, and (1) and (2) are consequences (for
i=l

positive exponents) of the general associative law.

§2. Groups
DEFIC'<ITION. A set G which is closed under a given multiplication

is called a GROVP if the following conditions (GROUP AXIOMS) are satisfied:

G 1. The set G is not empty.
G 2. If a, b, c E G, then (ab)c = a(bc) (ASSOCIATIVE LAW).

G 3• There exists in G an element e such that

(1) For any element a in G, ea = a.
(2) For any element a in G there exists an element a' in G such

thata'a=e.

In view of axiom G 2 and the general associativity law proved above,
we can write the product of any (finite) member of elements of G without
inserting parentheses.

We proceed to show that e is an identity in G, and that for every element a
has an inverse. If a is given, then by G 3 (2), there exists an a' such that
a'a = e, and there' exists an a" such that a"a' = e. Then aa' = e(aa')
= (a"a')(aa') = a"(a'a)a' = a"ea' = e; this, together with a'a = e,
shows that a' is an inverse of a, provided that e is an identity. But this
isimmediate,forea = abyG3 (1),andae = a(a'a) = (aa')a = ea = a.



4 INTRODUCTORY CONCEPTS Ch. I

Since e is an identity in G and a' an inverse of a, it follows that both are
uniquely determined. As mentioned in the preceding section, the
inverse of a will be denoted by a-I.

If a and b are elements of a group G, then each of the equations ax = b,
xa = b, has one and only one solution. Consider, for instance, the
equation ax = b. ·:;\1ultiplication on the left by a-I yields x = a-1b as
the only possible solution, and direct substitution shows that a-Ib is
indeed a solution. Similarly it can be seen that x = ba- I is the only
solution of the equation xa = b.

An immediate consequence of the uniqueness of the solution of each
of the above equations is the (right or left) cancellation law: ifax = ax'

if 'h 'or t xa = x a, t en x = x .
The solvability of both equations ax = b, xa = b is equivalent, in the

presence of G 1 and G 2, to axiom Ga. For if we assume the solvability of
the foregoing equations and if we assume furthermore G I and G 2, then
we can prove G a as follows:

We fix an element c in G and we denote by e a solution of the equation
xc = c. If now a is any element of G, let b be a solution of the equation
cx = a. We will have then ea = e(cb) = (ec)b = cb = a, which
establishes G a (1). As to G a (2), it is an immediate consequence of the
solvability of the equation xa = e.

In practice, when testing a given set G against the group axioms, it is
sometimes the case that the solvability of the equations ax = b, xa = b
follows more or less directly from the nature of the given binary opera­
tion in G. The task of proving that G is a group can therefore sometimes
be simplified by using the solvability condition just stated, rather than
axiom Ga.

A group which contains only a finite number of elements is called a
finite group. By the order of a finite group is meant the number of
elements in the group. (

It may happen that a group G consists entirely of elements of the
form an, where a is a fixed element of G, and n is an arbitrary integer,
~ O. If this is the case, G is called a cyclic group, and the element a is
said to generate G.

§3. Subgroups. Given two groups G and H, denote by . and 0 the
group operations in G and in H respectively. We say that H is a sub­
group of G if (1) H is a subset of G and (2) a· b = a 0 b for any pair of
elements a, b in H.

Let H be a subgroup of G and let e and e' be the identity elements of
G and H respectively. We have e' ·e' = e' 0 e' = e' and e'·e = e'.
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Hence e' .e' = e' .e, and therefore, by the cancel;ation law which holds
in G, e' = e. We thus see that the identity element of a group G belongs
to a!ly subgroup H of G (and is necessarily also the identity of H).

If H is a subgroup of G we shall not use different symbols (such as
and 0) to denote the group operations in G and H respectively. Both

operations will be denoted by the same symbol, say, . or o.
Given a group G and a non-empty subset H 0 o( G, there is a very

simple criterion for H o to be the set of elements of a subgroup of G.
:N"amely, we have the following necessary and sufficient condition: if
a, b E H 0' then ab- I E H o' This condition is obviously necessary. On
the other hand, if this condition is satisfied, then we have in the first
place that H 0 contains the identity e of G (if a is any element of the non­
empty set H 0' then e = a· a-I E H 0)' I t follows that if a E H 0' then
also a-IEHo(a-l=e·a-IEHo), and if a,bEHo, then a·b=
a.(b-I)-I E H o. Thus H o is indeed a group H with respect to the
group operation in G, and this group H is a subgroup of G.

Let G be an arbitrary group and let H be a subgroup of G. If a is
any element of G, we denote by Ha the set of elements of G which
are of the form ha, h E H, and we call this set a right coset of H. In a
similar fashion, we can define left cosets aH of H. If multiplication in
G is commutative (§ 1), then any right coset is also a left coset: Ha and
aH are identical sets.

Let Ha and Hb be two right cosets of H in G, and suppose that these
two cosets have an element c in common: c = hla = h2b; hI' h2 E H.
Then b = h2-lh1a, and for any element h of H we have hb =
(hh 2-lhl)a E Ha (since H is a subgroup of G and hence hh 2- 1hl E H).
Thus Hb C Ha; and similarly we can show that Ha C Hb. Therefore
Ha = Hb.

It follows that two right cosets Ha and Hb are either disjoint (that is,
have no elements in common) or coincide. A similar result holds for
left cosets. :N"ote that a E Ha, for H contains the identity of G. Hence
every element of G belongs to some right (or left) coset.

H is said to be a normal (or invariant) subgroup of G if Ha = aH for
every a in G. An equivalent property is the following: for every a in G
and every h in H, the element a-Iha belongs to H.

Suppose now that G is a finite group of order n, and let m be the order
of H. Every right coset Ha of H contains then precisely m elements (if
hI' h2 E H and hI -:;f:. h2, then hla -:;f:. h#). Since every element of G
belongs to one and only one right coset, it follows that m must be a
d;v;sor of n and that nlm ;s the :"lumber of right cosets of H. We have
therefore proved that if G is a finite group, then the order m of any
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subgroup H of G divides the order n of G. The quotient njm is called the
index of H in G.

If a is an arbitrary element of a group G, the elements an, n any
integer ~ 0, clearly form a subgroup H of G. We call H the cyclic
subgroup generated by the element a. If this subgroup H is finite, say of
order m, then miscalled the order of the element a; otherwise, a is said
to be of infinite order.

Let a be an element of G, of finite order m. There exist then pairs
of distinct integers n, n' such that an = an' (otherwise the cyclic group
generated by a would be infinite). From an = an' follows an- n' = 1,
whence there exist positive integers v such that av = 1. Let fL be the
smallest of these integers. Then 1, a, a 2, ••• , at<-l are distinct ele­
ments, while if n is any integer and if, say, n = qfL + n', 0 < n' < fL,
then
(1) an = (l'lt<+n' = (at<)q.an' = an'.

It follows that the cyclic group generated by a consists precisely of the
fL elements 1, a, a 2 , ••• , at<-l, and hence fL = m. Thus the order of a
is also the smallest positive integer m such that am = 1.

From (1) it follows that an = 1 if and only if n' = 0, that is, if and
only if n is a multiple of m(= fL).

It is clear that if G is a finite group, then every element a of G has
finite order, and that the order of a divides the order of G.

§ 4. Abelian groups. Let G be a set with an associative multiplica­
tion. As defined in § 1, the multiplication is said to be commutative if
ab = ba for any elements a, bin G. In such a case it is permissible to
change freely the order of the factors in a product a 1a2 ••• an. That
is to say, we have the general commutative law, which can be formally
stated as follows: /",

Let T be a permutation of the integers {1, 2, ... , n}. Then
n n

II aj = II acp(i).
;=1 ;=1

The proof is by induction and may be left to the reader.
A group G in which the group operation is commutative is said to be

commutative or abelian. The group operation is then often written
additively; that is, we write a + b instead of ab and 'Laj instead of TIa;.
The element a + b is called the sum of a and b. The identity element
is denoted by 0 (zero) and the inverse of a by - a. Correspondingly
one writes na instead of an, and the rules for exponents take the form

(1) ma + na = (m + n)a,
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m(na) = (mn)a,

n(a + b) = na + nb,

(2)

(3)
(4) - (na) = (- n)a.

The last equation is a paraphrase of the statement (in the multiplicative
notation) that the inverse of an is a-no The equation xa = b, which in
the abelian case is equivalent to the equation ax = b, assumes then the
form x + a = b. Its unique solution b + (- a) is denoted by b - a
and is called the difference of b and a. The binary operation which
associates with the ordered pair (a, b) the difference b - a is called
subtraction.

§ S. Rings
DEFINITION. A set R in which two binary operations, + (addition)

and· (multiplication), are given is called a RING if the following conditions
(RING AXIOMS) are satisfied:

RI . R is an abelian group with respect to addition.

R 2• If a, b, c E R, then a(bc) = (ab)c.

R3• If a, b, c E R, then a(b + c) = ab + ac and (b + c)a = ba + ca
(distributive laws).

In conformity with the additive notation for abelian groups (§ 4) the
identity element of R (regarded as an additive group) is denoted by 0,
and the (additive) inverse of an element a is denoted by - a. Therefore
the following relations hold in any ring R:

0+ a = a + 0= a,

a + (- a) = (- a) + a = 0,

- (- a) = a,

a + (b + c) = (a + b) + c,
a + b = b + a.

The abelian group which, according to the ring axiom R I , any ring R
forms with respect to addition is called the additive group of the ring.

A ring R is called commutative if multiplication is commutative in
R: ab = ba for 'any elements a, b in R.

The distributive laws hold also for subtraction:

(1) a(b-c)=ab-ac; (b-c)a=ba-ca.

To prove, for instance, the first of these two relations, we have to show
that a(b - c) + ac = abo This, however, follows directly from the
first distributive law R3, since (h - c) + c = b.
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(2)

for all a in R.

For b = c, relations (1) yield the following important property of the
element 0:

aO = Oa = 0,

If we put in (1) b = 0 we find

·a(- c) = - ac; (- c)a = - ca,

and if in the first of these relations we reolace a by - a we obtain
(- a)(- c) = - (-a)c = - (- ac), whence

(3) (- a)(- c) = ac.

An element a of R is called a left (or right) zero divisor if there exists
in R an element b different from zero such that ab = 0 (or ba = 0). By
(2) the element 0 is always both a left and right zero divisor whenever R ,
contains elements different from zero. However, it is convenient to
regard 0 as a zero divisor also in the trivial case of a ring R which consists
only of the element zero (nullring). By a proper zero divisor is meant a
zero divisor which is different from O. Hence a ring R has proper zero
divisors if and only if it is possible to have in R a relation ab = 0 with
both a and b different from zero. In the sequel we shall call R a ring
without zero divisors if R has no proper zero divisors. An element of R
which is not a zero divisor will be called a regular element. In particu­
lar, the element 0 is not a regular element.

§6. Rings with identity. If there exists in the ring R an element
which is an identity with respect to multiplication, then, by a remark
made in § 1, this element is uniquely determined. If R is not a nullring,
we shall refer to this element as the identity of the ring and we shaH
denote it by the symbol 1. In such a ring, multiplicative inverses are
referred to simply as inverses. Hep.ce an i'l.verse of a is an element a'
such that a'a = 1 and aa' = 1; it is unique according to § 1 and will be
denoted by a-I.

The element 1 is its own inverse. Similarly it follows from (3) that
- 1 is its own inverse.

The elements 0 and 1 are distinct elements of R. For we have agreed
that R is not a nuHri'l.g, and if a :;e 0, then aO = 0 and a1 = a :;e 0,
whence 0 :;e 1. From this it follows that the element 0 has no inverse,
since for any element a in R we have aO = Oa = 0 :;e 1. Consequently
a ring (which is not a nullring) is definitely not a group with respect to
multiplication.

An eleP:'lent of R is called a unit if it has an inverse. The elements 1
and - 1 are units. The ring of integers is the simplest example of a
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commutative ring in which 1 and - 1 2.re the only units. If a and bare
units, we have a-Ia = aa- I = 1 and (b-Ia-I)ab = ab(b-1a- 1) = 1,
and this shows that also a-I and ab are units. It follows that in a ring
R with identity the units form a group with respect to multiplication.

If an element a has an inverse a-I, then from ab = ° follows
a-lab = 0, 1b = 0, that is, b = 0. Therefore a is not a left zero divisor.
Similarly it can be shown that a is not a right zero divisor. Thus no
unit in R is a zero divisor.

A commutative ring with identity and having no proper zero divisors is
called an integral domain.

§7. Powers and multiples. If R is an arbitrary ring and a E R,
then an is defined for all positive integers n, in accordance with § 1, and,
moreover, relations (1) and (2) of that section are valid. If R is com­
mutative, (3) also holds. If R has an element 1, then the definition in
§ 1 gives aO = 1,and if in addition a-I exists, then an is defined for all
integers n, and (1) and (2) are valid for arbitrary powers. In the
commutative case, if a and b have inverses, then (3) holds for any
integer n.

Since R is a group with respect to addition, the multiples na are defined
for any integer n and any a in R. In addition to the rules for multiples
given in § 4 we have the rules

(1) n(ab) = (na)b = a(nb).

These follow from the general distributive laws

bitlai =it~bai' (~ai)b =i~aib,
which in turn are easily proved by induction.

We point out that the associative law of multiplication has nothing to
do with (1) above or with (2) of § 4, nor have the distributive laws
anything to do with (1) and (3) of § 4. :\1ore generally, we note that
the symbol na should not be regarded as the product of nand a. ~ot only
would such an interpretation of the symbol na be ill-founded (na was
defined as the sum of n elements, all equal to a), but it would also be
meaningless, since the integer n is in genera: not even an element of R.
However, if R has an identity, then us;ng the distributive law R 3-or
simply (1) above-we can write:

na = 1a + 1a + ... + 1a (n times) = (1 + 1 + ... + 1)a = (n1)a,

and this time na is therefore indeec a product, namely, the product of
n1 and a. But also in this case t1:1e factor n1 (which is an element of R)
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should not be confused offhand with the integer n, just as the element 1
of R is not to be identified with the integer 1. We shall see in a later
chapter (II, §4) under what conditions and in what sense is the identifica­
tion "n· 1 = n" permissible.

In this book we shall study exclusively the theory of COMMUTATIVE rings.
Since no other rings will be considered, a "ring" will mean from now
on a "commutative ring."

§ 8. Fields
DEFINITION. A ring F is called a FIELD if the following conditions

(FIELD AXIOMS) are satisfied:

Fl' F has at least two elements.
F 2' F has an identity.
F3' Every element of F different from zero has an inverse.

The three field axioms can be replaced by a single axiom: the elements of
F which are different from zero form a group with respect to multiplication.
This group shall be referred to as the multiplicative group of F.

In a field, every element different from °is a unit. Therefore a field
has no proper zero divisors (§ 6) and is an integral domain (in view of
F 2)'

If we apply the general group-theoretic considerations of § 2 to the
multiplicative group of F, especially the considerations concerning the
equation ax = b, we see that given any two elements a and b of F, both
different from zero, it is possible to divide b by a, that is, form the
quotient b/a. This quotient is the unique sobtion of the equation
ax = b. We observe, however, that also if b = 0, but a ¢ 0, then the
resulting equation ax = °still has a unique solution x = 0, since a is
not a zero divisor. For this reason we define: O/a = °(a ¢ 0). Hence
division by any element a different from zero is always permissible in a
field. On the other hand, if a = 0, th.en there results an equation
0· x = b which either has no solution (if b ¢ 0; whence b/O does not
exist) or is satisfied by every element of F (if b = 0; wh.ence % is
indeterminate. )

The ring of natural integers is an example of an integral domain that
is not a field. Examples of fields: (a) the set of all rational numbers;
(b) the set of all real numbers; (c) the set of all complex numbers.

§ 9. Subrings and subfields. A ring R' is called a subring of R if
(a) R' is a subset of R and (b) the ring operations + and· in R' are
the same as those induced in the set R' by the corresponding nng
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operations + and· in R. It follows that a subring R' of R, regarded
as an additive group, must be in the first place a subgroup of the additive
group of R. Hence R' must be a non-empty set and it must satisfy the
following condition (§ 3):

(a) If a, b EO R', then a - b EO R'.
Furthermore, R' must be closed under the given multiplication in R:

(b) If a, b EO R', then ab € R'.
Conditions (a) and (b) (together with the trivial condition that R' be a
non-empty set) are also sufficient to make R' a subring of R (the associa­
tive, commutative, and distributive laws automatically hold in R'
because they hold in R).

If R has an identity 1 and if this element 1 also belongs to R', then
1 is, of course, the identity of R'. In this case, we shall call R' a
unitary subring of R (or R a unitary averring of R'.) However, it may
well happen that while R has an identity, R' does not (for example:
R = ring of integers, R' = ring of even integers). Less trivial possi­
bilities are the following: (a) both Rand R' have an identity, but the
identity of R does not belong to R'; (b) R' has an identity but R does not
(see Example 2 below). In both cases (a) and (b) the identity of R' is
necessarily a zero divisor of R. For let I' denote the identity of R' and
let us assume that l' is not an identity of R. There exists then in R an
element a such that l'a = b ¥:- a. We have l'b = (I' .1')a = l'a = b,
hat is, l'a = l'b, or l'(a - b) = O. Since a ¥:- b, it follows that I' is

a zero divisor in R.
By a subfield of a field F we mean any subset F' of.F which is a field

with respect to the given field operations (+ and .) in F. From the
remarks just made concerning rings with identity it follows that the
element 1 of F is necessarily the identity of F'. This also follows from
the fact that the multiplicative group of F' must be a subgroup of the
multiplicative group of F. This last condition, together with the
condition that F' be a subgroup of the additive group of F, characterizes
the concept of a subfield. Hence (§ 3) F' is a subfield of F if and only
if the following two conditions are satisfied: (a) if a, b EO F', then
a - b EO F'; (b) if a, b EO F' and b ¥:- 0, then ab- 1 EO F'.

EXAMPLES. (1) If a and b are distinct elements of a field F, we may
define a new addition EB and a new multiplication 0 in F as follows:
x E9 y = x + y - a, x 0 y = a -+- (x - a)(y - a)j(b - a). (In geo­
metric terms: we change the origin and the scale.) It is easily seen that
the elements of F form a field also with respect to these new operations.
We denote this new field by F'. It is clear that a subset of F which is a
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subring of F' will not in general be a subring of F. ~ote that a and b
are respectively the zero and the identity of F'.

(2) Let A and B be two rings and let R be the set of all ordered pairs
(a, b), whe':"e a E A and bE B. If we define addition and multiplication
in R by setting (a, b) + (a', b') = (a + a', b + b'), (a, b)·(b, b') =
(aa' bb'), then R is a ring, and the subset R' of R consisting of the
elements (a, 0) is a subring of R. If A has an identity, say, eA, then
(eA' 0) is the identity of R'. The ring R has an identity if and only iE
both A a!1d B have identities eA and eB, and in that case (eA , eB) is the
identity of R. In the present example the identities of Rand R' are
therefore necessarily distinct.

§ 10. Transformations and mappings. We sha:: use the symbol
C for set inclusion. Thus, if Sand S' are sets, then S' C S shall mean
that S' is a subset of S. If S' C S, and S' ¢: S, we shall say that S' is
a proper subset of S and we shall write S' < S.

Let Sand S be arbitrary sets of elements. By a transformation of S
into S we mean a rule which associates with every element a of S some
subset of S. This subset, which may be empty, w;.1J be denoted by aT.
If ii is an element of aT, we say that ii corresponds to a (under the given
transformation T), or that ii is a transform of a, or that ii is aT-image
of a. It may be that to certain (or even all) elements of S there corre­
spond no elements of S.

If A is an arbitrary non-empty subset of S, the union of all T-images
of aU elements of A shall be referred to as the transform of A (under T)
and shall be denoted by AT. We have AT = U aT, a E A, where 6e
symbol U indicates set-theoretic addition (union of sets) and where a
varies in A. We make the convention that if A ;s empty, then the
symbol AT stands for the empty set. We sjy that T is a transformation
of S onto S if ST = S.

Let T be a transformation of S into S, and let S' be a subset of S.
Then T induces in a natural way a transformation T' of S' into S: if
a E S', we define aT' = aT. T' is called the restriction of T to S'.

If T is a transformatio~ of S bto Sand T' is a transformation of S
into some other set S', then the product of T and T' is the transformation
of S into S' which associates with every element a of S the su.bset
(aT)T' of S'. This transformation shall be denoted :,y TT'. Thus,
by def.'l;.tion, a(TT') = (aT)T', and it follows that we have for any
subset A of S: A(TT') = (AT)T'. If S1' S2' Sa, S4 are sets and
T;(i = 1,2,3) is a transformation of S; into S;-'-1' then c:early (T1T 2)Ta
= T 1(T2T a)·
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For a transformation T of 8 into S, the inverse transformation T-l of
S into 8 is defined as follows: If Ii E S, then liT-l is the set of all elements
of 8 having Ii as T-image; that is, a E liT-l if and only if Ii EaT.
Clearly T is the inverse of T-l.

A transformation T of 8 into S will be called a mapping of 8 into S if it
is everywhere defined on 8 and is single-valued, that is, if for every
element a of 8, the set aT contains one and only one element. This
element will also be denoted by aT. As with transformations in general,
a mapping T of 8 into S is said to be a mapping onto S if 8T = S. A
mapping of 8 into S is univalent if aT = bT implies a = b for any a and
b in 8. A mapping of 8 into S will be called one to one-in symbols,
(1, 1)-if it is both onto and univalent. It is clear that, T being a
mapping of 8 into S, T-l is a mapping of S into 8 if and only if T is
one to one; and in that case, also T-l is one to one.

The identity mapping I of a set 8 is defined by aI = a for all a in 8.
If 8 and S are two sets, I and 1 their respective identity mappings, then
a transformation T of 8 into S is a one to one mapping of 8 if and only
if there exists a transformation T of S into 8 such that TT = I, TT = 1;
and in that case T = T-l.

If T is a mapping of 8 into S, and T' a mapping of S into a set 8',
then the product transformation TT' of 8 into 8' is itself a mapping.

A mapping of 8 into S is, in fact, a single-valued functionf on 8 to S,
since it associates with each element of 8 a unique element of S. We
shall frequently use the functional notationf(a) to denote the element of
S which corresponds to an element a of 8. If f is a mapping from 8
into S, and i a mapping from S into S', we shall write, in the usual way,
g(j(a» for the element of 8' corresponding to a under the product of the
mappings f and g.

A mapping T of a set 8 into a set 8' is sometimes denoted by a notation
of the type a -+ E(a), where E(a) is a formula giving the value of the
image aT of any element a of 8.

§ 11. Group homomorphisms. From the foregoing general set­
theoretic definitions we now pass to the case in which the given sets are
groups. In this case one is interested in mappings of a particular type.
Let G and G be two arbitrary groups. We use the multiplicative
notation for the group operation in each group. By a homomorphism, or
homomorphic mapping, of G into (or onto) G we mean a mapping T of G
into (or onto) G which satisfies the following condition: if a and bare
any two elements of G, then

(ab)T = (aT)(bT).
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Thus a homomorphism of a group G into another group G is a mapping
characterized by the condition that the image of a product is the product
of the images: if to a there corresponds a and to b there corresponds
b (a, bEG; a, b E 0), then to the product ab there corresponds the
product ab, that is, we have ab = ab.

If both groups G, G are abelian and if the group operation in both
groups is written additively, then the foregoing homomorphism condition
(ab)T = (aT)(bT) becomes

(a + b)T = aT + bT.

A univalent homomorphic mapping of G into (or onto) G is called an
isomorphism, or an isomorphic mapping, of G into (or onto) G. It is
clear that an isomorphism of G onto G is a homomorphism of G into G
which is at the same time a one-to-one mapping.

Given two groups G, G, we say that G is a homomorphic or isomorphic
image (or map) of G according as there exists a homomorphism or an
isomorphism of G onto G. If T is an isomorphism of G onto G, then
it is dear that T-I is an isomorphism of G onto G. Hence if G is
an isomorphic image of G, then also G is an isomorphic image of G.
We say then that G and G are isomorphic groups. In particular, a
homomorphism of a group G into itself is called an endomorphism
of G; and an isomorphism of G onto itself is called an automorphism
of G.

If T is a homomorphism of G into G and,if T' is a homomorphism of
G into a group G', then TT' is a homomorphism of G into G'. If both
T and T' are homomorphisms onto, then also TT' is a homomorphism
onto (of G onto G'). It follows that a homomorphic image of a homo­
morphic image of a group G is itself a homomorphic image of G.

If T is a homomorphism of a group G into a group G, we mean by
the kernel of T the set of all elements of G which are mapped into the
identity element of G.

THEOREM 1. If T is a homomorphism.of a group G into a group G and
if e and e denote respectively the identity elements of G and of G, then
eT = e. If a E G and if aT = a, then a-IT = a-I. The set GT is a
subgroup of G, and the kernel H of T is a normal subgroup of G.

PROOF. From ee = e follows (eT)(eT) = eT, and on the other hand
we have e(eT) = eT. Hence (eT)(eT) = e(eT), and since the cancel­
lation law holds in any group, it follows that eT = e.

From aa- I = e follows (aT)(a-IT) = eT = e, whence a-IT = a-I,
where a = aT.

If a = aT and b = bT are any two eleme.'1ts of GT (a, bEG),
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then a(b)-l = (aT)(bT)-1 = (aT)(b-IT) = (ab-I)T, and therefore
a(h)-l E GT. This shows that GT is a subgroup of G (§ 4).

The kernel of T is a non-empty subset of G, since eT = e, hence
e EO H. If a, bE H, that is, aT = bT = e, then (ab-I)T = (aT)(bT)-1
= e, hence ab- l E H, and this shows that H is a subgroup of G. If a
is any element of the kernel H and if x is any element of G, we have
(x-Iax)T = (xT)-I(aT)(xT) = e, and therefore x-lax E H. This shows
that H is a normal subgroup of G.

The following theorem is used very frequently in testing whether a
given group homomorphism is an isomorphism:

THEOREM 2. A homomorphism T of a group G into a group G is an
isomorphism if and only if the kernel H of T contains only the identity e
ofG.

PROOF. In the first place it is obvious that if T is an isomorphism­
hence a univalent mapping-then e is the only element of G which is
mapped into the identity element e of G. Conversely, let us assume
that the kernel H of T contains only the identity e of G and let a a'.1d b be
elements of G having the same T-image: aT = bT. Then (ab-I)T =
aT.(bT)-1 = e, ab- l EH, ab- l = e, a = b, and hence Tis a univalent
mapping, that is, T is an isomorphism.

As was stated in Theorem 1, the kernel of any homomorphism of a
group G is a normal subgroup of G. ~ow, conversely, let H be a given
invariant subgroup of G. The right cosets of Hand G coincide then
with the left cosets of H, and we can define multiplication of cosets as
follows: Ha·Hb= Hab(a, bEG). The product Ha·Hb depends only
on the cosets Ha, Hb and not on the choice of representatives a and b of
these cosets. For if Ha' = Ha and Hb' = Hb, we have a' = h1a and
b' = h2b, where hI and h2 are elements of H, and hence Ha' ·Rb' =
Hill· ah 2 • b = Hhlha•ab = H ab, where ha = ah<fl-l E H. One sees
immediately that with respect to this definition of multiplication of
cosets, the cosets of H form a group, the coset H being the identity of
that group, and that the mapping a -* Ha is a homomorphism of G onto
the group of H-cosets, with kernel H. The group of cosets of the
normal subgroup H is called the factor group, or the quotient group, of G
with respect to H, and is denoted by GIR. The mapping a -* Ha is
called the canonical or natural homomorphism of G onto GIH.

The following situation occurs frequently in applications: we are
given a group G, a set G in which a binary operation (multiplication) is
defined, and a mapping T of G onto G which has the usual homo­
morphism property (ab)T = (aT)(bT). We may express these
conditions by saying that the set G is a homomorphic image of the group G.



16 INTRODVCTORY CONCEPTS Ch. I

LEMMA 1. The homomorphic image G of a group G is a group. If G
is commutative, so is G.

PROOF. We first prove the associative law in G. Let a, b, c be
arbitrary elements of G; they are images of certain elements a, b, c of G,
since T maps G onto G. We have (ab)c = a(bc). We have ~(ab)c]T =
[(ab)T]cT = [(aT)(bT)]cT = (ab)c. In a similar fashion we find that
~a(bc)JT= a(bc), and hence (iib)c = a(be). One shows then, as in the
proof of Theorem 1, that G has an identity, namely, eT, where e is the
identity of G, and that every element a of G has an ~nverse, namely, if
a = aT, then a- 1 = (a- 1)T. Thus G is a group. The second asser­
tion of the lemma is obvious.

Another situation which occurs frequently in connection with group
homomorphisms is the following:

We are given two groups G and G and a transformation Tof G into G.
It is also given that

(A) for any element a in G the set aT is non-empty;
(B) if a E aT and bE bT, then ab E (ab)T.

It is not given a priori that T is a mapping (that is, single-valued). Were
this given too, then it would follow at once that T is a homomorphism of
G into G. The following lemma reduces the test of single-valuedness
of T to the test of single-valuedness of T at the identity element e of G.

LEMMA 2. Let T be a transformation of a group G into a group G such
that conditions (A) and (B) are satisfied. If the set eT contains only one
element (e denoting the identity of G), then T is a mapping, hence a homo­
morphism, of G into G.

PROOF. We have, by condition (B), eT·eTE (e·e)T = eT; henceeT
is the identity e of G. Let a be any element of G and let us fix an
element b in (a- 1)T. If a is any element in aT, wehave, by (B),
ab E (aa- 1)T = eT = e, that is, ab = e. This shows that aT consists of
the single element b- 1• Q.E.D.

§ 12. Ring homomorphisms. A mapping T of a ring R into a
ring R is called a ring homomorphism, or simply a homomorphism, or a
homomorphic mapping, if T satisfies the following conditions:

(1) (a + b)T = aT + bT,

(2) (ab)T = (aT)(bT),

for any pair of elements a and b in R. Condition (1) signifies that Tis
a homomorphism of the additive group of R into the additive group of
R. Condition (2) is the analogue of (1) for multiplication.
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A ring homomorphism which is a univalent mapping is called an
isomorphism.

If T is a homomorphism or isomorphism of R onto R, then we say that
R is respectively a homomorphic or isomorphic image of R. If R is an
isomorphic image of R, then also R is an isomorphic image of R (in
virtue of the mapping T-l), and the two rings R, R are said to be
isomorphic rings, or R is said to be isomorphic with R.

We use the standard notation

to indicate that R is a homomorphic image of R (that is, that there exists
a homomorphism of R onto R) and we write

T:R ,-......,R

to indicate that a given mapping T or R onto R is a homomorphism.
The corresponding notation for isomorphic rings is

R r-.J R,
T: R r-.J R.

The same notation is used also in group theory for group homo­
morphism and group isomorphisms respectively.

An isomorphic mapping of a ring R (or of a group) onto itself is called
an automorphism. In an automorphism T: R r-.J R the two rings (or
groups) R, R coincide (not merely as sets but also as rings, or groups).

By the kernel of a homomorphism T of a ring R into a ring R we mean
the set of elements a in R such that aT = 0, where °denotes the zero
element of R.

THEOREVI 3. If T is a homomorphism of a ring R into a ring R, then

(a) OT = 0 and (- a)T = - (aT), for any element a in R;
(b) RT is a subring of R;
(c) the kernel N of T is a subring of R;
(d) if R has an identity element 1 and if RT is not a nul/ring, then

IT is the identity element of RT, and if a-l exists, then a-lT is
the inverse of aT in the ring RT.

PROOF

(a) This folh~vs from Theorem 1 of § 11 as applied to the additive
group of R.

(b) If ii, bERT, then ii = aT, b = bT, where a, bE R, and iib =
(ab)T E RT. Hence RT is closed under multiplication. Since, by
Theorem 1, RT is a subgroup of the additive group of R, it follows (§ 9)
that RT is a subring of R.
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The proof of (c) and (d) is equally straightforward and is left to the
reader.

COROLLARY. If T is a homomorphism oj R onto R and if R has an
identit~v element 1, then a/so R has an identity element (prouided R is not
a nul/ring) and this element is IT.

It has already been pointed out that the kernel N of the homo­
morphism T contains at least the element 0 of R. From Theorem 2 of
§ 11, as applied to the additive group of R, it follows that a homo­
morphism T of a ring R into a ring R is an isomorphism if and only if the
kernel N of T contains only the element 0 of R.

We have shown in the proof of Theorem 3 that the kernel N is closed
under multiplication. Actually N has the following much stronger
property: If one of the factors a, b of a product ab belongs to N, then the
product itself belongs to N. For if, say, a E N, then (ab)T = (aT)(bT)
= O(bT) = 0, hence ab E N, as asserted. This property of the kernel
N is fundamental in the formulation of the concept of an ideal, and we
shall return to it in chapter III.

From a formal algebraic standpoint, isomorphic rings are not essenti­
ally distinct rings, because it is clear that an isomorphic mapping of
a ring R preserves the algebraic properties of R (that is, those pro­
perties of R which can be formally expressed in terms of the ring
operations + and .). Thus, for instance, an isomorphic image of an
integral domain or of a field is again respectively an integral domain or
a field.

On the other hand, a homomorphism which is not an isomorphism
may affect some algebraic properties of a ring. For instance, a homo­
morphic image of an integral domain need not be an integral domain,
and a ring which is not an integral domain may have an integral domain
as a homomorphic image, (see III, § 9). '"

The situation for groups, which is covered by Lemma 1 of the
preceding section, arises also for rings and leads to a similar lemma.
Assume that we have a ring R, a set R in which two binary- operations
+ and . are defined, and a mapping T of R onto R having the usual
homomorphism properties: (a + b)T = aT + bT, (ab)T = aT·bT.
We express these conditions by saying that the set R is a homomorphic
image of the ring R.

LEMMA. A homomorphic image of a ring is again a ring.
The proof is similar to that of Lemma 1 of the preceding section and

may be left to the reader.
As to Lemma 2 of the preceding section, it is automatically applicable

to rings when we regard rings as additive groups.
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COROLLARY. An isomorphic image of an integral domain or of a field
is again respectively an integral domain or a field.

If T is a homomorphism of a ring R into a ring R and if R o is a subring
of R, then the restriction To of T to R o is a homomorphism of R o into
R. If T is an isomorphism, then also the induced homomorphism To
of Ro is an isomorphism (but not conversely).

An important special case is the following: R o is a common subring of
Rand R, and the induced homomorphism of R o is the identity (that is,
the automorphism To of R o defined by aTo = a, for all a in R o)' In this
case we say that T is a relative homomorphism of R over R o, or briefly: T
is an Ro-homomorphism (or an Ro-isomorphism, if T is an isomorphism).
For instance, the automorphism of a + ib --+ a - ib of the field of
complex numbers (a, b real) is a relative automorphism over the field of
real numbers.

If Ro is a common subring of two rings Rand R, we say that R is an
Ro-homomorphicimage of R if there exists an Ro-homomorphism of R
onto R; and that R is an Ro-isomorphic image of R (or that Rand Rare
Ro-isomorphic) if there exists an Ro-isomorphism of R onto R.

If T is a homomorphism of a ring R into a ring Rand T 1 is a homo­
morphism of a subring R 1 or R into the same ring R, we shall say that T
is an extension of T 1 if T 1 is the restriction of T to R 1• If only R, R, R 1

and T 1 are given, then we say that T 1 can be extended to a homomor­
phism of R (into R) if there exists a homomorphism T of R into R such
that T is an extension of T l'

§ 13.. Identification of rings. As an application of the concept of
isomorphism extension, we shall now discuss a certain standard pro­
cedure of ring identification which is frequently used in algebra.

Given two rings Rand S' we say that R can be imbedded in S' if there
exists a ring S which contains the ring R as a subring (§ 9) and which is
isomorphic with S'. It is clear that if R can be imbedded in S', then S'
must contain a subring which is an isomorphic image of R. We shall
prove now that this condition is also sufficient. We give the sufficiency
condition in the following sharp formulation:

LEMMA. If Rand S' are rings and if To is a given isomorphism of R
onto a subring R' of S', then there exists a ring S which contains R as a
subring and which is such that To can be extended to an isomorphism T of
S onto S'.

PROOF. We shall first assume that Rand S' have no elements in
common. We replace in S' every element r' of R' by the corresponding
element r' To -1 of R. The result is a set S which is the union of the two
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disjoint sets S' - R' and R, where S' - R' denotes the set of elements of
S' which are not in R' (the complement of R' in S'). We extend the one
to one mapping To of R onto R' to a one to one mapping T of S onto S'
in the following obvious fashion: aT = aTo, if a E R; aT = a if
a E S - R. The mapping T is indeed one to one since S' - R' and R
are disjoint. We now define addition e and multiplication 0 in S as
follows: if a, bE S, then a EB b = (aT + bT)T-r,a 0 b = (aT.bT)T-~·.

With this definition of the ring operations in S it follows directly from
Lemma 1 of § 12 that S is a ring and that T is an isomorphism of S onto S'.
Since To is an isomorphism of R onto R' and T coincides with To on R,
it follows from the very definition of the ring operations in S that if
a, bE R, then a EB b = a + b and a 0 b = a·b, where + and . refer to
the ring operations in R. Hence the ring R is a subring of s. :\1oreover,
T is, by definition, an extension of To.

This completes the proof if Rand S' are disjoint. In case Rand S'
have elements in common, we first replace S' by an isomorphic ring S'l,
which is disjoint from R. For this purpose, we make use of the follow­
ing elementary fact from set theory: If S' and R are arbitrary sets, there
exists a set S'l and a mapping H of S' onto S'l such that S'l is disjoint
from Rand H is one to one. By means of H the ring operations can be
carried over from S' to S'l (as they were in the preceding paragraph
from S' to S by means of T), S'l becomes a ring, and H becomes an
isomorphism of S' on S'l' If R'l = R'H, then R'l is a subring of S'l
and ToR defines an isomorphism of R onto R'l' Since S'l and Rare
disjoint we may apply the present lemma and obtain a ring S containing
R and an isomorphism T 1 of S onto S'l which coincides with ToR on R.
Then T 1H-1 is an isomorphism of S onto S' which coincides with To
on R. The lemma is thereby proved.

A typical situation which will occur frequently in this/book and in
which we shall tacitly make use of the foregoing lemma is th~ following:
R will be a ring (as a rule, a field) which is fixed throughout the discus­
sion, while S' may be any ring of a certain class of rings, but in each ring
S' there will be a subring R' isomorphic with R. Since we shall not be
concerned with the particular nature of the elements of S' but only
with S' regarded as an abstract ring, we are free to replace S' by an
isomorphic ring S containing the fixed ring R as a subring, according
to the scheme indicated in the above lemma. Actually we shall seldom
carry out explicitly this cumbersome substitution of S for S' . We
shall, as a rule, simply say that we identify R' with our fixed ring R,
and we shall, therefore, without further ado regard R as a subring
of S',
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§ 14. Unique factorization domains. We first give some defini­
tions concerning divisibility concepts in an arbitrary (commutative) ring
R with identity. The zero element of R is excluded from the considerations
which follow below.

If a and b are elements of R, we say that b divides a (or b is a divisor of
a) and that a is divisible by b (or a is a multiple of b) if there exists in R
an element c such that a = bc. ~otation: b'a, or a =0 (mod b). It is
clear that the units of R are those and only ·those elements of R which
are divisors of l.

If a = b€ and € is a unit, then a and b are called associate elements, or
simply associates. We have then that b = ac\ and hence not only
does b divide a but also a divides b. Conversely, if a and b are elements
of R such that b:a and a:b, and if R is an integral domain, then a and bare
associates. For we have a = bc and b = ac', whence a = ac'c, c'c =1,
that is, c is a unit.

A unit € divides any element a of R: a = €. cIa. The associates of
an element a and the units in R are referred to. as improper divisors of a.

An element a is called irreducible if it is not a unit and if every divisor
of a is improper.

DEFINITION. An integral domain R is a V~IQVE FACTORIZATIO~

DO'.VIAIN (or briefly, a VFD) 1/ it satisfies the following conditions:

Every non-unit of R is a finite product of irreducible factors.
The foregoing factorization is unique to within order and unit
factors .

.:vIore expJ.ici.t1.y, VF2 means the following: If a = PlPZ ... Pm =
qlq2' .. qn' where Pi and qj are irreducible, then m = n, and on
renumbering the qj' we have that Pi and qi are associates, i = 1,2,· .. , m.

Examples of unique factorization domains: (a) the ring of integers;
(b) euclidean domains (see § 15, Theorem 5); (c) the ring of polynomials
in any number of indeterminates, with coefficients in a field (see § 17,
Theorem 10).

THEORE:vI 4. For integral domains R satisfying VF1, condition VF2
is equivalent to the following condition:

UF3: If P is an irreducible element in R and ifP divides a product ab
then P divides at least one of the factors a, b.

PROOF. Let ab = pc and let

a = TIp'i'
i

be facto:!"izatio~sof a, b, and c into irreducible factors (UF1). We have
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12 p';.~ P"J = p. II qk' and hence if we assume that VF2 holds, then P
; j k

differs from one of the factors p';, P"J by a unit ~actor, and this proves
VF3.

Conversely, assume that R satisfies conditions T.JF1 and "CF3. Since
VF2 is obvious for factorizatio':ls of irreducible elements, we shall
assume :hat LJF2 holes for a':ly element of R which can be factored in!o
s irreducib!e factors and we shall prove then that VF2 holds for any
element a which can ~e factored into s + 1 irreducible factors. Let

(1)
s.J-I (J

a = Ep; = rIp'j'
;=1 j=1

be two factorizations of a ~nto irreducib!e factors, one of which invo1.ves
exactly s + 1 factors. We have that PI divides the product of the p'),
and hence, by VF3, PI must divide one of the elements p' 1> p' 2' ... ,p'u·

Let, say,PI divide p' 1. Since p' I is irreducible, it follows that PI and p' 1

are associates. Then p' I = €PI' where € is a unit, and after cancellation
of the common factor PI' (1) yields

(2)
s+1 u

TIp. - €TIp'.
........ ....L t - ...io-..J... J.
;=2 /=2

On the left there is a product of s irreducible factors. Hence by ou!
assumption, the two factor;.zations in (2) differ only in the order of the
factors and by unit factors. Since we have already shown that P'I
differs from PI by a unit factor, everything is proved.

In a un~que factorization eomain any pair of elements a, b has a
greatest common divisor (GCD), that is, an element d, denotee: by (a, b),
which is defined as follows: (1) d is a common divisor of a and b; (2) if c
is a common divisor of a and b, then c divides d. The GCD of a and b
is uniquely determined to within an arbitrary unit factor. The proofs
of existence and un~quenessof (a, b) are straightforward and can be left to
the reader. .

If (a, b) = 1, the elements a and b are said to be relatively prime. The
following are important but straig3tforwarc. properties of relatively
prime eleme':lts:

(1) If (a, b) = 1 and b divides a product ac, then b divides c.
(2) If (a, b) = 1 and if a:c and b:c, then ab:c.

§ 15. Euclidean domains. An important class of ~nique fac~oriza­

tio'1. domains ~s'given by the so-called euclidean domains or rings admit­
ting a division algorithm. These rings are defined as follows:
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DEFINITION. A euclidean domain E is an integral domain in which
with every element a there is associated a definite integer q>(a), provided the
function q> satisfies the following conditions:

El. If b divides a, then q>(b) < q>(a).*
E2. For each pair of elements a, b in E, b :F 0, there exist elements q

and r in E such that a = bq + rand q>(r) < q>(b).

The ring of integers is a euclidean ring if we set for every integer n:
q>(n) = Inl = absolute value of n. Then for any two integers a and b
the ordinary division algorithm yields integers q (quotient) and r

(remainder) satisfying E2. Similarly the ring F[X] of polynomials in
one indeterminate X, with coefficients in a field F (see § 17, Theorem 9,
Corollary 3) is a euclidean ring if for any polynomial f(X) in F [XJ we
set: q>(f) = degree of f if f:F 0; q>(0) = - l.

We proceed to derive a number of consequences from the conditions
El and E2.

a. If b :F 0, then q>(0) < q>(b). For if in E2 the element a is the
element zero, then r = - bq. If r were different from zero, then we
would have b!r and hence, by E1, q>(b) < q>(r), in contradiction with E2.
Hence r = 0 and q>(0) < q>(b), as asserted. We note that the function
q>l = q> - q>(0) also satisfies conditions E1 and E2. This new "nor­
malized" function is such that q>1(0) = 0 and q>l(a) > 0 if a :F O. This
normalization of the function q> can therefore always be assumed ab
initio, if desired, but it plays no particular role in the proofs given below.
As a matter of fact, we could have phrased the definition of euclidean
rings in such a way as to leave out the element 0 altogether. Namely,
it would have been sufficient to assume that q> is defined only for elements
a different from zero, provided the requirement q>(r) < q>(b) in E2 had
been replaced by the alternative: either r = 0 or q>(r) < q>(b).

b. If a and b are associates, then q>(a) = q>(b). This follows directly
from El.

c. If a divides b and q>(b) = q>(a), then a and b are associates. Under
the assumption q>(b) = q>(a), condition E2 yields: q>(r) < q>(a). On the
other hand, if r were different from zero then from r = a - bq and a!b it
would follow that a divides r, whence q>(a) < q>(r), a contradiction.
Hence r = 0, that is, also b divides a, and therefore a and b are associ­
ates.

. * In this condition the elements a and b are automatically diffe~ent from zero,
Since the divisibility concepts introduced in the preceding section have been
restricted to e1.ements different from zero.
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d. If € is a unit, then !p(€) = !p(l), and conversely. The direct
statement follows from b. and the converse from c.

THEOREM 5. A euclidean domain is a unique factorization domain.
PROOF. We,shall show that a euclidean domain E satisfies VFl and

UF3 (see § 14, Theorem 4).

VERIFICATION OF UFl. Let a be an arbitrary non~unit. Then VFl
is vacuously true for a if !p(a) = !p(l) (since this equality is in fact im­
possible if a is a non-unit). Hence we can use induction with respect to
the value of !p(a). We shall therefore assume that UFI is satisfied for
all elements a' such that !p(a') < !p(a) and we proceed to show that DFI
is then satisfied also for the given element a. If a is irreducible, there is
nothing to prove. In the contrary case we have a = bc, where neither
b nor c is an associate of a. It follows then from El and c that !p(b) <
!p(a) and !p(c) < !p(a). Therefore, by our induction hypothesis, both
band c are finite products of irreducible factors, and consequently also
a is such a product.

VERIFICATION OF UF3. We shall first prove the following lemma:

LE!VEVIA. Any two elements a, b of E(a, b ~ 0) have a GCD d,
and d is a linear combination of a and b, that is, d = aa + ~b, a E E,
~EE.

Let I denote the set of all elements of E which are linear combinations,
Aa + Bb of a and b (A, BEE). Among the elements of lather than
zero we select an element d for which !p(d) is minimum. We have
d = aa + ~b(a, ~ E E), and on the other hand, by E2, we can find
elements sand t in E such that a = ds + t, !p(t) < !p(d). We have then
t = a - ds = a(l - as) + b( - ~s) E I and !p(t) < !p(d). Consequently,
t = 0, that is, d divides a. Similarly, it can be shown that d divides b,
and hence d is a common divisor of a and b. :\1oreover, since d is of the
form aa + ~b, every common divisor of a and b is also a d~visor of d.
'Hence d is a GCD of a and b. Q.E.D.

The verification of UF3 is now immediate. For let an irreducible
element p of E divide a product ab, and let us assume that p does
not divide a. Then the GCD of p and a is 1, and hence, by the
lemma, we can write 1 = aa + ~p. Hence b = b· 1 = aab -+- ~bp,

and since p:ab it follows that p:b. This completes the proof of the
theorem.

§ 16. Polynomials in one indeterminate. Given a ring R, we
shall consider sequences
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such that all but a finite number of the ai are zero. Let S denote the set
of all such sequences. Iff, g E S,

g = {bo, bl , b2, ••• },

then we define:

(1) f -l- g = {ao+ bo, al + b~, a2 + b2, ••• },

(2) fg = {aobo, aOb l + albo, aOb2 + albl + a2bo, ... } = {Ck}'

where

(3) Ck = 2: aib j , k = 0,.1,2, ....
i+j=k

It is immediately seen that with these definitions of addition and multi­
plication the set S becomes a ring. The elements of this ring S will be
called polynomials over R or polynomials with coefficients in R.

The zero element of S is the sequence {O, 0, 0, ...}, and we have

- f = {-ao' -al, -a2, •• -}.

If R has an identity 1, then also S has an identity 1', namely, l' =
{I, 0,0, }. The converse is also true, as can be seen by writing
{a, 0, 0, }.1' = {a, 0, 0, ... }, a E R (complete the proof).

If f = {ai} is a non-zero polynomial (that is, if not all ai are zero)
and if n is the greatest integer such that an =F O(n > 0), then n is called
the degree off. The degree offwill be denoted by of. We do not assign
any degree to the zero polynomial. If of = n, then ao, al, ... , an will
be called the coefficients of f, and an will be called the leading coefficient
of f. If R has an identity and an = 1., then the polynomial f will be
called monic.

It is clear that if of < og, !hen o(f + g) < og, with equality if
2f < eg. If of = nand og = m, then it follows directly from (3) that
cm+n = anbm and ck = ° if k > m + n. Hence either anbm =F 0, in
which case fg =F 0, o(fg) = m + n, and the leading coefficient of fg is
anbm ; or anbm = 0, and then either fg = °or o(fg) < m + n. The
first alternative (that is, anbm =F 0) certainly holds if one of an and bm is
not a zero d;visor, in particular if either (1) R has an identity and one of
f and g is monic or (2) if R is an integral domain.

The natural mapping a --+ {a, 0, 0, ... } i.s an isomorphism of R
onto a subring R' of S. Hence R can be imbedded in S. However,
rather than replace S by some unspecified isomorphic ring S' which
contains R as a sub!"ing (see § 13), we prefer in the present case to deal
with the ring S itself, since our concrete definition of a polynomial as a
sequence is most convenient. I t must then be emphasized that we
cannot regard in all cases our original ring R as a s~bring of S, since, in
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the absence of any information about the nat~!"e of the elements of R,
it cannot be excluded that Rand S - R' have common elements, that
is, that some elements of R are in fact fin~te sequences of other elements
of R. To avoic all unnecessary notational complications, we agree from
now on to replace R by some isomorphic ring for which the above set­
theoretic difficulty does not arise and to regard therefore R as a subring
of S.

Summa!"izing, we l1ave the following
THEOREM 6. The polynomials with coefficients in R form a ring Sin

which R can be imbedded as a subring. S has an identity if and only if R
has an identity; and if that is so, then (1,0,0, ...) is the identity of S,
where 1 is the identity of R. If f and g are two non-zero polynomials in
S, then either fg = 0 or o(fg) :::: of -I- og, and we have oUg) = of -~ og
if and only if the product anbm of the leading coefficients off and g is not
zero; and if that is so, then anbmis the leading coefficient offg. If R is an
integral domain, so is S, and the units of S arise from the units of R under
the mapping a -* (a, 0, 0, ...).

If-as will be the case from now on-R is regarded as a subring of S,
then the element 1 of R is also the identity of S, and if R is a.Pc integral.
domain, then the units of R are the only units of S.

We shall now assume that R has an identity 1 and denote by X the
polynomial (0, 1,0, ...). We find at 'once that if a E Rand m is a
non-negative i!\teger, then aXm = {c;}, wl1ere Ci = 0 if i ~ m, Cm= a.
It foll.ows that if f = {a i } is a polynomial of cegree n, the!\

(4) f = ao -I- a1X -I- a2X2 -I- ... -I- a~n, ai E R, an ~ 0,

which yie:ds the ~amiliar expression of a "go~ynomial in X". We s1:lall
call X an indeterminate and we shall refer to the polynom;als in S as
polynomials in one indeterminate (over R). The 6ng S itse!f will be
denoted by R[X: and will be refe~red to as a polynomial ring in one
indeterminate over R.

The polynomia1.s in one indeterminate, which we have dep.!\ed so far
in a purely fonnal fashion, have an important functional connotation
which we proceed to elucidate. Let,:::j be any un£tary overring of R
and ~et f = ao -I- a1X -I- ... -I- a~n be any polynomial in R[XJ. If
y E LJ, we setf(y) = ao -I- a1y -I- ... -I- anYn. Thenf(y) E,:::j. We say
th<,.t f(y) is the result of substituting y for X in the expression f(X) off.
In particular, we have, then, f(X) = f (taking for LJ the ring R~X~

itself).
If LJ is a l'.nitary overring of R and if y is a fixed element of ,:::j, the

.>:napping f -* f(y) is a R-homomorphism of R[XJ ;nto,:::j. This state-
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ment follows from a comparison of (1), (2), (3) with the easily proved
formulas

(5)

(6)

'Lad + 'Lbiyi = 'L(ai + bi)yi,

('Laiyi)('Lbjyj) = 'LCkyk, where Ck = 'L aibj.
i-"-j=k

then

Thus if f(X) and g(X) :'.re two polynomials in X and if we set

heX) = f(X) ± g(X), k(X) = f(X)g(X),

hey) = fey) ± g(y), key) = f(y)g(y)·
For f fixed, the transformation y ---+ fey), y EO LJ, is a mapping of LJ

into itself, that is, a function of LJ to Ll. We denote this function by f,j'
Thus with every polynomial f in R~X] and with every ring L!, unitary
over R, we have associated a function f,j on LJ to Ll. If Ll is a subring
of another ring Ll 1, which is unitary over Ll, then f,j, = f,j on Ll. It
is therefore apparent that any polynomial in R~XJ can be thought of as
the symbol of a well-defined operation which can be applied to any
element y of any given ring Ll unitary over R and which, if so applied,
yields a well-defined function on Ll to LJ. This operation is performed
by substituting y for X in the given polynomial f, or f(X). From
this point of view the symbol X appears indeed as a"\ indeterminate,
or "variable," wh;.ch can take values in any ring containing R.

We point out that for a given ring LJ containing R ~t may very well
happen that distinct polynomials in R[X~ give rise to the same function
on LJ. This is equivalent to saying that there may exist a non-zero
polynomial f such that fey) = 0 for ae y in Ll. This will certainly
happen if LJ = Rand R contains only a finite number of elements, say,
c1, c2, ••• ,cn. For then we may setf = (X - c1)(X - c2)··· (X - cn),
and obviously fey) = 0 for all y in R. On the other hand, there
exist rings Ll contain~ng R such that f,j ':;tf g,j whenever f':;tf g. The
simplest example of such a ring is the ring R[XJ itself, for we have
f(X) = f ':;tf g = g(X). Any ring 8' containing R which is R-iso­
morphic with R[XJ (see § 12), and afortiori, any ring Ll which contains
such a ring 8' as a subring, will share with R~X~ the above-mentioned
property.

If f = a EO R, :hen the funct~on f,j is constant: f,j(y) = a, for all
y EO LJ. For this reason the elements of R regarded as polynomials will
be called constants. In view of what was said in the preceding para­
graph, it may well happen that f,j is constant even though f ¢: R.
~everthe:ess only those polynomials which a.re in R will be called
constants.
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§ 17. Polynomial rings. We consider again a ring L1 unitary over
R, and we PX an element x in ,1. We then have a mapping f --?- f(x) of
R:X] into ,1 and we have seen that this ~apping is a homomorphism.
If f is a constant, f· a E R, then f(x) = a, whence we are dealing with
an R-homomorphism of R£X] (§ 12). The image of R[X] under this
homomorphism is a subring of ,1 (Theorem 3, b, § 12). We denote
this subring by R[xJ. This subring of ,1 is uniquely determined by R
and x: it consists of all elements of L1 which are of the form a o + a1x +
... + anxn, ai E R. It can also be characterized as the least subring of
L1 containing x and all the elements of R.

DEFI~ITIO:"\. We shall say that x is algebraic over R if the mapping
f --?- f(x) is a proper homomorphism (that is, not an isomorphism). In
other words (§ 11., Theorem 2), x is algebraic over R if and only if
there exists a non-zero polynomial g(X) such that g(x) = O. An
element x of ,1 is said to be transcendental over R if it is not algebraic
over R.

It follows that if x is transcendental over R, then R[x] and R[X~ are
R-isomorphic rings, the mappingf(X) --?- f(x) being an R-isomorphism
of RrXl onto Rrxl.- - - ...

Since all rings R~xJ, where x is transcendental over R, are
R-isomorphic with R[X], it is natural to call all such rings polynomial
rings. We give therefore the following

DEFINITION. Let R be a ring with identity and let S' be a ring unitary
over R. Then S' is called. a polynomial ring over R if there exists at least
one R-isomorphism of R[XJ onto S'. In other words, S' is a polynomial
ring over R if S' contains at least one element x which is transcendental
over R and which is such that S' = R[xJ. Any such element x is called a
generator of S' over R.

If S' is a polynomial ring over R, and x is a generato... of S' over R,
we shall also say that S' ;s a polynomial ring ove... R in the element x.
As an examp:e, let R be the field of rational numbers, ,1 the field of real
numbers, 7r the ratio of circumference to d~ameter (or any other
transcendental real number). Then the subring R[7rJ of ,1 is a poly­
nomial ring over R in the element 7r.

From the very definition of polynomial rings it follows that at:
polynomial rings over a given ring Rare R-isomorphic. We further
elaborate this fact ~n the following

THEORB1 7. Let S' be a polynomial ring over a ring R in an element
x; let R be a ring with identity, L1 a unitary overring of R, and y an element
of ,1. If To is a homomorphism of R onto R, then To can be extended in
one and only one way to a homomorphism T of S' onto R[y} such that xT = y.



§ 17 POLYXO::\UAL RTXGS 29
---------------------

Jloreover, T will be an isomorphism if and only if To is an isomorphism
and v is transcendental over R.

P;OOF. We observe that if T exists at all, then we have

C'2.o;xi)T = 2)aiT)(xT)i = 'L(aiTO)yi, ai E R,

so that T is uniquely determined. We make use of this formula to
define T. Since x is transcende~tal over R, every element of S' ca~

be uniquely expressed in the form '2,oixi(ai E R); thus T is single­
valued. It is sure1.y a mapping of S' onto R[y~, since To is a mapping
onto R. Obviously aT = aTo for a E R, and xT = y. That T is a
homomorphism follows from (5) :J.':1d (6) of § 16, applied to elements of
R[x] and Rry:.

Suppose To is an isomorphism and y is transcendental over R. If
Claixi)T = 0, then '2(aiTo)yi = 0. Since y is transcendental over R,
each aiTO is 0; since To ;s an isomorphism, ai = 0. Thus T is an
isomorphism. The converse is similarly proved.

COROLLARY. Let S' and S be polynomial rings over a ring R in the
elements x and y respectively. Then there is a unique R-isomorphism of S'
onto S which maps x into y.

We now turn to the study of a fixec. polynomial ring S in an element
x over a ring R with identity. The notion of degree and lea&ng
coefficient of a polynomial is carried over in an obvious fashion from the
ring R[X] to the given ring S. Thus, if y is any element of S, y =F 0,
then y = f(x), where f = f(X) is a uniquely determined non-zero
polynomial in R[XJ. Then the degree and leading coefficie~t of f win
be, by definitlon, the degree and leading coefficient. of the el~ment y
regarded as a polynomial in x. It must be emphasized that the degree
and leading coefficient of any given element y of S are not intrinsically
related to y but depend a:so on the choice of the generator x. We can,
however, state the following

THEOREM 8. Let R be an integral domain and let S be a polynomial
ring over R in an element x. Let x' be a non-zero element of S, of degree
n >°in x (that is, n = degree of x' regarded as a polynomial in x) and
let f(X) be any. polynomial in an indeterminate X, of degree m. Then
f(x') is of degree mn in x. A necessary and sufficient condition that x' be a
generator of S over R is that x' be linear in x (that is, n = 1) and with lead­
ing coefficient a unit in R. In this case the degree of an element of S relative
to x' will be equal its degree relative to x.

PROOF. Let x' = g(x) and let a and b c.enote the leading coefficients
ofg and f respectively. The~ the leading term of f(x') is bamxmn, whence
the first statement of the conclusion. If x' is a gene':"ator of S over R,
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t~e~ x = f(x') for an a?propr~atef, hence mn = 1, ba = 1, so that x'
has the incicated fOf'TI. Co~versely, if x' h2.8 this form, then x E R~x'],

hence S = Rrx'l. !:"_lrthermore, if f(X) ;.8 o~ degree m, f =;tf 0, then
f(x') is a~so 0; degree m in x (since n = 1), and hence f(x') =;tf 0. Hence
x' is a tra!\scendenta~ over R. This completes !he proof.

COROLLARY. If T is an R-automorphism of a polynomial ring RCx~

(R an integral domain), then xT = a o + alx, where al is a unit in R.
Conversely, if x' = a o +- alx and a l is a unit in R, then there exists a
unique R-automorphism T of R~x~ such that xT = x'.

'r'::te first part of the corol:ary follows from the fact that uncer the
assuI!lpt~ons made we must have R[xJ = R~xT]. The second p2.rt
foJ1.ows directly from the ?resent theorem anc from the corollary to
Theorem 7.

If R :1.as zero civisors, then it is still true th2.t elements x' of the inc:i­
cated for'TI are generators, !Jut the other statecnents of t~1.is 6eorem need
not 'Je true. Indeec it is possible that S is a polynomial 6ng in an
elemelt x' whose degree in x is greater than 1. For example, ~et R be
a ring with identity, and suppose !hat R contains an eleme~ta =;tf Osuch
that a 2 = O. Then, if x' = x + ax2, we have x' - ax'2 = x, whence
Rrx'l = Rrxl.- - ... -

Of partic'.Jlar importance 2.re the polynomial rings over a B.e1.d. These
wi~l be seen to be euclidean domains as a result 0;

TEEoREM 9. Let R be a ring with identity and R[x: a polynomial
ring over R in x. Let f(x) andg(x) be two polynomials in R~x] of respective
degrees m and n, let k = max(m - n + I, 0) and let a be the leading
coefficient ofg(x). Then there exist polynomials q(x) and rex) such that

akf(x) = q(x)g(x) + rex},

and rex) is either ofdegree less than n or is the zero polynomial. Moreover,
if a is regular in R, then q(x) and rex) are uniquely determined. ~,

P~OOF. If m < n, the':1 k = 0, a~d we may take q(x) = 0, rex) = f(x).
Fo= m > n - 1, k = m - n J... !, and we prove the first part of the
t:.eorem Sy :.nd'Jction on m, observi'1.g it to be true if m = n - 1.
Hence let m > n. ':':1.en af(x) - bxm-ng(x) :1.as cegree at most m - 1,
where b ~s !::te leacing coefficient o!:" f. By induction hypothesis the=e
ex~s! po:ynomials ql(X) and r lex) such tha~

a(m-l)-n+~(af(x)- bxm-ng(x» = ql(X)g(X) + rl(x), or l < n

or
r l = O.

We need now on~y tai{e q(x) = bam-nxm- n + ql(X), rex) = rl(x).
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:\ow suppose a IS regular and that we have also a"f = q'g + r',
cr' < n. Then (q - q')g = r' - r. If q - q' ¢ 0, then the left side
has degree at least n, since the leacing coefficient ofg(x) is regular. But
this is impossible since 2(r' - r) < n. Hence q - q' = 0, r' - r = O.

COROLLARY 1. Using the notation of the theorem let f(x) be in R~xJ

and a in R. Then f(a) = °if and only if x - a is a divisor of f(x) in
R[xJ.

Since x - a is of degree 1, there exist q(x) E R[x~ and b E R such :hat
f(x) = q(x)(x - a) + b; thenf(a) = b, whence 6e corollary.

If X is an i~determinate, an elemen: a of R such that f( a) = °wi:l
be called, as usual, a root of f(X).

COROLLARY 2. Let f(X) be in the polynomial ring R[XJ in one
indeterminate, over an integral domain R. If aI' ... , am are distinct roots
of f(X) in R, then (X - a I ) ... (X - am) divides f(X) in R[X~. If
f(X) ¢ 0, the number of roots off(X) in R is at most equal to the degree of
f(X).

The first sta:ement is true for m = 1; hence assume it for m - : ~oots,

so that f(X) = (X - a I )· .. (X - am_I)q(X). Then f(am) =
(am - a I ) ... (am - am_ 1)q(am). Since there are no zero divisors,
q(am) = 0, so that X - am divides q(X), whence :he first state:":\ent of
the theorem. The second statement fol:ows from considerations of
degree.

If R has zero divisors, Corollary 2 need not be true. Inceec a non­
zero polynomial may have infinitely many :oots. For example, suppose
that an element a 0: R, different from zero, is an absolute zero-divisor,
that is, that ab = °for all b in R. Then every element of R is a ~oot of
the polynomial aX, which therefore has l'1finitely many roots (if R ~'las

infinitely many elements).
Another example (in which R will !'lave a~ element 1) is the following:
Let A and B be two rings with identities eA ane eB and let R be the

ring of ordered pairs (a, b) defined in Example 2 of § 9. E we set
a = (eA' 0), every element of the form (0, b), b E B is a root of t~e

polynomial aX, which therefore has infinitely many roots if we take for
B an lnfinite ring.

COROLLARY 3. A polynomial ring F[x: over a field F is a euclidean
domain. Every polynomial of positive degree can be factored in the form

m

a TI=di(X), where a E F and fi(X) is a monic irreducible polynomial;
i

this factorization is unique except for order.
If f(x) E F[x}, let cp(f) = of, if f ¢ 0; let cp(O) = - 1. C0!1c,i60n

El of the deE~ition of euclideaT"\ domain (§ 15) is clearly satisfied;
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condition E2 follows from the theorem. Hence F~xJ is a umque
factorization dOIYlain. Since every polynomial in F~xJ has a monic
associate and si'1ce associates can differ only by a non-zero factor in
F, the remainder of the corollary follows.

Since a field is trivially a unique factorization domain, the following
theorem, which is of the greatest importance, may be regarded as a
partial generalization of the preceding corollary.

THEORE:vI 10. If R is a unique factorization domain, then so is any
polynomial ring over R in one transcendental.

PROOF. Throughout this proof one should bear in mind the various
assertions of Theorem 6 of § 16.

We call a polynomial primitive if its coefficients have no common
divisors (other than units). We then observe that it is possible to write
any (non-zero) polynomj.al f(x) of R[X] in the form f{x) = efl (x), where
c E R, and fl(X) is primitive: namely, let c equal a GCD of the coefn­
cients of f(x). Any element c satisfying the stated condition is necessarily
a GCD of the coefficients of f(x) and hence is determined to within a
unit factor. The factor c is caUed the content of f(x) and is denoted by
c(f). We observe thatf(x) is primitive if and only if c(1) is a unit in R.

We can now prove that every element of R[xJ factors into irreducible
ones. It is clear that an element of R ~s irreducible (or a unit) in R[xJ
if and only if it is irreducible (or a unit) in R. From this it foHows
(since R is a U"FD) that every polynomial of R~xJ of degree zero factors
into irred~cibles. Supposef(x) has positive degree n and that factoriza­
60n has been proved for ?olynomia:s of lower degree. We write
f(x) = Cfl{X), where c = c(f) E Rand fleX) is primitive, and we need
only prove thatfl(x) is a product of irrecucibles. Iffl(X) is irreducible,
there is nothing to prove. Otherwise, fl{X) = g(x)h(x), where g(x),
hex) E R~xJ, and neither is a constant since fleX) is primitive. Hence
both have degree less than n, therefore they factor into irreducible
polynomials, by i'1duction assumption, and hence so does flex).

We complete the proof by verifying VF3: Ifp(x),j(x),g(x) E R[xJ,p(x)
irreducible, and p(x) divides f(x)g(x), then p(x) divides either f(x) or g(x).
The proof must be separated into two cases, depending on whether the
degree of p(x) is zero or positive, and each case is covered by one of the
following two lem.mas.

LEMMA 1. (LE:vI:vIA OF GAUSS) If f(x), g(x) E WXJ, then c(fg) .
c(f)c(g). In particular, the product of two primitive polynomials is
primitive.

PROOF. If c = c(f), d = c(g), thenf(x) = Cfl(X), g(x) = dgl(x), anc
fl and gl 2.re primitive. Since fg = (cd)flgl' we need only prove that
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figi is primi6ve-that is, it is enough to prove the second assertion of
the lemma. If flgl is not primitive, let p be an irreducible element of
R which divides all the coefficients of flgl. If fleX) = "'2Pixi , gl(X) =
'lbixi , ai' bi E R, let as, bt be the first coefficients offl andgl respectively
which are not divisible by p (these exist sincefl and gl are primitive).
The coefficient of xs+t infl(X)gl(X) is

... -I- as_Ibt +1 + asbt + as+lbt - l + ....
Since R is a unique factorization domain, p does not divide asb t •

Since it divides all terms of the above sum which precede and follow
asb p it does not divide the sum itself, a contradiction. Hencefl(x)gl(x)
is primitive, as asserted.

LE:vI!\1A 2. Ifg(x) divides bf(x), where b E Rand g(x) is primitive, then
g(x) divides f(x).

PROOF. We have bf(x) = g(x)h(x), where hex) E R[x]. By Lem!Y1.a 1.,

b-e(f) = e(g)·e(h) = e(h). Thus b divides e(h) and hence also hex), so
that g(x) divides f(x).

We can now prove DF3 for R[x]. Suppose, then, that p(x) divides
f(x)g(x), where p(x) is irreducible. If the degree of p(x) is zero, so that
p(x) = pER, then p divides e(fg) = c(f)e(g), hence (say) plc(f) (by
UF3 in R), so that plf(x).

If, on the other hand, the degree of p(x) is positive, we proceed as
follows. Suppose p(x) does not divide f(x); then we show that it divides
g(x). Consider* the set M of all polynomials A(x)p(x) + B(x)f(x),
where A(x), B(x) E R[x]. Among all the non-zero polynomials of M,
let Ip(x) be one of least degree, and let a be its leading coefficient.
According to Theorem 9, there exists a non-negative integer k and
polynomials hex) and rex), such that akj = Iph + r, where either r = 0
or or < olp. Since Ip E M, Ip = Ap + Bf, hence r = akj - Iph =
(- Ah)p + (ak - Bh)f, so that rEM. Hence or < olp is impossible,
and so r = 0, akj = Iph. We write Ip(x) = elpl(x), where e = e(lp) and
Ipi is primitive. By Lemma 2, Ipl divides f. Similarly Ipl divides p.
Since p is irreducible and does not divide f(x), i,t follows that Ipl is a
unit in R(x], hence is in R. Hence Ip E R; that is, the set M contains a
constant Ip ¥: 0: From Ip = Ap + Bf we obtain Ipg = Apg + Bfg, so
that p divides Ipg. Si~ce p is irreducible and of positive degree, it is
primitive, and so Lemma 2 implies that p(x) divi.des g(x).

This completes the proof of Theorem 10. We shall use the two above
lemmas on various other occasions.

* It will be noticed that this proof is very much like that of the Lemma of
§ 15 (p. 27), the modifications being due to the fact that our ring R[x] is not
euclidean but is "nearly so" (i':1 virtue of Theorem 9).
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§ 18. Polynomials in several indeterminates. In § 16 we have
defined polynomials in O'1e indeterminate over a given rl'l.g R and have
seen that each such polynomial can be expressed in the usual for-n
J.,aiXi. By a polynomial in n indeterminates we have in mind a finite sum

J.,ai ... i Xli, ... -"Ynin ,
1 n

where the i
J
• a~e non-negative integers and a i ••• i E R, and we seek to

, n

formalize f:lis concept. We observe that a polynomial is determinec
when its coefficients ai .•• i are known, that is, when to each ordered

1 n

n-tuple (i1,"', in) of non-negative integers is assigned an element
a i •.• i of R. This, in effect, will be our definition.

1 n

Let I be the set of non-negative integers, In the set of ordered n-tuples
(i) = (iI' ... ,in) of elements of I, that is, each elePJ.ent of In is a
sequence of n non-negative integers. If (j) = (j1' ... ,jn) is in In' we
define (i) -!.- (j) = (i1 + j1' ... , in + jn)'

DEFI~ITIO~. Let R be a ring with identity, n a positive integer. A
polynomial over R in n indeterminates is a mapping f of In into R such that
(i)f = 0 for all but a finite number of n-tuples (i). Iff and g are two such
polynomials, define h = f + g and k = f·g by

(i)h = (i)f + (i)g,

(i)k = 2 (j)fU')g·
(j)-'-(j')=(i)

If n = 1, we have mappings 0: I into R-that is, in effect, sequences
of elements of R. Thus the present definition is cons~stent with that of
§ 16.

If S denotes the set of all ?olynomials over R in n indeterminates it
is easily seen that S is a ring. For each element a in R we define a
polynomial fa by

(i)fa = a if (i) = (0, ... , 0),

(i)fa = 0 otherwise.

:~ is immediate that fo is the zero of S and that, moreover, S has an
ide'l.tity, which is given by f1 (1 being the identity of R). It is readily
verified that

fa + fb = fa-cb' fa -fb = fab'
so that the mapping a ---+ fa is an isomorphism of R onto the subring of
S consisting of all fa. We shall replace each fa by the corresponding
a, so that heClceforth we consider S to contain R as a subring.

If v is a fixed integer between 1 and n, let (j<v») denote the n-tuple
which has the integer 1 in the v-th place and the integer 0 elsewhere.
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We define Xv to be the element of S which assigns the iden~ity element
of R to the n-~up:e (j(v») and the zero o~ R to every other n-tupie. If
a E R, and iI' i 2, .•• , in are non-negative integers, then it is easily seen
that aX1i,X2i, ... Xnin is the element of S which associates a with 6.e
n-tuple (i) = (iI' i 2 , ••• ,in) and 0 with every other one. Thus every
elementf of S is a sum of a finite ~umber of special polynomials of the
form

(1) a(i)X1i,X2i, ... Xni n ,

called monomials, and f is the zero element of S if and only if all the
coefficients aU) are zero. Here iI' i 2 , ••• , in are any non-negative
integers and a(i) is a:1Y e!ement of R. The ring S wil: be denoted by
R[X1, ••• , XnJ·

By the degree of the monomial (1) we mean ~he sum of the exp0':1e~ts

i 1 + i 2 + ... + in' By the degree af of any non-zero polynomial f we
mean the maximum of the degrees of the monomials of which f is the
sum. If all the monomials i:1 this sum have the same degree, then f is
said to be homogeneous or to be a form. If f and g are forms, then fg is
clearly either ~ero or a form of degree aj + ago

A polynomi.a\ f of degree m can be expressed uniquely in the form

f = fo + fl + ... -I- fm'

where eachfi is either zero or a form of degree i, andfm ¥- 0. From this
it is clear that if f, g E Sand fg ¥- 0, then a(fg) < af + ago

\Ve may now state
THEoRB1 11. Let R be a ring with identity. The polynomials in n

indeterminates with coefficients in Rform a ring S which is unitary over R.
If f and g are non-zero polynomials in S, then either fg = °or b(fg) ~ af
+ [g. If R is an integral domain, then so is S and then a(fg) = of + ago

PROOF. All has been proved but the last statement. Sup?ose, then,
thatf and g are non-zero polynomials in S of respective degrees p and q.
We write

°f=f +f -!- ... +!, a=g -I-g +"'-I- ao l' p' b 0 1 • b q'

fp ¥- 0, gq ¥- 0,

where fi and gj are either zero or forms of degrees i and j respectively.
~ow

p+q

fg = L hk , hk = L figj'
k=O i+j=k

Since hk is either zero or a form of degree k, the last statement of the
theorem is proved if we show that hp+q = fpgq is not zero. In othe!"
words it is sufficient to show that S is an integral domain.
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For th.is purpose we order the monomials of a given degree v 1exico­
graph.ically: X 1i,Xl.··· Xnin < X/,X2i• ... Xnin if is < is' where
s is the least integer (1 < s < n) such that is :;tf:. is. With respect to
this ordering, and for v = p, let aXl a,X2a• ... Xnan be the first of the
monomials which actually occm in fp(a:;tf:. 0). Similarly, let
bX113,Xl . ... X nl3n be the B.rst monomial of degree q which actually
occurs in gq (b :;tf:. 0). Then it is immediately seen that

abX1a,+I3,X2a.+I3• ... X nan+13n

is the first monomial in the product fptq, and since ab :;tf:. 0 it folJows
that fpgq :;tf:. O.

Often theorems on polynomials in n irldeterminates are proved by
induction with respect to n. We shall now put in evidence this induc­
tive aspect of polynomial rings.

Consider the set S I of those polynomials f in R[X l' X 2' ••• ,X,J in
which the indeterminate X n does not occur at all, or-as we shall say­
which are independent of X n. By these polynomials we mean those
mappings f of In into R which satisfy the following condition:
(iI' i2, ... ,in)f = 0 if in :;tf:. O. It is clear that these mappings fin S'
are i~ (1, 1) correspondence with the mappings of In- 1 into R, for any
.such mapping f is uniquely determined ::>y its e:ffect on the n-tup1es of
the form (iI' i 2, ... , in-I' 0). We can therefore identify the poly­
nomials f in R~X,., X 2' ••• ,XnJ, which are independent of X n, with
corresponding po1Yrlomia1s in R[X1, X 2, ••• ,Xn_~' It is im­
mediately seen that the ring operations in S = R[X1, X 2, ••• ,XnJ
and SI = R[X1 , X 2 , ••• ,Xn-J are consistent with this identification.
Hence we can (and shall) regard R[X1, X 2, ••• ,Xn-J as a subring of
R[Xl' X 2' ••• ,Xn~. We now assert thatthis latter ring S is a polynomial
ring in X nover the ring S1> in the sense of the definition of § 17. For in
the first place, every subring of S which contains S,. and X n contains all
the monomials aXIi ,Xl• ... Xnin and hence contains S. In the second
place, it is obvious that X n is a transcendental over SI. Hence
S = SI[XnJ.

From this last fact, and from Theorem 6 of § 16, we can conclude by
induction that S is an integral domain if R is.
~uch of the d~scussionof § 16 and § 17 can be extended to the case of

polynomials in n indeterminates.
Polynomials in R[Xl;· .. ,XnJ can be construed as "functions of n

variables." Let A be any ring ~nitaryover R and let Xl' ••• 'Xn be
elements of A. If
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is any polynomial in 8, we define

(2)

Then f(x l , ... , xn) is in L! and is called the result of substituting Xl for
Xl' , Xn for X n in f. In particuIar, according to this definition,
f(X l' , X n) is f itself:

For Xl' ... , Xn fixed, f --+ f(x l , ••• ,xn) is an R-homomorphism of
R[XI, ... , XnJ into .1. The image in .1 of R[X1, ••• , XnJ will be
denoted by R(xl , ... , xnJ. It is a subring of .1 and consists of all
elements of the form (2); it may also be described as the smallest
subring of .1 containing Xl' ... , Xn and R.

DEFINITION 1. The elements Xl' ... , Xn will be called ALGEBRAICAL:"Y

DEPENDE~T OVER R if the mapping f --+ f(x 1, ••• , xn) is a proper homo­
morphism. Otherwise they will be called ALGEBRAICALLY INDEPE'.'WE'.\TT

OVER R.
Thus, Xl' ... , xn are algebraically dependent over R if a~d only if

there exists a non-zero polynomial g(X) such that g(x) = O.
DEFINITION 2. Let Rbea n'ng with identity and 8' a ring unitary over

R. Then 8' is called a polynomial ring over R if there exist elements
Xl • ... , Xn in 8' which are algebraically independent over R and such that
8' = R[xl , ... , xn]. Any such set {Xl' ... , xn} will be called a generat­
ing set. More specifically we say that 8' is a polynomial ring over R in
Xl • ... ,Xn•

Thus 8' is a polynomial ...ing over R if and only if there is an R­
isomorphism of R[XI,' . ',' XnJ onto 8' for SO!!le n. In particular
R[Xl' ... , XJ is itself a polpomial ring under this definition. Befo...e
proving the analogue of Theorem 7 of § 17, we first state the following
lemma.
LE~~A. Let R be a ring with identity, 8' a unitary overring,

Xl• ... , Xn elements of 8', with n > 1. Let R 1 = R[x l , ••• ,xn-IJ.
Then 8' is a polynomial ring over R in Xl' ... , X n if and only if R 1 is a
polynomial ring over R in Xl' ... , Xn_ l and 8 is a polynomial ring over
R I in X n •

This lemma is essentially a restate:rnent of the inductive property of
polynomial rings in n indeterminates, given earlier in this section. The
proof may be left to the reader.

THEORRM 12. Let 8' be a polynomial ring over a ring R in the elements
X_I • ... , Xn, let R be a n'ng with an identity and .1 a unitary overring of
Ii; let YI"" 'Yn be elements of .1. If To is a homomorphism of R onto
R, then To can be extended in one and only one way to a homomorphism T
oj 8' onto R[Yl> .. " ~vnl such that x.T = Yi, i = I, "', n. Moreover, T
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will be an isomorphism if and only tj To is an isomorphism and Yl' ... ,Yn
are algebraically independent over R.

In view of t~e lem",,,_, this theoren ,collows from Theorem 7 of § 17.
COROT~LARY 1. Let Sf and S be polynomial rings over R in Xl' ... , X n

and in Yl' ... ,Yn respectively. Then there is a unique R-isomorphism T
of Sf onto S such that xiT = Yi' i = 1, ... ,n.
COROL~ARY2. Let S be a polynomial ring over R in Xl' , Xn, and let

{hI' h 2, ... ,hn} be a permutation of the integers {1, 2, ,n}. Then
there is a unique R-automorphism Tof S such that xiT = xh ., i = 1, ... ,n.

TSEOREM 13. If R is a UFD and S is a polynomialring over R in
n elements) then S is also a unique factorization domain.

Th;s foJ1.ows by induction from the lemma and Theorem 10 of § 17.
THEOREM 14. Let R be an integral domain, and f(Xl , ..• ,Xn) a

non-zero polynomial over R in n indeterminates. Let Q be a subset of R
containing infinitely many elements. Then there exist elements aI' ... , an
in Q such that f( aI' ... , an) ¥= O.

PROOF. This is true for n = 1, by Corollary 2 to Theorem 9 of § ~ 7.
Assuming it true for n - 1 indeterminates, let L'.S write f(Xl , ... , X n)

k .
= "Zfi(XI, ... ,Xn_I)Xni, where fieXl' ... ,Xn_ l ) E R[Xl, ... ,Xn_l~'

i=O

and fkeXl"", X n_ l) ¥= O. By induction hypothesis, there exist
al> ... , an- l E Q such thatfk(a l, ... an_I) ¥= O. Sincef(a1,···, an_I'
X n) ¥= 0, the quoted corollary guarantees the existence of an an E Q such
that f(al' ... , an_ '-, an) ¥= O.

From this theore'll ;t follows that if R has infinitely many elements anc
if f(a, ... , an) = 0 fOe all al> ... , an E R, then f(XI, ... ,Xn) = O.
On the other hand, this is obviously not true if R has bL'.t a finite number
of elements, as was pointed out toward the end of § 16 in the case n = l.

We now turn to the study of a fixed polynomial ring S over R in n
elements Xl' ... ,Xn • The not~on of the degree of a polynotpial in Sis
carried over in an obvious fashion from the ring R[XI, ... ,XnJ. As in
the case n = 1, we point out that the deg..ee of a polynomial fin S
depends on the particular generating elements Xl"'" xn and not
merely on the ring S. Indeed, if n > 1, the degree off may actually be
different if a different set of indeterminates is used, even if R is an
integral domain (or even a field; see § 17, Theocern 8). For example,
let n = 2, and let Y,- = Xl' Y2 = X 2+ X 1

2• Then S is clearly also a
polynomial ring in Yl' Y2' but the degree of Y2 is two as a polynomial in
Xl' X 2• We shall not attempt to determine all sets of elements YI ... ,Ym
with respect to which S is a polynomial ring over R. However, we do
s':1ow that the number of indeterminates is invariant:
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THEORE:'\'1 15. Let S be a polynomial ring in elements Xl' ... , Xn, over
a ring R, and let YI' ... ,Ym be elements of S such that S = RCYI' ... ,Ym}.
Then m ~ n, and equality holds in case S is a polynomial n·ng in
J\, ... ,Ym·*

PROOF: Since Y; E RCXl' , xn~' we may write Y; = b; 7 y';, where
y'; is a polynomial in Xl' , X n without constant teem, and bj E R .
.:\ow S = R[y\,··· ,y'm]' andYl'··· ,y'm are algebraically indepen­
dent over R if and only ifYI' ... ,Ym are. Hence it is sufficient to prove
the theorem with the y' j replacing theYj; in o6er worGs, we may assume
bj = O. Then we have

(3) Y; = bj1X1 + ... + bj~n + B j, j = 1, 2, ... , m,

where bjl , ... , bjn E R, and Bj is a sum of monomia-ls in Xl' ... , Xn of
degree two or greater. Since Xi E RCYI' ... ,YmJ'

(4) Xi = aiO + ailYl + ... + aimYm + Ai' i = 1,2, ... ,n,

where aiO' ail' ... , aim E R, and Ai is a sum of monomials in Yl' ... ,Ym
of degree two or greater. Substituting in (4) the expressions for the Y;
from (3) we have

x· = a·o + i: (i a·.b,k\xk +
, , k=1 \j=1 'J J !

terms in Xl' ... , X n of degree > 2, i = 1,2, ... , n.

Since Xv ... ,xn are algebraically independent over R, aiO = 0, and
m

(5) .L aijbjk = 1 or 0 according as i = k or i -:;f k; i, k = 1,2, ... , n.
j=1 .

If, now; we assume m < n, the" each of the ceterminants

I a ... a 0···0 I
111m ,

anI ... anm 0 ... 0 :

"J
bml · .. bmn

o 0

I 0 o
has value zero. On the other hand, in view of (5), 6e multiplication
rule for determinants implies that the product of these two determinants
is 1. This contradiction shows that m > n. The second statement is
now obvious.

* See II, §12, Theorem 25, for another proof of this ~heorem\..~sing the concept
of the degree of transcendence.
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It is possible to define also polynomials in infinitely many indeter­
minates. !f the n'~mber of ~ndeterminates is to be countable. we may
simply construct a sec:t!.ence

R[X1J C R[X1• X 2] C··· C ReX1• X 2," " X n1C· .. ,

where each ring of this sequence is considered a subring of its successor
in the manner described earlier. The set-theoretic union of these rings,
which can be made into a ,;ng in an obvious way, may be called a po~y­

nomial ring in the sequence of indeterminates X l' X 2, ••• , X n , ••••

We couId use transfinite induction to obtain an uncountable nup.:\ber of
indeterminates.

It is better, however, to proceed by analogy with the procedure for n
variables. To construct a po1.ynomial ring whose indeterminates shall
be in (1, 1) correspondence with the elements ofa given set E, we let IE
be the collection of all systems (i) = (iJ, where IX E E, ia is a non­
negative integer which is zero for almost all IX in E, that is, IE is the
collection of all mappings

(i) : IX --+ ia

of E into I such that ia = 0 for all but a finite number of IX in E. (Thus
in case E consists of the integers 1, 2, ... , n, (i) becomes essentially
an ordered n-tuple and IE = In)' If (j) = (ja) we define (i) + (j) =
(ia + ja)'

IfR is a given ring with identity, let S be the set of all mappingsf of IE
into R such that (i)f = q for all but a finite number of (i) in IE' If
f E Sand g E S, let h = f + g and k = fg be defined by

(i)h = (i)f + (i)g

(i)k = 2: ~U)fU')g]·
(j)+ (j')= (i)

It is easily seen that S is a ring and that R can be identified with a
subring of S in an obvious way.

If f3 is a fixed element of E, let (jUJ» denote that mapping of E into I
such that under pl3), f3 --+ 1., ~.nd IX --+ 0 for IX :;f f3. We may say that
(jUJ» = UYJ» has the integer 0 in every place but the f3-th, where it has
the integer 1. We then define Xj3 to be that element of S which assigns
the ide!1t~ty of R to (j(I3) and the zero of R to every other member of IE'
If f31' •• " f3n are distinct members of E, consider the subset l' of IE
consisting of those (i) such that ia = 0 unless IX is one of f31' ••• , f3n; l'
is i'1 (1, 1) correspondence with In in an obvious fashion. ~ow consider
the set S' of those f in S such that (i)f = 0 for (i) not in I'. Such f
are completely determined by what they assign to the members (i).of l'
and are thus seen to be ;'1 (1, 1) correspondence with the members of
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the ring of polynomials over R in n indeterminates. This correspond­
ence is easily seen to be an isomorphism. This can be shown by direct
verification. Another method starts with the observation that the
elements of S' are finite sums of terms of the form

aX h, ... X hn
13, f3n '

where a E R and hI' ... , hn are non-negative integers, so that

(6) S' = R~Xf3" ... , Xf3J

~ow it can readily be checkec. that X f3" ... ,Xf3n are algebraically
independent over R, so that S' is indeed isomorphic to the ring of
polynomials over R in n variables.

If f is any fixed polynomial in S, then (i)f = °for all but a finite
number of (i) in IE. For each such (i), all but a finite number of ia are
O. Taking all (i) such that (i)f ¥= 0, and for each such (i) all a in E
such that ia ¥= 0, we get a finite number of elements f31' ... , f3n of E.
Then it is seen thatf is in the ring (6). Thus it may be said that every
single fin S is really a polynomial in only a finite number of va:'iables,
and that S is the t'.nion of all its subrings of the type of (6).

In view of the observation just ~ade, many properties of ordinary
polynomial rings can be extended to the case of po1.ynomial rings in
infinitely many variables. For example, concepts like degree and
homogeneity can be defined, and theorems analogous to Theorem 11, 12
and 13 can be proved.

§ 19. Quotient fields and total quotient rings. Let K be a field
and let R be a r~ng contained in K. We assume that R is not the null­
ring. The intersection of all the subEelds of K which contain R is again
a subfield of K containing R. This field, which we shall denote by F,
is therefore the smallest subfield of K which contains R (it is not to be
excluded that F coinci.des with R). If a, b E RanG. b ¥= 0, then a, b E F
since ReF, and also alb E F, since F is a field. Hence F contains all
the quotients of elements of R. On the other hand, the fo1J.owing
relations

(1)

(2)

(3)

(4)

a c ac
b· d = bd'

(~\-I = ~
\d) b'
a = abjb,
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hold for a~y elements a, b, c, d of K, provided b ¥- 0 and d ¥- o. If we
take these elements to be ~~ R and we use the assumption that R is a
ring, not 6e nullring, we conduc.e at once that the set ofall quotients ajb,
such that a, b EO R, b ¥- 0, is already a subfield of K containing R, and
therefore coincides with F. We shall refer to F as the quotient field of R
inK.

Xow suppose that a ring R has been given in advance. One may,
~hen, inquire w~ethe':" R can be at all im~edded in some field K. ~f R
is not the nullring, an obvious necessary condition is that R have no
oro'Je!' zero divisors. Vie shall see in a moment that this condition is also
sufficient. If, then, we assume that R has no proper zero divisors, there
wie exist fie!ds K containing R as a subdng. In eac~ such field K,
6e given ring w~lJ have a quotient field F. We shall see that the
various fields F thus obtained are all R-isomorphic. Anyone of these
R-isomorphic ~elds may then be referred ~o as a quotient field of R.
(See the definition given be:ow.)

Ac~uany, we shaH not confine the d~scu.ssion to rings which are free
from proper ze,:"o divisors, but shall prove analogous results for a muc~i

wider class of rings. Let, first, R be an arbitrary ring, not the nullring.
We have agreed in § 5 (p. 8) to refer to an element of R which is not a
ze!'o divisor as a regular element of R. Let K be a ring with identity
containing R as a subring. ~atu':"a1Jy, no zero divisor of R can have an
inverse in K. If b is a regular element of R, b may have an i~ve!'se in K.
If b does have an inverse in K, then K contains also the quotients ajb,
where a is any element of R. We shall assume that R contains at least
one regular element which has an inverse in K. e nde,:" this assu'::0.ption,
~he ring K will contain all the qu06ents ajb such that a, b EO Rand b is
invertible in K. T~et F denote the set of all these quotients. From
the fact that R contains at least one invertible element of K, it follows
that F contains R [see (4)1. Furthermore, since the product of invertible
elements of K is inved~le, and since relations (1) to (3) 110ld for any
elements a, b, c, do: K, provided b ~md d are units in K, we conclude at
once tliat F is a ring (since R is a !'ing). We call this ring F the quotient
ring of R in K.

We note the following properties of F:
(a) F has an identity.
For if b is a!'. element of R which is inve!'t!ble in K and 1 is the

identity of K, then 1 = bjb EO F.
(b) R is a subring of F.
(c) If an element of R has an inverse in K, that inverse is in F.
For if b EO Rand b- 1 EO K, then b-1 = bjb 2 EO F.
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(d) Every e!ement of F is of the form alb, where a, b E R, and b is
regular in R.

vVe are 6us led to ma:>:e ~:1.e foeowing
DEFI~ITIO~. If R is a ring which contains at least one regular element,

then a total quotient ·ring of R is any ring F satisfying the above conditions
(a), (b), (d), and the following condition (c'), which is stronger than (c):

(c') Every regular element of R has an inverse in F.

Before proceeding to the 6eorems on 6e uniqueness (to within R­
isomorphism) and the existence of a total quotient ring of R, we list
below, as corollaries, a number of conseque'lces of the above definition.
It is always assumed that R has at least one regular element. In the
following corollaries F denotes a total quotient ring of R. T~e lette':"s
a, b, c, ... stand for elements of R, and any element of R which occers
in a denominator is assumed to be a regular element of R.

COROLLARY 1. An element alb of F is regular in F if and only if a is
regular in R. Every regular element of F has an inverse in F. IN PAR­
TICULAR, IF R HAS NO PROPER ZERO DIVISORS, THE~ F IS A FIELD.

For if alb is regular in F, then it is obvious that a is regular in R, and
therefore bla E F. The ':"est of the proof is obvious.

For ri~gs R wi~hout proper zero divisors we shall therefore use the
term" quotient field" insteac of "total quotient ring."

COROLLARY 2. If R has an identity and if every regular element of R
has an inverse in R, then F = R. In particular, a total quotient ring of
any ring R is always its own total quotient ring.

The .first part of this corollary ;.s a'l immediate consequence 0: the
definition of total quotient rings. The second part follows from
Corollary l.

COROLLARY 3. If K is any ring which satisfies conditions (a), (j) and
(c') (with F replaced by K), then the quotient ring F 1 of R in K is a total
quotient ring of R, and F 1 is the smallest subring of K which satisfies con­
ditions (a), (b) and (c') (with F replaced by F1). Furthermore, F 1is the only
subring of K which is a total quotient ring of R (in view of condition (c.»).

We now proceed to the two basic theorems on the uniqueness a~d the
existence of the total quotie'lt ring of R.
THEORE~ 16. Let Rand R' be two isomorphic rings, each containing

at least one regular element, let To be an isomorphism of R onto R', and let
F and F' be respective total quotient rings. Then To can be extended in a
unique manner to an isomorphism T of F onto F'.

PROOF. Suppose alb E F, where a and b are in R, anG. b is regular in
R; thus bTo is regular i~ R', since To is an isomo':"p1:lism. If T exists at
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(5)

all, then from a = b(alb) we conclude aTo = aT = bT.(alb)T =
bTo·(alb)T, so that

(~'T=aTo.
\b! bTo

Thus T is uniquely determined by To, ~f it exists at all. We prove its
ex~stence by defining it according to this formula.

By !his formula, T is not defined, a priori, as a mapping (that is, as a
single-valued transformation) because an element of F may have several
representations of the form alb. However, (5) does define T as a
transformation of F into F', and it is easilyveri5.ed that the conditions (A)
and (B) referred to in Lemma 2 of § 11, are satisfied. ::\1oreover, if
alb = 0, then a = 0, aTo = 0, and hence (alb)T = 0. It follows,
therefore, ::>y Lemma 2, that T is a homomo....pl1~sm of F into F'. Since
To is a mapping onto R' and si'J.ce F' is a total quotient ring of R', we
concle.de that T maps F onto F'. If b ~s regular in R and a is any
element of R, then a = ablb, so !hat aT = (ab)TolbTo = aTo·bTolbTo
= aTo, so that T is an extension of To. Finally, if (alb)T = 0, then
aTolbTo = 0, aTo = 0, hence a = °(fo.... To is an isomorphism), and.
alb = 0; since only the zero of F maps into the zero of F', T is an
isomorphism (§ 11, Theorem 2). This completes the proof of the
theorem.

THEORE:v1 17. If R is a ring containing at least one regular element,
then R possesses a total quotient ring, which is unique to within isomorphisms
over R.

?~OOF. The uniqueness follows from the preceding theorem; for if
F and F' are two total quotient rings of R, apply t:le theorem with To
equa~ to the identity automorphism of R.

We now proceec to the existence proof by constructing a total quotient
ring of R. For tl1is purpose we consider ordered pairs (a, b) of
ele!C\ents a, b of R, in which the element b is regular; sUch pairs will
be called permissible. In the sequel, only permissible pairs will be
considered.

We shall say that two (pe....missible) pairs (a, b) and Cc, d) are equiva­
lent-and we shall write (a, b) = (c, d)--if ad = cb. In particular,
(a, b) == (ac, be) for any permissib~e pair (a, b) and any regular element
c in R. I t is obvious that the relation = is reflexive and symmetric;
that is, (a, b) == (a, b), and if (a, b) =(c, d), then (c, d) =(a, b). This
relation is also t ....".'J.s;tive; that is, if (a, b) =Cc, d), and if (c, d) =(e,f),
the'J. (a, b) == (e,f). ~amely,we have by assumption that ad = cb and
cf = ed. YIultiplying the first relation by f and the second by b, we find
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adf = ebf, efb = edb, whence afd = ebd. Since d is not a zero divisor,
af = eb, that is, (a, b) = (e,j).

It follows that the permissible pairs fall into mutually exclusive
equivalence classes, each c1.ass consisting of equivalent pairs, with non­
equivalent pairs belonging to different classes. We denote by {a, b} the
equivalence class which contains a given permiss;b!e pair (a, b) and we
then have:

{a, b} = {e, d} if and only if ad = eb.

Let F' denote the set of all equivalence clases {a, b}. Addition and
multiplication in F' are defined as follows:

{a, b} + {e, d} = {ad + eb, bd}

{a, b}.{e, d} = {ae, bd}.

Since band d are regular, so is bd, so that the right sides of these two
formulas are meaningful. We must show that the equivalence classes
{ad + eb, bd} and {ae, bd} depend only on the classes {a, b}, {e, d}, and
not on the particular pairs used to represent them. Let, then, (a, b) =
(aI' bl ) and (e, d) = (e l , d l ). From abl - alb = edl - eld = 0 it
follows that

(ad + eb)bldl - (aldl + elbl)bd = (ab l - alb)ddl + (edl - eld)bbl = 0,

and hence (ad + eb, bd) = (aldl + elbl, bldl), as asserted. Similarly,
(ae, bd) =(aIel' bldl).

With these definitions of addition and multiplication in F' it is a
straightforward matter to verify the commutative laws, the associative
laws, and the distributive law.

Let bo be a fixed regular element of R. We then see that 0' = {O, bo}
is the zero element of F', moreover {e, d} = 0' if and only if e = O. If
{a, b} E F', then {a, b} + {-a, b} = 0'. It is thus proved that F' is a
ring. Clearly l' = {bo' bo} is the identity of F'; moreover {e, d} = l'
if aT\d onl.y if e = d.

It is easily verified that the set R' of elements of the form {abo, bo},
where a is arbitrary in R, is a subring of F' and that the mapping

To : a ---+ {abo, bo}

is an isomorph;.sm of Ron R'. We assert that F' is a total quotient ring
of R'. We must, then, verify cOT\ditions (c') and (d) of the definition.
For (c), let {abo, bo} be regular in R'; then clearly a is regular in R, so
that the orc.ered pair (bo, boa) is permissible, and {bo, boa} is the inverse
of {abo, bo}. For (d), let {a, b} be arbitrary in F'; then

{a, b} = {abo, bo}·{bo' bbo} = {abo, bo}j{bbo' bo}.
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We thus have: F' is a total q'~otient ring of R', and To is an isomor­
phism of R onto R'. By the Lemma of § 13 (p. 19), there exists a ring
F containing R such that To can be extended to an isomorphis!Tl of F
onto F'. This obviously implies tllat F is a total quotient ring of R,
and the proof is thus complete.

§ 20. Quotient rings with respect to multiplicative systems.
Let R be a ring. A multiplicative system (abbreviation: m.s.) in R is a
non-empty subset M of R which does not contain the zero of R anc
which is closed under multiplication-that is, if m1 E M, m 2 E M, then
m1m2 EM. Let us make the additional requirement that all the elements
of M are regular in R. Thus R contains regular elements and hence ha.s
a total quotient ring F. Since M is closed under mu:tip~ication,the set
of all quotients aim, where a E R, m E M, is a subring of F containing R.
: t will be denoted by RM and will be called the quotient ring of R with
respect to the system M. Xote the following ext~eme cases.
,;, (1) R has an identity, and M is the set of all units of R. In this

case RM = R.
(2) M is the set of all regular elements of R. Then RM = F.
Let S be an arbitrary set of regular dements of R. The set of a1:

finite products of elements of S is a m.s. M. We shall say that this
system M is generated by S; it is the least m.s. containing S. The proof
of the following statement is straightforward and may be left to the
reader: if M 1 and M 2 are two m.s. in R (both consisting only of regular
elements) and 1f M is the m.s. in R generated by the union M 1 U M 2' then
RM is the least subring of F which contains the rings RM and RM .

We note that M consists of the elements of M l' th~ element~ of M 2

and the products m1m2(mi E M i , i = 1,2). We also note that, quite
generally, the least subring of a ring F which contains two given subrings
R 1 and R 2 of F consists of the elements of R 1, R 2 and all finite sums
2.Pibi of products of elements of R 1 with elements of R 2(a(E R 1, bi ER 2).

For a given m.s. Min R, let M' be the set of all elements of R which
are units in RM . It is clear that M' is a !Tl.s., that every element of M'
is regular in R, and that M is a subset of M'. :-Ience RM C RM ,. On
the other hand, if b' E M' and a E R, then alb' = a·1Ib' E RM , since b'
is a unit ;.n RM . Hence RM , C RM , whe!l.ce RM = RM ,. If M 1 is any
m.s. in R such that RM = RM , then the elements of M 1 are units in RM1

and the,:,efore M 1 eM'. We have therefore shown that M' is the
greatest m.s. in R such that RM = RM ,.

The m.s. M' can also be cha,:,acterized as follows: M' is the set ofelements
of R which divide some element of M. For if b' is any element of M',
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then lib' E RM , 6at is, lib' = alb, where a E R, bE M, and this shows
that b' is a divisor of b. Conversely, if an element b' of R divides some
element b of M, say b = ab', a E R, then b' is regular (otherwise b would
be a zero c.ivisor) and lib' = alb E RM ; thus b' is a unit in RM , and
hence b' EM'.

The following special case is noteworthy: R is an integral domain and
every element of R which is not a unit is a finite product of irreducible
elements of R (that is, R satisfies "CFl' § 14, p. 21). Let S denote the
set of all irreducible elements of R which divide elements of M. For
the purposes of the considerations that follow, associate elements will
not be regarded as distinct elements of S. Let M o be the m.s. generated
by S. It is clear that M o is a subset of M'. It may be a proper subset
of M', but since every element of M' is the associate of some element of
1'rI0' it follows that RM , = RM • We note that S is uniquely determi!1ed

o

by M', since S is also the set of all irreducible elements of R which
divide elements of M'. Hence S is also uniquely determined by the
given quotient ring RM • On the other hand, given an arbitrary set S
of irreducible eleP.1ents of R, S generates a m.s. M o and thus determines
a quotient ring RM , We conclude that there is a (1,1) correspondence
between the quotient rings of R (in F), with respect to multiplicative
systems in R, and the sets of irreducible elements of R.

We point out the following consequence: If R is a unique factorization
domain with quotient field F, then a necessary and sufficient condition that
Rand F be the only quotient rings of R with respect to m.s. in R is that any
two irreducible elements of R be associates. For if we exclude the trivial
case R = F, then the assumption that the set of all quotient rings RM

of R contains only two e~ements (which are then necessarily R and F) is
equivalent to the assumption that the set of all irreducible elements of
R contain only two distinct subsets (one of which is the empty set; this
corresponds to the case RM = R). Hence there is only one irreducible
element p in R (apart from associates of p).

THEORE!\1 18. If M is a m.s. in a ring Rand M is a m.s. in the ring
R = RM , then Rg is the quotient ring of R with respect to a suitable m..~. in
R (all the m.s. under consideration are assumed to contain only regular
elements).

PROOF. We may assume that M is the maximal m.s. in R with
respect to which R has the given quotient ring Rg . Then M contains
all the units of R, and theefore M::> M. Let M 1 = M nR. Then
M 1 is a m.s. in R, M 1 ::> M, and we have RM eRg. On the other hand,

1
alb _ 1

et a = -Ib be any element of Rfii, where a, a1 E R, b, b1 EM and
a1 1
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alibI E M. We have a~. = al/be b l EM, since bl E M C M anc. since M
is a m.s. Hence al E MI' Since also bE M C M I , it follows that
a = abllalb E RM • This shows that RM = RM •

EXA'VIPLE 1. L~t ] be the ring of integ~rs, and let M be the set of all
integers which are not divisible by a given prime number p. Then tbe
corresponding quotient ring, wh~ch we may denote by ]p, cons;.sts of
all rationa~ numbers of the form alb, when a and bare ;..'1tegers anc
b ¢. O(P). The ring ]p has only one irreducible element (to within
associates), namely, p itself, and hence its only quotient ring, other than
]p, is the entire field of rationals.

According to general cons~derations given above, every quotient ring
of] can be obtained by choosing arbitrarily a (finite or infinite) set S of
prime numbers and by considering all rational numbers alb such that a~l

prime factors of the denominator b are in S. The ring R' thus obtained
is the quotient ring of ] with respect to the m.s. generated in ] by S.
It is easily seen that the prime numbers which do not belong to S are the
only irredudble elements of R' (apart from their associates in R'). It
is a straightforward matter to verify that also R' is a UF-domain.

An interesting remar~ is the following: every ring between the ring of
integers] and the field of rationals F is a quotient ring of j. For let R'
be a ring between] and F and let M denote the set of all integers b such
that R' contains an element of the form alb, (a, b) = 1. Since
(a, b) = 1, there exist integers It and fL such that Ita + fLb = 1. Hence
if alb E R', then also lib E R', since lib = ,\alb + fL. From this it
follows at once that M is a m.s. in ] and that R' = ] M, as asserted.

It is clear that the foregoing proof is valid for a1J.Y euclidean domain
R. We bave then the following resu!t: any ring between a euclidean
domain R and the quotient field of R is a quotient ring of R with respect to
some suitable ms. in R.

EXA:\1PLE 2. Let R = k~X} be a polynomial ring in one ~fldeterm~nate

over a field k. If a is any element in k, then the polynomlalsf(X) such
that f(a) ¢ 0 form a m.s. M, and the corresponding quotient ring RM
cons~sts of all rational functions g(X)If(X) which have a finite value at
x=a.

As in the preceding case of the ring of integers, so also in the present
case, every ri.ng between the ring k:XJ and its quotient Eeld is a quotient
ring of k~X], since kCX~ is a euclidean domain.

~XA:\1PLE 3. R is a polynomial ring kCX1, X 2, ••• , XnJ ;.n n in­
determinates Xi' over a field. If G is an aroitrary set of points
(aI' a 2, ••• , an) i'J. the n-dimensional space over k(ai E k), then the set of
polynomia1.s f(XI, X 2 , ••• , X n) such that f(a l , a 2, ••• , an) ¢ 0 for all
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points (a) in G is a m.s. M. The corresponding quotient ring RM

consists of all rational functionsf(X) which are finite at each point of G.

§ 21. Vector spaces
DEFINIPON. Let F be a field. A set V is called a vector space over

Fif
(a) V is a commutative group (the group operation will be written

additively) and if
(b) with every ordered pair (a, x) (a EO F, x EO V) there is associated a

unique element of V, to be denoted by ax, such that the following relations
hold for any elements a, b of F and any elements x, y of v:
(1) a(x + y) = ax + ay;

(2) (a + b)x = ax + bx;

(3) (ab)x = a(bx);

(4) l·x = x.

The elements of a vector space V are sometimes called vectors, the
best-known example of a vector space being the three-dimensional
vector space of ordinary geometry. The element ax is sometimes called
the product of a and x. As in § 5, it is easily proved that aO = Ox = 0
(we denote ~y the same symbol 0 the element zero of F and the element
zero of V) and that (- l)x = - x. Notice also that the relation ax = 0
implies a = °or x = 0: in fact, ~f a =;f:. 0, a admits an inverse a-I,
whence x = Ix = (a-1a)x = a-l(ax) = O.

Given a vector space V over a fleld F, a non-empty subset W of V is
called a'subspace, or a vector subspace, of V if the relations x,y E:: W imply
x - y EO W (whence W is a subgroup of the group V), and if the relations
a EO F, x EO W imply ax EO W. A subspace Wof V is also a vector space
over F, if we define the product of a EO F and x EO W to be ax.

It is clear that any intersection of subspaces of a vector space V is
itself a subspace. Thus, given any subset X of V, there exists a least
subspace containing V, namely, the intersection of all subspaces con­
taining X. This subspace is called the subspace generated, or spanned,
by X, or the span of x. We shall denote it by s(X). ~ote that our defi­
nition of s(X) implies that if X is the empty set then s(X) consists of the
zero vector only. It is clear that s(X) consists of all the linear combina-

n

tions L: aiXi, where [xd is any finite family of elements of X and {ad
i=1

any fin~te family of elements of F. (We adopt the convention that if {x;}
is an empty set then zero is a linear combination of the Xi.)
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We shall now put into evidence five properties of the operation s of
"span," from which all the other elementary properties of vector space
may be deduced. This axiomatic treatment has the advantage that it
also applies to the study of algebraic dependence in field theory (d. II,
§ 12).

THEORE:vI 19. The operation s is a mapping of the set of all subsets of
V into itself which has the following properties:

(8 1) If XC Y, then seX) C s( Y).
(8 2) If x is an element of V and X a subset of V such that x E seX), then

there exists a finite subset X' of X such that x E seX').
(8 3 ) For every subset X of V we have X C seX).
(8 4) For every subset X of V we have s(s(X» = seX).
(8 5 ) The relations y E seX, x) and y ¢= seX) imply x E seX, y) (" ex­

change property"). (Here seX, x) stands for s(XU {x}).)

PROOF. Properties (8 1) and (83) are evident. Property (8 2) follows
from the fact that every element of seX) is a linear combination of a
finite number of elements of X. 8ince the span of a subspace W is W
itself, (8 4) holds. Finally the relation y E seX, x) means that there exist

n

elements a, bi of F and Xi of X such that y = ax + L bixi. We have
n i=1

a ¥= 6 since y ¢= seX). Whence x = a- 1y - L a-1bixi, and therefore
i=1

x E S(X,y).
From now on we consider a set V with a mapping s of the set of all

subsets of V into itself which satisfies conditions (8 1), (8 2), (8 3), (8 4),

(8 5), A subset X of V is called a system ofgenerators of V if seX) = V.
A subset X of Vis said to befree iffor every xinX, we have x ¢= seX - x),
where X - x denotes the complement of {x} in X. A basis of V is a
subset X which is at the same time free and a system of generators.
Note that if X is a free set, every subset of X is free.

CASE OF VECTOR SPACES. A system X of generators of -avector space
V is a subset of V such that every element of V is a linear combination
of elements of X. For X to be a free subset of V it is necessary and
sufficient that the following condition holds:

n

(I) Every relation L aixi = 0 (ai E F, xi E X) implies that ai = 0 for
i=1

every t.

n

Xl = - L a1-
1ai x i ,

i=2

n

In fact, if X is free, a relation L aixi = 0, with, say, a 1 ¥= 0,
i=1

whence Xi E seX - Xl)' in contradic-implies
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tion wi~h the hypothesis. Conversely, if (I) holds, a relation
x EO' seX - x)(x EO' X) gives a non-trivial linear relation between the
elements of X, in contradiction with (I).

The elements of a free subset of 2. vector space V are said to be
linearly independent; notice that they must then be all distinct and all
-¥- O. As a partial converse we notice that, if a vector x is ::;t. 0, then the
subset {x} is free according to (I), since ax = O(a E F) implies a = O.

A basis X of V is then a subset of V such that every element X of V
can be expressed in one and only one way, as a linear combination of
elements of X (the assertion of uniqueness is an immediate consequence
of the assumption that X is free).

We now return to the axiomatic situation.
THEOREM 20. Let X be a subset of V. The three following assertions

are equivalent:

(a) X is a minimal system of generators of V.
(b) X is a maximal free subset of V.
(c) X is a basis of V.

PROOF. We give a cyclic proof. Let us first prove that (a) implies
(c). We h2.ve to prove that X is free. AssuP.:le the contrary to be true.
There exists then an element x in X such that x EO' seX - x). 5ince we
have X - xC seX - x) (by (53))' it follows that Xc sex - x), and
therefore V = seX) C s(s(X - x)) (by (51)) = sex - x) (by (54))'
Thus X - x is a system of generators, in contradiction with the hypo­
thesis that no proper subset of X is a system of generators.

We n()w prove that (c) implies (b). We know that X is free. For
every x in V, x rf:. X, we have x EO's(X) since X is a system of generators,
whence XU {x} cannot be free. Thus no subset of V properly containing
X can be free, and this proves (b).

Finally we show that (b) implies (a). Let us first show that X is a
system of generators. In fact, for every x in V such that x rf:. X,
XU {x} is not free, whence we have, either x E seX), or y EO' seX - y, x)
for some y in S. In the second case the hypothesis that X is free
implies that y rf:. seX - y), whence x EO's(X - y, y) = seX) by (55)'
Hence in either case we have x E seX) for every x rf:. X, and also for every
x E X by (53)' Therefore seX) = V, and X is a system of generators.
If X were not a minimal system of generators, there would exist x in X
such that V = sex - x), whence x E sex - x), in contradiction with the
fact that X is free. Q.E.D.

REMARK. In the last part of the proof we have shown that, if X is
free and if x rf:. seX), then XU {x} is free.
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'THEORBI 21. Let L be a free subset of V, and 8 a finite system of
generators of V. There exists a subset 8' of 8 with the following properties:
L U 8' is a basis of V and L n 8' is empty.

PROOF. ':'here exist subsets 8" of 8 such that L U 8 II is free and
L n8 II is empty (for example, the empty set). T~us, among the
su::'sets 8 II of 8 such that L U 8 II is free and L n 8 II is em?ty, we may
choose a maximal one, 8' (for example, one with the greatest possible
number of elements). We need only to show now that V = s(L U 8').
By (8 4) this is equivalent to showing that 8 C s(L U 8'), or that,
for every element x of 8 such that x rf= 8', we have x E s(L U 8 ').
This, however, follows from the fact that the relation x rf= s(L U 8')
would imply that L U 8' U {x} is free, according to the remark made
above, and this contradicts the maximality of 8'. Q.E.D.

CORO:"LARY. If V admits a finite system 8 of generators, it admits a
basis B C 8.

In fact, we take for L the empty set.
Theorem 21 and its corollary remain valid if 8 is not a finite set.

~amely, if 8 is any system of generators of V, one uses Zorn's '-emma for
proving the existence of a maximal subset 8' of 8 such that L U 8' is
free and L n 8' is empty. We shall discuss the general case in II, § 12,
in connection with infinite transcendental. extensions of fields.

THEORE'VI 22. If V admits a finite basis B of n elements then every
basis B' of V is finite and has exactly n elements.

PROOF. Let m be the number of common elements of Band B'. If
m = n, that ;s, if B C B', then B = B' by Theorem 20 (b) and the
theorem is proved. We shall now assume that m < n and we shall
proceed by induction from m + 1 to m. Let B = {Xl' X 2, ••• ,xnf.
We may assume that Xl' X2' ••• , X m are the common elements of Band
B'. The set B - Xm+ I cannot be a set of generators of V, by Theorem
20 (a). Then s(B - Xm-'-l) =;tf V, while s(B') = V, and this implies that
B' q. s(B - xm+l), since s(s(B - xm+l» = s(B - xm+fJ. Let the.'1 y
be an element of B' which does not belong to s(B - Xm-'-l). By the
remark made above, the set B I = (B - X m -'-,) U {y} is free. From
y rf= s(B - xm+l) and y E s((B - xm-'-~)' xm+ l ) (= s(B) = V) foeows by
the "Exchange property" (8 5) that xm+l Es(B I ). Hence Be s(B I ),

V = s(B) C s(B I ), showing that B I is a system of generators of V.
Thus B I is a base of V. Also B I has n elements, but B I <,..'1d B' have the
m + 1 elements Xl' X 2, ••• , Xm, Y in common. Hence, by our induction
hypothes;s, B' has exactly n elements.

CASE OF VECTOR SPACES. Let V be a vecto~ space over a field F.
If V admits a finite system of generators, then V admits a finite basis,
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and any two bases of V have the same number of elements. This
number is called the dimension of V over F, and is denoted by [V: FJ or
by dim (V). A vector space which admits a finite basis is said to be
finite-dimensional. If a vector space V does not admit any finite basis,
we say that V is infinite-dimensional, and we set [V: F] = 00 in this
case.

We conclude this section by giving some useful results about finite­
dimensional vector spaces. Given two vector spaces V, W over the
same field F, we say that a mapping T of V into W is a homomorphism (or
a linear transformation) if (x + y)T = xT + yT for every x and y in V,
and if (ax)T = a(xT) for every x in V and every a in F. Then Tis,
in particular, a homomorphism of the additive group of V into that of
W (§ 11). It is easily seen, as in Theorem 1 of § 11, that the kernel of
T is a vector subspace of V, and that the image VT of V is a vector
subspace of W. A homomorphism of V into W which is univalent
(that is, whose kernel is (0)) is called an isomorphism of V into W. A
homomorphism of V into itself is called an endomorphism; an endo­
morphism of V which is univalent and onto is called an automorphism
of V.

THEORE.'\1 23. Let V be a finite-dimensional vector space over a field
F, and T a homomorphism of V into another vector space W. Then the
kernel K of T and the image VT of V are finite-dimensional vector spaces,
and we have

LV: FJ = [K: FJ + [VT: F].

PROOF. The fact that K is finite-dimensional is included in the
following lemma:

LEMMA. Let V be a finite-dimensional vector space and V' a subspace
of V. Then V' is finite-dimensional. For every basis (Xl> •.• ,xp) = B
of v' there exists a basis (Xl' ... ,Xp , X

P
+1' ••• ,xq) of V which extends B.

(It follows that if V' is a proper subspace of V, then dim V' < dim V.)
If V' were not finite-dimensional, then no finite free subset of V'

could be maximal (Theorem 20 (b)); we could then construct by induc­
tion a strictly increasing infinite sequence X I < X 2 < X 3 < .. ' of
finite free subsets of V'. Their union X is obviously free, both in V'
and in V. Then Theorem 21 guarantees the existence of a basis of
V containing the infinite set X, in contradiction with Theorem 22.
Thus V' is finite-dimensional. Then a basis B of V' is a free subset of
V, and Theorem 21 proves that it can be included in a basis of V. This
proves the lemma.

This being so, let {Xl' ... , xp} be a basis of K, and let us extend it to
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a basis {Xl' ... , xp, xP+!' ... , xq} of V. We assert that {xp+IT, ... , xqT}
is a basis of VT. In fact, every element of VT may be written in the

(
q ) q q

form \i~1aixi T = i~1 ai(xiT ) = j=~1 aJ(xjT), since xiT = 0 for

i = 1, ... , p. Thus {Xp+ I T, ... , XqT} is a system of generators of
VT. On the other hand, this system is free in VT, since a relation

q q q p
2: aj(xjT) = 0 implies 2: ajxj E K, that is, 2: ajxj = 2: aixi for

j=p+l j=p-'-1 j=p+l i=1
suitable elements ai of F. The linear independence of the vectors Xi' X j

implies that aj = 0 for j = p + 1, ... , q. This proves that [VT: F1
= q - p. Since [V: F] = q and [K: F] = p, Theorem 23 is proved.

COROLLARY. Let V be a finite-dimensional vector space. For an
endomorphism T of V to be univalent, it is necessary and sufficient that it
be onto.

In fact the assertion that T is univalent means that its kernel K is
(0), that is, that [K: F] = O. The assertion that T is onto means that
VT = V, that is, that [VT: F] = [V: F] according to the lemma.
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§ 1. Field extensions. Let k and K be two fields such that k is a
subfield of K. We say then that K is an extension of k. If Xl' X2, ...
x" are fixed elements of K, then K contains the ring k[Xh X2, ... , xn ]

(the least subring of K which contains k and the elements Xl' •.. , Xn ;

see I, § 18, p. 37). This ring is an integral domain (since K is a field).
Hf(X I ,X2,··· ,Xn) andg(XI ,X2,··· ,Xn) are two polynomials in

k[XI , X 2, ,Xn] and if g(xl, X2, ... , xn) ¢ ° [whence, a fortiori,
g(X I , X 2, ,Xn) ¢ 0], then the quotient f(x l, X2, ... ,xn)/

g(xl, X2, , xn) belongs to K (since K is a field), and the set of all such
quotients is a field; in fact, it is the least subfield of K which contains k
and the elements Xl' X 2, ••• ,Xn• This field, which is merely the
quotient field in K of the integral domain k[Xl' X 2, ••• , xJ (1, § 19),
shall be denoted by k(xl, X2, ,Xn). It shall be referred to as the
field generated over k by Xl' X2, , Xn, or the field obtained by adjoining
to k the elements Xl' X 2, ••• , Xn•

An extension K of k is said to be finitely generated over k, if K =
k(xl, X2, ... , xn), where the Xi are suitable elements of K. We say that
K is asimple extension of kif K can be obtained from k by the adjunction
of a single element x.

If K and K' are two extensions of k, we say in accordance with the
terminology introduced in I, § 12, that the two fields K and K' are
k-isomorphic, or isomorphic over k, or isomorphic extensions of k, if there
exists a k-isomorphism a of K onto K'.

§ 2. Algebraic quantities. Let the field K be an extension of k
and let X be an element of K which is algebraic over k (1, § 17, p. 28).
Let f(X) be a polynomial in k[X] of least degree such that f(x) = 0.

THEOREM 1. The polynomial f(X) is irreducible over k (that is, f(X)
is an irreducible element of k[X]; see I, § 14). If g(X) is any other
polynomial such that g(x) = 0, then f(X) divides g(X) (in k[X]).

PROOF. Suppose that f(X) = fl(X)f2(X),fi(X) E k[X]. Then
fl(X)f2(X) = 0, and since K is a field (and hence has no proper zero

55
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divisors), either fl(x) = °or f2(x) = O. Let, say, fl(x) = O. Since
ofl < of, and since f(X) is a polynomial of least degree such that
f(x) = 0, we must have ofl = of, and hencef2 is of degree zero, that is,
f2 is a unit in k[X]. This shows that f(X) is irreducible.

Letg(X) be a polynomial in k[X] such thatg(x) = 0. Since k[X] is
a euclidean domain (1, § 17, Theorem 9), division by f(X) yields:
g(X) = q(X)f(X) + r(X), where either r(X) = 0 or or < Of. Substi­
tuting x for X we have g(x) = r(x), whence r(x) = O. Therefore we
cannot have or < of, and hence r(X) = 0, and f(X) divides g(X).
This completes the proof.

An immediate consequence is the following
COROLLARY. There is one and-apart from an arbitrary unit factor

c ¢ 0, C E k-only one irreducible polynomial f(X) in k[X] such that
f(x) = O. There is exactly one such polynomial which is monic.

The monic irreducible polynomial in k[X] of which x is a root will be
called the minimal polynomial of x in k[X], or over k.

THEOREM 2. If x is algebraic over k, then the field k(x) coincides with
the ring k[x]. Moreover, if the minimal polynomial of x over k is of degree
n, then any element of k(x) has a unique expression of the form coXn - l +
cl xn- 2 + ... + cn- l , Ci E k.

PROOF. Let f(X) be the minimal polynomial of x over k, and let

;~;? be any element of k(x). Sinceg(x) ¢ O,j(X) does not divideg(X)

and hence f(X) and g(X) are relatively prime (since f(X) is irreducible,
by Theorem 1). Hence 1 is a highest common divisor of f(X) and
g(X), and we have an identity of the form 1 = A(X)f(X) + B(X)g(X),
where A(X) and B(X) belong to k[X]. Substituting x for X, we have
1 = B(x)g(x), that is, g(x) is a unit in k[x]. This implies that
h(x)jg(x) E k[x], which proves the first part of the theorem.
~ow let y = g(x) be any element of k(x), where g(X) E k[X]. By

the division algorithm in k[X] we find as in the proof of-Theorem 1 that
y = r(x) = ccrn- l + Cl X n - 2 + ... + Cn-I> where n is the degree of f,
and the Ci are in k. If rl(X) is any other polynomial in k[X], of degree
< n - 1, such that y = rl(x), then x is a root of the polynomial
r(X) - rl(X), and since this polynomial is either zero or of degree < n
it must be the zero polynomial. This completes the proof.

COROLLARY. If x is algebraic over k, then the field k(x), regarded as a
vector space over k, is of dimension n (see 1, § 21), where n is the degree of
the minimal polynomial of x over k. The elements 1, x, x 2, ... ,xn- l form
a basis of k(x) over k.

THEOREM 3. Let K and K' be two extensions of k and let x and x' be
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elements of K and K' respectively which are algebraic over k. If x and x'
have the same minimal polynomial f(X) in k[X], then there exists a
k-isomorphism of k(x) onto k(x') which carries x into x', and conversely.

PROOF. Assume that x and x' are roots of one and the same irreducible
polynomialf(X) in k[X]. By Theorem 2, we obtain a (1, 1) mapping of
k(x) onto k(x'), if we let correspond to each element coXn- 1 + CI X n- 2 +
... + Cn_ 1 of k(x) the element coX'n-1 + cIx'n-1 + ... + Cn_ 1 of k(x').
Let this mapping be denoted by a. It is clear that a transfonns each
element of k into itself and that xa = x'. So it remains to show that a
is an isomorphism. It is obvious that (g + 7))a = ga + 7)a for any g
and 7) in k(x). We now prove that (g7))a = gao 7)a. This will complete
the proof of the direct part of the theorem. Let g = rex), 7) = sex) and
g7) = t(x), where reX), seX) and t(X) are polynomials in k[X], of
degrees < n - 1. We have then: ga = rex'), 7)a = sex') and
(gY))a = t(x'). Since x is a root of r(X)s(X) - t(X), we must have
r(X)s(X) - t(X) = A(X)f(X), where A(X) E k[X] (Theorem 1).
Since also f(x') = 0, it follows that r(x')s(x') = t(x'), that is, ga.7)a =
(gY))a, as asserted.

Conversely, if there exists a k-isomorphism a of k(x) onto k(x') such
that Xa = x' and if f(X) is the minimal polynomial of x over k, then we
havef(x)a = 0, and sincef(x)a = f(x') it follows thatf(x') = 0. The
consideration of a-I shows at once that not only f(x') = °but thatf(X)
is also the minimal polynomial of x' over k.

Another proof of the direct part of the theorem is the following:
For any F(X) in k[X] we set F(x)a = F(x'). Then a is a trans­

formation (a priori not necessarily single-valued) of k[x] onto k[x'] which
satisfies the homomorphism conditions for sums and products. If
F(x) = 0, then f(X) divides F(X) in k[X], and since also f(x') = °
it follows that F(x') = 0, that is, F(x)a = 0. By Lemma 2 of I, § 11,
it follows that a is a homomorphism. By the same token also a-I

is single-valued. Hence a is an isomorphism.
DEFI~ITION. Two elements x and y of one and the same extension field

K of k are conjugate over k tf they are algebraic over k and have the same
minimal polynomial over k.

COROLLARY. If the minimal polynomial of x over k is of degree n, then
the number of conjugates of x over k in K is at most n. Moreover, if x and
yare conjugates, then the fields k(x) and key) are isomorphic extensions of k.

The first part of the corollary follows from the fact that a polynomial
f(X) in K[X], of degree n, can have at most n roots in K (see, for
instance, I, § 17, Theorem 9, Corollary 2). The second part of the
corollary follows from Theorem 3.
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Theorem 3 shows that if k is a field and f(X) is an irreducible
polynomial in k[X], then there exists-up to k-isomorphisms-at most
one simple extension k(x) of k such that x is a root off(X). We prove
now the following

THEOREM 3'. If f(X) is a non-constant irreducible polynomial in
k[X], there exists a simple extension k(x) of k such that x is a root off(X).

PROOF. It will be sufficient to prove the theorem for monic poly­
nomials f(X). Let n be the degree of f(X), n > 1. By Theorem 2, if
there exists an extension k(x) such that x is a root of f(X), then the
elements of k(x) are all expressible in the form coXn - 1 ...J,.. C 1X n- 2 + ...
+ Cn-I' Ci E k. This suggests the following procedure for a proof of
our theorem.

Consider the subset ..1 of k[X] consisting of the zero of k[X] and of
all polynomials in k[X] which are of degree < n - 1. This subset ..1
is a subgroup of the additive group of k[XJ. It is, however, not closed
under multiplication in k[XJ. We shall make the additive group ..1 into
a field by introducing in ..1 a new multiplication, which we shall denote
by 0, and we shall show that the field thus obtained is the field whose
existence is asserted in the theorem.

Let g(X), heX) ELl. To define the new product g(X) 0 heX) we
multiply g(X) and heX) in k[X] and we divide the resulting polynomial
by f(X), getting as remainder a polynomial reX) which is either zero or
is of degree < n - 1:

(1) g(X)h(X) = q(X)f(X) + reX).

The polynomial reX) belongs to ..1 and is uniquely determined by g(X)
and heX) U(X) being fixed).

We set

(2) g(X) 0 heX) = reX).

It is immediately seen that this multiplication in ..1 is associative, com­
mutative and satisfies the distributive law. For instance, to prove the
associative law,

f.g(X) 0 h(X)J 0 leX) = g(X) 0 [heX) ol(X)],

we show that either product is equal to the remainder r'(X) obtained by
dividing g(X)h(X)I(X) by f(X). Let us show, for instance, that

~(X) 0 heX)] 0 leX) = r'(X).

By (1), g(X)h( X) - reX) is divisible by f(X). Hence g(X)h( X)I(X)­
r(X)I(X) is also divisible by f(X). Since also g(X)h(X)I(X) - r'(X)
is divisible by f(X), it follows that r(X)I(X) - r'(X) is 2ivisible by f(X).
Since r'(X) E ..1 [X], r'(X) is the remainder of the division of r(X)I(X) by
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f(X), and hence, according to our definition of the multiplication 0, we
have r(X) 0 l(X) = r'(X), that is,

[g(X) 0 h(X)] 0 l(X) = r'(X).
Thus we have now Ll defined as a commutative ring. The identity 1

of k[X] is also the identity of Ll. We now prove that Ll is a field. Let
g(X) be any element of ..1, different from zero. Since g( X) is of degree
less than nand f(X) is irreducible, the two polynomials g(X),f(X) are
relatively prime. Hence there exist polynomials h(X) and A(X) such
that h(X)g(X) + A(X)f(X) = 1. In this identity we may assume
that h(X) is of degree < n - 1, since we may write h(X) =
B(X)f(X) + hI (X), with ohl < n - 1, and then we find hl(X)g(X) +
A 1(X)f(X) = 1, where AI(X) = A(X) + B(X)g(X). Hence h(X)
belongs to ..1. In the case of the two polynomials g(X) and h(X) under
consideration, we find that (1) holds with q(X) = - A(X) and r(X) = 1,
and hence ..1 is a field.

If g(X) and h(X) are elements of ..1 such that the (old) product
g(X)h(X) is a polynomial F(X) of degree < n, then from our definition
of multiplication in ..1 it follows that g(X) 0 h(X) = F(X). Hence if
c E k and m is any integer < n, then the element cXm of ..1 is actually the
circle product coX 0 X 0 •.. 0 X of c and m factors X. Since addition
in ..1 is the same as addition in k[X], we conclude that X is a generator of
..1 over k.

At this stage, it will be convenient to denote the element X of k[X],
when this element is regarded as an element of the field ..1, by some
letter other than X, say, by x. When that is done, then, we can dispense
with the symbol 0, used for multiplication in ..1, without introducing any
ambiguity in our notation. We therefore writeg(x)h(x) for g(X) 0 h(X).
Our last conclusion, to the effect that X is a generator of ..1 over k, can
now be expressed, without ambiguity, by writing: ..1 = k(x).

Let nowf(X) = Xn + fl(X) , wherefl(X) has degree < n - 1. We
have Xn-I·X =f(X) - fl(X), hence xn = xn-I·x = - fl(X), by
definition (2). Therefore xn+ fl(X) = 0, that is, f(x) = 0. This
completes the proof of the theorem.

COROLLARY.. If k is afield andf(X) = aoXn + alXn-1 + ... + an>
ao ¥= 0, is an arbitrary non-constant polynomial in k[X}, there exists an
extension field K of k such that f(X) factors completely in linear factors
in K[X]:

(3) f(X) = ao(X - xl)(X - x 2) ••• (X - xn), Xi E K.

For n = 1, there is nothing to prove. We use induction with respect
to n. We fix an irreducible factor rp(X) of f(X) and we consider some
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simple extension k l = k(xl ) of k such that tp(xl) = o. Thenf(x l ) = 0,
and therefore f(X) is divisible by X - Xl in kl[XJ: f(X) =
(X - xl)fl(X), fl(X)E kl[XJ. Since fl(X) is of degree n - 1, there
exists, by our induction hypothesis, an extension K of k l such that
fl(X) = ao(X - x 2)(X - x 3) ••• (X - xn), Xi E K, and from this (3)
follows.

§ 3. Algebraic extensions
DEFIKITIoN 1. If K :::> k, then K is an algebraic extension of k if every

element of K is algebraic over k. Extensions which are not algebraic are
called transcendental extensions.

The simplest example of an algebraic extension is the field k(x), x
algebraic over k. That not only x but every element of this field is
algebraic over k will follow from the theorem below and from the fact
that k(x) is a finite dimensional vector space over k (§ 2, Theorem 2,
Corollary).

THEORE..VI 4.. If K:::> k and if the dimension of K (regarded as a vector
space over k) is finite, say n, then K is an algebraic extension of k, and every
element x of K satisfies an equation of degree :5 n over k (whence the
minimal polynomial of x in k[XJ is of degree < n; see § 2, Theorem 1).

PROOF. 1, x, x 2, ••• , xn are linearly dependent over k.
DEFINITION 2. The dimension n of Kover k is called the degree of K

over k and is denoted by [K: kJ. We set [K: kJ = 00 if K, regarded as a
vector space over k, has infinite dimension. If [K: k] is finite, then K is
said to be a finite extension of k, or also that K/k is a finite extension.

COROLLARY. If K is an extension of k and x E K, then x is algebraic
over k if and only if k(x) is a finite extension of k. In that case, if n =
[k(x): k], the minimal polynomial of x in k[XJ is of degree n.

This follows at once from the preceding theorem and from Theorem
2 of § 2.

Let k, K and L be fields such that k eKe L and let [!f:.,: k] = n,
rL: Kl = m.

THEORE:vI A. If Wl' W 2' ... , W n is a basis of K/k and gl' g2' ... , gm
is a basis of L/K, then the mn products

(1) wigj, i=1,2,···,n;j=1,2,···,m,

form a basis of L/k.
m

PROOF. If' is any element of L, then' = .L Aij, A j E K. Further-
n j=l n m

more, we have A j = .L aijwi' aij E k. Hence' = .L .L aijwigj. This
~l ~l~l

shows that L, regarded as a vector space over k, is spanned by the mn
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vectors witi. It remains to show that these mn vectors are linearly
n m

independent over k. Let.2:.2: CijWitj = 0, Cij E k. We set C j =
n m i=lj=1

L CijWi' Then.2: Cjtj = 0, C j E K, and since the fs form a basis of
i=1 j=! n

Lover K, we must have C j = 0, j = 1, 2, ... ,m. From.2: cijWi = °
i=1

and from the fact that the w's form a basis of Kover k, we conclude that
all the Cij are zero. This completes the proof.

An immediate consequence of the foregoing theorem is the following
relation:

(2) [L: k] = [L: K]· [K: k].

THEOREM B. If Xl' X2, ••• 'Xn are in an extension field K of k and
are algebraic over k, then k(xl , X2, ••• , xn ) is an algebraic extension of
k, of finite degree.

PROOF. Each Xi' being algebraic over k, is a fortiori algebraic over
k(x l , X2, ••• ,Xi-I)' Hence k(x l , X2, ••• ,Xi) is a simple algebraic
extension of k(xl , X2, ••• ,xi-I), and therefore [k(x l , X2, ••• ,xi):
k(x l , X2 , ••• , Xi_I)] = m i = a finite integer > 1 (by the corollary of
Theorem 4). It follows then from (2) that [k(x l , X2, ••• , xn ) : kJ =
ml m2 ••• mn , and Theorem 4 is applicable.

COROLLARY. IfK is an extension field of k, the elements ofK which are
algebraic over k form a field.

THEOREM C. If K is an algebraic extension of k and L is an algebraic
extension of K, then L is an algebraic extension of k.

PROOF. Assume first that the degree [K: k] is finite, and let X be any
element of L. Since X is algebraic over K, the field K(x) has finite
degree over K. Hence by (2), K(x) has also finite degree over k, and
a fortiori k(x) has finite degree over k. This implies that X is algebraic
over k. In the general case, let Xn + AIXn--;l. + ... + An be some
polynomial in K[X] which has X as a root (for instance, the minimal
polynomial of X over K), and let K' = k(A I , A 2, ••• ,An)' Then X is
already algebraic over K', and since K' is finitely generated over k, the
relative degree [K' : kJ is finite, by Theorem B. The assertion that x is
algebraic over k now follows from the preceding case.

COROLLARY. Let K be an extension field of k and let ko be the subfield
ofK consisting of the elements ofK which are algebraic over k (see Corollary
of Theorem B). Then every element of K which is algebraic over ko belongs
to k o•

We express this property of the field ko by saying ko is algebraically
closed in K. We refer to ko as the algebraic closure of k in K.
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§ 4. The characteristic of a field. Let k be a field and let e be the
identity of k. The integral multiples ne of e(n ~ 0) ~orm a subring E
of k [in view of the relations (n ± m)e = ne ± me, (nm)e = ne·me
(I, § 4)J, in fact the least subring of k containing e.

Let ..1 be the quotient field of E in k (I, § 19). Any subfield of k
contains the ring E and hence must also contain the field ..1. Hence ..1
is the smallest subfield of k, and is in fact the intersection of all the
subfields of k.

DEFIC'lITIO"" 1. A field which does not contain any proper subfields is
called a prime field.

It follows from this definition that the above subfield ..1 of k is a
prime field. Since every subfield of k contains ..1, ..1 is the only prime
subfield of k. Thus every field k contains a unique prime field.

We consider the mapping

(1) n ---0>- ne

pe = °

of the ring] of integers onto E. This mapping is a homomorphism (in
view of the relations given above). Two cases are possible: (a) eitheo:
(1) is an isomorphism, or (b) it is a proper homomorphism.

If (1) is an isomorphism, we say that k has characteristic zero. In
this case, we have ne =;6 °if n =;6 0, and the ring E is an infinite ring,
isomorphic to the ring] of integers. The quotient field ..1 of E in k
is then isomorphic to the field of rational numbers, the isomorphisp.:\

between the former and the latter being given by !!... e~ !!..., m =;6 °
m m

(see I, § 19, Theorem 16). It is cIeao: that if a field k is of characteo:istic
zero, then every subfield of k is of characteristic zero, and that if one
subfield of k is of characteristic zero, then k itself is of characteris!ic zero.

Wealso note that-as has just been shown-any prime field of character­
istic zero is isomorphic to the field of rational numbers.

We now consider the case in which the homomorphic mapping (1) i.s
not an isomorphism. In this case, the kernel N of (l), that is, the set of
all n such that ne = 0, contains at least one integer n which is different
from °(I, § 11, Theorem 2). Since ne = °implies - ne = 0, the
kernel contains also positive integers. Let p be the least positive
integer in N. We have then

(2)

and

(3) re =;6 0, if °< r < p.

Since N is a subring of] (r, § 12, Theorem 3, c), N contains also all the
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multiples mp of p. On the other hand, if n is an arbitrary integer, we
can write n = qp + r, where 0 < r < p, and then we find that ne =
qpe + re = re, since qpe = O. We have therefore,

(4) ne=re, O<r<p,

and hence, by (3), ne :;C °if n is not divisible by p, for in that case 0 < r.
The kernel N of the homomorphsim (1) consists therefore of all the
multiples of p.

Since I·e = e:;c 0, p is greater than 1. We assert that p is a prime
number. For if p = n1n 2 , then °= (n 1n 2)e = (n 1e)(n 2e), and hence
either n1e = 0 or n 2e = °(since k is a field and has no proper zero
divisors), that is, either n 1 or n 2 is equal to p. The prime number p is
called the characteristic of the field k. Every field k has therefore a
well-defined characteristic p which is either zero or a prime number
(p> 1).

We continue with the case p :;C 0. Relation (4) shows that the ring E
is finite and consists of the elements:

0, e, 2e, ... , (p - l)e.

These p elements are distinct, in view of (3).
The ring E is a field. For let ne be any non-zero element of E.

Since n is not divisible by p, n an4 p are relatively prime and hence
there exist integers m and q such that mn - qp = 1. We have then
(me)(ne) = (mn)e = (qp)e + e = e, and so ne has the inverse me, which
proves that E is a field. (Note the similarity of this reasoning to that
employed in the proof of Theorem 2 in § 2.)

Let k' be any other field of the same characteristic p :;C 0 as k, and let
E' be the set of integral multiples ne' of the identity e' of k'. It is then
immediately seen that the transformation ne -+ ne' is an isomorphic
mapping of E onto E'. We thus see that if there exist at all fields of a
given characteristic p :;C 0, then there also exist prime fields of character­
istic p, and any two prime fields of the same characteristic p are iso­
morphic. Using the ring] of integers, we can now construct fields of
any characteristic p :;C 0. The construction is quite similar to that of
simple algebraic extensions of a field k, used in the proof of Theorem
3' in §2. The role of the irreducible polynomial f(X) is now played by
the prime number p. We denote, namely, by Jp the set of integers
0, 1, 2, ... ,p - 1. If m and n are any elements of Jp, we define
addition + and multiplication 0 inJp as follows: m + n is the remainder
of the division of m + n by p and m 0 n is the remainder of the division
of mn by p. Using arguments similar to those used in the proof of
Theorem 3' in § 2, one proves that Jp is a field. Since every element of
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Jp is clearly an integral multiple of 1 (that is, we have m = 1 + 1 +
... + 1, m times, for all m such that 1 < m < p - 1), Jp is a prime
field. Since Jp contains p elements, p is the characteristic of Jp.

The following identities hold in any field k of characteristic p:
(5) pa = 0,

(6) (b ± c)P = bp ± cP,
where a, band c are elements of k. The first of these relations follows
from pa = p(ea) = (pe)a. The second relation is obtained by observing
that since p is a prime number, all the binomial coefficients of (a ± b)P,
except the first and the last, are divisible by p. Hence applying (5), we
have (b ± c)P = bP + (± l)Pcp. IfP ¥= 2, P is odd and (6) follows. If
P = 2, we have (b - C)2 = b2 + c2, but this time we have c2 = - c2

since 2c2 = 0.
The identity (6) leads to an important consequence. Let k be a field

of characteristic p different from zero and let us denote by kP the set of
all elements of k which are of the form aP, a EO: k. By (6), the set kP is
closed under addition and subtraction. Since we also have for any b
and c in k: bpcp = (bc)P and-if c ¥= O-bPfcP= (bfc)P, k p is also closed
under multiplication and division. Hence kp is a subfield of k. We
consider the mapping

(7) x -+ xP, X EO: k.
Clearly, we have xy -+ xP.yp. This, in conjunction with (6), implies
that the mapping (7) is a homomorphism. Since xP = °implies x = 0,
it follows that (7) is an isomorphism of k onto k p.

DEFI~ITIO~ 2. A field k is called perfect if it is either of characteristic
zero or is of characteristic p ¥= °and coincides with its subfield kP.

It follows that if k is of characteristic p ¥= 0, it is perfect if and only
if for every element x in k there exists another element y in k such
that x = yp. This element y is uniquely determined by x, since (7) is
one to one. This element y is denoted by vrx.

If k is of characteristic p ¥= °and is not perfect, there exist elements
in k which are not p-th powers of elements of k. If x is such an element,
there we agree to indicate this property of x by the notation: -\l'xrt k.

An example of a perfect field of characteristic p is the prime field Jp.
To see this, we shall prove a more general result.

DEFINITIO~ 3. A Galois field is a field containing only a finite number
of elements.

It is clear that the characteristic of a Galois field must be different
from zero, for any field of characteristic zero contains the (infinite) field
of rational~numbers.
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::\"ow suppose that k is a Galois field and let p be the characteristic
of k. Since (7) is an isomorphism of k onto kp , the two fields have the
same (finite) number of elements. Since kP C k, it follows that k = kP.
We have thus proved

THEOREM 5. Every Galois field is perfect.

§ 5. Separable and inseparable algebraic extension. Let k be
a field and let k[X] be the polynomial ring in the indeterminate X over
k. If

f(X) = aoXn + alXn-l + ... + an' ai E k, ao 7': 0,

is any polynomial in k[X], of degree n, we define the derivative j'(X) of
f(X) in the usual fashion:

j'(X) = naoXn-l + (n - 1)alXn-2 + ... + an-l.

The derivativej'(X) is again a polynomial in k[X]. If the characteristic
of k is zero, then a coefficient (n - i)ai of j'(X)(i = 0, 1, ... , n - 1)
can be zero if and only if ai is zero. Hence j'(X) 7': °if n > 0.

Suppose, however, that k has characteristic p 7': 0. In that case,
(n - i)ai is zer6 if either ai = °or n - i is divisible by p. In particular,
since ao 7': 0, we have na o = °only if n is divisible by p. It follows
thatj'(X) = °if and only if n is divisible by p and all those coefficients
a i of f(X) are zero for which n - i is not divisible by p. When that is so,
the terms aiXn-i which actually occur in f(X) are such that the exponent
n - i is divisible by p. That signifies that f(X) is a polynomial in XP,
that is,J(X) E k[XP]. This, then, is a necessary and sufficient condition
for the vanishing ofj'(X).
DEFI~ITIO~ 1. An irreducible polynomial f(X) in k[X] is separable or

inseparable according as j'(X) 7': °or j'(X) = 0. An arbitrary poly­
nomial f(X) in k[X] is separable if all its irreducible factors are separable;
otherwise f(X) is inseparable.

If k is of characteristic zero, every polynomial in k[X], of positive
degree, is separable. For fields of characteristic P#:O we have the
following

THEOREM 6. A field k of characteristic P#:o is perfect tf and only tf
every polynomial in k[X] of positive degree is separable.

PROOF. Assume k perfect. It will be sufficient to show that every
irreducible polynomial in k[XJ of positive degree is separable. Now if
f(X) is an arbitrary polynomial in k[X] such that j'(X) = 0, then
f(X) E k[XP], that is, we have f(X) = £bjX/, = (£{3jXj)P, where
{3j = -1"b; E k (since k is perfect), and hence f(X) is not irreducible.
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Conversely, assume that k is not perfect. There exists then at least
one element a in k such that a is not the p-th power of an element of k.
Setf(X) = XP - a. We havef'(X) = 0, and hence the proof will be
complete if we show that XP - a is irreducible in k[XJ. We shall prove
the following more general result:

THEOREM 7. If a E k, yia rt k and e is an integer > 0, then XP' - a
is irreducible in k[X].

PROOF. The theorem is trivial if e = 0 for in that case we have
XP' - a = X - a (the condition yiti rt k is in this case irrelevant). We
now proceed by induction with respect to e. Let rp(X) be a monic
irreducible factor of XP' - a in k[XJ and let [rp(X)Jh be the highest
power of rp(X) which divides XP' - a:

(1) XP' - a = [rp(X)Jhif(X), (rp(X), if(X» = 1.

Taking derivatives of both sides * and dividing by [rp(X)Jh-l, we have
the identity

hrp'(X)if(X) + rp(X)if'(X) = 0,

and hence if(X) divides the product rp(X)if'(X). Since if(X) <Ind
rp(X) are relatively prime, we must have if'(X) = 0, for in the contrary
case if'(X) would be a non-zero polynomial of smaller degree than
if(X), and if(X) could not divide if'(X). We must therefore have
simultaneously: hrp'(X) = 0, if'(X) = O. The second of these relations
implies that if(X) E k[XPJ, say, if(X) = ifl(XP), where ifl(X) E k[X).
The first implies that the derivative of [rp(X)Jh is zero, whence also
[rp(X)Jh E k[XPJ, say [rp(X)]h = rpl(XP), rpl(X) E k[XJ. Hence, by (1),
we have XP' - a = rpl(XP)ifl(XP), or-replacing XP by X: XP'-' - a
= rpl(X)ifl(X), Since XP'-' - a is irreducible in kEX] (by our induc­
tion hypothesis) and since rpl(X) is of positive degree, it follows that
ifl(X) is of degree zero, and hence ifl(X) = 1 since both poly.!lomials
XP'-' - a and rpl(X) are monic. We have thereforeXP'-' - a = rpl(X),
XP' - a = [rp(X)Jh. Were h a multiple of p, XP' - a would be a power
of [rp(X)]P, and since the coefficients of [rp(X)JP belong to kP it would
then follow that also the coefficients XP' - a all belong to kp. This,
however, is in contradiction with our assumption that yra rt k. Hence
h is not divisible by p. Since h rp'(X) = 0, it follows now that rp'(X) = 0,
rp(X) E k[XPJ, and this implies at once that h = 1 for otherwise the
relation XP' - a = [rp(X)Jh would imply that Xp"-' - a is reducible in
k[X]. Hence XP' - a = rp(X), Q.E.D.

* We use here the familiar rule for the derivative of a product. This rule is
a straightforward consequence of our purely formal definition of the derivative
of a polyndInial.
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A shorter proof of the above theorem can be given by making use
of the existence of an algebraic extension k' of k such that /f?(X) has a
root a in k' (see Theorem 3', § 2). We have a = ape and hence
XP' - a = (X - a)pe. It is now easy to see that xpe - a is necessarily
a power of /f?(X). For assume this is not the case, and let ljJ(X) be an
irreducible factor of XP' - a such that (/f?(X), ljJ(X)) = 1. Then we
have an identity of the form A(X)If?(X) -+- B(X)ljJ(X) = 1, where A(X),
B(X) E k=XJ. Since ljJ(X) divides (X - a)pe in k'[X], a is a root of
ljJ(X), and hence the substitution X --+ a in the above identity leads
to a contradiction (0 = 1). Since therefore /f?(X) is necessarily a
power of X - a, it follows that xpe - a = [/f?(X)]PP, p > 0, and the
fact that y!{i 1': k yields at once p = 0.

Let f(X) be a polynomial in k[X}. If f(X) E k[XP], then f(X) =
fl(XP), and the degree of f(X) is divisible by p. If also fleX) E k[XP},
then fleX) = f2(XP) and f(X) = f2(XP'), and the degree of f(X) is
divisible by p2. Since the degree off(X) is finite, there exists an integer
e > °such that f(X) E k[XpeJ, f(X) 1': k[XP'+']. We set then f(X) =
fo(XP'), n = degree of f(X), no = degree of fo(X). Here fo(XH k[XP]
and

n = nope.

DEFI~ITIO~ 2. The integer no is called the reduced degree of f(X), or
the degree of separability off(X), while e and pe are called respectively the
exponent of inseparability and the degree of inseparability of f(X).

It is clear that an irreducible polynomialf(X) is separable if and only
if n = no.

Let K be an extension field of a field k and let x be an element of K
which is algebraic over k.

DEFI~ITIO~ 3. The element x is separable or inseparable over k
according as the minimal polynomial f(X) of x in k[X] is separable or
inseparable.

It follows that if k is of characteristic zero or is a perfect field of
characteristic p =;6 0, then every algebraic quantity over k is necessarily
separable.

COROLLARY 1. If x is algebraic over k and f(X) is the minimal poly­
nomial of x over k, then x is inseparable over k if and only ifj'(x) = 0. If
x is inseparable over k and g(X) is any polynomial in k[X] such that
g(x) = 0, then g'(x) = 0.

For if f(x) = j'(x) = O,f(X) irreducible, then necessarily j'(X) = °
since j'(X) is of smaller degree than f(X); and hence x is inseparable
over k. Conversely, if x is inseparable over k, then j'(X) = °
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and hence j'(x) = 0. If g(x) = 0, then f(X) divides g(X), g(X) =
A(X)f(X), g'(x) = A(x)j'(x), and hence g'(x) = °if x is inseparable
over k.

Let g(X) be any polynomial in k[X] such that g(x) = 0. Since
x E K and g(X) is also a polynomial in K[X], X - x must divide g(X)
in K[X]. Let (X - x)s be the highest power of X - x which divides
g(X) in K[X]:

(2) g(X) = (X - X)sgl(X),

where gl(X) E K[X] and gl(X) ¥= 0. Since x belongs also to the sub­
field k(x) of K, a similar argument is applicable to the field k(x) (instead
of to K), and hence if (X - x)p is the highest power of X - x which
divides g(X) in k(x) [X] , then g(X) = (X - x)Pgz(X), where
gz(X) E k(x)[X] C K[X] and gz(x) ¥= 0. The identity (X - X)sgl(X)
= (X - x)Pgz(X), together with the inequalities gl(X) ¥= 0, gz(x) ¥= 0,
implies that p = s, gl(X) = gz(X). Hence the integer s depends only
on x and g(X), and not on the choice of the extension field K of k
containing x. This integer s is called the multiplicity of the root x of
g(X). We say that x is a simple root or a multiple root ofg(X) according
as s = 1 or s > l.

Taking derivatives of both sides of (2) we find that if s = 1 then
g'(x) = gl(X) ¥= 0, and if s > 1 then g'(x) = 0. We can therefore
re-state Corollary 1 in the following form:

COROLLARY 2. If x is. algebraic over k and f(X) is the minimal
polynomial of x in k[X], then x is inseparable over k if and only if x is a
multiple root of f(X). If g(X) is any polynomial in k[X] such that
g(x) = 0 and if x is inseparable over k, then x is a multiple root of g(X).

DEFI~ITIO~ 4. An algebraic extension K of k is a separable extension
of k tf every element of K is separable over k. In the contrary case, K is
called an inseparable extension of k.

From now on we shall assume in this section that the characteristic
p of kis ¥= 0.

DEFI~ITIO~ 5. An element x E K is purely inseparable over k if s01l'ie
pe_th power of x belongs to k, e > O. (In particular, if e = 0, that is, if
x E k, then x is purely inseparable over k.) K is a purely inseparable
extension of k if every element of K is purely inseparable over k.

COROLLARY 3. If K is a finite purely inseparable extension of k, then
the degree [K: k] is a power of p.

By formula (2) of § 3 it is sufficient to prove the corollary under the
assumption that K is a simple extension of k, say, K = k(x). Let
e > °be tfe smallest integer such that x pe E k, and let xpe = a. Then a
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is not a p-th power of an element of k, and hence the polynomial Xpt - a
is irreducible ~n k~X] (Theorem 7). Since x is a root of this polynomial,
X pt - a is the minimal polY:lOmial of x over k and hence (Theorem 2,
Corollary, § 2) ~k(x): kJ = pe.

LEMMA 1. If x is both separable and purely inseparable over k, then
x E k.

PROOF. If e is the least non-negative exponent such that xpt E k and
if x pt = a, then the proof of the Corollary 3 shows that Xpt - a is the
minimal polynomial of x in krXl. Since x is separable over k, it
follows that f'(X) ¥: 0, and this is possible only if e = O. Hence
x E k, as asserted.

LEMMA 2. If K is a separable algebraic extension of k and L is any
field between k and K (k C L C K), then K is a separable algebraic
extension of L.

PROOF. Let x be any element of K and let f(X) be the minimal
polynomial of x in k[XJ. Since x is separable over k, x is a simple root
of f(X), by the first part of Corollary 2. Since f(X) is also a poly­
nomial in LeX], it follows then from the second part of Corollary 2 that
x is also separable over L.

IfL is any subset of K, we denote by k(L) the subfield of K obtained
by adjoining to k all the elements of L, that is, k(L) is the set of all
elements of K which are of the formf(x l , x 2, ••• , xn)!g(xl , x 2, ••• , xn),
wheref(XI, X 2, ••• , Xn),g(XI, X 2, ••• , X n) E k[XI, X 2, ••• , XnJ, x, E L
(i = 1,2, ... , n), g(x,., x 2, ••• , xn) ¥: 0 and n is an arbitrary integer.
We denote by k[LJ the ~ing consisting of all polynomials f(x l , X2,' •• , xn)
such as above. Then k(L) is the smallest subfield of K which contains
k and L, k~L] is the s:nallest subring of K containing k and L, and k(L)
is the quotient field of k~L] in K.

We shall denote by kL the set of all finite sums of products of elements
of k by elements of L. This set is, in general, not a ring, unless L is a
ring, and in the latter case we have kL = k[L J.

If L is a field and if every element of L is algebraic over k,
then k(L) = kL. For in that case we have for any elements Xl' X2,"', Xn
of L: k(x l , x 2, ••• , xn) = k~XI' x 2, ••• ,xn~ (Theorem 2, § 2), hence
k(x 1, x 2' ••• , xn) C k[LJ= kL.

We now proceed to prove the following criterion for separable
algebraic extensions:

THEOREM 8. IfK is a separable algebraic extension ofk, then kKp = K.
Conversely, if K is an extension of k such that kKp = K and if the extension
K/ k is finite, then K is a separable extension of k.

PROOF. From a preceding observation it follows that kKp is a field.
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~oreover, every element of K is purely inseparable over kKP, for
KP C kKP. If K is a separable extension of k, it follows then from
k C kKP C K and from Lemmas 1 and 2 that kKP = K, which proves
the first part of the theorem.

Assume now that kKP = K and that K is a finite (hence algebrll.ic)
extension of k. Let ~K: k~ = n. Let WI' W2, ... , Wh be any elements
of K which are linearly independent over k. We assert that wlP,
w2P, ... , wl are also linearly independent over k. For the proof of this
assertion, extend the set WI' W2, ... , Wh to a basis WI' W2' ... , Wn of

n n n

K/k. We have K = .L kWi' KP = .L kPw/, K = kKP = .L kw/.
i=l i=1 i=l

This shows that wlP, wl, ... , w/ also form a basis of Kover k, which
proves our assertion. Now let x be any element of K, let f(X) be the
minimal polynomial of x over k, and let m be the degree of f(X).
Assume for a moment that x is inseparable over k, and let m o be the
reduced degree of f(X) (see Definition 2), so that mo < m. Then
1, x, x 2, ... ,xmo are linearly independent over k, but 1, xpe, x 2pe , ... ,
xmo pe are linearly dependent over k, a contradiction. Hence x is
separable over k. Q.E.D.

COROLLARY. If x is separable over k, then k(x) = k(xP), and therefore
k(x) is a separable extension of k. Conversely, if k(x) = k(xP), then x is
separable over k.

For if we set K = k(x), then KP = kP(xP) and kKP = k(xP), and
since k(x) is a finite extension of k, it follows, by the theorem just proved,
that x is separable over k if k(x) = k(xP). On the other hand, if x is
separable over k, x is both separable (Lemma 2) and purely inseparable
over k(xP), and hence x E k(xP), k(x) C k(xP) C k(x), i.e., k(x) = k(xP).
Thus K = kKP, and K is a separable extension of k.

THEOREM 9. If L is a separable extension of k and K is a separable
extension of L, then K is a separable extension of k.

PROOF. Since every element x of K is separable algebraic over k(Lo),
where L ois a suitable finite subset of L (depending on x), it is sufficient to
prove the theorem for finite extensions L/k, K/L. We have, by
Theorem 8, L = kLP, K = LKP = kVKP C kKP, hence K = kKP.
Since K/k is a finite extension, K is separable over k (second half of
Theorem 8).

THEOREM 10. If Xl' x 2' ... , Xn are elements of K which are separable
over k, then k(x l , x 2, ... , xn) is a separable extension of k.

PROOF. Set K i = k(x l , x 2, ... ,Xi)' We know that K 1 is a separable
extension of k (Theorem 8, Corollary). Assume that K i is a separable
extension of k. Since Xi+! is separable over K i (Lemma 2), it follows
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that K i+1 is a separable extension of K i, whence Ki+l is also a separable
extension of k (Theorem 9). This completes the proof.

Let K be an arbitrary extension of k and let k be the algebraic
closure of kinK (see end of § 3, p. 61). Let ko be the set of all
elements of K which are separable algebraic over k. Then k C ko C k,
and ko is a field (Theorem 10). We shall refer to ko as the maximal
separable extension of k in K. We say that k is quasi-algebraically closed
in Kif k = ko.

Let x be any element of k and let f(X) be the minimal polynomial of
x over k. Let pe be the degree of inseparability of f(X) (e = 0, if and
only if x E ko)' Then xP' is separable over k, and therefore xP' E ko.
Consequently x is purely inseparable over ko. This holds for any element
x of k; consequently k is a purely inseparable extension of ko. It follows
that any algebraic' extension k of k can be obtained in two steps: a
separable extension k ~ ko followed by a purely inseparable extension
ko~k.

Let K be a finite algebraic extension of k. In this case k = K. Let
no = [k o: kJ. The degree ~K: ko] is a power of p, since K is a purely
inseparable extension of ko (see Definition 5, Corollary). Let [K: ko}
= pe. Then [K: k] = n = nope. The integers no and pe are called
respectively the separable and the inseparable factor of the degree [K : k],
or also the degree of separability and the degree of inseparability of Kjk.
In symbols

(3) no=[K:kJ., p'=[K:kJi'

whence

(4) ~K: kJ = [K: k]s·[K: k]i'

We consider now the special case in which K = k(x) = a simple
algebrau extension of k. Letf(X) be the minimal polynomial of x over
k. Let no be the reduced degree of f(X) and let p' be the degree of
inseparability of f(X), so that n = nope, where n is the degree of f(X).
It is not difficult to see that no and pe are equal respectively to [k(x) : k]s and
[k(x): k]i' For let y = xP'. Then y is separable over k, and k(y) is a
separable extension of k. Moreover [k(y): k] = no, since the minimal
polynomial of y over k has degree no. The element x is purely in­
separable over k(y), and hence any element of k(x) is purely inseparable
over k(y) (from xP' E k(y) follows zP' E k(y) for all z in k(x». It follows
that every element of k(x) which is separable over k [and hence also
over k(y)] belongs to k(y) (Lemma 1). Hence k(y) = ko, and
no = [k(x): k]s. We have no'pe = n = [k(x): k] = [k(x): k]s' [k(x): k]i
= no· [k(x): kJi' a~d therefore pe = [k(x): k]i' as asserted.
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§ 6. Splitting fields and normal extensions. We have shown in
§ 2 that iff(X) is any polynomial in krXl, then there exists an extension
K of k such that f(X) factors complet~ly in KrXl into linear factors:

(1) f(X) = ao(X - x1)(X - x 2) ••• (X - x n), Xi E K.

Here a o is the leading coefficient of f(X). If f(X) is irreducible in
k[X], then the n quantities Xi are distinct [and hence each Xi is a simple
root of f(X)], if and only if f(X) is a separable polynomial (see § 5,
Definition 3, Corollary 2). If f(X) is reducible in k:X], then the Xi
are distinct if and only if f(X) is a separable polynomial and has no
multiple factors in k[X]. This follows from the fact that two distinct
irreducible monic polynomials in k[XJ cannot have a common root in
any extension field of k (a quantity X which is algebraic over k bas a
unique minimal polynomial in k[XJ).

THEOREM 11. Iff(X) is an irreducible inseparable polynomial in k[X],
of reduced degree no and exponent of inseparability e, then each linear
factor in (1) appears exactly pe times.

PROOF. We have f(X) = rp(XP<), where rp(X) is an irreducible
separable polynomial in k[X]. Each element x/< is a root of rp(X),
necessarily a simple root, and hence rp(X) = (X - Xr)rpi(X), where
rpi(X) E K[X] and rpi(X;<) =F O. We have, then,f(X) = (X - xi)P<f;(X)
where fi(xi) = rpi(X;<) =F O. This shows that X - Xi is exactly a
pe-fold factor of f(X), as asserted.

Let Kbe an extension field of kin whichf(X) factors com~letely into
linear factors and let (1) be the factorization of f(X) in K[XJ. The
field k(x1, X2 , ••• , xn ) is clearly the smallest subfield of K which contains
k and in whichf(X) factors completely into linear factors.

DEFINITION 1. The field k(x1, X2 , ••• , xn ) is called a splitting field
over k of the polynomial f(X).

A splitting field off(X), over k, is therefore any extension field L of k
in whichf(X) factors completely into linear factors and which is generated
over k by the roots of f(X) in L.

We have proved in § 2 (see Theorem 3) that if f(X) is an irreducible
polynomial in k[XJ and x, x' are roots of f(X) in some extension fields
K and K' of k respectively, then the fields k(x) and k(x') are k-isomorphic
extensions of k. Our next object is to prove the following analogous
result for splitting fields: if f(X) is an arbitrary polynomial in k[XJ (not
necessarily irreducible), any two splitting fields of f(X) over k are k-iso­
morphic extensions of k. Before we do that, we restate Theorem 3 of
§ 2 in a slightly more general form:

LEMMA 1. Let T be an isomorphism between two fields k and k and let
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q;(X) = aoXn + alXn-l -7- ... + an be an irreducible polynomial in
k[XJ. Let cp(X) = ~1fJ(X)J7 be the corresponding polynomial in k~XJ,

that is, let IfJ(X) = aoXn + alXn-l + ... + an' where ai = ai7. Let,
moreover, x be a root of IfJ(X) in some extension field of k and let x be a root
of cp~X) in some extension field of k. Then the isomorphism 7 can be
extended to an isomorphism p of k(x) onto k(x) such that xp = x, and the
extension is unique.

If k = k and 7 is the identity, then ~he lemma coincides with Theorem
3 of § 2. In the general case, the proof of the lemma is similar to the
proof of Theorem 3 and may be left to the reader.

The uniqueness theorem on splitting fields, which we propose to
prove, is the following:

THEOREM 12. Let k, k and 7 have the same meaning as in the preceding
lemma, and let f(X) be an arbitrary monic polynomial in k~XJ, of degree n.
Let j(X) = [f(X)J7 be the corresponding polynomial in k[X~ and let
k', k' be splitting fields over k and k off(X) and j(X) respectively. Then
the isomorphism 7 can be extended to an isomorphism p of k' onto k', and
any such extension p sends each root off(X) in k' into a root ofI(X) in k'
(and similarly p-l sends each root ofj(X) into a root off(X).

PROOF. The theorem is trivial for n = 1. We shall therefore
proceed by induction from n - 1 to n. Let IfJ(X) be an irreducible
factor of f(X) in k~XJ and let cp(X) = [1fJ(X)J7 be the corresponding
irreducible factor of j(X) in k[XJ. Then both IfJ(X) and cp(X) have
roots in k' and fl respectively. We fix a root Xl of IfJ(X) in k' and a root
Xl of ?leX) in F By Le~~a 1, there exists an isomorphism 71 between
k(x 1) and k(x l ) which is an extensio~ of 7 and which sends Xl into Xl'
Let f(X) = (X - xl)fl(X) and j(X) = (X - xl)fl(X), The poly­
nomialsfl(X) andf~(X) have coefficients in k(x l ) and "-(Xl) respectively,
and are of degree n - 1. It is clear that they are corresponding
polynomials under the isomorphism 7 1 between k(x1) and k(x l ).

Furthermore, the fie:ds k' and k' are respectively splitting fields of
fleX) over k(x l ) ~.nd of fl(X) over k(xl ). It follows from our induction
hypothesis that the isomorphism 7 1 can be extended to an isomorphism
p of k' onto k'. ~hen p is an extension of 7, and since the last statement
in the theorem is self-evident, the proof is complete.

COROLLARY. Let k' be a splitting field over k of a polynomial f(X)
whose coefficients belong to a certain subfield ko of k. Then any ko­
isomorphism of k into k' can be extended to an automorphism of k'.

For, in the present case, the isomorphic field k is contained in k', and,
on the other hand, t:J.e oolynomial j(X) coincides with f(X). Hence
we can take for k' the field k' itse:f.
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The preceding theorem has several important consequences. We
recall (§ 2, p. 57) that two algebraic elements x and y of a~ extension
field K of k are said to be conjugate over k if they are the roots of one
and the same irreducible polynomial in k~X}. It was shown earlier in
this section that if an element x of K is a root of an irreducible poly­
nomialf(X) in k[X], of reduced degree no and exponent of inseparability
e, then x is a pe-fold root of f(X). Hence x has at most no conjugate
elements in K (including x itself). If the number of conjugate elements
of x contained in K is exactly no, or-what is the same thing-if f(X)
factors completely in K[X] into linear factors, then we shall say that
" K contains all the conjugates of x over k."

DEFINITION 2. An extension K of k is said to be normal over k, or a
normal extension of k, if K is an algebrqic extension of k and if every
irreducible polynomial f(X) in k[XJ which has a root in K factors com­
pletely in K[XJ into linear factors, or-what is the same thing-if K
contains then a splitting field of f(X) over k.

It is clear that this definition is equivalent to the following: K is a
normal extension of k if K is an algebraic extension of k and contains with
every element x also all the conjugates of x over k.

COROLLARY 1. If K is a finite normal extension of k, then K is a
splitting field of some polynomial f(X) in k[X}.

For let K = k(al' a2' ... , am) be a finite normal extension of k, and
let fi(X) be the minimal polynomial of ai in k[XJ. Since K is normal
over k, K contains a splitting field of fi(X) over k. Then K also
contains a splitting field, over k, of the product f(X) of the m poly­
nomials fi(X). Since K is generated over k by roots of f(X) (namely
by aI' a2, ... , am)' it fol1.ows that K itself is a splitting field of f(X)
over k.

COROLLARY 2. If K is a finite normal extension of k and a, f3 are any
two elements of K which are conjugate over k, then there exists a k-auto­
morphism of K which sends a into f3.

For, by Corollary 1, K is a splitting field of some polynomialf(X) in
k:XJ. Then K;s also a splitting field of f(X) over k(a) ane also over
k(f3). Since there exists a k-isomorphism of k(a) onto k(f3) w1:1ich sends
a into f3, our corollary follows at once from Theorem ~2.

COROLLARY 3. Let K be a finite normal extension of k. If an element
a of K is left invariant under all k-automorphisms of K, then a is purely
inseparable over k.

For a must then coincide with all its conjugates over k, by Corollary
2, and hence the minimal polynomial of a in k[X} has red'.lced
degree 1.
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COROLLARY 4. If K is a finite normal extension of k and if L is a field
between k and K, then any k-isomorphism of L into K can be extended to
an automorphism of K.

Apply the corollary of Theorem 12, taking for k', k, and k o the fields
K, L, and k respectively.

We shall have occasion to use the following lemma:
LE~~A 2. Let k C L C .::::1 C K be successive finite algebraic extensions

of k, where K is a normal extension of k. If.::::1 possesses n L-isomorphisms
into K, then every k-isomorphism ofL into K has exactly n extensions which
are isomorphisms of .::::1 into K.

PROOF. Let G be the group of all k-automorphisms of K and let G(L)
(respectively, G(.::::1)) be the subgroup of G consisting of those auto­
morphisms of K which leave fixed every element of L (respectively,
of .::::1). It is clear that G(.::::1) is a subgroup of G(L). Let

(1)

(2)

n

G(L) = U G(.::::1)cpi'
i=l

m

G = U G(L)if;j'
j=!

be the decomposition of G(L) into right G(.::::1)-cosets and that of G into
right G(L)-cosets. Then the mn G(.::::1)-cosets are distinct and

(3) G = U G(.::::1)cpiif;j
i~j

is the decomposition of G into right G(.::::1)-cosets.
It is clear that the m automorphisms if;j have distinct restrictions to L

and that the restriction of any element if; of G to L coincides with the
restriction of one of the if;j' Since by Corollary 4 to Definition 2 every
k-isomorphism 0: L into K is the restriction of some automorphism of
K, it follows that L has exactly m k-isomorphisms into K and that these
are given by the restrictions of if;l' if;2' ... , if;m to L.

In a similar fashion it follows from (3) that .::::1 has exactly mn k-iso­
morphisms i'.1to K and that these are given by the restrictions of the mn
products cpiif;j to.::::1. Now, since each cpi reduces to the identity on Land
since if;j and if;j' p.ave distinct restrictions to L if j ¥- j', it follows that
each k-isomorphism of L into K, say the isomorphisPl.represented by the
restriction of if;j' has exactly n extensions to.::::1 which are k-isomorphisms
of .::::1 into K, '.1amely the restrictions of cplif;j' cp2if;j' ... , CPnif;j to.::::1. In
particular, the identical isomorphism of L into K has also n such exten­
sions to .::::1, that is, .::::1 possesses exactly n L-isomorphisms into K. This
completes the proof of the lemma.
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We now prove the converse of Corollary 1 to :)efinition 2.
THEOREM 13. Any splitting field over k of a polynomial f(X) in k~XJ

is a finite normal extension of k.
PROOF. Let K be a splitting field, over k, of a polynomial f(X) in

kCXJ and let ep(X) be any irreducib!e polynomial in kCXJ which has a
root a in K. We fix a splitting field K' of ep(X) over K. Let f3 be any
root of ep(X) in K'. Since ep(X) ;.s irreducible over k, we have a
k-isomorphism T betwee'1 k(a) and k(f3) which sends a into f3. This
isomorphism leaves f(X) invariant (since the coefficients of f are in k),
and on the other hand the fields K and K(f3) are splitting fields of f(X)
respectively over k(a) and k(J3) [since k(a) C K, k(f3) C K(J3) and
K = k(x1, x2, ... , xn)J. Hence, by Theorem 12, the isomorphism T

of k(a) onto k(f3) can be extended to an isomorphism p of K onto K(f3).
We are dealing here with an isomorphism p of K into a field containing
K, namely into K'. Since p is also a k-isomorphism and since the
polynomial f(X), whose coefficients are in k, factors completely ~n

K[X] into linear factors, it follows that p must transform onto itself the
set of roots of f(X) ~n K. Since the roots of f(X) in K generate K
over k, it follows that p is an automorphism of K. Since a E K and
ap = f3, we have f3 E K. We have thus proved that K contains all the
roots of ep(X) in K' (whence K actually coincides with K'). This
shows that K is a normal extension of k and. completes the proof of the
theorem.

Let K = k(a1, a2, ... , am) be a finite extension of k and let f;(X) be
the minimal polynomial of ai in k[X~. We setf(X) = f,(X)f2(X) ...
fm(X) and we consider a splitting field K' off(X) over K. S!nce K!s
generated over k by roots of f(X) (namely by a1, a2, ... , am) it follows
that K' is generated over k (and not only over K) by the roots off(X),
whence K' is also a splitting field off(X) over k. By Theorem 13, K' is
then a normal extension of k. We have therefore constructed an over­
field K' of K which is normal (and finite) ove.r k. If K 1 is any :field
between K and K' which is no.rmal over k, then each of the m poly­
nomialsfi(X) must factor completely in K 1CX] into linear factors (since
fi(X) is irreducible in kCX] and has a root in K1~XJ, namely ai). This
shows that K' coincides with K 1. Hence K' is a Ieast normal extension
of k which contains K as a subfield. We note furthermore that if K" is
any normal extension of k whkh contains K as a subfield, then K" must
contain a splitting field of f(X) over k (since this must be so for each
irreducible factor fi(X) of f(X)) and the latter field will of course
contain K. In particular, then, if K" is a :east normal extens;.on of k
containing K as a subfield, then K" must be itself a splitting field of
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f(X) over K, and hence K' and Kif are K-isomorphic (Theorem 12).
We have therefore proved the following theorem:

THEOREM 14. If K is a finite extension of k then there exists a least
normal extension of k containing K, and any two such extensions are
K-isomorphic.

An almost immediate consequence of this theorem and of Corollary 2
of Definition 2 is the following theorem which gives a characteristic
property of finite normal extensions:

THEORE.'\1: 15. A finite extension K of k is normal over k if and only if
it satisfies the following condition: if K' is any extension of K then any
k-isomorphism of K into K' is necessarily a k-automorphism of K.

PROOF. That any (finite or infinite) normal extension K of k satisfies
the condition of the theorem is obvious, since a k-isomorphism of K
into K' sends any element of K into a conjugate element over k.
Conversely, assume that a finite extension K of k satisfies that condition.
We fix a finite extension K' of K which is normal over k, for instance a
least normal extension of k containing K (Theorem 14). If y is any
element of K, then K' contains all the conjugates of y over k. If
y' is one of these conjugate elements, then there exists a k-auto­
morphism p of K' which sends y into y' (Definition 2, Corollary 2).
Then p induces a k-isomorphism of K into K', and by our assumption
this induced k-isomorphism is necessarily a k-automorphism of K.
Hence y' = yp E K (since y E K). We have thus shown that K
contains all the conjugates of y over k. Since y is an arbitrary element
of K it follows that K is normal over k. Q.E.D.*

As a final application of the preceding results, we shall now investigate
the following question: if K is a finite normal extension of k, how many
k-automorphisms does K admit? We incorporate the answer to this
question in the following more general result:

THEOREM 16. Let L be a finite algebraic extension of k and let K be an
extension field of L which is normal over k. If no is the separable factor of
the degree CL: kJ, then there exist precisely no distinct k-isomorphisms of L
into K.

PROOF. In the proof we may assume that K is a finite extension of k,
in fact we may even assume that K is a least normal extension of k con­
taining L, for every k-isomorphism of L into K necessarily maps L into
the least no:o-mal extension of k which contains L and is contained in K.

* It is clear (and follows also directly from the proof) that Theorem 15 ':e­
mains true also if only finite extensions K' of K are allowed in the statement of
the theorem; in fact the theorem remains true if we take for K' a fixed normal
extension of k.
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The theorem is obvious in the case no = 1, for in that case every
element of L is purely inseparable over k and therefore is left invariant
by every k-isomorphism of L into K; that is, the identity is the only
k-isomorphism of L into K. The theorem is also obvious if L is a
simple extension of k, say L = k(a). For in that case, no is also the
reduced degree of the minimal polynomial of a in k~X~ (see end of
§ 5, p. 71). Hence a has exactly no conjugate elements in K (that is,
conjugate over k). If aI' a 2, ••• ,an, are these conjugate elements
(a l = a), then there exists a unique k-isomorphism Ti of k(a) onto k(ai)
which sends a into ai. It is clear that the no isomorphisms Ti (TI = the
identity) are the only k-isomorphisms of k(a) into K, since any k­
isomorphism of k(a) into K must send a into a conjugate element of a
over k, that is, into one of the elements a.i'

After these preliminary rema!"ks, we proceed to prove our theorem by
inductio!l on no. We assume namely that the theorem is true for al:
B.nite algebraic extensions of k for which no is less than a given integer
m, m > 1. Let no = m for the given field L. Since m > 1, there exist
elements in L, not in k, which are separable over k. We fix one such
element, say, a. Let s be the degree ~k(a): kJ. Since a is separable
over k, the !naximal separable extension of k in L coincides with the
maximal separable extension of k(a) in L. It follows that if we denote
by r the separable factor of the degree [L: k(a)], then m = sr. Since
s> 1, we have r < m. By our inductio!l hypothesis, the theorem is
therefore valid for L if we replace k by k(a). Hence there exist exactly r
distinct k(a)-isomorphisms of L into K (note that K, being normal over
k, is a fortiori normal over k(a». Let T I, T2 , ••• ,Tr be the k(a)­
~somorphismsof L into K. Since K is normal over k, K contains all
the conjugates of a over k, say aI' a 2, ••• ,as' For ea.ch j = 1,2, ... ,s,
we fix a k-automorohism aj of K which sends a into aj (Definition 2,
Corollary 2) and we set Pij = Tiaj, i = 1,2, ... ,s; j = 1,2, ... , r.
T:1.en each Pij ~s a k-isomorphism of L into K. The m(= rs) isomor­
phisms Pij are distinct. For we have apij = aaj (since a is left invariant
by Ti), and hence if Pij = Pi'j' then aaj = aar, that is, aj = aj" This
implies j = j', and from this it follows at once that Ti = Ti' (since
the a

J
, as automorphisms of K, are univalent mappings of K). Hence

i = i', and this proves the assertion that the m isomorphisms Pij are
distinct. ~ow let P be an arbitrary k-isomorphism of L into K. The
element a is transformed by P into one of its conjugate elements
aI' a 2, ••• ,as' Let, say, ap = aj' Then paj-l is a k-isomorphism
of L into KW:1.ich leaves a fixed, that is, paj-l is a k(a)-isomorphism
of L into K. Hence paj-l coincides with one of the isomorphisms
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T1' T2' ... , TT' say, with Ti' and hence p = Tia) = Pij' This completes
the proof.

COROLLARY 1. Let L be afinite algebraic extension ofk and let no be the
separable factor of the degree [L : kJ. Then L possesses at most no k-auto­
morphisms, and the maximum no is reached if and only if L is a normal
extension of k.

The first part of the corollary is an immediate consequence of the
Theorem 16 and of the existence of finite extensions K of L which are
normal over k. If L is a normal extension of k, we can identify, in
Theorem 16, the field K with L and we deduce then that L possesses
no k-auto'11orphisms. Conversely, if L possesses no k-automorphisms,
then it follows from the above theorem that if K' is any extension
field of L, every k-isomorphism of L into K' is necessarily an auto­
morphism of L. Hence, by Theorem 15, L is a normal extension of k.

COROLLARY 2. If k C L C..1 are successive finite algebraic extensions
of k, then

(4) [..1: kJs = [..1: L]s·[L: kJs'

(5) [..1: kJi = [..1: LJi·[L: k]i'

It is sufficient to prove (4) since the product of the right-hand sides of
(4) and (5) is equal to the product of the left-hand sides, in view
of relation (2) of § 3 and relation (4) of § 5. Let mo = ~L: k]"
no = [..1 : L]s. Then no is the number of L-isomorphisms of..1 into K,
where K is some extension of..1 which is normal over k (for instance, the
least normal extension of k containing ..1), and mo is the number of k­
isomorphisms of L into K. By Lemma 2, the product mono is the
number of k-isomorphisms of ..1 into K, and since this number is equal
to [..1 : kJs relation (4) is proved.

Another proof of (4) can be based on the following property of finite
se,,,arable extensions Kjk established in the course of the proof of
Theorem 8 of § 5: if Xl' x 2, ... , Xn are elements of K which are linearly
independent over k, then for any integer e > 0 also the elements x/', x 2P',
... ,x,!" are linearly independent over k. Let L o, ..1 0, and ..1'0 be
respectively the maximal separable extension of k in L, of L in ..1, and of
kin ..1. We have kCLo CLC..1 o C..1, kCLo C..1'oC..1 o C..1, and
~..1 : kJs = [..1'0: k] = [..1'0: LoJ· [L o : kJ = [..1'0: LoJ· [L: k~S" Hence to
prove (4) we have to show that

(6) [..1' 0: LoJ = [..1 0 : LJ.

Let Xl' x 2, ••• , X n be elements of ..1'0 which are linearly i!1dependent
over L o. The Xi are also in ..1 0; we assert that they are linearly i!1de­
pendent over L. For let L Uixi = 0, Ui E L. Since L is a purely
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inseparable extension of L o, we have u!, E L o for some integer e > 0,
and also L u!'x!' = O. From this relation and from the separability of
the extension LI'ojLo it follows that u!' = 0, U i = 0, and this proves our
assertion. We have therefore shown that [LI' 0: LoJ < [Ll o: LJ. On
the other hand, let now Xl' X 2, ••• , X n be elements of LI 0 which are
linearly independent over L. Since LI 0 is a purely inseparable extension
of LI'0' there is an integer e > 0 such that the pe-th powers of the Xi

belong to LI'o. In view of the separability of the extension LI ojL, the
pe-th powers of the Xi are still linearly independent over L, and hence
also over the subfield L o of L. We have thus found n linearly inde­
pendent elements of LI' 0 over L o• This shows that [Ll o: LJ < [LI' 0: LoJ
and establishes (6).

§ 7. The fundamental theorem of Galois theory. If K is any
field, then the automorphisms of K clearly form a group (of transforma­
tions). If K contains a subfield k, then also the k-automorphisms of K
form a group. If K is a finite normal extension of k, the group of
k-automorphisms of K is called the Galois group of K with respect to k.
We shall denote this group by G(Kjk). By Theorem 16 of § 6, G(Kjk)
is a finite group.

Let K be a finite normal extension of k. If H is any subgroup of
G(Kjk), then it is easily seen that the elements of K which are left
invariant under all the automorphisms belonging to H form a subfield'
of K. We denote this subfield by F(H) (the fixed field of H). On the
other hand, if L is any subfield of K such that k C L, then K is also a
normal extension of L, and the Galois group of K with respect to L is
clearly a subgroup of G(Kjk); it consists precisely of those auto­
morphisms in G(Kjk) which leave invariant every element of L.

The fundamental theorem of Galois theory asserts the following:
THEORE:vI 17. If K is a finite normal separable extension of k, then

there is a one-to-one correspondence between the subgroups H of G(Kjk) and
the subfields L of K which contain k, corresponding elements Hand L being
such that L = F(H) and H = G(KjL).

PROOF. The correspondence L --;>- G(KjL) dennes a mapping of the
set of all subfie1ds L of K which contain k into the set of all subgroups of
G(Kjk). If L is a given subfield of K containing k and if H = G(KjL),
then it follows from the separability and normality of KjL and from § 6,
Definition 2, Corollary 3, that L = F(H). Hence the above mapping
L --;>- G(KjL) is univalent. To cOffi?lete the proof of the theorem, it
remains to show that the mapping is onto the set of all subgroups of
G(Kjk). Let H be any subgroup of G(Kjk) and let L = F(H). We
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shall show that H is the Galois group of K with respect to L. The
proof of this assertion will complete the proof of the theorem.

It is clear that H C G(KjL). Let n denote the order of the group H.
Suppose that it has already been proved that

(1) [K: LJ < n.

Since K is a normal and separable extension of L, we have, by Theorem
16, Corollary (§ 6), that the order of G(KjL) is equal to [K: L], hence is
~ n, by (1). On the other hand, H is a subgroup of G(KjL) and has
order n. It follows at once that H = G(KjL), as asserted.

It remains to prove the inequality (1). Let aI' a2, ••• ,an+1 be
arbitrary n + 1 elements of K. We have to show that these elements
are linearly dependent over L. In the proof we may assume that no a i
is zero. Let Tl' T2' ... , Tn be the elements of the group H. We find
a set of n + 1 elements Cj in K, not all zero, such that the following
system of n homogeneous equations is satisfied: *

(2)
n+1

L CiajTi) = 0, i = 1,2, ... , n.
j=l

Among all such sets {c 1, C 2, ••• , cn+ 1} we choose one with the smallest
number of non-zeros. We assume that {c 1, C 2, ••• ,cn+ 1} has already
been chosen in this fashion. Let, say, C1, C2, ••• , Cr ¥:- 0, cr +1 =
cr + 2 = ... = cn+ 1 = 0. Then r > 2, for if r = 1, then alTi = 0,
a1 = °[since {T 1, T2, ••• , Tn} is a non-empty set of automorphisms of K
(the identity belongs to the set)]. We have then

r

(3) L CiajTi) = 0, i = 1,2, ... , n,
j=l

and, in particular, taking for Ti the identity of H, we have

(4)
r

LC;<Xj = 0.
j=!

We may assume that C1 = 1. We claim then that C2, ••• , Cr belong to L,
whence by (4) aI' ... , an+1 are indeed linearly dependent over L, as
was asserted.

We have to prove that cjTi = cj, i = 1,2, ... ,n (since L is the fixed

* We presuppose here the knowledge of the theory of simultaneous linear
homogeneous equations, with coefficients in a field K (see, for instance,
G. Birkhoff and S. MacLane, A Survey of Modern Algebra, Chapter X). The
existence of a non-trivial solution (Cl> C2' ••• , Cn+ 1) of (2) follows from the
theory of vector spaces which was developed in I, § 21 [the set of all n-tuples
(Xl> X2' ••• ,Xn), Xi E K, is an n-dimensional vector space over K, and hence
the n + 1 vectors Vi = (aj'T 1, aj'T2,· •• , ai'Tn) are linearly dependent over K}.
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field of H). Let us prove for instance that CfTl = Cj. If we apply to
(3) the automorphism 'Tl of K we find

r

L (cj'Tl)(aj'Ti'Tl) = 0, i = 1,2, ... ,n.
j=!

The n products 'Ti'T,_ give again all the elements of the finite group H.
Hence we have

(5)
r

L (cj'Tl)(aj'TJ = 0, i = 1,2, ... ,n.
j=l

Subtracting (5) from (3) and taking into account that Cl = Cl'Tl = 1, we
find

r

L (Cj'Tl - cj)(aj'Ti) = 0, i = 1,2, ... , n.
j=2

Here we have a set of n relations similar to (2), but the number of terms
in each of these relations is less than r. Hence, by our choice of the
set {c l , C2, ••• ,Cr , 0, 0, ... ,O}, we must have Cj'T,. = Cj,j = 2,3, ,r.
In a similar fashion we can prove that Cj'Ti = cj, j = 2, 3, , r,
i = 1,2, ... ,n, and this completes the proof of the theorem.

COROLLARY. If k C L C K, then L is a normal extension of k if and only
if G(K/L) is an invariant subgroup of G(K/k), and when that is so, then
the Galois group G(L/k) is isomorphic to the factor group G(K/k)/G(K/L).

Let H = G(K/L). If'T is any fixed element of G(K/k), it is immedi­
ately seen that the elements of the form X'T, x EO L, form a subfield of K,
which we shall denote by L'T, and that 'T-lH'T = G(K/L'T). If L is a
normal extension of k, then L'T = L (Theorem 15, § 6) and hence
'T-lH'T = H, and H is an !nvariant subgroup of G(K/k). Converse!y,
if H is an invariant subgroup of G(K/k), then we have H = 'T-lH'T =
G(K/L) , that is, G(K/L) = G(K/L'T). He'1ce, by the theorem just
proved above, L = L'T. This holds for all elements 'T of the Galois
group G(K/k), and therefore L is a normal extension of k (see footnote
at the end of proof of Theorem 15). Furthermore, the mapping
'T --';>- restriction of 'T to L ('T EO G) is a homomorphism of G(K/k) into
G(L/k), with kernel H. From Corollary 4- to Definition 2 of § 6, it
follows that this homomorphism is onto G(L/k), and this establishes the
last part of the corollary.

§ 8. Galois fields. Let K be a Galois field of characteristic p (see
Definition 3, §4) and let Jp be the prime field contained in K (§ 4-). In
view of the finiteness of K, it follows at once that K is a finite algebraic
extension ofJp (see, for instance, Theorem 4, § 3). Let n be the degree
~K : Jp] and let {x 1> x 2' •.. , xn} be a basis of Kover Jp. Then every
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element of K has a unique expression of the form a1x1 + a 2x 2 + ... +
anxn, ai E Jp. Since each coefficient ai can take independently p values
(Jp being a field containing exactly p elements), it follows that the
number of elements in K is pn. Thus the number of elements of a Galois
field of characteristic p is always a power of p.

We note that a similar argument can be applied to obtain the following
results: if k is a Galois field consisting of m elements and if K is a finite
extension of k, of degree n, then K consists of mn elements (and is therefore
also a Galois field).

The elements of K, other than 0, form a multiplicative group, of
order h = pn - 1. We have therefore xh = 1 for all elements x of this
group, and consequently x pn - x = 0 for all elements x of K (including
0). Since the degree of the polynomial xpn - X is the same as the
number of elements of K, we conclude that the polynomial xpn - X
factors completely into linear factors in K[X] and that we have

(1)
pn

xpn - X = 11 (X - a,.),
i=1

where aI' a 2 , ••• , apn are all the elements of K. It follows also that K is
a splitting field, over J p, of the polynomial xpn - X, and is therefore a
normal extension Jp (§ 6, Theorem 13). Hence, by Theorem 12 (§ 6),
any two Galois fields with the same number of elements (and consequently
of the same characteristic p) are isomorphic.

The Galois field having pn elements is denoted by GF(pn). That
there exist fields GF(pn) for any prime number p and any positive integer
n follows from the existence of splitting fields (§ 6). Namely, it is
easily shown that any splitting field of the polynomial xpn - X, over J p,
is in fact a field GF(pn). The proof is as follows:

Let K be a splitting field of xpn - X, over J p, and let (1) be the
factorization of xpn - X into linear factors i!l K[X]. Since the deriva­
tive of xpn - X is - 1, it follows that each ai is a simple root of xpn - X
(§ 5, Definition 3, Corollaries 1 and 2). Hence the pn elements a i are
distinct. If ai and aj are any two roots of X pn - X in K, then
(a. - a.)pn = a.pn _ a.pn = a. - a. (a.a )pn = a.pna pn = a·a· and if

t 1 t 1 t l' t 1 t J t J'

furthermore aj ¥- 0 then also (aj-l)pn = aj-l. In other words:
ai - aj, aiaj and-if aj ¥- a-also aj-l are roots of X pn - X in K and
therefore belong to the set {a,., a 2, ••• , apn}. Consequently this set is a
subfield K' of K, and K' is a Galois field of pn elements. Clearly
J p C K', and hence K' = Jp(a l , a 2, ••• , apn) = K, as asserted.

THEOREM 18. The multiplicative group of a Galois field GF(pn) is
cyclic.
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PROOF. Let h = q{,q{• ... qmrm be the decomposition into p!ime
factors of the order h of the multiplicative group of GF(pn)(h = pn - 1),
and let hi = h/qi' The polynomial Xh t - 1 has at most hi roots in
GF(pn) , and since hi < h it follows that there exist elements :;t: 0 in
GF(pn) which are not roots of this polynomial. We fix such an element
f3i for each i = 1, 2, ... , m and we set Yi = f3ih/q/ t, Y = YlY2 ... Ym'
We have y/t't = 1, whence the order of Yi is a divisor of q/t (see I, § 3)
and is therefore a power q/t of qi' Si < rio On the other hand,
Yiqt't-1 = f3iht :;t: 1. Hence Yi is exactly of order q/t. We claim that h
is precisely the order ofy. For assume the contrary. Then the order of
Y is a proper divisor of h and is therefore a divisor of at least one of the
m integers h/qi' say of h/ql' We have then 1 = yh/ql = Ylh/qlY2h/ql ...
Ymh/ql. ~ow if 2 < i < m, then q/t divides h/ql' and hence Yih/qt = 1.
Therefore Ylh/q , = 1. This implies that the order of Yl must divide
h/ql' which is impossible since the order of Yl is q{l.

The cyclic subgroup of the multiplicative group of GF(pn), generated
by the element Y, is therefore of order h = order of the multiplicative
group of GF(pn). Hence Y is a generator of this latter group. This
completes the proof.

§9. The theorem of the primitive element. Let L1 be an alge­
braic extension of a field k. An element a of L1 is a primitive element of
K/k if K = k(a).

THEOREM 19. Every finite separable extension L1 of k has a primitive
element (and hence every such extension L1 is a simple extension).

PROOF. We shall prove here this theorem by the "method of
indeterminates," a method due to Kronecker. We shall give tbe proof
only in the case in which k has infinitely many elements. If k is a finite
field, then also L1 is a finite field (see § 8), and in that case we know from
the preceding section that every non-zero element of L1 is the power of
a single element B. This element B is then a primitive element.

Let L1 = k(a l , a 2, ... , an)' We adjoin to L1 n + 1 "i!ldeter­
minates" X, X l' X 2' •.• , X n, that is, we consider the polynomial ring
L1[X, Xl' ... ,X,,] and its quotient field L1(X, Xl' ... ,Xn). We
set k* = k(Xv X 2, ,XJ, L1* = L1(Xl , X 2, ... ,Xn). We have then
L1* = k*(a 1, a 2, , an)' and L1* is a finite algebraic separable extension
of k* since the ai' being separable over k, are als,o separable over k*
(see § 5, Lemma 2). We consider in L1* the eleme'1t

(1)

Let F(X) be the minimal polynomial of a* in k*~X]. The coefE-
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cients of F(X) are rational functions of X l' X 2' ••• ,Xn, with
coefficients in k. Let g(Xl, X 2 , ••• , X n) be a common denominator of
these rational f'..lnctions, where g(Xl' X 2' ... , X n) is then an element in
k[Xl, X 2 , ••• ,XnJ. Then
g(Xl , X 2,··· ,Xn)F(X) = f(X, Xl' X 2,··· ,Xn) E k[X, Xl' X 2, ••• , X n1,
and we have

(2)

Let

(3)
G(Xl , X 2 , ••• ,Xn) = f(Xla l + X 2a2 + ... + Xnan, Xl' X 2,· •• ,Xn).

Then G(Xl, X 2, ••• ,Xn) is a polynomial in Xl' X 2 , ••• , X n, with
coefficients in.d, and we have, by (2): G(Xl' X 2' ... ,Xn) = O. There­
fore also the partial derivatives 8Gj8Xi , i = 1, 2, ... , n, are all zero.
By (3), we have, then:

(4) aJ'(a*, Xl' X 2 , ••• , X n) + fi(a*, Xl' X 2 , ••• , X n) = 0,
i = 1,2,· .. ,n,

where

f '(X X X ... X) = 8f(X, X l' X 2' ... , X n)
, l' 2' , n 8X '

The left-hand side in each of the equations (4) is, by (1), a polynomial in
.d[Xl , X 2, ••• ,XnJ, and hence is the zero polynomial. Consequently,
the equations (4) remain valid if we substitute for Xl' X 2, ••• ,Xn, any
elements of k. On the other hand, we have j'(X, Xl' X 2, ••• ,Xn) =
g(Xl,X2,··· ,Xn)F'(X), and hencej'(a*, Xl' X 2, ••• ,Xn) ¢ 0, since
a* is separable over k* and therefore F'(a*) ¢ O. Hence j'(a*, Xl'
X 2, ••• , X n) is a non-zero polynomial in .d[Xl, X 2, ••• , X n]. Since
k C.d and k is an infinite field, we can find elements Cl, C2, ••• , cn in k
such that (c l , C 2, ••• ,cn ) is not a zero of that polynomial (1, § 18,
Theorem 14). We have then, setting

a = Clal -l- c2a2 + ... ,+ cnan,
that

(5)

and

(6) aJ'(a, Cl , C2' ••• , cn) + fiCa, Cl , C2 , ••• , cn) = 0,

i = 1,2,· .. , n.
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Equation (6) and the ITlequality (5) imply that exi E k(ex), and since ex ELl,
it follows that L1 = k(ex). This completes the proof of the theorem.

REMARK. Theorem 16 (§ 6) is also an immediate consequence of t:'le
above theorem of the prim~tive element, since-as has been pointed out
in the beginning of the proo!:" of Theorem 16--that theorem is obvious
if L is a simple extension of k.

§ 10. Field polynomials. Norms and traces. Let K be a finite
algebraic extension of a field k, of degree n, and let x be any element of
K. If we fix a basis WI' W 2 , ••• 'Wn of KJk, we can write:

(1)
n

XWi = .L aijwj, aij E k, i = 1,2, ... , n,
J=l

or, in matrix notations:

(1 ') xQ=AQ,

where A is the matrix ~!aij:: and Q is the I-column matrix

1/ WI IJ
W2

The elements a ij, and hence the matrix A, are UTl;que1y determined by
the element x and by the basis Q. We shall denote by :B: the determi­
nant of :l. square matrix B. Then it follows from (1) that

(2) :xE-A~=O,

where E is the unit n-rowed matrix.
The polynomial 'XE - A I is monic, of degree n, and its coefficients

are in k. Equatio~ (2) signifies that x is a root of this polynomial. It
is not difficult to see that for a given element x of K this polynomial does not
depend on the choice of the basis {WI' W2' ••• ,wn}. For let w'1> W' 2'

n

••• ,w'n be another basis of KJk. We have then W'i = .L bi/ll j ,
n j=l

Wi = .L b'ijw'ij, i = 1,2, ••• , n, where the b ij and b'ij are elements of k.
j=l

If Q' denotes the 0':1e-co1.umn matrix

II w'l II,
W 2

,
W n "
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and B, B' denote the square matrices I'bij
ll and ::b'ij::, respectively, then

the above relations can be written in matrix Ilotation as follows:

(3) Q' = BQ, Q = B'Q'.
From (3) it follows that Q = CQ where C is the matrix B'B. Since the
elements of Q are linearly independent over k, C is necessarily the unit
matrix E, whence B is a non-singular matrix and B' = B-1. ~ow,

dealing with the basis {W'I' W' 2' ... ,w'n}, we have relations similar to
(1'): xQ' = A'Q'. Hence, by (3): xBQ = A'BQ, or BxQ = A'BQ, and
therefore, by (I'): BAQ = A'BQ. Again using the fact that WI' W2'
••• ,()In are linearly independent over k, we see that the relation
BAQ = A'BQ implies that BA = A'B, that is, A' = BAB-l. We
hav·e therefore that the matrix XE - A', which is the analogue of
XE - A, relative to the basisQ', is given by XE - BAB-l. Since XE
commutes with every n-rowed square matrix, we have therefore
XE - A' = B-IXEB - BAB-l = B(XE - A)B-1, and hence

:XE - A'! = :B;. :XE - Ai· :B-l: = :XE - A:,
which proves our assertion.

The polynoMial :XE - A I is called the field polynomial of x, relative
to k, or over k. We emphasize that the field polynomial of x, over k,
depends not only on x but also on the field K. This dependence on
K is already obvious from the fact that the degree of the field polynomial
is always equal to the degree n of K/k. In particular, the field poly­
nomial of x is not necessarily the minimal polynomial of x over k.

We note that if K is regarded as a vector space over k then in terms
of linear algebra the field polynomial of x is the characteristic polynomial
of the linear transfo!"Illation in K defined by z ~ ZX, Z E K.

Let
Xn + alXn-l + ... + an

be the field polynomial of" x over k. Expanding the determinant
IXE - A:, we find

(4)

(5)

We set

(6)

(7)

n

a l = - ~ aii'
i=l

a = (- l)n 1A:.n , .

n

TraceK/kx = TK/ix) = - al = ~ au.
i=l

The index K/k will frequently be omitted when there is no possibility
of confusion.
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~orms and traces obey the following laws:

a) N(xy) = N(x).N(y).
b) If x E k, then N(x) = xn •

c) T(x + y) = T(x) -l- T(y).
d) T(cx) = cT(x), c E k.
e) If x E k, then T(x) = nx.

PROOF. If, for a given basis Q of K/k, we have xQ = AQ and
yQ = BQ, then (x + y)Q = (A + B)Q and xyQ = BAQ. In viewof
the definition of traces and norms, relations a) and c) follow immediately.
If x E k, then A is the diagonal matrix xEn, and this implies relations b)
and e). Property d) follows directly from (4) and (7).

Also the norm and trace of an element x of K depend not only on x
and k but also on the extension field K.

Let L1 be a finite extension of K, of degree m, and let x be any element
of K. If we regard x as an element of L1, we can consider the trace
T.<Jlk(X) and norm N.<J Ik(X), and as was pointed out above, these are
to be distinguished from TKlk(X) and N Klk(X). We shall now prove
the following relations:

(8)

(9)

N.<Jlk(X) = [NKlk(X)Jm,

T.<Jlk(X) = m[TK1ix)J.

For the proof, we fix a basis {WI' W 2, ••. ,wn} of K/k and a basis
{gl' g2' •.. , gm} of L1/K. Then the mn products wigj form a basis of
L1/k (see § 3, Theorem A, p. 60). We order these products, as follows:
wigj precedes wi,gj' if j < j' or if j = j' and i < i', and we denote these
products, in this order, by '1' '2' ... ,'N' N = mn. We denote by Q
and Z the one-column matrices which have, respectively, WI' W 2, ••• , Wn

and '1' '2' ... ,'N as elements. Let xQ = AQ and zZ = CZ, so that
A and C are square matrices, with elements in k, having respectively
nand 'mn rows. Xow, we observe that if A = l:aiJ, whence

n n

XWi = L aijwj' then xWiga = L aiJ<J.)jga· Hence if wiga =
j=l N j=1

'",(1 < fL < N) then x,", = L cwt, where Cw= aij if n divides both
v=1

fL - i and v - j, and the absolute value of the difference fL - v is < n
(or-equivalently-if fL - i = v - j =0 (mod n)), while all the other
elements c",v of the matrix C are zero. This signifies that C has the
following form: it is obtained from the m-rowed unit'matrix Em on
replacing each diagonal element 1 by the matrix A and each other
element of Em by the zero n-rowed matrix; in symbols: C = A(m). It
follows at once that the sum of the diagonal elements of C is the m-fold
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of the sum of the diagonal elements of A and that :C: = 'A 'm. This
establishes (8) and (9).

Another proof of (8) and (9) will be found at the end of this section.
Let f(X) be the field polynomial of x over k, when x is regarded as

an element of K, and let F(X) be the field polynomial of x over k,
when x is regarded as an element of.1. From the preceding proof, we
have that F(X) = :(XE - A)(m): (= :XE - C'), and hence

(10) F(X) = ~f(X)]m.

As a consequence of (10) we can now prove the following theorem:
THEORE::Y1 20. Ifg(X) is the minimal polynomial of x over k, then f(X)

is a power ofg(X), and f(X) = g(X) if and only if x is a primitive element
of Kover k (that is, if K = k(x); see § 9).

PROOF. Let g(X) be of degree s, and let gl(X) be the field poly­
nomial of x when x is regarded as an element of k(x). Since
[k(x): kJ = s, it follows thatgl(X) is also of degree s. Since x is a root
of gl(X) andg(X) is the minimal polynomial of x in k[X], it follows (see
§ 2, Theorem 1) that g(X) = gl(X) (both g and gl being monic poly­
nomials). We have thus shown that if x is regarded as an element of
k(x), then the minimal polynomial of x in k~X] coincides with the field
polynomial of x over k. This proves the first part of the theorem
[apply (10) after replacing K by k(x) and.1 by K] and also the" if" part
of the second half of the theorem. The" only if" follows from observ­
ing that, by (10), and from the fact that g(X) is the :Eeld polynomial of
x over k, when x is regarded as an element of k(x), it follows that
f(X) = [g(X)Jm, where m = ~K: k(x)]. Hence if f(X) = g(X), then
m = 1 and hence K = k(x).

The field polynomialf(X) of x over k (x E K) can itself be interpreted
as a norm. For that p'.1rpose, we consider the field K(X) and we observe
that the algebraic closure ofk(X) in K(X) contains K (since K is an
algebraic extension of k) and X [since X E k(X)], hence coincides with
K(X). In other words: K(X) is an algebraic extension of k(X).

n

Furthermore, since K = L k,wi = k(w l, W2, ••• ,wn), we have K(X)
i=l

= k(X)(wl> W2, •• " wn), and therefore (see § 2,'Theorem 2) K(X) =
n

k(X)~WI' W2, ••• , Wn] = k(X)K = L k(X)· Wi' This implies that
i=1

WI' W2, ••• , Wn is also a basis Of K(X) over k(X), provided we show that
the w's are linearly independent over k(X). But this follows immedi­
ately from the linear independence of the w's ove!" k and from the fact
that X is a transcendental over k(w l, W2, ••• ,wn). We have therefore
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..

proved that K(X) is 2. fnite extensio:l of k(X), that ~K(X) : k(X)} =
~K: k] = n, and that {WI' W 2 , ••• , w n} is a basis of K(X) over k(X).
~ow, we have (X - x)Q = XQ - AQ = (XE - A),Q, where,Q is the
one-column 'llatrix

It follows that N K(X)/k(X)(X - x) = :XE - A: = f(X), ~!lat is, the
field polynomial of x over k, when x is regarded as an element of K, is the
norm ofX - x over k(X), when X - x is regarded as an element of K(X).

We shall conclude this section with 6e derivation of an express;.o'1
for the trace and norm of x in terms of the conjugates of x (in SO!lJ.e
normal extension of k containing K). In view of (8) a:lc (9) it wi~~ ~e

sufF.cient to deat wi6 the case in which K = k(x). Let f(X) = Xn _L

aIXn-I -'- ... + an be the minimal polynomia! 0: x over k. We
consider some normal extension K' of k containing k(x) [for instance,
the least normal extension of k containing k(x)]. :Set

n

f(X) = Tl (X - x;),
i=~

where Xi E K' (Xl = x), whence

(11)

C2)

n

a,. = - 2: Xi'
i=1

n

an = (- l)n:!1 Xi'
i=1

Since we know <,.1reacly thatf(X) is also the field po~ynomial of x over k
(Theore~ 20), we field, by (6) and (7):

(13)

(1+)

n

N(x' = TT x·
I ........ .....L Z'

i=1

n

T(x) = 2: Xi'
i=1

~f x is separable over k, then Xl' x 2, ••• , X n are distinct anG so we have
that the norm and trace of x are equal respectively to the product and sum
of the conjugates of x (in K'). If x ;.s inseparabte over k, anc if no and r
are respectively the separable and inseparable factors of the degree n of
f(x), then (§ 6, Theore!lJ. 11)

no

f(X) = n (X - x·\p'.J.. II ,

i=1
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and x has only no distinct conjugates. It follows from (13) and (14)
that

(15)

(16)

( no \P'
N(x) = n Xi) ,

\ i-;;] /

T(x) =pe.( ~Xi\ = O.
\i=1 !

COROLLARY. If K is a finite extension of k and x is an element of K
which is inseparable over k, then TK/k(X) = O.

This follows at once from (16) and (9).
We shall now derive another expression of N K/k(X) and TK/k(X),

where K is a finite algebraic extension of k and x is an element of K.
Let m = [K: k], mo = (K: k]" pi = (K: k]i a!ld let n, no and p' be 6e
cor~espondingdegrees for k(x) instead of K. Let K* be the ~east noc!'l.al
extension of k containing K and let {lfi; i = 1,2, , mo} be the set of
k-isomorphisms of K into K*. Let {xj;j = 1,2, , no} be the set of
distinct conjugates of x in K* (one of the Xj' say Xl' being x itself). 3y
LeP.\t!1a 2 of § 6 each of the no k-isomorphi.srns of k(x) into K* has
exactly mo/no extensions among the Ifi' He!lce eac~ of the conjegates
x j of x occurs mo/no times in the set {Xlfl' X1f2' ... ,Xlfm} Therefore

mo (no \m /n
(17) n XIf· = n x. 1 0 0,

1=1 • U~l J j

(18)
mo ""

.L Xlfi = mo/no' .L Xj'
i=1 j=1

By (8) a'1d (9), wi.th K and. L1 repl.aced by k(x) and K respectively, we
have:

N K/k(X) = (Nk(x)/ix))mopf/nop"

TK/k(X) = mopi/nop'· Tk(x)/k(X),

and hence, in view of (15) and (16) we find

(
m, \pf

(19) NK/k(X) = n Xlfi 1 ,
\ ,;;1 j

(20)
mo

TK/k(X) = pi .L Xlfi'
i=1

These are the cesired expressions oE the norm and ':race of X; they are
generalizations of (15) and (16) from the case K = k(x) to the case of an
arbitrary finite algebraic extension of k.

Using the ex?ress;.ons (1.9) and (20) we can derive 6.e following



92 ELE:vl:EXTS OF FIELD THEORY Ch. II

transitivity law for norms and traces: if k C L C .1 are successive finite
algebraic extensions of k and x is an element of .1, then

(21) N~/k(X) = NL/iNJ/L(X)),

(22) TJ/ix) = TL/k(TJ/L(x)).

For the proof we shall use the notations of the proof of Lemma 2 of § 6.
We may assume that 1ftI is the identity automorphism of K. We have
by (19) and (20):

( n )pa
NJ/L(x) = \£U Xf{J£ ' pa = ~L1 : L]£,

(
m )pfJ

NL/iNJ/L(X)) = . II (NJ/L(x)¢;j) , pfJ = [L: k]£,
\j=l

or

(

m n \pa+fJ
(23) NL/iNJ/L(X)) = X~ Jl Xf{J£¢;jj

Now, we know from the proof of Lemma 2 of § 6, that the restrictions of
the products f{J£¢;j to .1 are distinct and give all the k-isomorphisms of .1
into K. Furthermore, by Corollary 2 to Theorem 16 of § 6, we know
that pa+fJ = [.1 : k]£. Hence (21) follows from (23) in view of the
expression of the norm obtained in (19) (and applied to the field .1
instead of to K). The proof of (22) is quite similar.

We note that relations (8) and (9) can be derived as consequences of
(21) and (22). In (8) and (9) the element x belongs to a finite algebraic
extension K of k, and .1 is a finite algebraic extension of K, of degree m.
The norm NJ/K(x) and trace T~/K(X) are equal to xmand mx re~pectively,

since x belongs to K. Hence NJ/ix) = N K/k(Xm) = (NK/ix»)m and
TJ/ix) = T K/imx) = mTK/ix).

§ 11. The discriminant. Let K be an algebraic extension of k, of
degree n, and let {WI' W2' ... , wn} be a basis of K/k.

DEFINITION. The determinant

(1) d = 'T(w£.wj):

is called the discriminant of the basis {WI' W2, ... , wn}.

The discriminant of a basis {WI' W2, ... ,wn} of K/k wiJ.1. also be
denoted by d{WI' W2, ... , wn} or by dK/k{Wl' W2, ... , wn}.

If {Wi l' W' 2' ••• , w'n} is another basis of K/k, then

w'£ = I:p£jWj, a£j E k, :A: = :a) yf 0,
and
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Hence if d' denotes the discriminant d{w' l' W' 2' ... , w'n} of the new
basis, then !:>y the rule of m'.l1tiplication of dete':"minants we have the
following relations:

(2) d' = d. 'A'2.

COROLLARY. If the discriminant of one basis is zero, then the dis­
criminant of every basis is zero.

The statement" the field discriminant of Kjk is zero (is not zero)" has
therefore a meaning. We mean here by the field discriminant of Kjk,
the discriminant of any basis of Kjk. By (2), the field discriminant of
Kjk is only determined to within a factor which is the square of an
arbitrary non-zero element of k (arbitrary, because if a is any element of
k. a:;t. 0, and if we set w'1 = aWl' w'i = Wi' i = 2, 3, ... ,n, then
W ' 1 , W' 2' ..• , w'n is a basis of Kjk, and in this case we have :A i = a).

THEOREM 21. The field discriminant of Kjk is zero if and only if
T(g) = °for all gin K.

PROOF. The" if" part is obvious. Assume now that d = O. We
can then find n elements cl' c2' ... ,cn , not all zero, such that
1)jCjT(wiWj) = 0, for i = 1,2, ... , n. We set z = 1)jCjWj. Then
z :;t. 0, and we have T(wiZ) = 0, i = 1,2, ... , n. From this it follows
that T(yz) = °for all yin K. If g EO K, we take y = Nz and we find
T(g) = 0. Q.E.D.

COROLLARY. If the field discriminant of Kjk is zero, then k is of
characteristic p :;t. 0, and n is a multiple of p.

For T(l) = n.
In order to derive further results on the discriminant, we go back to

the notion of a field pol.ynomial, developed in § 10. Let K o be the
maximal separable extension of k contained in K (§ 5) and let n = nope
where no = [Ko : k]. If gis any element of K o, then we have TKik(g) =
peTKoik(g) [see (9), § 10~. If K is an inseparable extension of k, that is,
if e > 1, this implies that TKik(g) = O(g E K o). If g is in K but not
in K o, then gis inseparable over k, and hence we have again T Kik(g) = 0,
by the corollary on p. 91. We have thus proved that if K is an
inseparable extension of k, then T Kik(g) = 0 for all gin K, and hence, by
Theorem 21 above, the field discriminant of Kjk is zero.

We now consider the case in which K is a separable extension of k.
Let L1 be a least normal extension of K containing K (§ 6) and let
T 1(= 1), T 2, ••• , Tn be the distinct k-isomorphisms of K into L1 (§ 6,
Theorem 16). Let x be an,y element of K and let Xi = XTi. Each
element xi is a conjugate of x over k, and every conjugate of x in K
coincides with one of the elements xi (§ 6, Theorem 15). The n



94 ELE.\-1E~TS OF :5'IELD THEORY Ch. II

elemen':s Xi are not, however, necessarily disti'l.ct. If the,:,e are v
;soP1o!"?hisms Ti which :eave X invariant, then x itself, and also every
co~jugate e:ement of x, occurs exactly v 6mes i~ the set {Xl' X 2, ••• , Xn}.

'?'hen X has only m e:is~inc~ conjug2.te elements over k, where m = n/v,
and mis, t:1en, a:so 6e cegree of t':1e mini~a: !Jo:ynomial g(X) of X over
k. Xow if f(X) = 0 is ':he £e!d polynomial of X over k when X is
conside,:,ec. as 2.n e:e~ent o~ K, t:1en we :mow from § 10, formula (10),
t':1at f(X) = Cg(X)=v. It follows that

n

f(X) = E (X - Xi)·
i=1

~~om '::1is we conduce at once 6at

(3)
n

TK1ix) = LXi'
i=1

These form'.!:as are similar to (:3) ane (!4) of § 10 which were obtained
~:1 t:1e specia: case K = k(x).

We s!1all now alJp!y (3) as fo11.ows:
Let {WI' W 2, ••• ,wn} be a ~asis o~ K/k and :et w/a ) = WiTa'

'n

a = :,2, ... ,n. Then Trw·ow·\ = ~ wJa)w Ja) and from this by"he"t }I L l J' , ...
a=1

r'.!:e of multip:ication of determinants, we obtain the fol1ow~ngeX!Jression
of d(w l , W2' ••• , wn):

(5)

, wl(l), W2U,),"', wn(l) 12

w
l
(2), w

2
(2), ••• ,w

n
(2)

Si~ce K is se!Jara~le over k, t!1ere exists a ?rimi6ve e1emen':: of K/k (§ 9).
:'e': X be a primi~ive element. T':le'l. r, x, x 2 , ••• , xn - l } is a basis of
K/k, ane: (5) yielcs:

(6)

wl1e,:,e Xi = XTi' ~':1e Vance~monce de':erminan~ on the right-hand
sic.e of (6) ~s c~£:e~ent ~rom zero since Xl> x 2, ••• , X n are c.;stinct elements
(x ~eing separa~!eover kane: n being the deg,:,ee o~ k(x) over k). I-Ience
dC, x, x 2, ••• , xn - 1) ~ O.
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We have therefore proved the following
THEOREM 22. The field discriminant of Kjk is zero if and only if K

is an inseparable extension of k.
COROT_LARY. K is a separable extension of k if and only if there exists

an element x in K such that TKlk(X) =;tf O. This is an ~2121ediate conse­
quence of Theore'ils 21 and 22.

Note. If x is a primit:.ve element 0: the separa~:e extension Kjk, of
degree n as above, a:lc i~ g(X) :.s 6e minimal polynomia: 0: x over

n

k, then g(X) = ::: (X - x;), g'(xi) = ~j"i (Xi - Xj) anC: N(g'(x» =
t=~ JII TIi<j (Xi - Xj)2. !fence, by cO':':1pvtation of t:1e Vanoermonce

t J

determinant (6):
(7) dfl x x 2 •• , xU-I) = .~ l' (x. - X.)2 = Nfg'(x»).

\ , '" i ...... j,-'---i<i t} \. I

§ 12. '!ranscenaenta! extensions. A':1 extension K 0: a Se:C: k
is transcendental if i! is not algeb,:aic, t\at ~s, ~~ K cO':1tai':1s elements
which are transcendental over k. An examp!e o~ a tr<,;nscenc.e':1ta1

,

exte':1sion 0: k is the field of rational functions in n indeterminates over k,
that is, the c.uotient field k(X,_, X 2, ••• ,Xn) of !:1e polynomial ':~:lg

k[XI, X 2, ••• ,Xn~ in n i':1determinates (n > 1) over k; or a:so any
k-isomorphic i21age k(x l , x 2, ••• ,xn) o~ k(X~, X 2, ••• ,Xn), w:1ere
therefore Xl' x 2, ••• 'Xn a':e a:geb':a~cal~y i:lc;e?e':1c.e':1t over k and
kr ' . 1 .•. k IT § 18) I' 1 l-.xl , x 2 , ••• ,xl1• 1S a po.ynom1a_ nng ove,: ,_, _. t ~s c"ea,: t.:l<:'.t
any exte'J.sion of a transcenden!al extension 0:: k is i!se:~ a !ra:lsce:lcenta:
extension of k.

The cefi:l~tion o~ algebra:.c :':1de?e':1cence over k, given in I, § 18, can
be extendec to infi:lite sets o~ eleme:'1ts. F K :08 <:'.':1 extension of k and
L is a subse! of K, t:1en the ele21e:lts 0:: L a':e saic to be algeb::<:'.ically
indepencent (a.i.) over k if each Snite subse! 0:: L CO:lS~sts 0:: e:ements
wh;.ch are algebraically independen! over k. Such a se! L wit: be ca:led
a transcendence set (ove:: k).

We sha:: ~se 6e te,:minology and ':1ota60':1 introduced in ~I, § ~ and
§ 5. If K can be otltained ::':021 k ~y t\e acju:'1ction o~ the elements 0:
some transcendence set L, t:1en K is saic to ~e a pure transcendental
extension of k. An example 0: a pure transcendental extension 0:: k is
the fielc k(XI, X 2, ••• ,Xn) of rational functions in n inc.e!erminates
over k. Fo': a give:l integer n, a'J.Y two 5.elds w~ich can be o~tainec.

from k by the adjunct~o:l of n algeb':aica~Iy indepe':1c.e':1t elements (and
which are there:ore pure transcendental extensio:'1s o~k) are k-isomo,:p\ic
(see I, § 18, Theorem 12, Coro:Iary :; and ~, § 19, 'Theo':e:l1 16).



96 ELE:Y1E~TS OF FIELD THEORY Ch. II

Let L be a transcendence set in K/k and let x be an element of K
not in L. Let L' be the set consisting of x and the elements of L.

LEMMA. L' is a transcendence set if and only if x is a transcendental
over k(L).

PROOF. Suppose that x is transcendental over k(L) and let Xl' X 2,

••• , Xn be any elements of L'. If all the Xj are already in L, they are
a.i. over k. Assume that Xn = x and let f(XI, X 2, ,Xn) be a
polynomial, with coefficients in k, such that f(x l, X2, , xn) = 0.
Then x is a root of the polynomial f(x!> X2, ... , Xn-l' X) in
k(xl , X2' ... ,xn-I)CXJ. This polynomial must be zero since x is
transcendental over k(L). Hence, if f(XI, X 2, ••• , X n) =
AO(XI, X 2, ... , Xn_I)Xng + ... AiXI, X 2, ... ,Xn_ l ), then we must
have Aj(xl , X2, ... , xn- l ) = 0, i = 0, 1, ... ,g. Since Xl' X2, ... 'Xn- l
are a.i. over k, the polynomial.s Aj(XI, X 2, ... ,Xn- l ) m~st be zero.
This implies th~.t also f(XI, X 2, ... ,Xn) £s the polynomial zero.
CO'1versely, assume that L' is a transcendence set. :'et F(X) be a
polynomial i~ k(L)[X] such that F(x) = 0. Since the number of
coefficients of F(X) is finite, there exists a finite subset L I of L such that
these coef5cients belong already to k(LI)' Let Xl' X2' ... ,Xn be the
elements of L I. If F(X) = aoXg + alXg-I -L ••• + ag, then we can
write the aj as quotients of polynomials in k[xl , X2, ... , xn:, with the
same denominator:

If we set

f(XI, X 2, ... ,Xn, X) = AO(XI, X 2, .. " Xn)Xg
+ AI(XI, X 2, ... , Xn)Xg-I + ... + Ag(XI, X 2, ... , X n),

the'lf is a polynomial with coefF.cients in k, and from F(x) = °follows
that f(x l , X2, , Xn, x) = O. Since L' is a transcendence set, the
elements Xl' X2, , Xm X are a.i. over k, and hence f(Xl' X 2, ••• , X n, X)
= 0. This imp1ies that A;(XI, X 2, ... , X n) = 0, i = 0, 1, ... ,g, and
hence also aj = 0, i = 0, 1, ... ,g, that is, F(X) = 0. We have there­
fore proved that X is transcendental over k(L), and this completes the
proof of the lemma.

DEFI::-<ITIO::\ 1. A transcendence set L in K is called a transcendence
basis of K/k if it is maximal, that is, if L is not a proper subset of another
transcendence set.

From the preceding co~siderations, it follows at once that a tran­
scendence set L is a transcendence basis of K/k if and only if K is an
algebraic extension of k(L).
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At this stage we shall incorporate our further conclusions concerning
algebraic dependence in the general axiomatic treatment of dependence
as developed in I, § 21. This is possible since we can now define the
" span" s(X) of a subset X of K as the algebraic closure of k(X) i~ K (the
algebraic closure of kin K, if X is empty). Then it is immediately seen
that the conditions (St)-(S5) of Theorem 19 of I, § 21 are satisfied. In
fact, it is obvious that

(SI). If X C Y, then seX) C s(Y).
(S2). If x E: seX), then there exists a finite subset Y of X such that

x E: s(Y).
(S3). XC seX) for all subsets X of K.
(S4). s(s(X» = seX) (this simply expresses the transitivity of algebraic

dependence).

We shall now verify the condition (S5):

(55). The r.elations Y E: seX, x) and y ({. s(X) imply x E: seX, y).

There exists, by (S2)' a finite set of elements Xl·, X2, ••• , X n in X such
that y is algebraic over h(x!> x 2 , •.• , xn , x). There exists then a
polynomial !(Xt , X 2, ••• , Xn> Z, Y), with coefficients in h, such
that !(xt , x 2 , ••• , xn' x, Y) ¢ 0 and !(x t , x 2, ••• , Xn> x, y) = O. We

g

write !(Xt , X 2 , ••• , X n , Z, Y) = L Ai(Xt , X 2, ••• , Xn> Y)Zi, and we
i=O

observe that the g + 1 polynomials Ai(Xt , X 2, ••• , Xn> Y) are not all
zero, since!(Xt , X 2 , ••• , Xn> Z, Y) is not the zero polynomial. Since
y ¢: seX) (that is, since y is a transcendental over heX)~, it follows there­
fore that not all the elements Ai(xt , x 2, ••• , xn' y) of h(xt , x 2 , ••• , Xn> y)
are zero. Therefore !(x t , X2 , ••• , Xn> Z, y) ¢ 0, and since
!(x t , X2 , ••• , Xn> x, y) = 0, it follows that x is algebraic over
h(xt , x 2, ••• , Xn> y), that is, x E seX, y), as was asserted.

We now generalize Theorems 21 and 22 of I, § 21, to the case of sets
V which do not necessarily admit a finite system of generators. We
recall from I, § 21, that it is assumed that we are given a mapping s of
the set of all subsets of V into itself, and that this mapping satisfies
conditions (SI) to (S5). We recall also that a set X is called a generati~g

system of V iJ seX) = V, that X is a free set if for any x in X we have
x ¢: sex - x), and that X is called a basis of V if it is both a generating
system of V and a free set. In our case of an extension field K of h, X
is a generating system of K if K is an algebraic extension of h(X); X is
a free set if it is a transcendence set (in view of the lemma proved above)
and X is a basis of KJh if it is a transcendence basis.

For the purpose of the generalization of Theorems 21 and 22 of I, § 21,
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we must give some p~eliminary definitions concerning partially ordered
se~.

A set S is said to ~e partially orce~ed if 6ere is given in S a binary
re1atio"c -< whic!1 is defined for certain pai~s (a, b) of elements of S (it

is not necessary t!1at the relation -< ~e defined for al~ pairs (a, b) 0:
elements of S) and which s?tis5.es the following conditio"cs: (1) a -< a
for any element a of S; (2) if a -< bane b -< a, then a = b; (3) if a -< b
and b -< c, then a -< c. A subset Sl o~ S is totally ordered if, given any
two elements a, b 0: S l' at least one of the relations a -< b or b -< a
holds.

Let S 1 be a su~set of a partiaUy orderec set S. An element c of S
is ca!~ed an upper bound of Sl if a -< c for all a in Sl' An element ao of
S is a maximal element of S if ao -< a implies ao = a.

A partially ordered set S is said to be inductive i: every totally ordered
subset of S has a~ epper bound in S.

ZO:'l.N'S LE~~A. If a partially ordered set S is inductive, then there
exist maximal elements in S.*

We now begin with the ~'ollowing genera:ization of Theorem 21 of I,
§ 2:.

THEOREM 23. Let L be a free subset of V and S a system ofgenerators
of V. There exists a subset S' of S such that L U S' is a basis of V and
L n S' is empty.

?ROOF. We partially order, by set-theoretic inclusion, the set M of
all subsets Sa of S such that L n Sa is empty and L U Sa is a free set.
The set M is non-empty since the empty subset of S belongs to M. :t
is clear that M is an inductive set (since from (Sz) it follows that any
ascending chain of free sets has a limit (union) which is also a·free set).
LetS'bea~aximalelementofM. T~enL n S'isemptyandL U S'
is a free set. We sha:'l show that L U S' is a generati!1g system of V,
hence a basis of V, and t~is will complete the p~oof of the theorem.
Since s(S) = V, it will be sufficient to show that S C s(L US'), in
view of CSl) and (S4) Let x be any eleI'Jent of S. If x E L US', then
x E s(L U S'), ~y (Sa) Assume tl1at x 1= L lJ S' and let (S', x) = S ft.

Then S" is a subset of S such that L nS" is empty. Since ,S' is a
proper su::>set of S", it :o~lows ~y the maximality of S', that LUS",
that is, (L US', x) is not a free set. Since L US' is a free set, it follows
that x E s(L US') (see Remark at the enc of the proof of T:1eorem 20, I,
§ 21). This completes the proof.

* For a proo~ of Zorn's lemma see, for i!1stance, John L. Kelley, General
Topology, p. 33 (Vnivers;.ty Series in Higher :vIathematics, Van Nostrand Co.,
Inc., P,ince~on, N.J., 1955).
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COROLLARY 1. If L is a transcendence set in K/k and S is a subset of
K such that K is an algebraic extension of k(S), then there exists a subset
S' of S such that L nS' is empty and L US' is a transcendence basis of
K/k.

COROLLARY 2. Any subset S of K such that K is an algebraic extensicn
of k(S) contains a transcendence basis of K/k.

We have only to apply Corollary 1 to the case in wh;ch L is the emp~y

set.
COROLLA~Y 3. There exist transcendence bases of K/k.
We apply Coro'lary 2 for the case S = K.
~OTE. In 6e case o~ a vector space V over 'i1 fiele. k, Theorem 23

guarantees the existence of a basis (or vector basis) of V over k.
The following is a generalization of Theorem 22 ~n I, § 21:
THEOREM 24-. Any two bases of V have the same cardinal number.
PROOF. This theorem has been proved. in I, § 21 under the ass'.!mp-

tion that ,:here ex~sts at least one finite basis of V. We shal! ~herefo:e

assume now that every basis of V is infinite.
Let B be a basis of Y and let x be any element of Y. By (52); 6ere

exist finite subsets E of B such 6at x E s(B). We assert that there exists
a smallest finite subset Ex of B such that x E s(EJ (and such that <'.Tty
other subset E of B with the property x E seE) contains Ex). To see
this, it is sufficie'1t to prove the fo!lowing: if E' and E" are two subsets
of B such that x E seE') ns(E") and tf we have x 1= seE' 1) for every propn
subset E'1 of E', then E' C E". Assu.~iTtg the contrary, let y be an
element of E' not in E" and let E'1 denote ':he set E' - y. We have
x 1= s(E'~) and x E S(E'I' y). Hence, by (55)' we have y E S(E'I' x).
Since x E s(E") it follows that y E s(E' 1 U E"). This is £n cont:adiction
with the fact that y 1= E'l U E" and t:1.at E'1 U E" U {y} C B is a free set.

i'\ow let B' be another basis of V. We consiC:er the mapping
x ~ Ex(x E B', Ex C B). where Ex is the finite subset of B defined above.
From set theory it is known that the cardinal nu~ber of B' is Ttot less
than the cardinal number of the set U Ex (since each set Ex is finite).

x£B'

On the other hand, we have B = U Ex since B' C s( U Ex),
XEB'

V = s(B') = s( U Ex), and therefore the subset U Ex of B must
HE'

coincide with the basis B. Hence the cardina: number of B' is not less
than the cardinal number of B. Interchanging the roles of Band B'
we conclude that Band B' have the same card;.nal number. Q.E.D.

As a consequence we have the following resu!t:
TH~OR~M 25. Any two transcendence bases of K/k have the same

cardinal number.
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NOTE. In the case of a vector space V over a field k, Theorem 24­
leads to the notion of the dimension of V over k, this being the common
cardinal number of all vector bases of Vjk.

DEFINITIO!\T 2. The common cardinal number of the various transcend­
ence bases of Kjk is called the transcendence degree of Kjk (abbreviation:
tr. d. Kjk).

It is clear that K is an algebraic extension of k if and only if tr. d.
Kjk = O.

THEOREM 26. Let k eKe Ll be successive extensions of k. Then
tr. d. Lljk = tr. d. iJjK + tr. d. Kjk.

PROOF. Let Land M be transcendence bases of Kjk and LljK
respectively. It will be sufficient to prove that L U M is a transcendence
basis of Lljk. ~et {Xl' x 2, ... , xn, Yt, Y2' ... ,Yn} be any finite subset of
L U M, where we assu'me that the xi are in Land t:1.e Y j are in M. Let
f({X}, {Y}) =f(Xt ,X2,··· ,Xm, Y t , Y 2,···, Y n) be a polynomial in
m + n indeterminates, with coefficients in k, such that f({x}, {y}) = o.
The polynomialf({x}, Y) in the n indeterminates Yj has coefficients in
K and must be zero since the Y j are a.i. over K. Since the Xi are a.i.
over k, it fol:ows that f({X}, {Y}), regarded as a polynomial in {Y} with
coefficients in k[{X}], must be zero. Hencef({X}, {Y}) = 0 and that
shows that L U M is a transcendence set.

By asse~ption, K is an algebraic extension of k(L). It follows that
K(M) is an algebraic extension of k(L)(M) = k(L U M). But Ll is
an algebraic extension of K(M). Hence Ll is an algebraic extension of
k(L U M). This shows that L U M is a transcendence basis of Lljk.

TF.'.':OR'.':M 27. Let K and K' be two extensions of k, contained in some
larger field Q, and let (K, K') be the smallest subfield of Q containing both
fields K and K'. Then tr. d. (K, K')jK < tr. d. K'jk, and tr. d.
(K, K')jk ~ tr. d. Kjk + tr. d. K'jk.

PROOF. Let L' be a transcendence basis of K' jk. We have (K, K') =
K(K'). Si'1ce every element of K' is a1.gebraic ove'." k(L'), it follows
that (K, K') is algebraic over K(L'). Therefore, by Theorem 24, L'
contains a transcendence basis of (K, K')jK. We have then: tr. d.
(K, K')jK < tr. d. K'jk. By the preceding theorem, we have: tr. d.
(K, K')jk = tr. d. (K, K')jK + tr. d. Kjk; and this, combined with the
above. inequality, establishes the theorem.

We shall use the term" transcendence degree" also when dealing with
integral domains (not necessarily fields) containing k. If R is an integral
domain, R => k, and if K is the quotient field of R, then we set tr. d.
Rjk = tr. d. Kjk. Note that since K = k(R), there exist transcendence
bases of Kjk which are subsets of R (see Theorem 24, Corollary). Such
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transcen4ence bases of Kjk will be referred to in the sequel as transcend­
ence bases of Rjk.

Two k-isomorphic domains Rand R' (k c R, k c R') have naturally
the same tr. d. over k. Of particular importance in applications are two
theorems which are proved immediately below.

THEOREM 28. Let Rand R' be integral domains containing k. If
R' is a k-homomorphic image of R, then tr. d. R' jk < tr. d. Rjk.

PROOF. We assume, then, that there exists a k-homomorphism 'T of
R onto R' and we consider a transcendence basis L' of R'jk. For every
element x' of L' we fix an element x in R such that x' = X'T * and we
denote by L the set of all elements x obtained in this fashion. From
the fact that L' is a transcendence set, it follows at once that also L is a
transcendence set. By Theorem 23, L is contained in some trans­
cendence basis M of Rjk. The cardinal numbers of L' and L are the
same since for every x' in L' there is only one element x in L such that
x' = X'T and since therefore the correspondence x' ~ x is one to one.
Since L is a subset of M, the proof is complete.,

THEOREM 29. If tr. d. Rjk = tr. d. R'jk = n (n finite), then any
k-homomorphism 'T of Rjk onto R' jk is an isomorphism.

PROOF. We use the notations of the proof of the preceding theorem.
Let L' = {x' l' x' 2' ... , x'n} be a transcendence basis of R' jk and let
L = {Xl' x2 , ••• , xn}, where X'i = Xi'T. This time L is not only a
transcendence set but also a transcendence basis of Rjk, since tr. d.
R/k == n. Now let u e: R, u ;c O. Since u is algebraically dependent
on k(Xh X2, "', xn), we have a relation of the form

(1) Ao(x)ug + AI(x)UJ!-I + ... + Ag(x) = 0, g > 1,

where
Ai(X) = Ai(XI , X 2, ••• ,Xn ) E k[XI , X 2, ••• ,Xn1

and where Ao(x) ¢ O. We take g as small as possible. Then Ag(x) ¢ 0
for otherwise we could divide (1) by u (since u ¢ 0) and have an
equation for u, of degree <g. Applying to (1) the homomorphism 'T
we find
(2) Ao(x')u'g + AI(x')U'g-I + ... + Ag(x') = 0,

where u' = U'T. Since Ag(x) ¢ ''0, the polynomial Ag(X) is not zero,
and hence Ag(x') ¢ 0, since X'I' x' 2' ... , x'n are a.i. over k. Conse­
quently, by (2), we have u' ¢ 0, and this shows that 'T is an isomorphism.

* If L' is an infinite set, this procedure involves the axiom of choice. It can
be easily replaced by another argument which is based exclusively on Zorn's
lemma and which would show the existence of a subset L of R such that:
(1) T(L) = L'; (2) the transformation of L onto L' induced by T is one to one.
This may be left to the reader.
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~~.'\1:ARK. If R !S a field, then Theorem 29 is trivial anC: is true
without a~y condition on the transcendence degrees, since a field does
not adm!t proper homomorphisms (that is, homomorphisms which are
not isomorphisms).

§ 13. Separably generated fields of algeb~a;.c functions. Let
k be a field a.nd let K ~e an exte'1sion of k.

DEFINITIO~\T 1. K is a field of algebraic functions of r independent
variables over k if K is finitely generated over k and if tr. d. Kjk = r.

DEFIN~TION 2. A tr{Lnscendence basis {Zl' Z2' ... , ZT} of a field Kjk
of algebraic functions of r independent variables is called a separating
transcendence basis of Kjk if K is a separable (algebraic) extension of

k(ZI' Z2'···' ZT)'
The field K is said to be separably generated over k if there exists a

separating transcendence basis of Kjk.
EXAY.PLE. l..-et r = 1, K = k(x, y), where x is a transcendental, and

1 YP- 2-0b h .. 1 1 '1 f .. k() L •et x - e t. e minIma.. po,ynoffiW. 0 .. y ove.. x, w~\ere p IS
the characteristic of K (p ~ 2). Then K is an inseparable extension of
k(x). :'\evertheless K is separably generated over k s!nce K is a separ­
a'Jle extension of key) (whence y by itself is a separating element of Kjk,
that is, the set {y} consisting of the sing:e element y is a separating
transcendence basis of Kjk).

We begin with two simple lemmas which we shall have occasion to use
in this section.

LEy.y.A 1. Let R be a unique factorization domain and let K be the
quotient field of R. Let X be an indeterminate over K.

(1) If a polynomial f(X) in R[X], of positive degree, is irreducible in
R[X~, it is also irreducible in K[X].

(2) If a primitive polynomial f(X) in R[X} (see I, § 17) is irreducible
in K rXl it is also irreducible in RrXl.

... ~ L ...

. (3) If f(X) and g(X) are polynomials in R~X~ such that g(X) divides
f(X) in K[X] and if g(X) is primitive, then g(X) also divides f(X) in
RrXl.

PROOF

(1) Let F 1(X) be a non-unit in K[X} which divides f(X) in
K~XJ :f(X) = F1(X)F2(X), Fi(X) E K[X], oF1(X) > O. Then Fi(X)
= fi(X)jai' where fi(X) E R[X~ a'1c. a; E R, and we have a1aJ(X)
= f1(X)f2(X), Since f(X) is irreducible in R[XJ it follows that f(X)
m~st divide in R[X} one of the two polynom!alsf;(X), a~d therefore we
have either of::::; 0f1 or of < 0f2' On the other hand, of = 0f1 + 0f2'
and by assumption, 0f1 > 0 (since F,.(X) is not a unit and has therefore
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positive degree). Hence 8f2 = 0, and F 2(X) is a unit in K~XJ. S~nce

f(X) has positive degree, it is not a unit in K~XJ. Consequently f(X)
is an irreducible element in KrXl.

(2) Assume that we have f(X)' = fl(X)f2(X) where fl(X) and f2(X)
are polynomi2.1s in R[X]. Sincef(X) is irreducible in K[X:, one of the
polynomials fi(X) must be of deg!"ee zero. Let, say, 8fl = 0, whence
fl(X) = a E R. Fromf(X) = af2(X) follows t1:l2.t a divides, in R, the
content off(X), and hence a is a unit in R sincef(X) is primitive. Thi.s
shows thatf(X) is an irreducible element of R[XJ.

(3) We have, byassumption:f(X) = g(X).h(X)ja, where h(X)ER[XJ
and a E R. Thusg(X) divices af(X) in R[XJ. Sinceg(X) is primitive,
it follows from I, § 17, Lemma 2, that g(X) divides f(X) in R[X:.

This completes the proof of the lemma.
LEMMA 2. Let XI' X2, ... , Xn, xn+I be elements of an extension field

K of a field k and assume that these n -l- 1 elements Xi are algebraically
dependent over k but that the n elements XI' X2, ... , Xnare algebraically in-
dependent over k. Then the set A ofpolynomials g(X I' X 2' , X n, X n+I)
in k~Xl' X 2, ... , Xn> Xn.J..lJ with the property thatg(x l, X2, , Xn, Xn.J..I)
= 0 contains a polynomial f(X l, X 2, ... , X n, X n7l) such that ev~y

polynomial in the set is a multiple off in k[Xl, X 2, ... , Xn> X n+l].
PROOF. Since the n + 1 elements Xi are algebraica~ly dependent

over k, t!le set A contains polynom~als different from zero. Let
f(X I, X 2, ... , X n, X n+l) be a non-zero polynomial in A, of smallest
possible degree q in X n+ I' and let us write

f = AO(Xl , X 2, ... , Xn)Xn+lq + Al(XI, X 2, , Xn)Xn+~q-1
+ + dq(XI, X 2, ... , X n).

Since XI, X2, ... , Xn are a:gebraica;ly independent over k, X n+ 1 must
actual! y occur in f, and we may also assume t"-1at f is a primitive po~y­

nomial ~n Xn..Ll over krXl> X 2, '" , X n:. If g(X) is any polynomial i~

the set .11, then by Theorem 9 of I, § 17, we ca!l wr~te doSg = Qf + R,
where s is an integer f:; 0, Q and R are polynomials in k~Xl> X 2, ... ,
X n, Xn+rJ and R is either of degree less than q in X n+1 or is the zero
polynomial. It is clear that we h2.ve R(xI, X2, ... , Xn, Xn..LI) = 0, t:1.at
is, the polynomial R belongs to the set d. Hence by our choice off 2,nd
by Lemma 1 we have R = Oi this completes the proof of the lemma.

It is obvious that the polynomial [(X) is irreducible over k and that
it is uniquely determined to within an arbitrary non-zero factor in k;
moreover, among the polynomials in the set A the polynomial f(X) is
characterized by the condition that it be irreducible. When the elements
Xl' X 2, ••• , Xn , xn+ l satisfy the conditions stated in the lemma, we shall
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refer to the relation f(x l , X 2, ••• , X n , Xn.J..I) = 0 as the irreducible
algebraic relation between the Xi' over k.

THEOREM 30. Let {Xl' X 2, ••• , xn} be a set of generators of K/k,
K = k(xl , x 2 , ••• , xn). If K is separably generated over k, then already
the set {Xl' X 2, ••• , xn} contains a separating transcendence basis of K/k.
C\J1acLane.)

PROOF. We first prove the theorem in the case r = 1. Byassump­
tion, there exists in K a separating transcendental element z. We have
z ¢: k(zP), since z is a transcendental. Hence, by Theorem 7, § 5, the
polynomial XP - zP is irreducible over k(zP). Since z is a root of
this polynomial, it foHows that z is inseparable over k(zP). Since
z E k(xl , X 2, ••• , xn), we conclude by Theorem 10, § 5, that at least one
of the n elements Xi must be inseparable over k(zP). Let, say, Xl be
inseparable over k(zP). We shall now prove that Xl is a separating
transcendental of K/k.

Let f(X, Z) be an irreducible polynomial in k[:X, Z] such that
f(x l , z) = O. By Lemma 1 it foHows that f(X, Z) is irreducible in
k( Z)[XJ (since f(X, Z) must be of positive degree in X). Since z is a
transcendental over k, it follows that also the polynomial f(X, z) is
irreducible over k(z) and differs therefore from the minimal polynomial
of Xl in k(z)[X] by a factor which is an element of k[z]. Since z is a
separating element, we have 1'", (Xl' z) ¢ O. The polynomialf(X, Z)
is independent of Z if and only if Xl is algebraic over k, and if that were
the case then we would have f(X, Z) = Ip(X) and Ip'(x l) = 1'", (Xl' z),
¢ O. This would imply that Xl is separable over k, hence a fortiori
also over k(zP) (Lemma 2, § 5), contrary to our assumption on Xl"

Hence Xl is a transcendental over k, and f(X, Z) is not independent
of Z.

It is therefore possible now to assert that z is algebraic over k(x l ) and
thatf(xl , Z) differs from the minimal polynomial of z in k(xl)[Z] only
by a factor which is an element of k[xJ. We also assert that z is
separable over k(xl). For assume the contrary. Then we must have
f(X, Z) E k[X, ZPJ, say f(X, Z) = Ip(X, ZP). From 1p'",,(xI , zP) =
1'",,(x1, z) ¢ 0, it would then foHow that Xl is separable over k(zP),
which is contrary to our assumption on Xl.

Since z is separable over k(xl ) and since aH Xi are separable over k(z),
it follows (Theorem 9, § 5) that Xl is a separating element.

To complete the proof of the theorem, we now proceed by induction
with respect to r. We assume then that the theorem is true for fields of
algebraic functions of r - 1 independent variables.

Let {Zl' Z2' ..• , ZT} be a separating transcendence basis of K/k. If
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we set k l = k(Zl)' then K can be regarded, over k l , as a field of algebraic
functions of r - 1 independent variables. :Y1oreover, we have K=
kl(X l , X 2, ... ,xn), and {Z2' Z3' ... , ZT} is a separating transcendence
basis of K/k l • By our induction hypothesis, r - 1 of the elements Xi

will form a separating transcendence basis of K/k l . Let, say,
{Xl' X 2, ••• , x

T
_ l } be a separating transcendence basis of K/k l • If we

set k' = k(x l , X 2, ... ,xT- l), then K = k'(x" X T+ l , ... ,xn) and K is a
field of algebraic functions of one variable, over k'. :Y1oreover, Zl is a
separating element of K/k'. Hence, by the case r = 1, one of the
elements x" x

T
+ l , ... 'Xn will also be a separating element of K/k'. If,

say, XT is such an element, then the r elements Xl' X 2, ... ,XT- l , XT form
a separating transcendence basis for K/k. This completes the proof of
the theorem.

The following lemma will be followed by an application to the case of
perfect ground fields k.

LEMMA 3. If the field K = k(x l , X 2' ... , xn), of transcendence degree r
over k, is not separably generated over k, then for a suitable labeling of the
Xi the field k(x l , X 2, ... , XT+1) is of transcendence degree rover k and is not
separably generated over k.

PROOF. If n = r + 1 there is nothing to prove. Assume that
n > r + 1 and that the theorem is true for n - 1. We may assume
that Xl is a.d. on X 2, X 3, ••• , xn (over k), and consequently that the field
k(x 2, X 3 , ••• , xn) has transcendence degree rover k. If this field is not
separably generated over k, the assertion of the lemma follows by
the case n - 1. Assume that k(x2, X 3, ... , xn) is separably generated
over k. Then by the preceding theorem we may assume that X 2, X 3,

••• , XT+ 1 form a separating transcendence basis of k(x 2, X 3, , xn)/k.
In that case the field K is a separable extension of k(xl , x 2' ,xT+ l ),
and therefore this latter field enjoys the properties stated in the
lemma.

The following is a straightforward application to perfect fields:
THEOREM 31. If k is a perfect field, then K = k(x l , X 2, ... ,xn) is

always separably generated over k (F. K. Schmidt).
PROOF. By the above lemma, it is sufficient to prove the theorem

in the case n = r + 1, where r = tr. d. K/k. In this case, we have the
irreducible rel~tion f(x l , X 2, ... , X" xT+ l ) = 0 between the r + 1
elements Xi (see Lemma 2). If Xl' X 2, ••• 'XT do not form a separating
transcendence basis, thenf(X) E k[Xl , X 2, ... ,Xn, XT+1P]. If no r of
the elements Xi form a separating transcendence basis, then
f(X) E k[Xl, X 2P, ... ,XT+1P]. . But then f(X) is the p-th power of a
polynomial in k[X], since k is perfect-a contradiction.
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§ 14. AIgeb~~.icany closed fields
DE:"'INITIO....T 1. A field k is said to be algebraically closed if it possesses

no proper algebraic extensions (that is, t! every algebraic extension of k
coincides with k).

It is not cifficult to see tha~ 6.e foaowing properties of a 5.e1.d k a':"e
equivalent:

(a) k is algebraicaPy c~osed.

(S) Every !rreduc~ble ?o~ynomia~ in k~X= is o~ cegree :.
(c) Every po~ynomial in k~XJ, o~ positive cegree, factors completely

in k:X: in polynomia:s of degree 1.
(d) Every polynomial i'1 k~X~, of positive c'eg.ree, ~as at ~east one root

i'1 k.

ln fact, if f(X) is an irredl,ciSle polynomia~ i!l k:X~, of degree n ~ 1,
then we know t~at 6ere exists an alge1:>~aic ex!ension K of k, of relative
ceg~ee n over k (Theorem 3', § 2). :f k is algebraically c:osed we must
~1.ave K = k, whence n = 1. Thus (a) implies (b).

It is c1ear ~hat (b), (c), and (d) are eql'iva1.ent. Finally, i~ K is any
algebraic extension of k a'1d x i.s any element of K, then the min~mal

polynomi2J of x over k is irreducible a!lc therefore has degree 1 if (b)
ho!c.s. Therefore x E k, K = k, tha! is, (b) implies (a).

COROLLARY. If k is a subfield of an algebraically closed field K, then
the algebraic closure k' of k in K is an algebraically closed field.

For i~ f(X) is a'1y polY'1o~;.a~ in k'[X], thenf(X) must have a root a
i'1 K; t':1.is root a !s then also algebraic over k (by the transitivity of
algeb.raic de?endence) and therefore ::>elongs to k ' .

DEFI~ITIO~ 2. If k is a subfield of a field K, then K is said to be an
algebraic closure of k if (1) K is an algebraic extension of k and (2) K is an
algebraically closed field.

CO~OT_LARY. If an algebraic extension K of k has the property that
every polynomial f(X) in k~X= factors completely in linear factors in
K~X=, then K is an algebraic closure of k.

For if K' is any a:gebraic extension of K a':\d x is an element of K',
then we ~ave for the ':'11nim2.l pol.ynomia~ f(X) of x ove... k a complete
factoriz2tion f(X) = r::(X - Xi)' Xi E K. Since f(x) = 0, we must
have x = Xi for some i, whence x E K, and thus K ' = 1<..

The foeowing fundamental 6eorem guaran~ees6e existence and the
essential unicity of an algebraic closure of a given 5.eld k:

THEOREM 32. If k is a field, then there exists an algebraic closure of k,
and any two algebraic closures of k are k-isomorphic fields.

PROOF. Let N c.enote the set of all orcered pairs (f(X), n), where
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f(X) E k~X~ and n is any non-nega~ive integer. We agree to identify
any element c of k wifo. the pair (X - c, 0). We consider the set S of
all fields 1: such that (a) the ele!':1ents of 1: ~orm a subset E of N;
(b) k;s a sub:fi.e1.d of 1:; (c) if z = U(X), n) E1:, the~f(z) = O. The
set S is non-empty since k E S. We observe that if A denotes the
set of all ordered triads (Zl' Z2, Z3) of elements of 1: such that
Z3 = Zl + Z2 and if M denotes the set of all ordered triads (Y1,Y2'Y3) of
elements 0: 1: such t:1.at Y3 = Y1Y2, then the field 1: is uniquely deter­
mined by, and can be identified with, 6e ordered triad (E, A, M).
Since E is a subset of N, whi1.e A and M :.".re suitable subsets of the set
product N X N X N, our set S of 5elds 1: is well defined from the
standpoint of the theory of sets.

We pa~ial1y orGer the set S by setting 1: -< 1:' if 1: is a subfield 0:
1:'(1:, 1:' E S). It is dear 6at S is an inductive set. By Zorn's lemma,
let K be a maximal element of S. We s~all show that K is an a'.ge'J"-2.~c

closure of k.
The property (c) enjoyed by any field 1: in S implies 6at 1: is an

algebraic extension of k. Hence K is an algebraic extension of k. We
shall show that the assumption that K has proper algebraic extensions
leads to a contradiction with the maximality of K ;.n M. Assume t:h.e~

that there exists a proper algebraic extension K' of K. We shall now
define a (1, 1) mapping cp of K' into N. If x E K we set cp(x) = x. If
x E K', x rf= K, we consider the minimal polynomial f(X) of x over k,
we denote by Z~., Z2, ... , Zh the roots of f(X) in K (h > 0) and by
Xl' x 2, ••• , Xg t:h.e ..-oots of f(X) which are in K' but not in K
(g > 1; Xl = X). We 5xg distinct non-negative integers n1, n 2, ••• , ng

such that Zi ¢ U(X), n
J

) (i = 1,2, ... , h;j = 1,2, ... , g) and we set
cp(xj) = U(X), nj), j = 1,2, ... , g. It is 6en clear that'cp is a (1, 1)
mapping of K' into N and that cp is ~he iC:en~ty on K. Let Eo = cp(K').
We carry ove..- the field st..-ucture of K' to the set Eo, by means of
the mapping cp, thus getting a field K o. !'rom the de5nition of cp i.t
follows at once 6at K o E S. S~nce K is a ?~o?er s~bfie1d 0: K', it
is also a proper subfield of K o, and this contradicts ~!1.e maximality
of K.

The second haIr. of the t:':J.eorem wi.'} be i~clt~ded i~ the following
stronger ~esdt:

TEE03.EM 33. Let K' be an algebraically closed field and let K be an
algebraic extension of a field k. If cp is an isomorphism of k into K' then cp
can be extended to an isomorphism of K into K',

PROOF, We first s~ow t:hat Tneorery) 33 impl.i.es the second h2H of
T~1.eorem 32. If K and K' are two a!gebraic closures of k, we apply
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Theorem 33 to the identity mapping cp of k into K', and we thus find
that there exists a k-isomorphism tf of Kinto K'. Since K is an algebraic
closure of k, also tf(K) is an algebraic closure of k, and therefore
tf(K) = K' since K' is an algebraic extension of tf(K). Thus tf is a
k-isomorphism of K onto K'.

We now begin the proof of Theorem 33. Let M be the set of all
ordered triads (L, L', tf), where L is any field between k and K, L' is a
field between cp(k) and K', and tf is an isomorphism of L onto L' such
that tf = cp on k. The set M is non-empty since (k, cp(k), cp) EM. We
partially order Mby setting (L, L', tf) -< (L 1, L'l, tf1) if L is a subfield of
L 1and if tf1 = tf on L. If N = {(La' L'a' tfa>} is a totally ordered subset
of M, and if we set L = U La' L' = U L'a' then L and L' are fields
between k and K, and between cp(k) and K' respectively. The mappings
tfa determine uniquely an isomorphism tf of L onto L' such that
tf = tfa on La. Thus (L, L', tf) is an element of M which is an upper
bound of the set N, and M is therefore shown to be inductive. Let
(La, L' a, tfa) be a maximal element of M. We shall show that La = K,
and this will complete the proof of the theorem.

Let x be any element of K and let f(X) be the minimal polynomial of
x over La. Let j'(X) be the tfa-transform of the polynomial f(X).
Thenj'(X) E L'a[XJ C K'[X], and since K' is algebraically closed the
polynomialj'(X) has a root x' in K'. By Lemma 1 of § 6, tfa can be
extended to an isomorphism tf1 of La(x) onto L'a(x') such that tfa(x) = x'.
Then (La, L'a, tfa) -< (La(x), L'a(x'), tf'l) E M, and hence, by the
maximality of (La, L'a, tfa), we have (La, L' a, tfo) = (La(x), L'a(x'), tf1)'
La = La(x), x E La. We have therefore shown that La = K. Q.E.D.

Let k be a field and let K be an algebraically closed field containing k.
If the characteristic p of k is ¢ 0, then the elements x of K such that
xP E k form a field containing k. This field shall be denoted by
kp-'. Since K is algebraically closed, K contains a root of every poly­
nomial of the form XP - a, a E k. Therefore kp-' consists of the p-th
roots of the elements of k, and we have k = (kP-')P. It is also obvious
that the fields kp-' obtained in relation to various algebraic closures of k
are always k-isomorphic to each other.

In a similar fashion we can define the fields kp-n for n = 1,2, ....
These fields form an ascending chain k C kP-' C kp-- C ... , and
their union is a field between k and K which we shall sometimes
denote by kP-oo; it is the least perfect field containing k and is there­
fore referred to as the perfect closure of k. If k itself is perfect, then
kP-oo = k.

If the characteristic p of k is zero, we set kp-n = kP-oo = k.
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§ 15. Linear disjointness and separability. Let S be a ring
containing a field k and such that the identity 1 of k is also the identity of
S. Then S is a vector space over k, and in this sense we speak below
of subspaces of S.
DEFI~ITIO~ 1. Two subspaces L and L' of S are said to be linearly

disjoint over k if the following condition is satisfied: whenever x l' x 2' ... , Xn
are elements of L which are linearly independent over k and X'l' x' 2' •.. ,

x'rn are elements of L' which are linearly independent over k, then the mn
products XiX' j are also linearly independent over k.

Linear disjointness of L, L' is clearly a symmetric relationship between
the two spaces and is relative to the preassigned ground field k. The
following property is equivalent to linear disjointness and will be the one
most frequently used in the sequel:

(LD). Whenever Xl' X2 , ••• , Xn are elements of L which are linearly
independent over k then these elements Xi are also linearly independent over
L'.

For, assume that Land L' are linearly disjoint over k and let U'lX1 +
U'~2 + ... + u'nXn = 0, where the U'i are in L' and Xl' X2' ••• 'Xn
are elements of L which are linearly independent over k. Let
{X'l' X' 2' ..• , x'rn} be a basis of the vector space hu'l + ku' 2 + ... +
ku'n over k and let U'i = 2: aijx' j' where aij E k. Then 2: aijxix' J = 0,

j i.i
and hence, by the linear disjointness of Land L' over k it follows that all
the aij are zero, and so also all the U'i are zero, showing that condition
(LD) is satisfied. Conversely, assume property (LD) and let the two
sets {Xl' X2, ••• ,xn} and {X'l' X' 2' ... ,x'rn} be as in the above definition.
Assume that we have a relation 2: aijxix' j = 0, aij E k. Since, for each

':,j

i, the sums 2: aijx' j belong to L', it follows from (LD) that 2: aiJx' j = 0,
j j

for all i, and hence all the au are zero since the X' j are linearly indepen­
dent over k. Hence Land L' are linearly disjoint over k.

There is a close connection between the concept of linear disjointness
and the concepts of separable or inseparable extensions. In this
se·ction we shall study this connection. To introduce the topic we
begin by proving a theorem which is essentially a restatement of
Theorem 8 (§ 5) in terms of linear disjointness.

THEORE:vI 34. If a field K is an algebraic extension of a field k, then a
necessary and sufficient condition that K be a separable algebraic extension
of k is that K and kr' be linearly disjoint over k. (We take kr' to be a
subfield of an algebraic closure of K.)

PROOF. Assume that K is a s~parable algebraic extension of k. We
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have to show that if U 1, U 2, ••• , ug are elements of K which are linear~y

independent over k, these elements are also linearly independent of
kP-" or--eauivalently-that ul, u 2P, ... , ul C.re linearly ~ndependent

over k. We consider the field K I = k(u 1, u2, ••• , ug ) and we extenc
the set {u 1, U 2, ••• , ug } to a basis {u I , U 2, ••• , um} of Kljk. We have, by
':'b.eore'l1 8 (§ 5), K I = kKIP, whence .

m

K I = .L ku/.
i=1

Consequently also the elements uIP, ul, ... ,u,j' form a basis of Kljk
and are therefore 1inearly independent over k.

Assume now that K and kP-l are lineady disjoint over k, and let x be
any element of K. Let f(X) be the minimal polynomial of x in keX:
and let m be the degree off(X). If h!s any integer < m, then 1, x, x 2 ,

••• , X h - I are linearly independen! over k. Consequently, by the linear
disjointness of K and kP-l over k, the p-th powers of these elements are
also lineady independent over k. This implies thatf(X) ¢ k~XP], that
is, x is separable over k. Q.E.D.

We shall need later on the following lemma:
LE:\1:\1A. Let L and L' be subspaces of a ring Sjk, and let {ua} and

{u',a} be bases (finite or infinite) of Ljk and L'jk respectively. Then a
necessary and sufficient condition that Land L' be linearly disjoint over k
is that the products uau.a' be linearly independent over k. An equivalent
condition is that the Ua be linearly independent over L'. In particular, if
the dimensions of Land L' are both finite then Land L' are linearly
disjoint over k if and only if dim LL'jk = dim Ljk· c.im L'jk; here LL'
denotes the space spanned by the products uu', u EO L, u' EO L'.

PROOF. It follows directly from the defi!lition of linear' disjoint':\ess
that if Land L' are Iinec.:r1.y disjoint over k, then 6.e products uau',a are
linearly independent over k. It is also obvious that the linear independ­
ence of the products uau',a over k is equivalent to the linear independence
of the Ua over L'. ~ow, assume that the products uau',a are linearly
independent over k. We first consider the case in which Land L' hc.ve
finite dimension, say s = dim Ljk, t = dim L' jk. Since the st products
uau',a span the space LL', it fo~lows that d.im LL' jk = st. ~ow, if Xl' x 2 ,

••• , X n are elements of L whicl1 are l;'1ec.rly independent over k and
X'I' x' 2' ... , x'm are elements of L' which are linearly independe':\t over
k, then we extend the sets {Xl' x 2, ••• , xn}, {X'I' x' 2' ••• , X'm} to bases
{Xl> X2, ••• ,Xs}' {X'I' x' 2' ... ,X't} of Ljk and L'jk respectively and we
obse:rve that the st products xax',a must be linearly independent over k,
since they span LL' jk and since dim LL' jk = st. In particular, also the
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mn products XiX'j (i = 1,2, ... , n; j = 1,2, ... , m) are linearly
independent over k, and this proves the linear disjointness of Land L'
over k. This also establish.es the second half of the lemma.

In the ge~eral case, we can always find a finite subset {u I , U 2, ••• , uJ
of the set {ua} such that the elements Xl' X2' •.. , X n belong to the finite­
dimensional space L o spannee. by UI, U2, •.. , US. Similar:y, there
exists an integer t such that x' j E L' 0 = kU'1 + ku' 2 + ... + ku't,
j = 1, 2, ... , m. Since L o and L' 0 are linearly disjoint over k, by the
preceding case, the products XiX' j are linearly independent over k. This
completes the proof of the le!I1ma.

COROLLARY 1. Let k, K and S be fields such that k eKe S. If
X is a (finite or infinite) set of algebraically independent elements of
S over K, then the subfields K and k(X) of S are linearly disjoint
over k.

It is obvious that K and k(X) are linearly disjoint over k if and only
if K and k[X] are ~inearly disjoint ove! k. Now, the set of all monomials
X/,X2i • •.. Xnin, X a E X, is a basis of the k[X] over k, and since, by
assumption, these monomials are also independent over K, the corollary
follows from the lemma.

COROlLARY 2. If a field K is a purely transcendental extension of a
field k, then K and kP-' are linearly disjoint over k.

For, if K = k(X), where X is a suitable transcendence basis of Kjk,
then the elements of X, being algebraically indepe':\dent over k, are also
algebraically independent over kP-l. Therefore, by the preceding
corollary, K and kP-l are linearly disjoint over k.

For extensio':\ Selds K of k which are not algebraic over k there is no
complete equivalence between the concept of separable generation and
that of linear disjointness (over kP-'). However, we have the following
theorem:

THEOREM 35. Let K be an extension of k. A necessary condition for
K to be separably generated over k is that K and kP-' be linearly disjoint
over k. If K is finitely generated over k, then the foregoing condition is
also sufficient.

PROOF. Assume that K is separably ge':\erated over k and let B be a
separating transcendence !Jasis oE Kjk. By Corollary 2 to Lemma 1,
the fields k(B) and kP-l are linearly disjoi~t over k. ~ow, let u j ' u 2,

... , ug be eleme':\ts of kP-l which are linearly independent over k. They
are 6en also linearly independent over k(B). Since K is a separable
algebraic extensio~ of k(B), it follows f!om Theorem 34 that u l , u 2, ••• ,

ug are also linearly indepe~dent over K, showi':\g that K and hP-' are
linearly disjoint over k. '
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Assume now that K is finitely generated over k, say, K =
k(xl' X 2, ... , xn), and that K and kP-l are linearly disjoint over k. Let T

be the transcendence degree of K/k, whence n > T. If n = T, there is
nothing to prove. We next consider the case n = T + 1. In this case,
letf(X) be the irreducible polynomial in k[XI, X 2, ... ,Xr+l ] such that
f(x) = 0 (§ 13, Lemma 2). We assert that f(X) ~ k[XIP, X 2P, ... ,
Xr-qPJ. For, assume the contrary, and letf(X) = g(XIP, X 2P, ... , Xr_qP),
where g(XI , X 2, ... ,Xr+l ) E k[XJ. If WI' W 2, ... 'Wm are the mono­
mials in Xl' X 2, ••• 'Xr+ l which actually occur in the expression
g(xl , x2' ... , xr+l ), then the ware linearly independent over k (since the
degree of these monomials is less than the degree of f(X)), while w l

P,

w2P, ... , W m
Pare linearly dependentoverk sinceg(x/, x2P, ... , xr+IP) = O.

This contradicts the linear disjointness of K and kP-l over k. This
contradiction shows that we have indeed f(X) ~ k[X IP, Xl, ... , X r+/].
We therefore may assume that one of the T + 1 variables Xi' say, X r+l ,

which actually occurs in f(X), occurs in some term of f(X) with an
exponent which is not a multiple ofp. The elements Xl' X 2, ••• , X r are
then necessarily algebraically independent over k, and furthermore,
xr+1 is separable algebraic over k(xl , X 2,···, xr). Hence {Xl' X 2, ... , X r}
is a separating transcendence basis of K/k.

For n > T + 1 we shall use induction with respect to n. The linear
disjointness of k(xl , x2' ,xn) and kP-l over k implies the linear
disjointness of k(x l , X 2, ,xn_ l ) and kP-l over k. Hence, by our
induction hypothesis, k(x l , x 2' ... , xn_i) is separably generated over k.
Let {Zl' Z2' ... , zm} be a separating transcendence basis of k(x l , X 2, ... ,
xn- l ) over k. Then m is either T - 1 or T. The field k(x1, X 2, ... , xn)
is a separable algebraic extension of K I = k(ZI' Z2' ... , zm' xn), and we
have only to show now that K I is separably generated over k: The field
KI/k has the same transcendence degree T as K/k and it is generated
over k by at most T + 1 elements (since m < T). Furthermore, since
K I C K, also K I and kP-' are linearly disjoint over k. Hence, by the
case n < T + 1, K I is indeed separably generated over k. This com-
pletes the proof of the theorem. .

The preceding theorem and the reasoning used in the proof of that
theorem enable us to give a second proof of Theorem 30 (§ 13), that is,
of the assertion that if K = k(x l , X 2, ... , xn) is a separably and finitely
generated extension of k, then already the set of generators Xi contains a
separating transcendence basis of K/k. For n = T there is nothing to
prove. The case n = T + 1 has been settled in the course of the
preceding proof (since K and kp-' are linearly disjoint over k, by the
first part of Theorem 35). For n > T + 1 we again use induction with
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respect to n and repeat the last part of the preceding proof, observing
that this time the induction hypothesis permits us to find a separating
transcendence basis {Zl' Z2' ••• , zm} of k(xl , X2, ••• , xn_l)/k within the
set ofgenerators {Xl' X2, ••• ,Xn-l}' Then the m + 1 generators of KI/k
are in the set {Xl' X2, ••• , Xn}, and Theorem 30 now follows by the case
n=r+l.

Also Theorem 31 (§ 13) is an immediate consequence of Theorem 35,
for if k is a perfect field, that is, if kP-1 = k, then K and kP-1 are linearly
disjoint over k.

DEFINITION 2. If K is an extension field of a field k of characteristic p,
then K is said to be a separable extension of k if K and kP-1 are linearly
disjoint over k.

In view of Theorem 34, for algebraic extensions K of k, separability
in the sense of this definition is equivalent with separability as defined
in § 5. Similarly, for finitely generated extensions K of k it is true that
K/k is a separable extension if and only if K is separably generated over
k (Theorem 35). However, if K is not finitely generated over k, it may
very well be separable over k without being separably generated over k.
For instance, if k is a perfect field every extension K of k is separable
over k. However, if X is a transcendental over k, then it is easily seen
that the field K - k(x x l/p Xl/pI ... Xl/pn ... ) is not separably- , , , , ,
generated over k.

We note that Corollary 2 of the lemma proved earlier in this section can
now be re-stated as follows: if K is a purely transcendental extension of k,
then K is separable over k.

The transitivity of separability proved in § 5 (Theorem 9) for algebraic
extensions extends to arbitrary field extensions. We have, namely, the
following theorem:

THEOREM 36. If K' is separable over k, and if K" is separable over K',
then K" is separable over k.

PROOF. Given a set F of elements of kP-1 which are linearly inde­
pendent over k, the elements of F are also linearly independent over K'
since K' is separable over k. Hence the elements of F are also linearly
independent over K" since K" is separable over K' and since
Fe K'p-I. Thus K" and kP-1 are linearly disjoint over k.

§ 16. Order of inseparability of a field of algebraic functions.
We shall deal in this section with finitely generated extensions of a field
k, that is, with fields of algebraic functions over k (see Definition 1 in
§ 13). For these fields we shall define a numerical character, called the
order of inseparability of the field (relative to k); it generalizes the concept
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of degree of inse?arability of finite algebraic extensions and plays an
important role in abstract algebraic geometry. We shall also give some
results concerning the behavior of the order of inseparability under
extensions of the ground field k.

In the sequel, p denotes the characteristic of our fields. If p = 0,
then all powers p' ofp are to be replaced by 1. If A and Bare subfields
of some field S then we denote by (A, B) the compositum of these fields
(the least subfield of S containing A and B). All the fields which are
considered below are assumed to be subfields of some algebraically closed
field S.

LEMMA 1. If L, K and k' are fields and K is a finite extension ofL, then

(1)

(2)

(3)

[(K, k'): (L, k')J < ~K: L],

:(K, k'): (L, k')]. < [K: L~.,

[(K, k'): (L, k'}} .. < [K, LJ ...

If the fields K and k' are linearly disjoint over some common subfield k of L
and k', then the equality sign holds in (1), (2), and (3).

PROOF. Let {u 1, u2, ••• ,un} be a basis of Kover L. Since the
elements of K are algebraic over the field (L, k'), we have (K, k') =

n n

(L, k')[KJ = (L, k') .L LUq = .L (L, k)uq, a:ld this proves inequality
q=l q=l

(1).
Let K o be the maximal separable extension of L in K. From the

separability of the extension Ko/L follows the separability of the
extension (Ko, k')/(L, k'), while from the fact that K is purely inseparable
over K ofollows that (K, k') is a purely inseparable extension of (Ko, k').
Hence (Ko, k') is the maximal separable extension of (L, k') in (K, k'). It
follows that ~(K, k') : (L, k')]. = ~(Ko, k') : (L, k')] and [(K, k') : (L, k')Ji
= [(K, k') : (Ko, k')J. Therefore (2) is obtained by replacing K by K o
in (1), and we obtain (3) by replacing L by K o in (1).

We now assume that K and k' are linearly disjoint over some common
subfield k of Land k'. It will be sufficient to show that the equality
sign holds in (1), for then it will follow that the eq'.lality sign also holds in
(2) and (3), in view of the ineqU<1.~ities (2) and (3) and of the product
formula (5) of § 6. To show that the equality sign holds in (1) we must
show that the uq are linearly independent over (L, k'). ~ow, the uq are
linearly independent over L. Therefore we have to show that the fields
K and (L, k') are linearly disjoint over L. This we now proceed to show.

Let {aJ be a finite set of elements of (L, k') which are linearly inde­
pendent over L. We can write the a, in the form a.. = f,./fo, where fo
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and the fi belong to k'[LJ. The numerators are linearly independent
over L and we have to show that they are also linearly independent
over K. In other words, it ;8 sufficient to show the linear disjointness
of K and k'CL~ over L. ~ow the ring k'[LJ, regarded as a vector space
over L, is spanned by the field k'. Hence we can find a basis B of k'[L~

over L suc~ that B C k'. The elements of B are linearly independent
over L, hence a fortiori also over k. It follows that the elements of B
are also linearly independent over K, since k' and K are linearly disjoint
over k. We have therefore'shown that the vector space k'[L]fL has an
L-basis B whose elements are linearly independent over K, and
the linear disjointness of k'[L] and Kover L now follows from the
lemma proved in § 15.

COROLLARY 1. Let k' be a finite algebraic extension of a field k and
let B be a (finite or infinite) set of elements (of the big field S) which are
algebraically independent over k'. Then

(4)

(5)

~k'(B): k(B)]s = [k': k~s'

[k'(B): k(B)]i = [k' : k];.

By Corollary 1 to the lemma of § 15, the fields k(B) and k' are
linearly disjoint over k. Hence the corollary follows from the foregoing
lemma by setting L = k, K = k' and k' = k(B).
COROLLA~Y 2. Let k' be a finite algebraic extension of k and let

k'(x) = k'(x 1, X2,' ", xn) be a finitely generated extension of k'. Then
[k' : kJi > Ck'(x): k(X)]i' or equivalently (since both sides of this inequality
are powers of p):

(6) rk' : kl· = psrk'(x) : k(x)l.
t., ..t... _"

where s is a non-negative integer. Furthermore, if {z} = {Zl' Z2' ... ,ZT}
is any transcendence basis of k(x)fk, then

(7) [k(x) : k(Z)Ji = pS[k'(x) : k'(Z)]i'

The first half of this corollary follows from the inequality (1) of Lemma 1
upon replacing L, K and k' by k, kJ and k(x) respectively. To obtain
the second half of the corollary we observe that we have, in' view of
relations (5), § 6:

[kJ(x) : k(Z)]i = Ck'(x): k(X)]i[k(x) : k(Z)Ji'
a'1d also

[k'(x) : k(Z)]i = [k'(x): k'(Z)~i[k'(z) : k(Z)~i'

Comparing these two expressions of [k'(x): k(Z)]i we see that (7) follows
from (5) (with B = {z}) and (6).
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DEFINITION 1. If k(x) is a finitely generated extension of k, we mean
by the order of inseparability of k(x)jk (or of the extension k(x) of k) the
smallest value of the degree of inseparability [k(x) : k(z)J; for all possible
choices of a transcendence basis {z} = {Zl' Z2' ••• , z,} of k(x)jk.

We shall denote the order of inseparability of k(x)jk by ~k(x) : kJ;. In
the special case in which k(x) is an algebraic extension of k, {z} is the
empty set, k(z) = k, and hence the order of inseparability of k(x)jk is
the degree of inseparability of k(x) over k. Thus our notation
[k(x): k]; is consistent in this case with the one already used for algebraic
extensions.

THEOREM 37. The notations being the same as in the foregoing definition,
already the set of generators Xl' x 2 , ••• , Xn contains a transcendence basis
{z} such that [k(x): k(z)]; = [k(x): k];.

PROOF. Let k be the algebraic closure of k in some algebraic closure
of k(x). Since k is a perfect field,- k(x) is separably generated over k
(Theorem 31, § 13). By Theorem 30, § 13, the set of generators
{Xl' x 2, ••• ,xn} contains a separating transcendence basis of k(x)jk.
Let {Xl' x 2, ... ,X,} be such a basis. Then the Xi are separably
algebraic over k(x l , X 2 , ••• , x,), i = 1, 2, ... ,n. If we denote by k'
the field obtained by adjoining to k the coefficients. of the minimal
polynomials f,+ 1(X), f,+2(X), ... ,fn(X) of x,+ l' x,+ 2' ••• , X n respec­
tively, over k, then k' is a finite algebraic extension of k, and it is clear
that {Xl' x 2, ... ,X,} is also a separating transcendence basis of k'(x)jk'
(since the fi(X) are separable polynomials). Let s be the integer
defined by (6). If we identify the set {Zl' Z2' ••• , z,} with {Xl' x 2, ••• ,

X,}, we have, in view of (7), [k(x): k(xl , X2, ... ,X,)]; = ps, while if {z} is
any other transcendence basis of k(x)jk, then we have, again by (6), that
~k(x) : k(z)]; > ps. This establishes the theorem.

The foregoing theorem tells us that if {z} ranges over the set of all
transcendence bases which can be extracted from the set of generators
Xl' x 2 , ••• ,xn, then [k(x): k]; = min ([k(x) : k(z)];}. The theorem is
therefore a generalization of Theorem 30, § 13, for if k(x) is separably
generated over k, then [k(x): k]; = 1.

We shall now consider a certain class of ground field extensions
k -+ K (within the big field S) and we shall derive some properties of
the order of inseparability [k(x) : kJ; in relation to such extensions. .

We first prove the following lemma:
LEMMA 2. Let K be an algebraic extension of k and let {z} be a

transcendence basis of k(x)jk. If we have [k'(x): k'(z)]; = [k(x) : k(z)];
for all fields k' between k and K which are finite over k, then we have also
[K(x): K(z)J; = [k(x): k(z)J;.
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PROOF. For any field k' between k and K we denote by L(k') the
maximal separable extension of k'(z) in k'(x). Let {tI , t2' ... , tm}
be a basis of k(x) over L(k) (whence m = [k(x) : k(z)];). It is im­
mediately seen that k'(x) = L(k')t I + L(k')t2+ ... + L(k')tm. By
our assumption, the t i must be linearly independent over L(k') if k' is
a finite extension of k. Since every finite set of elements of L(K) is
contained in some L(k'), where k' is a finite extension of k, it follows
that the t i are also linearly independent over L(K), and this proves the
lemma.

The extensions k ---?- K which we shall deal with in the remainder of
this section are the so-called free extensions of k relative to k(x). We give,
namely, the following definition:

DEFI~ITION 2. Given two subrings R and R' of S which contain k,
we say that R and R' are free over k if the following condition is satisfied:
whenever {Xl' x 2, ... , xr } and {x' l' x' 2' .•• , x'J are finite subsets of Rand
R' respectively such that the elements of each set are algebraically independ­
ent over k, then also the r + s elements Xl' x 2, ... , xr, X'I' x' 2' ••• , X's are
algebraically independent over k.

It follows at once that if either R or R' is algebraic over k, then Rand
R' are free over k.

We note that if each of the two integral domains Rand R' has finite
transcendence degree over k (see II, § 12, p. 100), then Definition 2 is
equivalent to the following: R and R' are free over k if and only if
(8) tr. d. [R, R'J/k = tr. d. R/k + tr. d. R'/k,

where [R, R'J denotes, as usual, the smallest subring of S which
contains both Rand R'. For, clearly, if {Xl' x 2, ••• ,xm} and
{x' l' x' 2' ••• , x'n} are transcendence bases of R/k and R'/k respectively,
then every element of [R, R'] is algebraic over the field k(x I , x 2, ... ,
xm, X'l' x'2' ••• ,x'n) (this field is to be thought of as a subfield of the
quotient field of S) and hence, if Rand R' are free over k, then the
m + n elements Xi' x' j are distinct and constitute a transcendence basis
of [R, R'J/k. Conversely, if (8) holds, and if {Xl' x 2' ... ,xr } and
{x' l' x' 2' ••• , x'J are finite transcendence sets in R/k and R'/k respec­
tively, then we extend these sets to transcendences bases {Xl' x 2' ••• ,

xr, xr+ I , ••• ,xm} and {x' l' x' 2' ••• ,X's' X'S+I' ••• ,x'n} of R/k and R'/k
respectively (see II, § 12, p. 101). The preceding argument shows that
the set of m + n elements xi' x' j contains a transcendence basis of
[R, R']/k, and, consequently, if (8) holds, then the m + n elements
Xi' x' j (and therefore also the given r + s elements Xl' x 2, ... , xr ' X'I,

x'2' •••• x'J must be algebraically independent over k.
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We note that a~ equivalent fonnulation of (8) is the following:

(9) tr. d. CR, R'J/R = tr. d. R'/k,

for tr. d. CR, R'J/R + tr. d. R/k = tr. d. CR, R'~/k.
The preceding proof can be extended to the general case of integ!al

domains R, R' having arbitrary transcendence degree over k aT"\d leads
to the conclusion that if B is a transcendence basis of R/k and B' ~s a
transce~dence basis of R'/k, then Rand R' are free over k if and only if
Band B' have no elements in common and the elements of BUB' are
algebraically independent over k (whence BUB' is a transcendence basis
of [R, R'J/k).

In applications one uses frequently the following equivalent (but
asymmetoic) formulation of the concept of free integral domains over k:
the integral domains Rand R' are free over k if and only if any set of
algebraically independent elements of Rover k is also such over R'. That
this is equivalent to our original definition follows immediately from our
preceding considerations.

THEOREM 38. If k(x) is a finitely generated extension of k and if K is
an extension field of k such that K and k(x) are free over k, then for any
transcendence basis {z} of k(x)/k we have

(10) [K(x): K(z)];/[k(x): k(Z)Ji = [K(x): KJJ[k(x): kJi'

In particular, if K is a finite algebraic' extension of k, then the common
value of both sides of (10) is equal to CK: kJJ[K(x) : k(X)Ji'

PROOF. If K is a fi.T"\ite extension of R, then (6) and (7) show that
the value of the ratio on the left-hand side of (10) is independent of the
choice of the transce~dencebasis {z} and is equal to CK: kJJCK(x) : k(X)Ji'
If we now let {z} range over the set of all transcendence bases of k(x)/k
which can be extracted from tn.e set {x} of generators, then we deduce at
once from Theorem 37 that the foregoing ratio is equal to the ratio
CK(x): KJJ(k(x): kJi'

We next consider the case in which K is an arbitrary algebraic
extens~on of k. We fix a transcendence basis {u} of k(x) over k. For
any two fields k i and k 2 between k and K such that k i C k;~ we have
[kI(x): k1(u)Ji > [k 2(x): k 2(u)Ji' by (2). We can therefore find a field
k' between k and K such that k' is a finite extension of k and such that
[k"(x) : k"(U)Ji = [k'(x) : k'(uL for any field k" between k' and K which
is a finite extension of k'. By the fi!\ite case considered in the preceding
part of the proof we have then [k"(x) : k"(Z)Ji = [k'(x) : k'(Z)Ji for any
transcendence basis {z} of k'(x)/k and for any field k" between k and K
such that k" is a finite extension of k'. It follows then by Lemma 2 that
~K(x): K(Z)Ji = [k'(x): k'(zL for any transcendence basis {z} of
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k'(x)/k'. Hence [K(x): K: i = ~k'(x): k'Ji' We now have, for any
transcende!lce basis {z} of k(x)/k:

~k(x) : k(z)~i = r[k'(x) : k'(Z)]i = r~K(x) : K(Z)Ji'
where

ps = ~k(x): kJ;/~k'(x): k'Ji = [k(x): kJi/[K(x): KJi,

and this establishes the theorem in the case in which K is an a~gebraic

extension of k.
In the general case we consider a transcendence basis B of K/k.

Since K and k(x) are free over k, the elements of B are algebraically
independent over k(x). Hence by Corollary 1 of Lemma 1 we have

(11) [k(B, x) : k(B, Z)]i = [k(x): k(Z)]i

for any transcendence basis {z} of k(x)/k. Hence

(12) [k(B, x): k(B)]i = [k(x): k];.

Since K is an algebraic extension of k(B), we have by the preceding
case:

[k(B, x) : k(B, z)Ji = pS[K(x) : K(Z)Ji'
where

pS = [k(B, x) : k(B)]i/[K(x) : KJi'

and from this the theorem follows in view of (11) and (12).
COROLLARY 1. If k is the algebraically closed field given by the algebraic

closure of k in S, then

(13) [k(x): k(Z)Ji = [k(x): kJi[k(x): k(Z)Ji

for any transcendence basis {z} of k(x)/k.
For k being a perfect field, the order of inseparability of k(x) over k is

equal to 1.
COROLLARY 2. The assumptions being as in the first part of Theorem 38,

and if we assume furthermore that either (a) K and k(x) are linearly
disjoint over k or (b) K is separably generated over k, then [K(x) : K=i =
[k(x) : kJi'

In the case (a) the corollary is an immediate consequence of (10) and
of Lemma 1 as appEed to the case L = k(z), K = k(x) and k' = K. If
K is a finite separable extension of k, then the corollary follows at once
from (10) and from the second half of Theorem 38. If K is a purely
transcendental extension of k then K and k(x) are linearly disjoint over
k by Corollary 1 to the lemma of § 15 (since K and k(x) are free over k)
and we are then in the case (a). The general case under (b) is now
settled immediately by following up a purely transcendental extension
of k by a separable algebraic extension and by using Lemma 2.
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§ 17. Derivations

DEFINITIO~T. Let S be a ring and R a subring of S. A mapping D of
R into S is said to be a den·vation of R (with values in S) if, for every x, y
in R, D satisfies the following conditions:

(1) D(x + y) = D(x) + D(y).

(2) D(xy) = xD(y) + yD(x).

REMARK. The notion of a derivation of R may be generalized to the case in
which S is replaced by an R-module (see III, § 1). In that case, the products
xD(y) and yD(x) on the right-hand side of (2) are products of an element of R
and an element of the R-module S, and hence are elements of S; thus formula
(2) is meaningful.

Successive applications of formula (2) show that for every x in Rand
for every integer n > 1 we have D(xn) = nxn-1D(x). In particular, if S
has a unit element e which lies in R,we have D(e) = D(e2} = 2eD(e) =
2D(e), whence D(e) = O. From (2) it follows that the kernel of the
additive homomorphism D (that is, the set of all elements x in R such
that D(x) = 0) is a subring of R; the relation D(e) = 0 now shows that
this subring contains the unit element e, hence also all integral multiples
ne(n E f).

A derivation D of a ring R such that D(x) = 0 for every element x of
a subring R' of R is said to be trivial on R', or to be an R'-derivation
ofR.

LEMMA. Let R be an integral domain and let D be a derivation of R
with values in afield K' containing R. Then D can be extended, and in a
unique way, to a derivation D' of the quotient field K of R. For xjy E K
(x, y, E R, Y ::;!: 0) we have

(3) D'(xjy) = (yD(x) - xD(y))jy 2.

PROOF. From D(x) = D'(y' (xjy)) = yD'(xjy) + (xjy)D(y) it fol­
lows that relation (3) holds for every derivation D' of K which extends
D. This proves the uniqueness of D'. As to the existence of D', we
first have to show that (3) actually defines a mapping of K, that is, that
if xjy = x'jy' then (yD(x) - xD(y))jy 2 = (y'D(x') - x'D(y'))jy'2, and
it will be sufficient to show this in the case in which x' = zx, y' = zy,
Z E R. In this case we have y'D(x') = zy(zD(x) + xD(z)), x'D(y') =
zx(zD(y) + yD(z»), whence y'D(x') - x'D(y') = z2(y(D(x) - xD(y)),
and this proves the above equality. A straightforward computation,
which may be left to the reader, shows that the mapping D' satisfies
conditions (1) and (2) and hence is a derivation.
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EXAMPLES OF DERIVATIOXS

EXAMPLE 1. Let R be a ring, D a derivation of R, and A the poly-
nomial ring RCX l' ,Xn}. With every polynomial

f(XI, ,Xn) = .L aq,.···qnXlq, ... Xnqn

we associate the polynomial

.L D(aq,. .. ·,qn)Xlq, ... Xnqn

obtained from f by coefficientwise derivation, and we denote this
polynomial by fD(XI, ... ,Xn). It is a straightforward matter to check
that the mappingf --+ fD is a derivation of A. Obviously, this derivation
is an extension of D.

EXACVIPLE 2. Let R' be a ring and R be the polynomial ring
R'[XI, ,XnJ. We may formally define the partial derivative
f' x,(Xl' , X n) (with respect to Xl) of a polynomial f in R as follows:
if f(X l, ,Xn) = 2:aq ... qXlq, ... Xnqn then f'x (Xl' ... ,Xn) =

l' 'n 1

2:aq ... q QIX lq,-IX2q, ... Xnqn. The mapping f --+ f'x is denoted by
l' , n 1

D I Or by a/axl. A straightforward computation shows that D I is an
R'-derivation of the polynomial ring R; (it is even trivial on
R'[X2, ••• ,XnD. We call this derivation of R the partial derivation
with respect to Xl' In the same way we define the partial derivations
D; for i = 2, ... ,n. By the above lemma, if R' is a field these
derivations can be extended, and in a unique way, to derivations of the
rational function field K = R'(X1, ••• ,Xn); these derivations bear the
same name and are denoted in the same way as their restrictions to the
polynomial ring R. Fonnulae (1) and (2) show that the derivation
D i (1 < i < n) is uniquely determined by the condition that it be trivial
on R' and that it satisfy the following relations:

(4) D;(X;) = 1, D,{XJ
) = 0 for i # j.

EXAMPLE 3. The preceding example can be generalized to the case of
polynomial rings R = R'[{Xa}J in infinitely many indeterminates X a
indexed by a set A = {ex}. For any ex E A we denote by Sa the set of
indeterminates X/l' f3 # ex, and by Rathe polynomial ring R'~Sa]' Then
R = Ra:XaJ is a polynomial ring in One indeterminate X aover the ring
Ra, and thus there is a unique derivation Daof R which is trivial on Ra
and such that Da(Xa) = 1. We denote this derivation by o/axa. We
have then Da(X/l) = 0 if ex # f3. If R' is a field, the derivations a/ aXa
can be extended, in a unique way, to the quotient field R'({Xa}).

Let now K be a field and L an extension field of K. Weare going to

study the set of all derivations of K with values in L. If D and D' are two
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such derivations, the mapping D + D' defined by (D + D')(x) =
D(x) + D'(x) is also a derivation of K with values in L: in fact formulae
(1) and (2) are "linear in D." In the same way we see that, if D is a
derivation of K and a is an element of L, the mapping aD defined by
(aD)(x) = aD(x) is also a derivation of K. Thus the derivations of K
with values in L form a vector space over L, which we shall denote by ~K
or ~K(L). IfK' is a subfield of K, the derivations of K which are trivial.
on K' form a vector subspace of ~K' which we s!la:l denote by ~KIK"

REMARK. If D and D' are two derivations of K with values in L, the
composite mappings DD' and D'D are not, in general, derivations. However,
the mapping D'D - DD' [defined by (D'D - DD')(x) = D'(D(x» - D(D'(x»]
is a derivation of K. In fact, formula (1) is obvious for D'D - DD'. On the
other hand, we have

(D'D - DD')(xy) = D'(xD(y) + yD(x» - D(xD'(y) -:- yD'(x»
= x·(D'D - DD')(y) -I- y·(D'D - DD')(x),

since the te!":'TlS D'(x)D(y) and D'(y)D(x) cancel; thus D'D - DD' satisfies (2).
The derivation D'D - DD' is sometimes denoted by [D, D'] and called the
bracket of D and D'. The formulae [D, D] = 0, [D, D'] = - [D', D~ are
obvious. Furthennore, it is a straightforward matter to check the "Jacobi
Identity"

ID, D'], D"] + [[D', D"], D] + [[D II
, D], D'] = 0

between any three derivations D, D', D II of K. One expresses the above proper­
ties of the bracket [D, D'] by saying that ~K is a Lie Algebra over L. Similarly
~KIK' is also a Lie Algebra ove!" L.

EXAC\1PLE 4. Let k be a field and K = k(Xl, ... , X n ) the rationa:
function field in n variables over k. Weare going to prove that the
partial derivations D; (i = 1, ... , n) form a basis of the vector space
~Klk of k-derivations of K (with values in any extension field L of K).
In fact, let D E ~Klk' If we set D' = LD(X;)D;, D' is a k-derivation
of K which coincides with D at the elements Xl' , X n , and hence D'
coincides with D on the polynomial ring k(Xl, , X n] since the kernel
of the derivation D' - D is a ring. Consequently, D' = D on the
quotient field K, by formula (3) (Lemma), showing that the D i span
~Klk' We now prove that the D; are linearly independent (over L). In
fact, if Lap; = 0 (a; E L), then 0 = (Lap;)(X) = aj forj .1,"',11.

THEOREC\1 39. Let K be a field, F = K(xl , ... , xn) a finitely generated
extension field of K, D a derivation of K with values in some extension field
L of F, and {u 1, ••• , u,,} a set of n elements of L. In order for there to
exist a derivation D' of F extending D and such that D'(x;) = Ui for
i = 1, , n, it is necessary and sufficient that, for every polynomial
f(Xl, , X n ) in K~Xl' ... ,X,,] such that f(x l , ... , xn) = 0, we have

"(5) P(xl , ... , xn ) + L u;-(D,f)(xl , ... , xn) = 0,
;=1
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and if this condition is satisfied then the derivation D' is uniquely determined.
Furthermore, if Iii I is a set of polynomials such that ii(xr, xz, .. , ,xn) =

ofor all j and such that every polynomialf E: K[Xl, ... , Xn~ for which we
have f(xr, ... , xn) = 0 may be written in the form f = L gifj with

j

gj E: K[Xr, ... , X nl (in other words, if Iii} is " a basis of the ideal of
algebraic relations satisfied by Xl> •.• , Xn over K "), then for the existence
of D' it is sufficient that

n

(6) f/(x l , ... , xn) + 2: u;-(DJj)(x I, ... , xn) = 0,
i=1

for every j.
PROOF. We first observe that if D' is any derivation of F extending

D then we have, for every polynomial g E K[XI, ... ,Xn], the relation

(7) D'(g(xl,"', xn)) = gD(XI' ... , xn) + 2: (D'(Xi))(D;g)(XI' ... , xn)·
i

In fact, formula (2) for the derivative of a product shows that (7) is
true when g is a monomial aXlq, ... Xnq. (a E K); hence (7) is true for
any polynomialg, by linearity. Since D'(O) = 0, (7) shows that relation
(4) is necessary, and (7) also shows that there is at most only one
derivation D' of K[Xl' X Z, ••• , x,J, and hence also at most one derivation
of the quotient field F, such that D' is an extension of D and D'(xi) = ui'
i = 1,2, ... ,n. Conversely, if (5) holds for any polynomialf over K
such that f(x l , , xn ) = 0, we define D' by setting

D'(g(xl, , xn)) = gD(XI, ... , xn) + 2: ui · (D;g)(x l , ... , xn)·
i

Then D' is a mapping, fo: the value D'(g(xl , ... , xn)) depends only on
the element g(xl , ... , xn) of F and not on the polynomial g [since, if
g(x l,' . " xn) = h(x1,' ", xn), we mayapply(5)tothepolynomialg- h,
and we then :End that D'(g(xl , x z, ... , xn)) = D'(h(xl , XZ, ••• , xnm.
It is clear t~at D' is an additive homomorphism (that is, D' satisfies (1)).
On the other hand, we have D'(xi ) = u i . Finally, condition (2) is
satisfied by D' since the mappings g ---+ gD and g ---+ ui · Dig are deriva­
tions of K[XI, ... ,Xn~ (Examples 1 and 2, p. 121). Thus condition
(5) ~s sufficient, since a derivation D' of K~XI' . , . , x,J can be extended
to the quotient field F (Lemma). It remains to be shown that condi­
tion (6) implies condition (5) for any polynomial J such that
f(x l , ... , xn) = D. Since f = 2:gi/j, we have fD(x l ," . , xn) =

j

2:hD(X I , ... , xn)g/xl, ... , xn) + 2:h(xl , ... , xn)g/(xl , ... , xn) =
j j ,

2:f/(xl'·~ .. , xn)g/x1, .•. ,xn), since f/xI' ... , xn) = °for every j.
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In the same way we see that

(DJ)(x 1, ••• , xn) = '2g/X l' ••• , xn)· (DJj)(x 1, ••• , xn)·
j

Therefore we obtain (5) by multiplying each relation (6) by g/x1, ••• , xn )

and adding the resulting relations. Q.E.D.
We shall now apply Theorem 39 in various important cases of field

extensions.
COROLLARY 1. Let K be afield and let F = K(x) be a simple transcen­

dental extension of K. If D is a derivation of K with values in some field
L containing F, and if u is any element of L, then there exists one and only
one derivation D' of F extending D, such that D(x) = u.

In fact, 0 is the only polynomialfin K[X] such thatf(x) = O.
COROLLARY 1'. Let K be a field and let F = K(S) be a purely

transcendental extension of K; here S denotes a set of generators of FjK
which are algebraically independent over K. Let x -+ Ux be a mapping of
S into a field L containing F. If D is any derivation of K with values in
L, then there exists one and only one derivation D' of F extending D, such
that D(x) = uxfor all x in S.

It is clear that if D' exists it is uniquely determined on K[SJ, whence
also on F. To show the existence of D' we shall use Zorn's lemma.
Let I be the set of all subsets Sa of S with the property that D admits an
extension Da to Fa = K(Sa) such that Dax = Ux for all x in Sa' The
set I is non-empty since the empty set belongs to 1. If Sa C SfJ then
DfJ is an extension of Da • It follows at once that the set I, partially
ordered by set-theoretic inclusion, is inductive. By Zorn's lemma,
there exists a maximal element S' in I. Let F' = K(S') and let D' be
the derivation of F' extending D and such that D'(x) = Ux for all x in
S'. If S' ¢ S, then there exists an element y in S which does not
belong to S', and by Corollary 1 there exists a derivation D"' of the field
F'(y) = K(S' U {y}) which is an extension of D' and is such that
D'y = uy • This contradicts the maximality of S' in 1. Hence S' = S
and the corollary is proved.

COROLLARY 2. Let K be a field, and F = K(x) a simple separable
algebraic extension of K. Then every derivation D of K may be extended,
in one and only one way, to a derivation of F.

In fact, every polynomial g E K[X] such that g(x) = 0 is a multiple
of the minimal polynomial f of x over K. Thus the set of relations (6)
reduces to the single relationfD(x) -l- u1'x(x) = O. Since x is separable
over K we havel'x(x) ¢ 0, and hence the relation fD(x) + u1'x(x) = 0 is
satisfied by one and only one value of u. If U o is that value of u then the
extensionD' of DtoF such thatD'(x) = U ois the only extension of DtoF.
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COROLLARY 2'. Corollary 2 remains valid if F is an arbitrary separable
algebraic extension of K.

The proof, which is similar to and even simpler than the proof of
Corollary 1', is a straightforward application of Zorn's lemma and may
be left to the reader.

COROLLARY 3. If a field F is a separably generated extension of a field
K then every derivation D of K can be extended to a derivation of F.

This follows immediately from Corollaries 1 and 2.
COROLLARY 4. Let K be a field of characteristic p ':;!: 0 and let

F = K(x) (F ':;!: K) be a simple purely inseparable extension of K. Let e
be the smallest integer (e > 1) such that y = xpe E K. Then a derivation
D of K has an extension D' to F if and only if D(y) = 0, and if D is such a
derivation of K (with values in a field L containing F) then the value
of D'(x) can be assigned arbitrarily in L.

The minimal polynomial of x over K is X pe - y (Theorem 7 of § 5).
Hence relation (6) reduces to D(y) = O.

COROLLARY 4'. Let K be afield of characteristic p ':;!: 0 and let F be a
purely inseparable extension of K such that FP C K. If S is a set of
generators of FjK and if D is a derivation of K such that D(xP) = 0 for
every element x of S, then D can be extended to F.

We consider the set I of all pairs (F', D') composed of a field F' such
that KeF' c K(S) and a derivation D' of F' extending D. We set
(F', D') -< (F", D") if F' C F" and if D" extends D'. This relation is
an order relation, for which I is obviously inductive. By Zorn's lemma
there exists a maximal element (F', D') of 1. If F' ':;!: K(S), there
exists an element x in S such that x 1= F'; we then have xPE F' and
D'(xP) = 0, whence D' may be extended to K(S)(x) according to
Corollary 4. Since this contradicts the maximality of (F', D'), we have
F' = K(S). Q.E.D.

COROLLARY 5. Let K be a field of characteristic p ':;!: 0, and F a purely
inseparable extension of K such that FP C K. If [F: K] is finite, say
[F: K~ = ps, then the vector space flfiF /K of K-derivations of F has
dimension s. There exists a set {Xl' .•• , xs} of s elements of F and a basis
{D 1, D 2,'" ,Ds}of flfiF /K , with the following properties: F = K(x l ,··· ,xs)'
x

J
1= K(x l , •.• , x j_ l ) for j = 1, ... , s, and Di(xi) .1, Di(xj) = 0 for

i ':;!: j.
We construct by induction a sequence Xl' ••• , X j , ••• of elements of

F such that x j 1= K(x l , ••• , x j_ l ). Since x! E K(x1, ••• , xj_ 1), we
have (K(x 1,···, xj): K(x1, ••• , x j_ 1)] = p. Since (F: K] is finite,
this sequence must have a finite number of terms, say s, and then we
have [F: K] = ps. For every j = 1, ... , s there exists, by Corollary
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4, a K(xl , ... , xj_~)-derivation D' j of K(xl, ... , xJ such that D'/xj)
= 1. We extend D'J to a derivation D j of F = K(xl, ... ,xs ) by
imposing on D j the conditions D/Xj.J-l) = ... = D/x,) = 0; this is
possible, as follows by successive applications of Corollary 4, since
xl E K for i = j + 1, ... ,s. We thus have s derivations D l , ... , D s

of F over K such that Dj(xj) = 1 and D/x;) = 0 for i ¥= j. These
derivations are linearly independent: in :act, ~f 2 a,D; = 0, we have

aj = (2 a;D;)(xj) = 0 for every j. Finally, if D ~s any K-cerivation of
i

F, the mapping D' = D - 2D(x;)Di is a cerivation of F whic!l takes
i

the value 0 on K and on the set {Xl' ... ,xJ Hence D' takes the value
oon K[xl , ... , xJ = F; this proves that the derivatioTls D l , ... ,Ds

span D F /K . Q.E.D.

REMARK. The fonnula D(xP) = pxP- 1 shows that in characteristic p ~ 0,
every derivation of a field L is trivial on the subfield LP. In particular, a perfect
field of characteristic p ~ °has no non-trivial derivations. Corollaries 4 and
4' show that LP is exactly the set of all elements x of L such that D(x) = °~or

every derivation D of L. If K is a subfield of L we see, in t1:le same way, t!l.at
K(LP) is the set of all elements x in L such that D(x) = 0 for every K-derivation
of L.

THEORECYI 40. Let K be a field and F = K(xl , ... ,xn) a finitely
generated extension of K. For F to be separab£v algebraic over K, it is
necessary and sufficient that 0 be the only K-derivation of F.

PROOF. ~ecessity follows from Corollary 2' to Theorem 39. Con­
versely let j be the largest index for which F is not separably algebraic
over K(x l, ... ,xJ. Then the fi.eld K(xl , ... ,xj.J-]) is either pure1.y
transcendental or algebraic inseparable over K(xl , ... , x j)' At aTlY rate
there exists a non-trivial derivation D of K(xl, .. " x j+ l) which is trivial
on K(x l , ... , Xj) (Corollaries 1 and 4 to Theorem 39). Since F is
separably algebraic over K(x l , ... ,xj+ l ), D can be extended to F
(Corollary 2 to Theorem 39). This contradicts our hypothesis and
proves the sufficiency. Q.E.D.

COROLLARY. Let K be a field, {Xl' , xn} a finite set of n elements of
some extension field F of K, and {fl' ,fn} a finite set of n elements of
K[Xl, ... ,Xn} such that f;(x l , , x,,) = 0 for i = 1, ... ,n. If

det (:~J(Xl' ... , Xn») ¥= 0 then K(xl, ... , xn) is separable algebraic o~'er

K. Conversely, if K(xl , X2, , xn) is separable algebraic over K then
there exist polynomials fl' f2' ,fn in K ~Xl' X 2' •.. ,Xn] such that
fi(x l, X2, ... , xn) = 0 for i = 1, 2, ... ,n and such that the above
determinant is different from O.
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In fact, let D be a K-deriv('tion of K(x 1,···, xn). Since
D(f;(x1, •.• ,xn)) = 0, we have L(cf,.fcXj)(x1, ... ,xn)·D(xJ = 0 for

j

i = 1, ... , n. We thus have a system of n homogeneous linear
equations in D(x 1),···, D(xn) with non-vanishing determinant.
Hence D(x1) = ... = D(xn) = 0, and D is the trivial derivation.

Assume now that K(x 1, X 2 , ••• ,xn) is separable algebraic over K.
Then there exist no non-trivial K-derivations of K(x 1, X 2 , ••• , xn).

n

Consider the system of homogeneous equations L u;(DJ)(x1 , X 2 , ••• , X n)
;=1

= 0 obtained by letting f vary in the set of all polynomials f in
K[Xl' X 2' .•• , X,J such that f(x 1 , X 2 , ••• , xn) = O. By Theorem 39
(equation (5)) it follows that this system of equations has only the trivial
solution U 1 = U 2 = ... = Un = O. Hence the system must contain
some set of n equations with non-vanishing determinant, and this
completes the proof of the corollary.

THEOREM 41. Let K be a field and F = K(x 1, ••• ,xn) a finitely
generated extension field of K. The dimension s of !?2F1K is equal to the
smallest number of elements U 1, .•. ,Ut of F such that F is separable
algebraic over K(u 1,···, u t ). If K has characteristic p¥:O then
ps = [F: K(FP)]. The relation s = tr. d. F/K characterizes separably
generated extensions.

PROOF. A K-derivation D of F' = K(u 1, ••• ,ut ) is uniquely
determined by D(u1), ... , D(u t ); hence the dimension of !?2F'IK is at
most equal to t. If F is separable algebraic over F', every derivation of
F' has a unique extension to F (Corollary 2' of Theorem 39), whence
s < t. For proving our first assertion we now have to show the
existence of s elements u 1' ••. , Us of F such that F is separable algebraic
over K(u 1, ••• ,us). This is clear ;.f p = 0 for, in that case, s is the
transcendence degree of F/K (see Corollary 2' to Theorem 39 and the
example ?receding Theorem 39). If p¥:O we observe that every
K-derivation of F is trivial on K(FP) and that F is purely inseparable
over K(FP). Therefore, if we apply Corollary 5 of Theorem 39 we find
that there exist s elements U 1' ••. , Us of F and s linearly independent
K-derivations D 1, .•. ,Ds of F such that Di(u;) = 1, D;(uj) = 0 for
i ¥: j. If a derivation D of F is trivial on K(u 1, ••. ,us), we have
D = 0, since we can write D = La;D;, whence 0 = D(uJ = aj for

;
every j. Hence F is separable algebraic over K(u 1 , ••. , us) by Theorem
40, and the first part of our theorem is proved. The second assertion of
the theorem is a partial repetition of Corollary 5 of Theorem 39. The
third assertion follows from the first. Q.E.D.
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THEORE!V! 42. Let K be a field of characteristic p ¥= 0 and F an
extension field of K. For F to be separable over K (§ 15), it is necessary
and sufficient that every derivation of K be extendable to F.

PROOF. Suppose first that F is separable over K, that is, suppose
that F and KlfP are linearly disjoint over K. Then, since x -+ xP is an
isomorphism, the fields FP and K are lfnearly disjoint over KP. Let
{ua} be a basis (finite or infinite) of Fp considered as a vector space over
KP; we have the "multiplication table" uau/l = LCa/l.,Jly(ca/ly E KP).

y

Then {ua} is obviously a basis of the ring K~FPJ considered as a vector
space over K. Let D be a derivation of K. Every element x of K[FpJ
may be written, in a unique way, in the form x = Lxaua(xaE K, Xa= 0

a

except for a finite number of indices). Hence, if we set D'(x) =
LD(xJua, then D' is a mapping of K[FPJ into some extension field of F,
a

and this mapping obviously satisfies the condition D'(x + y) =
D'(x) + D'(y). To show that D' is a derivation we consider any two
elements x = Lxaua and y = LY/lu/l of K[FPJ; we have

a

D'(xy) = D'( L xaY~a/lYuy)
a, /l,y

= L (D(xa)Y/l + xaD(Y/l»ca/lyUy

= xD'(y) + yD'(x),

since D(ca/ly) = 0 for CallY E KP. Xow, the derivation D' of KCFP]
(which extends D since one of the elements ua may be taken to be 1)
may be extended to a derivation D" of the quotient field K(Fp) (Lemma).
Finally, since F is purely inseparable over K(FP) and since D" takes
the value 0 on FP, by construction (if LX,lJa E Fp then the Xa are in KP
and so D(xJ = 0), Corollary 4' of Theorem 39 shows that D" may be
extended to F. Thus the necessity is proved.

Conversely, suppose that every derivation of K can be extended to F.
We shall prove that if Xl' ... ,Xt are elements of F which are linearly
independent over K, then the p-th powers of these elements. are also
linearly independent over K (a condition which is equivalent to separa­
bility; see § 15). Assuming the contrary, choose among the nO!1-trivial
linear relations with coefficients in K satisfied by the xl, one with the
smallest number of non-vanishing terms. By renumbering the indices
we may write this relation in the form alxlP -I- ... + a,;c/ = 0
(a i E K, ai ¥= 0). We may also assume that al = 1. Xow, given any
derivation D of K, we extend it to F and we continue to denote by D the
extended derivation. Since D(x/) = 0 and D(al) = D(l) = 0, the
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relation gives, by derivation, D(a 2)xl + ... + D(a,,)xl = O. Since
this relation has only n - 1 tenns, all its coefficients vanish, whence
D(ai ) = 0 for all i and all D. Since ai is annihilated by every derivation
of K, a i belongs to KP (remark after Corollary 5 of Theorem 39),
whence ai = b/ with bi E K, bi ¢ O. Thus the relation 2.aiX/ = 0
gives J.,b/x/ = (J.,bixi)P = 0, whence J.,bixi = 0, in contradiction with
the linear independence of Xl' ••• , XI over K. Q.E.D.

We shall tenninate this section with a brief discussion of p-bases of
fields of characteristic p ¢ O. In the sequel F denotes a given field of
characteristic p ¢ O.

Given a finite set of elements Xl' X 2, ••• , X" of F, these elements are
said to be p-independent if the nPmonomials xli,x2i• ... x"in (0 < iq < p)
are linearly independent over FP. The set {Xl' X2, ••• , X,,} is then said
to be a p-independent set. An arbitrary (finite or infinite) subset S of F
is said to be a p-independent set if every finite subset of S is p-indepen­
dent.

A subset S of F is said to be a p-basis if it is a p-independent set and if
it is at the same time a system of generators of FjFP, that is, if F = FP(S).

Part of the discussion of p-independence and p-bases shall be given
here as a special case of the general axiomatic notion of dependence
developed in connection with vector spaces (I, § 21) and transcendental
extensions (§ 12). :\amely, let us introduce the following relation q;
between subsets of F: if A is any subset of F then q;(A) = FP(A).
This relation q; satisfies the five axioms given in I, § 21. The validity of
the first four of these axioms is self-evident, and we have only to check
the validity of the last axiom (" principle of exchange"): if A is a subset
of F and X, yare elements of F such that y ¢: FP(A) and y E FP(A, x), then
X E FP(A, y). Since FP(A, x) = FP(A)[x] and xP E Fp, we may write y
in the fonn y = aoXp- l + alxP-2 + ... + ap_zX + ap_l, where the ai
are in FP(A). Since y ¢: Fp(A), the coefficients a Q, aI' ... , ap_2are not
all zero. It follows that X is both separable and purely inseparable over
FP(A, y) and hence belongs to FP(A, y), and this proves the principle of
exchange.

We now show that a finite subset {Xl' x 2, ... , X,,} of F is free (with
respect to the relation q;; see I, § 21) if and only if it is ap-independent
set. Assume that the set {Xl' x 2, ••• , xJ is free. To show that the
elements Xi are p-independent we shall use induction with respect to n,
since the case n = 0 is trivial. Let f(X l' X 2' ••. , X,,) be a non-zero
polynomial with coefficients in FP and of degree less than p in each of
the variables Xi. We have to show that f(xl, x 2, ... , x,,) ¢ O. We
may assume that X" actually occurs info By our induction hypothesis,
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the polynomial f(x l , X2, ••• , Xn_ l , X) in FP(xl , X2, ••• , xn- l ) [XJ is
different from zero. Since this polynomial is of degree less than p in X,
it is separable. Since X n is purely inseparable over FP and since it does
not belong to FP(xl , X2, ••• , xn - l) (the set {Xl' X2' ••• , xn} being free),
it follows that X n cannot be a root of the above polynomial, and this
proves the p-independence of the elements Xl' X2, ••• , Xn'

Conversely, if the elements Xl' X2' ••• , Xn do not form a free set then
we may assume that Xn E FP(xl , X2' ••• , xn _ l). Since xl E FP, we may
write Xn in the form xn = g(xl , x 2' ••• , xn - l ), where g is a polynomial
with coefficients in FP and of degree less than p in each of the arguments.
Then the relation g(xl , X2' ••• , xn- l ) - Xn = 0 is a relation of linear
dependence (over FP) between the monomial Xn and the (n - 1)P
monomials x/.xl• ... Xn_/n-. (0 < iq < p), showing that the dements
Xl' X2' ••• , Xn are not p-independent.

Using the general results established in I, § 21, we have therefore
established the following facts:

(1) A subset S of F is a p-basis of F if and only if it is a basis of F with
respect to the relation rp, or-in other words-if and only if S is a minimal
system ofgenerators of F over FP.

(2) There exist p-bases of F, and any two p-bases of F have the same
cardinal number.

The following theorem, which is in part a generalization of Corollary
5 of Theorem 39, establishes a relationship between p-independence
and FP-derivations of F:

THEOREM 43. A subset S of F is p-independent if and only iffor every
element X of S there exists a derivation Dx of F!FP such that DxCx) = 1 and
Dx(y) = 0 for every element y of S different from x.

PROOF. Assume that S is a p-independent set. Let J be the set of
all subsets of S having the following property: if A is any set in the
family J then there exists for each elePlent X of A a derivation Dx A

of FP(A) such that Dx, A(X) = 1 and Dx, A(y) = 0 for all elements y'of
A which are different from x. We partially order J by set-theoretic
inclusion and we show that J is inductive. Let J' be a totally ordered
subset of J. If A, BE J' and if, say, A C B, then it is clear that for
each element X of A the derivation D x B is an extension of the derivation
Dx A' It follows that if C denotes the union of all the sets A belonging
to 'J' then for each element x of C the various derivations Dx , A

(X E A E J') have a common extension D x c to FP(C) such that
D x , cCx) = 1 and D x , c(Y) = 0 for all elements yin C which are different
from x. Hence C E J, showing that J is inductive. By Zorn's lemma,
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let S' be a maximal element of f. Were S' a proper subset of S, we
could choose an element z in S which does not belong to S' and then,
by Corollary 4- of Theorem 39, there wO'.1ld exist a derivation D of
FP(S', z) which is trivial on peS') and such that D(z) = 1 (since
z rt FP(S'), in view of the p-independence of the elements of S). This
would contradict the maximality of S'. Hence S' = S. Xow, each
of the derivations Dx s, XES, can be extended to a derivation D x of F,
by Corollary 4-' of Theorem 39. These derivations Dx satisfy the
conditions stated in the theorem.

Conversely, assume that for each element x of S there exists a deriva­
tion Dx of F!FP satisfying the conditions stated in the theorem. If
Xl' X 2, ••• 'Xn are arbitrary elements of S then the derivation Dx .,
(1 < i < n) is trivial on FP(x l , X 2, ••. , Xi_l' X i _,-!, ••• ,xn) while
Dx.(xi ) = 1. Hence Xi does not belong to the field FP(x l , X2' ..• , Xi_l'

I

Xi+l' •.. ,Xn)· This shows that the set {Xl> X 2, ..• , X n} is free (with
respect to the relation rp) and hence is p-independent. Q.E.D.

We note that if F is a finitely generated extension of FP and S is a
p-basis of F, then the derivations Dx ' XES, form a basis of !?2F/FP; this,
in fact, is the meaning of Corollary 5 of Theorem 39.



III. IDEALS A~D ~ODULES

§ 1. Ideals and modules. In Chapter I we defined the concept of
a homomorphism of a ring (I, § 12) and saw that the kernel plays an
important role. We proved in I, § 12 that the kernel is not only a
subring but actually an ideal in accordance with the following:

DEFINITION 1. Let R be a ring. An ideal in R is a non-empty subset
III of R such that

(a) If aI' a2 E Ill, then al - a2 E Ill.
(b) If a E III and b E R, then ab E Ill.

(We recall our convention, made in I, § 7, p. 10, that" ring" always
means a commutative ring.) Condition (a) of this definition simply
states that III is a subgroup of the additive group of R. Condition (b),
taken together with (a), implies that III is a subring ofR. But not every
subring is an ideal; for example, in the ring of rational numbers the set
of integers is a subring but not an ideal. Or again, if F[xJ is a poly­
nomial ring over a field, then F[x 2J is a subring of F[x], but not an
ideal.

If R is any ring and a is any element of R, then the set of all elements
xa, x E R, is clearly an ideal. It is called the principal ideal determined
by a and is denoted by Ra. We note that if R has an identity; then a is a
unit if and only if Ra = R. In a ring with identity the ideal Ra
obviously is the smallest ideal in R containing a. In the general case
the smallest ideal containing a is the set of all elements of R of the form
ra + na, where r E Rand n is an integer; this set is denoted by (a). If
R has an identity, then (a) = Ra.

Another example of an ideal may be obtained by taking R to be a
polynomial ring in n indeterminates Xl! X 2, ••• ,Xn over a ring R o.
lf aI' a2 , ••• , an are fixed elements of R o, the set of all polynomials
f(XI, ... ,Xn) in R such thatf(a l , a2, ••• , an) = 0 is an ideal.

Every ring R (except the nullring) has at least two ideals: the entire
ring R and the set (0) consisting of 0 alone. The latter is identical
with the principal ideal RO; if R has an identity, the former is Rl. An
ideal of R distinct from (0) and R will be called a proper ideal.

132
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If R has an identity element 1 and if an ideal Ill: in R contains a unit
u, then Ill: = R, for Ill: contains bu-Iu for every bE R. If R is a field,
then it has only the two (improper) ideals (0) and R1, for if Ill: is an ideal
in R and Ill: ¢ (0), then Ill: contains an element a ¢ 0, hence contains
aa- l = 1, hence eq'Jals R. Conversely, if R has an identity and has
only two ideals, then R is a field; for if a E R, a ¢ 0, then Ra ¢ RO,
hence Ra = R, 1 ERa, so 1 = xa for some x E R.

EXAMPLE. If G is an arbitrary abelian (additive) group then G can
be made into a commutative ring by setting ab = 0 for all a, b in G.
This ring has no multiplicative identity. Every subgroup of the group
G is then an ideal in the ring G. If we take for G a finite group of
prime order then we obtain an example of a ring which has no proper
ideals and yet is not a field.

The above example is the most general of its kind, for we can
easily prove the following result: if a ring R has no proper ideals and is
not a field, then the additive group of R is cyclic, of prime order, and we
have ab = °for all a, bin R. To prove this, we consider the set Ill: of all
elements a of R such that Ra is the zero ideal. In other words, Ill: is the
set of all absolute zero divisors of R. Since we have assumed that R is
not a field, there exist elements a in R, different from zero, such that
Ra ¢ R. For any such element a we must have then Ra = (0), for R
has no proper ideals. Hence the set ~ contains elements different
from zero. On the other hand, it is obvious that Ill: is an ideal. Hence
Ill: = R and we have therefore ab = °for all a, bin R. Every subgroup
of the additive group of R is then an ideal of R, and therefore the
additive group of R must be finite, of prime order, since (0) and Rare
its only subgroups.

The concept of ideal is susceptible of an immediate generalization.
DEFINITION 2. Let S be a ring and R a subring of S. An R-MODULE

in S is a non-empty subset Ill: of S such that

(a) If aI' a 2 E 2(, then al - a2 E Ill:.
(b) If a E Ill: and b E R, then ba E Ill:.

Any ideal in S is clearly an R-module. In particular, the ideals of R
are precisely those subsets of R which are R-modules. We note that
as far as the elements of S are concerned, only the operation of addition
is involved in the module concept. ::.vIultiplication enters only between
an element of R and an element of S. This suggests a further (and
final) generalization. We thus corne to the concept of an abstract
module, which will be fundamental for many of the subsequent develop­
ments in this book.
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DEFINITION 3. Let R be a ring. A set M is called a MODULE OVER R
(or an R-MODULE) if

(a) M is a commutative group (the group operation will be written as
addition).

(b) With every ordered pair (a, x) in which a E R and x EM there is
associated a unique element of M, to be denoted by ax, such that the
following relations hold:

(1) a(x + y) = ax + ay

(2) (a + b)x = ax + bx

(3) (ab)x = a(bx),

where a, b are any elements of R and x, yare any elements of M. The
element ax will sometimes be called the product of a and x.

The above definition of an R-module in an overring Sof R is a
special case of the present definition~ the element of M associated with
the pair (a, x) being simply the product of a and x as elements of the ring
S. In that special case, equations (1), (2), (3) are consequences of the
ring axioms.

If R has an identity element, then the R-module M is said to be
unitary if

(4-) Ix = x, for all x E M.

If R is a ring with an identity and S is a ring containing R, then clearly
S is a unitary overring of R if and only if S is unitary when considered
as a module over R. '

Perhaps the best-known examples of modules are the vector spaces.
In terms of modules the definition of vector spaces, as given in I, § 21,
signifies that a vector space is a unitary module over a field. 0 We shall see
later on in this chapter (§ 12) that the elementary properties of vector
spaces which we have established in I, § 21 (such as those relative to
dimension, linear dependence, etc.) are also consequences of general
theorems about modules.

It must be emphasized that if M is a commutative group (written
additively) and if R is a ring, then M may be an R-module in more than
one way. That is, given a in R and x in M there may be more than one
way to define the product ax so that relations (1), (2), (3) hold. (There
is always at least One way-we may define ax to be the zero of M for all
a in R and x EM; in this case we refer to M as a trivial R-module.) If
we have two different definitions of the product ax then we really have
two distinct R-modules, although the underlying group M is the same
in both cases. If R is a subring of a ring S, then, in general, S may be
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thought of as an R-module in various ways. However, whenever in this
book we regard S as an R-module, we shall always mean it in the sense
mentioned above (that is, for a in R and x in S we shall mean by ax the pro­
duct of a and x as elements of S), unless the contrary is explicitly stated.

As a final example, let M be any (additively written) commutative
group. Then M can always be regarded as a ] -module, where ]
denotes the ring of integers. Xamely, if n EJ and x EM, take nx to
mean what it usually does, as defined in I, § 4. Clearly M is unitary.
The possibility of thus construing M as a ] -module shows that any
statement about modules implies a statement about general commutative
groups.

We return to the general case where M is an R-module. With every
element a of R we can associate a mapping T a of M into itself, defined by

xTa = ax, xEM.

Equation (1) above states that Ta is an endomorphism of M, regarded as
a group. It follows that if 0 is the zero element of M, then aO = 0 for
all a E R. Similarly, if 0 denotes the zero element of R, then Ox equals
the zero of M, for Ox = (0 + O)x = Ox + Ox, whence the assertion.
From this it follows easily that - (ax) = (- a)x = a( - x) for any
a E R and x E M. We shall use the same symbol for the zeros of M and
of R; only rarely is there any possibility of ambiguity.

It has just been observed that with every element a of R may be
associated an endomorphism, or, as it is sometimes called, an operator,
Ta of M (M being regarded as a group). Sometimes the elements of R
themselves are referred to as operators. The module M is often
called a group with a ring R of operators.

The notion of group with operators may be generalized in two direc­
tions. In the first place, it wiH be noted that the ring property of R, in
particular equations (2) and (3), will play no essential role until § 5.
Hence most of the considerations up to that point could be carried
through without change on the assumption that R is a set with each of
whose elements is associated an endomorphism of the group M. In
other words, with every a E R and x E M there is associated an element
ax of M such that (1) holds; nothing more need be required. We have
no occasion, however, to make use of this more general formul-ation.

A second generalization consists in dropping the assumption that M
is commutative. The proofs which follow do not apply without some
modification to the non-commutative case. A treatment of the mOlit
general case can be found in Chapter V of Jacobson's Lectures in Abstract
Algebra, Vol. 1.
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§ 2. Operations on submodules
DEFINITION. Let R be a ring and Man R-module. An R-submodule

(or simply a submodule) of M is a non-empty subset N of M such that

(a) If Xl' X 2 EN, then Xl - x 2 E N.
(b) If a E R and X E N, then ax E N.

The first condition (together with the non-emptiness of N) states that N
is a subgroup of M. If N is a submodule of M, then it is also an
R-module if, for a E R and X E M, we define the product of a and X to
be ax, the product which is already defined in virtue of the fact that Mis
an R-module.

If M is a vector space over a field F, any F-submodule is called a
subspace; it is itself a vector space over F.

Any given ring R may be regarded as a module over itself; its sub­
modules are then simply its ideals. Any statement about submodules of
a given module therefore implies a statement about the ideals of a ring.

Every module M has as submodules the set consisting of zero alone
(it will be denoted by (0)) and M itself. Any other submodule is called
proper.

If A and B are non-empty subsets of an R-module M, then the sum
of A and B, denoted by A + B, is the set of all elements of the form
X,+ y, where X E A, y E B. The negative of A, denoted by - A, is the
set of all elements - x, where X E A. If A consists of a single element
x, then A + B will be denoted by X + B.

It is immediately verified that the operation,of addition is commutative
and associative and that the set consisting of 0 alone (usually denoted by
(0)) is the zero element for this addition. But the subsets of M do not
form a group under this addition since A + (- A) ¥: (0), unless A
consists of a single element. The set A + (- B), which clearly
consists of all elements X - y, where X E A, y E B, will be denoted by
A-B.

For the most part, addition will be applied to submodules. It is easy
to verify the fundamental fact that the sum of two submodules is also a
submodule. In particular, the sum of two ideals in a ring R is also an
ideal. Furthermore, if Land N are submodules of M, then L + N is
the smallest submodule of M containing Land N, in the sense that
L + N contains Land N, and any other submodule containing Land N
must contain L + N. If N l' ... , N h are submodules of M, then from
the associativity of addition it follows that N I + ... + N h is defined.

h h

It will be denoted by L N i and clearly consists of all sums L xi' where
i=! i=1
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Xi E N i. This suggests that if {Na } is any collection (finite or infinite) of
submodules of M, where the index a ranges over some set A, we define
2.Na to consist of all sums 2.xa' where Xa E N a and Xa = 0 for all but a

a a

finite number of indices a. Clearly "iNa is the smallest submodule of
M containing all the N a •

A second operation on submodules is ordinary set-theoretic inter­
section. If Land N are submodules of M, then so is L nN (consisting of
those elements of M common to Land N). This operation is, of course,
also commutative and associative, and the module M itself acts as
identity for this operation since M nN = N for any submodule N. If
M l' ... , M r are submodules of !vI, then MIn .. . n M r is also

r

denoted by n Mi'
i=1

The two operations of addition and intersection are related by a very
important identity due to Dedekind (the so-called modular law) between
three submodules K, L, N of a module M:

(5) If K-=>L, then Kn(L + N) = L + (KnN).

It is clear that the right side is contained in the left. On the other hand,
if X is contained in the left-hand side, then since x E L + N, we have
x = y + z, with y E L, zEN. Then Z = x - Y E K, since x E K and
Y E L c K. Thus Z E K nN, and so x E L + (K nN).

Let R be a ring and M an R-module; let A and L be respective non­
empty subsets of Rand M. The product of A and L, denoted by AL,

n

is the set of all sums 2. aixi, where ai E A, Xi ELand n is an arbitrary
i=1

positive integer.
It is easily verified that if A is an ideal in R or if L is a submodule of

M, then AL is a submodule of M. For AL is clearly closed under
subtraction. If bE R and if "iaixi E AL, then b"iaixi = "i(ba;)xi =
"ia,.(bxi)' From the first or second of these two last sums, depending
on whether A is an ideal or L is a submodule, we see that b"iaixi E AL.

The two conditions for a non-empty subset L of M to be a submodule
may now be expressed as follows: L - L G L, RL c L.

If L consists of a single element x and A is closed under addition, then
AL consists of an elements ax, where a E A; it will be denoted by Ax.
If A consists of a single element a and L is closed under addition, then
AL consists of all elements ax, where x E L; it will be denoted by aL.

If R is a given ring we have seen how it may be considered as an
R-module. Ifwe apply the above definition of product to this particular
case, we ~ave a definition for :he product of two non-empty subsets A
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n

and B of R. ~amely, AB consists of all sums .L a;b;, ai E A, bi E B, n
i=1

arbitrary. In particular the product of two ideals in a ring R is again
an ideal, and the notation Ra introduced in § 1 (p. 132) for the principal
ideal determined by a is consistent with our present definitions.

It is possible to define also a quotient operation between modules, but
we shall do so only for ideals (see § 7, p. 147).

§ 3. Operator homomorphisms and difference modules. In
I, § 11, we have defined homomorphisms between groups. This
definition applies in particular to modules but is too general, since it
takes into account only the group character of M and not the fact that M
admits the elements of R as operators.

DEFINITION. Let R be a ring and let M and M' be two R-modules. An
R-homomorphism of Minto M' is a mapping T of Minto M' such that

(1)

(2)

(x + y)T = xT + yT, x, y E M,

(ax)T = a(xT), x EM, a E R.

Equation (1) states that T is a homomorphism of Minto M' when each
is considered as a group. As to (2), let Ta and T'a be the respective
endomorphisms of M and M' determined by a; then (2) states that
TaT = TT'a'

If M and M' are vector spaces over a field F, then an F-homo­
morphism of Minto M' is called a linear transformation of Minto M'
(see I, § 21, p. 53).

When it is not desired to call attention to the specific ring R, we may
refer to an operator homomorphism instead of an R-homomorphism. The
terms R-homomorphism onto, R-isomorphism, R-endomorphism, R-auto­
morphism are now self-explanatory (cf. I, § 11). If M, M', M" are
R-modules and T and T' are R-homomorphisms of Minto M' and of
M' into M" respectively, then TT' is in an R-homomorphism of M
into M".

THEOREM 1. Let M and M' be modules over a ring R, and let T be an
R-homomorphism of Minto M'. Then OT is the zero of M', (-x)T =
- (xT) for any x E M. If A and L are non-empty subsets of Rand M
respectively, then (AL)T C A(LT). The kernel of T is an R-submodule
of M, and T is an isomorphism if and only if the kernel is (0). If Land L'
are R-submodules of M and M' respectively, then LT and L'T-l are
R-submodules of M' and 1'.1 respectively.

PROOF. The first statement follows from Theorem 1 of I, § 11. If
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ai E A and Xi E L, i = 1,2, ... ,n then ('2..aiXi)T = 'i(aixi)T =
'iai(xiT) E A(LT), whence the second statement. For the third, let N
denote the kernel of T; in accordance with the general definition given in
I, § 11 (p. 14), N consists of all X E M such that xT = O. By Theorem
1 of I, § 11, N is surely a subgroup of M; it is a submodule since
(RN) T C R(NT) C RO = (0), hence RN C N. The second part of
the third statement follows from Theorem 2 of I, § 11. Let us prove
that L'T-I is an R-submodule of M. If x, Y E £IT-I, then xT,
yT E L', hence (x - y)T = xT - yT E L', so x - Y E L'T-I; if a E R,
then (ax)T = a(xT) E L', hence ax E L'T-I. Similarly for LT.

If R is a ring, a clear distinction must be made between the R-homo­
morphisms of R (considered as an R-module) and its homomorphisms
as a ring. In the former case the homomorphism T must satisfy the
condition (ax)T = a(xT) for any a and x in R, whereas in the latter case
T satisfies the condition (ax)T = (aT)(xT). For example, with every
element e of R we can associate an R-endomorphism Tc' defined by
xTc = ex for x E R. Clearly (x + y)Tc = xTc + yTc' and (ax)Tc =
e(ax) = a(ex) = a(xTJ, so that Tc is indeed an R-homomorphism.
But Tc is not in general a ring homomorphism, since this would require
that (ax)Tc = (aTc)(xTJ = (ea)(ex). Thus we would have eax = e2ax
for all a and x in R; if, for example, R has no zero divisors, then this is
possible only if e = 0 or 1.

It may be noted that if R has an identity, then every R-endomorphism
T of R is of the form Tc' where e = 1T, for if x is any element of
R, then xT = (x1)T = x(lT) = ex = xTc.

Since the kernel of an R-homomorphism of an R-module is an R­
submodule of M, it is natural to ask whether, conversely, every R­
submodule of an R-module M is the kernel of some R-homomorphism of
M. We shall now show that this question is to be answered in the
affirmative. To see this, let N be any R-submodule of M. Since M is
an abelian group, every subgroup of M is a normal subgroup and gives
rise to a factor group. Let M be the factor group of M with respect to
N. Since we use the additive notation for the group operation in M
we shall denote the factor group M also by M - N (instead of by
MIN; see I, § 11). We denote by T the canonical homomorphism of
M ontoM. .

To make an R -module ofM we specify that the product of an element
a E R and an element x + N of M shall be ax + N.* To show that
this product is unambiguous, we must show that if x + N = Y + N (so

* This is not in gene':al the same as the set a(x + N) according to the meaning
this notation acquires from § 2.
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that x - YEN), then ax + N = ay -;- N. But this follows from the
fact ax - ay = a(x - y) is in N, which in t'.lrn follows from the fact
that N is a submodule (and not merely a sebgroup) of M. It is then
clear that T is an R-homomorphism. We thus have:

THEOREM 2. If N is a submodule of an R-module M, then the group of
cosets x + N can be made into an R-module M which is an R-homomorphic
image of M with kernel N.

The R-module M which has just been constructed for any R-s'.lb­
module N of M and which is denoted by M - N * is called the difference
module of M with respect to N. The difference module M - N is
also sometimes called the factor module of M by N and is denoted by
MIN. The mapping x -+ x + N is called the canonical or natural
homomorphism of M onto M - N.

If N = (0), then this natural homomorphism is an ~somorphism.,

THEOREM 3. If M' is any R-hom()morphism image of M, with kernel
N, then the elements ofM' are in (1, 1) correspondence with those ofM - N,
and the correspondence is an R-isomorphism.

PROOF. Let T be the natural R-homomorphism of M onto M - N
and let S be the given R-homomorphism of M onto M'. Consider the
transformation s = S-lT of M' onto M - N. If x', y' are any two
elements of M' and if x E x's, Y E y's, then x = xT and y = yT, where
x and yare suitable elements in X'S-l and y'S-l respectively. Since
x -:.. ji = (x + y)T and x' + y' = (x + y)S, it follows that x -;- ji E

(x' + y')s. Furthermore, if 0' is the zero of M', then O's consists only
of the zero of M - N since Sand T have the same kernel. It follows
from Lemma 2 of I, § 11, that s is a homomorphism. By the same
token also S-1 is a mapping (since in the above argument M' and M - N
can be bterchanged). Hence s is an isomorphism. To show that sis
an R-isomorphism, let x' be any element of M' and let a E. R. If x is
any element in x'S-1, then x' = xS and x = x's = xT = x + N.
Since ax' = (ax)S and ax = ax + N = (ax)T, it follows that a(x's) =
(ax')s, and hence s is an R-isomorphism.

We shall use the notation M ,......, M' to indicate that M is R-homo­
morphic to M' and the notation M ~ M' to indicate that M and M'
are R-isomorphic.

§4. The isomorphism theorems. The two theorems of this
section are often called the Dedekind-Noether isomorphism theorems.

* Although this notation conflicts with the nota~ion A - B for the set of
differences i!1~roducedin § 2, it will always be clear from the context whether we
are referring to one or the other meaning of the notation.
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THEORECVI 4. Let T be an R-homomorphism of a module M onto a
module M' with kernel N. Then there is a (1, 1), inclusion preserving
correspondence between submodules L' of M' and submodules L of M
containing N, such that ifLand L' correspond then LT = L', L'T-l = L.
When Land L' correspond, then T induces an R-homomorphism of L onto
L', the modules L - Nand L' are isomorphic, and so are the modules
M - Land M' - L'.

PROOF. If L is a submodule of M containing N, then L' = LT is an
R-submodule of M' by Theorem 1. That distinct L's give rise to
distinct L"s follows from the fact that (LT)T-l = L. To prove this
formula we first note that L C (LT)T-l trivially; on the other hand, if
x EO' (LT)T-l, then xT EO' LT, so xT = yT with yEO' L, hence x - yEO'
N C L, so that x EO' L, as required. It remains to prove that every
submodule L' of M' actually arises in this way; this follows from the
facts that L'T-l is a submodule of M (Theorem 1), that N C L'T-l
(obvious), and that (L'T-l)T = L' (since T is an onto mapping). Thus
the first statement of the conclusion is proved. The isomorphis~

L - N '""" L' follows from Theorem 3 since T induces an R-homo­
morphism of L onto L', with kernel N. To prove M - L '""" M' - L',
we observe that T is given as an R-homomorphism of M onto M', and
that x' ---+ x' + L' is an R-homomorphism of M' onto M' - L' (the
natural homomorphism). The product of these two is an R-homo­
morphism of M onto M' - L'. If x is in the kernel of this product
homomorphism then xT + L' = L', so that xT EO' L', x EO' L'T-l = L;
and vice versa, L is contained in this kernel. Hence the isomorphism
follows from Theorem 3.

COROLLARY. Let N and L be submodules of an R-module M with
N C L. Then L - N is a submodule of M - N, and

(M - N) - (L - N) '""" M - L.

This follows from the theorem with M' = M - N.
THEOREM 5. If Nand L are submodules of an R-module M, then

(1) (L + N) - N '""" L - (L nN).
PROOF. If T is the natural homomorphism of L + N onto

(L + N) - N, then T induces an R-homomorphism of L into
(L + N) - N (even though L may not contain N). We assert that T
maps L onto (L + N) - N. For if x + N is any element of (L + N)
- N, with x EO'L + N, then x = y + z, where y EO'L, Z EO' N, and
x + N = y + N = yT EO' LT. Hence T induces an R-homomorphism
of L onto (L + N) - N. Since the kernel is obviously L nN, the
conclusion follows from Theorem 3.
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Any element of the left side of (1) is of the form x + N, x E L + N;
a!1y element of the right side is of the form y + (L nN), y E L. The
two elements correspond in the R-isomorphism (1) if and only if
x-yEN.

§ 5. Ring homomorphisms and residue class rings. Itwas
observed at the beginning of this chapter that in a homomorphism
of one ring on another the kernel is an ideal. It will now be proved
that any ideal in a ring is the kernel of some homomorphism of the ring.
Since we are now interested in R as a ring and not as a module,
our present considerations are not special cases of those of § 3, although
some of these results can be applied.

We first make clear the implications of the preceding sections for a
quite arbitrary commutative (and additively written) group M. We
may then regard M as a]-module as described in § 1. In that case every
subgroup of M is obviously a ] -submodule, and every homomorphism
of M into another group (which is similarly regarded as a ] -module) is
necessarily a i-homomorphism. It follows that the results of §§ 1-4
apply to arbitrary commutative groups, their subgroups, and their
homomorphisms. ~ore precisely, Theorems 1-5 are valid if in place of
module, submodule, R-homamorphism, we write commutative group,
subgroup, homamorphism respectively.

Kow let T be a homomorphism of a ring R onto a ring R', and let N
be the kernel, so that N is an ideal. The mapping T is in particular a
homomorphism of the additive group of R onto the additive group of R'.
From § 3 it then follows that the elements of R' are in one to one corre­
spondence with the cosets a + N, a E R.

The notion of congruence is convenient in the present connection.
If N is an arbitrary ideal in a ring R, and a, b are elements of R, then a
and b are said to be congruent modulo N if a - bEN, and we express this
by the notation

a = b (N).

Obviously a == b (N) is another way of stating that a and b determine
the same coset, that is, a + N = \b + N. The relation of congruence
is clearly reflexive, symmetric, and transitive. Moreover it is preserved
under addition and multiplication. That is,

a == b (N), c == d (N)
imply

a + c = b + d, ac == bd (N).

For example, to prove the latter: ac - bd = (a - b)c + b(c - d) EN.
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It follows that if a = b (N) and if f(X) is a polynomial over R, then
f(a) = feb) (N).

In number theory it is customary to write a =b (mod m) if the
difference of the integers a and b is divisible by the integer m. This is
equivalent to the statement a == b (1m) in our notation, where 1 is the
ring of integers.

If, then, T is a homomorphism of R onto R' with kernel N, we see
that aT = bT if and only if a = b (N).

The preceding discussion suggests, as in § 3, that if we are given an
ideal N in a ring R and wish to construct a homomorphic image R with
kernel N, then we should take R to be the set of cosets of N. Addition
of cosets has been defined in § 3 and we know that R is a group. We
define multiplication of cosets by the formula

(1) (a + N)(b + N) = ab + N.*

We must show that this product is independent of the particular elements
a and b of the cosets, that is, that if a == al (N) and b == bl (N), then
ab = albl (N). This has just been proved. Thus R is a set with two
operations defined in it, and the mapping T, defined by

aT= a + N, aER,

is a mapping of R onto R. It follows from (1) that (ab)T = (aT)(bT);
that (a + b)T = aT + bT we know from § 3. From the lemma of I,
§ 12, we conclude that R is a ring, that T is a homomorphism of R onto
Rand N is the kernel. Hence we have:

THEOREM 6. If N is an ideal in a ring R, then the cosets a + N can be
made into a ring R in such a way that the mapping a -+ a + N is a
homomorphism of R onto R with kernel N. If R' is any homomorphic
image of R with kernel N, then the elements of R' are in one to one corre­
spondence with those of R, and this correspondence is an isomorphism.

The first statement has been proved. The proof of the second state­
ment is similar to the proof of Theorem 3 (§ 3).

When N is an ideal in a ring the cosets a + N are usually called
residue classes and the ring R just constructed is called the residue class
ring of R with respect to N. It is denoted by RjN. The homomor­
phism a -+ a + N of R onto RjN is called the natural homomorphism of
R onto RjN.

THEOREM 7. Let T be a homomorphism of a ring R onto a ring R', with

* It must be carefully noted that ab + N does not in general consist of sums
of products of elements of a + Nand b + N, so that this product is not the
same as the one referred to at the end of § 2. Take, for example, R = J,
a = b = 0, N = 2J.
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kernel N. Then there is a (1, 1) inclusion preserving correspondence
between the ideals 12f' of R' and the ideals I2f of R which contain N, such that
if I2f and 12f' correspond, then

12fT = 12f', 12f'T-l = 12f.

When \}! and 12f' correspond, T induces a homomorphism of I2f onto 12f', and

12fjN "J 12f', Rjl2f "J R'jl2f'.

PROOF. The proof parallels that of Theorem 4 (though it is not a
logical consequence of it) and so will not be given in detail. Let us
merely prove, as an example, that 12f'T-l is an ideal in R. If
a, b E 12f'T-l, then aT, bT E 12f', hence (a - b)T = aT - bT E 12f', so
that a - bE 12f'T-l. If a E 12f'T-l and c E R, then aT E 12f', cT E R',
hence (ca)T = (cT)(aT) E 12f', so that ca E 12f'T-l. This shows that
12f'T-l is an ~deal.

COROLLARY. Let N and I2f be ideals in a ring R with N C 12f. Then
12fjN is an ideal in RjN and

(RjN)j(l2fjN) "J Rjl2f.

By analogy with Theorem 5 (§ 4) we have the following
THEOREY. 8. If L is a subring of a ring R, and N is an ideal in R, then

the residue class ring LjL nN is isomorphic with the subring (L + N) jN of
the residue class ring RjN.

PROOF. It is sufficient to observe that the natural homomorphism of
R onto RjN induces a homomorphism of L onto the subring L' =
(L + N)jN of RjN and that the kernel of this induced homomorphism
is L nN. Hence L' "J LjL nN.

§ 6. The order of a subset of a module
DEFINITION. Let M be a module over a ring R and let N be any

subset of M. The set of all elements a of R such that aN = (0) is
called the order (or the annihilator) of N.

The order is clearly an ideal in R. The cases of interest are those in
which N is either a submodule or a single element. The order of the
zero of M is, of course, R itself.

If M is simply a commutative group, and we regard it as a J -module,
then the order of any element x of M is an ideal-m in J. We know that
I2f (or any ideal in J) consists of all the multiples of a uniquely determined
non-negative integer n (cf. II, § 4, where it was shown that this property
belongs to the kernel of any homomorphism of J). If n > 0, then it is
clearly the smallest positive integer m such that mx = 0, and x has
order n in the sense of ordinary group theory. If n = 0, so that
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the order of x is (0), elementary group theory usually speaks of x as
having infinite order.*

We return to the general case of a module M over a ring R. Let ~
be any ideal contained in the order of M itself. An important procedure
in the theory of modules is the construing of M as a module over the
ring R = R/~. Ife E R, then we must define ex for every x E M. Xow
e arises as an image of some element e in R, and we define ex = ex.
This defines ex uniquely, since if e arises also from e1 in R, then
e1 - e E~, hence e1x - ex = (e 1 - e)x = O. (Since every e in R is a
residue class e +~, our definition amounts to placing ex equal to
(e + ~)x, the latter product being intended in the sense of § 3; (e + ~)x

consists of a single element of M since ~x = (0)). That M thus be­
comes an R-module is trivial to verify.

Any R-submodule of M will be an R-submodule, and conversely.
The study of M as an R-module is thus equivalent to its study as an
R-module. The latter study is often the easier since R will often have a
simpler structure (in some sense) than R. We may say that the ring of
operators R is "too large," that it is "more natural" to use R/~ as the
ring of operators, where ~ is the actual order of M. This special case­
where ~ is the order of M and not merely an ideal contained in the
order-is the one occurring most often in practice. In this case, the
order of M regarded as an R-module is clearly (0).

These considerations allow us to clarify the distinction between the
residue class ring R/~ and the difference module R - ~, where R is a
ring and ~ is an ideal in R. If we regard R as an R-module, then ~ is a
submodule, and we are thus enabled to define a new R-module R - ~,

as described in § 3. ~ow the elements of R - ~ are, just like the
elements of R/~, the cosets of ~; that is, R/~( and R - ~ are identical as
sets. :\1oreover, there is an addition in each and this addition is the
same for both. Hence R/~ and R - ~ are identical as (additive)
groups.

Since R/~ is a ring, multiplication is defined between its elements.
Indeed, if e and x are elements of R/~ then ex is the coset of ex + ~,

where e and x are elements of the cosets eand x respectively. R/~, like
any ring, may be regarded as a module over itself.
~ow the order of the R-module R - ~ surely contains ~ (it may well

be larger; for instance, if R is the ring of even integers and ~ is the set

* Warning: If M is an ordinary finite group, say, of order n, then the order
of M in the sense just defined need not be Jn; for instance, the order of the
additive group of any Galois field of characteristic p is a power of p (see II, § 8),
but the order of this group (or its annihilator) in J is always the principal ideal
Jp.



146 IDEALS A~D ~ODL'LES Ch. III

then a definition of the
AB consists, namely, of

of all sums of products ala Z ' •• aT' where ai E Ai'

In particular AT consists of all sums of products ITai'
I

of integers which are divisible by 4, then the order of R - m: is the
whole ring R.) Hence we may regard R - m: as an Rjm:-module.
This means that given an element cof Rjm: and an element x of R - m:
there is defined a product-we denote it for the moment by c·x.
According to the definition given earlier in this section, e· x = ex, where
e is an element of the coset e. According to the definition of § 3
(p. 139), the product ex (which is meaningful since R - m: is an R­
module) is the coset ex + m:, where x is in the coset x. Thus we have
proved that c' x = ex.

This means that not only are R - m: and Rjm: identical as sets and as
additive groups, but they are also identical as Rjm:-modules. We may
also express this fact by saying that the identity mapping of the Rjm:­
module R - m: onto the Rjm:-module Rjm: is an Rjm:-homomorphism.

For this reason it is usually unnecessary to distinguish between the
two, although sometimes in delicate arguments one must keep in mind
that these two modules are, strictly speaking, not the same.

§ 7. Operations on ideals. Let R be a ring. We proceed to
define five fundamental operations on ideals in R. Since R is also an
R-module, the definitions regarding the sum of subsets of a module
(§ 2) apply also to subsets of R. Thus if A and B are subsets of R, then
A ± B consists of all a ± b, a E A, bE B.

The sum m: + 58 of two ideals m: and 58 is likewise an ideal. Thus the
set of ideals is closed under addition, an operation which is commutative
and associative.

The second operation, as with submodules, is intersection, or
common part. If m: and 58 are ideals, so is m: n 58. This operation,
too, is commutative and associative. As with submodules we have here
the modular law connecting sum and intersection:

(1) Ifm:::>58, then m:n(58 + Q::) = 58 + (m:nQ::),

where 121, 58, Q:: are any ideals in R.
If A and B are non-empty subsets of R,

product AB is implied by the definition of § 2.
n

all sums L aib;, where n is an arbitrary positive integer, and ai E A,
!

bi E B. This operation is commutative and aSSOCIatIve. If AI' A z,
... ,AT are subsets of R, then AIA z ... AT (sometimes denoted by

T

11Ai) consists
1

i = 1,2, ... ,r.



§7 OPERATIO~S O~ IDEALS 147

where a; E A. If either A or B is an ideal, so is AB. Hence the set of
ideals is closed under the operation of multiplication. This operation is
related to sum by the easily proved distributive law:

(2)

where Ill, \8, ~ are any ideals of R. \1oreover, for any two ideals Ill, \8,

(3)

The fourth ideal-theoretic operation is the quotient.
DEFIXITIO~ 1. If III and \8 are ideals of R, then the QUOTIENT III : \8

consists of all elements c of R such that c\8 C Ill.
It is immediate that Ill: \8 is an ideal and that it contains Ill. In

particular, Ill: R ::> Ill; but if R has an identity then Ill: R = Ill. If ~
is any ideal such that ~\8 C Ill, then ~ C Ill: \8, and conversely. If
III ::> \8, then Ill: \8 = R, and conversely if R has an identity. The
following relationships between quotient and the first three operations
are easily checked:

(4)

(5)

(6)

n n

\)l: .L \8; = n (Ill: \8;),
;=1 ;=1

For example, to prove (6), let '::D and a; denote the left- and right-hand
sides respectively of (6). Then by definition '::D(\8~) C Ill, ('::D~)\8 C Ill,
hence '::D~ C Ill: \8, '::D C (Ill: \8) : ~ = a;. Likewise a;~ C Ill: \8,
(a;~)\8 C Ill, a; C Ill: \8~ = '::D.

The four operations above were all binary; the last one, which we
shall now introduce, is unary, that is, only one ideal is involved in this
operation.

DEFINITIO~2. If III is an ideal in R, the RADICAL of Ill, denoted by Y2!,
consists of all elements b of R some power of which belongs to Ill.

THEOREM 9. The radical of III is an ideal containing Ill. It satisfies
the following rules:

(7) . If Illk C \8, for some positive integer k,· then Ylll C vfj8;

(8) yWB = ylll n\8 = Vi n y\8;

(9) Ylll + \8 = Vylll + y\8;

(10) Vy2! = Ylil.
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PROOF. That ~ C ~ is obvious. To show that v§{ is an idea:,
let b, e E V§{, so that bmE ~l, en E ~ for some integers m, n. In the
binomial expansion of (b - e)m-Ln- 1 every term has a factor biei , with
i + j = m + n - 1. Since either i > m or j > n, either bi or ei is in
~, hence (b - e)m+n-l E~, and b - e E V§{. If b E~, and dE R,
then bmE ~ for some m; hence (db)m E ~l and db E V§{. Thus ~ is
indeed an ideal.

Suppose ~k c~. If e E ~, then em E ~ for some m, emk E ~k C ~,

hence e E V~.

Since ~~ C ~ n~, and ~ n~ is contained in ~ and in ~, we have
by (7) (with k = 1) that vm~ C V~ n~ c vm nV~. Now if
e E V§{ n V~, then there exist integers m and n such that em E ~,

en E~. Then emen E ~~, whence e E V~~. Thus (8) is proved.
Equation (10) is obvious. Since ~ + ~ c vm + V~,

V~ + ~ c VV~ + V~;
SInce

~+ V~cV~+~, V~+ V~c VV~+ ~ =V~+ ~.
This proves (9).

If ~ = (0), then vm consists Qf all nilpotent elements-that is,
elements some power of which is O. This ideal is sometimes called the
radical of the ring R.

We now consider the effect of a homomorphic mapping on the five
operations defined above. Suppose, then, that Rand R' are rings,
T a homomorphism of R onto R' with kernel N. If~ and ~ are ideals
in R, then

(11) ~ c ~ implies ~T c ~T;

(12) (~ + ~)T = ~T + ~T;

(13) (~~)T = (~T)(~T); .
(14) (~n ~)T c ~Tn ~T, with equality if ~l ~ N or if ~ ~ N;
(15) (~: ~)T c ~T: ~T, with equality if ~ ~ N;
(16) v~ T c V9IT, with equality if ~ ~ N.
If~' and ~' are ideals in R', then:

(17) ~' c ~' implies ~'T-l C ~'T-l;

(18) (~' + ~')T-l = ~'T-l + ~'T-l;

(19) (~'~')T-l ~ (~'T-l)(~'T-l), with equality if the right side
contains N;

(20) (~' n ~')T-l = ~'T-l n ~'T-l;

(21) (~': ~')T-l = ~'T-l: ~'T-1;

(22) ym'T-l = V~'T-l.
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:.vIost of the statements (11)-(16) are trivial. As an example we prove
(15). If c' E (21: jB)T, then c' = cT, where c E 2{: jB; then cjB C 12t,
(cT)(jBT) C 21T, cT E 21T: jBT. On the other hand, suppose c' E

'2( T: jB T, whence c' (jB T) C 21T; since T maps R onto R', there is an
element c in R such that c' = cT. Then (cjB)T C 21T, cjB C (21T)T-I;
if 'l(:J N, then (21T)T-I = 21, hence cjB C 21, c E 21 : jB, c' = cT E

(21: jB)T.
To prove (17)-(22), let 21 = 21'T-I, jB = jB'T-I, so 21' = 21T,

)B' = jBT, and 21 and jB contain N. To prove (19), for example, we
observe that 21'jB' = (21jB)T, (21'jB')T-I = ((21jB)T)T- I :J 21jB; and
equality holds at this last point if 21jB :J N. Again, for (21), 21' : jB' =
('l(: jB)T by (15), since 21 :J N. Thus (21' : jB')T-I = ((21: jB)T)T-I =
'l( : jB, since 21 : jB :J ~ :J N. The others are similarly proved.

§8. Prime and maximal ideals. So far we have considered ideals
in all generality. ~ow we consider two important special types of
ideals.

DEFI~ITIO::'\. Let 21 be an ideal in a ring R. 21 is said to be PRICYlE if
whenever a product of two elements of R is in 21, then at least one of the
factors is in 21. An ideal 21 is said to be MAXIMAL if 21 ¢ R and if there is
no ideal between 21 and R.

Thus 21 is prime if "b, c E R, bc E 21" implies bE 21 or c E~. In
particular, R itself is always prime; (0) is prime if and only if R has no
zero divisors.

We illustrate this definition by some examples.
1) If j is the ring of integers and n E j, n > 1, then the principal

ideal (n) is prime if and only if n is a prime number. This follows from
the fact that (1) if n is a prime number then" ab divisible by n" always
implies that either a or b is divisible by nand (2) if n is not a prime
number then, by definition, there exist integers a, b such that ab = n,
o< a < n, 0 < b < n.

2) The foregoing reasoning can be repeated without change for any
unique factorization domain R, showing that if w E R then the principal
ideal (w) is prime if and only if w is either a unit or irreducible. (See I,
§ 14, Theorem 4.)

3) Let R = F[x1, X 2, •.. , xnJ be a polynomial ring in n variables xi
over a field F. If aI' a 2, ••• ,an are given elements of F, then the
elements g(x l , X 2, ..• , xn) of R such that g(a l , a 2, •.. , an) = 0 form a
prime ideal p in R. Since R is also a polynomial ring in the elements
Xl - aI' X 2 - a 2, .•• 'Xn - an' every polynomial f(x) in R can be
written in the form b + 'Lfi(x)(xi - ai), where bE F and the fi(x) are

i
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elements of R. Then fea) = 0, that is, f(x) E lJ, if and only if b = 0,
showing that the n polynomials Xi - ai form a basis of lJ. If, on the
other hand, f(x) is not in il, so that b ':;C 0, every ideal in R which con­
tains the ideallJ and the e:ementf(x) will contain b and hence also the
element 1 (= b· b- l ), and the ideal is therefore the entire ring. This
shows that lJ is a maximal ideal. It is clear that in the canonica'.
mapping of R onto RIlJ the field F is mapped onto the entire ring RltJ
(since every polynomial fex) in R is congruent, mod tJ, to an element
b of F) and that this homomorphism of F onto Rib is an isomorphism
(since its kernel Fnb contains only the zero). Thus RIlJ is a field,
isomorphic with the field F.

On the other hand, if (aI' a2, ... , an) and (b~, b2, ... , bn) are two
distinct ordered n-tuples of elements of F, then the elements
g(x l , x 2, ... , xn) of R such that g(a l , a2, ... , an) = 0 and g(b l , b2, ... ,
bn ) = 0 do not form a prime ideal [consider, for instance, the product
(xi - ai)(xi - bi)' assuming that ai ':;C bJ

4) In the ring of integers J every prime ideal Jp (p, a prime number)
is maximal, for if m r/'. Jp, then (m, p) = 1 and hence am + bp = 1 for
suitable integers a and b. This shows that every ideal which contains
Jp as a proper subset also contains 1 and hence is the whole ring j.
This reasoning is applicable without any change to any Euclidean
domain, in particular to the ring R of example 3), provided n = 1. On
the other hand if n > 1, then the principal ideal RX I is prime (since Xl

is an irreducible element and R is a unique factorization domain), but
RXI < RXI + Rx2, and the ideal RXI + RX2 contains only polynomials
without constant terms and hence is not the whole ring R. Hence already
in the polynomial ring F~XI' X2~ of two variables not every prime ideal is
maximal.

If 21: is prime and a product of two ideals )S and ~ is in 21:, the!l one
of the factors is in 21:. For if neither is, then )S and ~ contain respectively
elements band c not in 21:. Since III is prime, be r/'. Ill, hence )S~ r:t 21:,
contradiction. In particular if )Sn C 21: for some n > 0, then )S C 21:.
Finally if 21: is prime, then 21: is equal to its radical.

On the other hand if 21: is not prime, then there exist ideals )S, ~ such
that

For there exist elements b, c such that b, c r/'. Ill, be E 21:. Then take
)S = (b) + 21:, ~ = (c) + 21:.

THEOREM 10. Let 21: be an ideal different from R. Then 21: is prime
if and only if RII).{ has no zero divisors. If R has an identity, 21: is maximal
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if and only if R/21 is afield. (Hence in a ring with identity any maximal
ideal is prime.)

PROOF. Let T be the natural homomorphism of R onto R/'l!. Then
be E: 'l! if and only if (bT)(cT) = O. From this the criterion for 'l! to
be prime fo!lows immediately. From Theorem 7, § 5 we see that 'l! is
maximal if and only if R/'l! has no ideals but itself and (0). Since R has
an identity, so has R/'l!. It was observed in § 1 that a ring with identity
is a field if and only if it has just two ideals. This proves the second
statement of the conclusion. The third follows from the first two.

In rings without an identity, maximal ideals need not be prime (see
example in § 1, p. 133). Prime ideals need not be maximal, as the
example above shows. Later on (IV, § 2) we shall study an important
class of rings in which every prime ideal different from R is maximal.
In chapter V we shall study a theoretically important class of integral
domains in which every proper prime ideal is maximal.

THEOREM 11. Let T be a homomorphism of a ring R onto a ring R'
with kernel N. If'l! is an ideal in R containing N, then 'l! is respectively
prime or maximal if and only if'l!T is prime or maximal. If'l!' is an ideal
in R', then 'l!' is respectively prime or maximal if and only if'l!'T-l is prime
or maximal.

PROOF. We may assume 'l! ~ R since 'l! = R if and only if 'l!T = R'.
Then the condition for 'l! (or 'l!T) to be prime is that R/'l! (or R'/'l!T)
have no zero divisors. Since, by Theorem 7, R/'l! r-.J R'/'l!T, 'l! is prime
if and only if 'l!T is prime.

Since the correspondence between the ideals of R' and the ideals of R
containing N is inclusion preserving, if there are no ideals between R
and 'l! there are none between R' and 'l!T; and conversely.

Since 'l!'T-l contains Nand ('l!'T-l)T = 'l!', the second statement
follows from the first.

NOTE 1. If a ring R contains an identity 1, then the set f of all ideals
of R which contain a given ideal different from R is non-empty and is
inductive if partially ordered by set-theoretic inclusion (since 1 remains
outside every ideal in f and since it is obvious that the set-theoretic
union of all the ideals which belong to a totally ordered set of ideals is
itself an ideal). Hence by Zorn's lemma, f contains maximal elements.
We have thus proved that in a ring with identity every ideal different from
R is contained in a maximal ideal.

NOTE II. Zorn's lemma is also needed in the proof of the following
general result: in any ring R the intersection of all the prime ideals of R is
the radical of the zero ideal (that is, the set of all nilpotent elements).
Since every ideal contains 0, it is clear that every nilpotent element is
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contained in every prime idea!. Hence the main point that has to be
proved is that if an element u of R is not nilpotent, then there exists a
prime ideal not containing u. To prove this we consider the set f of
aU ideals 9( in R which contain no power of u. Since u is not nilpotent,
the zero ideal belongs to f, and thus f is non-empty. It is obvious
that f is inductive. Let, by Zorn's lem~a, p be a maximal element of
f. Then u t/= p. We claim that p is a prime ideal. For, let x andy be
elements of R which do not belong to p. Then p + (x) > p and hence
some power um belongs to .\:J + (x). Similarly some power un belongs
to .\:J -+ (y). Then um+n belongs to p + (xy) , and since um+n t/= p it
follows that xy t/= p, showing that p is a prime ideal.

§ 9. Primary ideals. The general concept of a prime ideal corre­
sponds to the concept of a prime number of ordinary arithmetic.
Primary ideals, which we shall presently introduce, correspond in a
similar fashion to powers ofprime numbers. If p is a prime number and
m is a positive integer, then n = pm has the following property: if a
product ab of two integers a, b is divisible by'n and if a is not divisible
by n, then some power of b is divisible by n. Conversely, any integer n
with this property is necessarily the power of a prime number.

DEFI~ITIO~. Let R be an arbitrary ring and let 0 be an ideal in R.
Then 0 is said to be primary if the conditions a, b E R, ab E 0, a t/= 0 imply
the existence of an integer m such that bmE O.

In the sense of this definition, an integer n is the power of a prime
number if and only if the principal ideal In is primary.

Clearly every prime ideal is primary, with m = 1. A prime ideal ~
was characterized in the preceding section by the condition that in the
residue class ring Rj~ the only zero divisor is zero. Similarly it is
easily seen that an ideal 0 is primary if and only if every zero divisor of
RjO is nilpotent. ,

THEoRa'! 12. Let 0 be a primary ideal in a ring R. If ~ is the
radical of 0, then ~ is a prime ideal. Moreover, if ab E 0 and a t/= 0,
then b E~. Also if 9( and 58 are ideals such that 9(58 C 0, 9( r:t 0, then
58 C~.

PROOF. The second statement is obvious, and the third follows from
it. To prove ~ is prime, suppose ab E ~, a t/=~. Since ab is in the
radical of 0, ambm = (ab)m EO for some m. Since a t/=~, am t/= O.
Since 0 is primary (bm)n EO for some n, hence b E~.

If 0 is a primary ideal, then its radical mis called the associated prime
ideal of 0, and we say that 0 is a primary ideal belonging to the prime
ideal s,p, or simply that 0 is primaryfor~. It may be that there exists
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an integer m such that %m C Q. (This will always be the case if the
ring is noetherian; cf. IV, § 1, Example 2, p. 200). In this case 0 is
said to be strongly primary and the least m for which Win C 0 is called
the exponent of o. A primary ideal has exponent 1 if and only if it is
prime.

The following theorem is often useful for proving that a given ideal
is primary and at the same time finding its radical.
THEORE~ 13. Let 0 and Wbe ideals in a ring R. Then 0 is primary

and Wis its radical if and only if the following conditions are satisfied:

(a) 0 C W.
(b) If b E W, then bm E o for some m, (m may depend on b).
(c) If ab E 0 and a 1= 0, then bE W.
PROOF. Assume (a), (b), {nd (c). That 0 is primary follows from

(c) and (b). From (b) we conclude that ~ C VO. To show VO C ~,

suppose bE VO, so that bm EO; let m be the least exponent such that
bmEO. Ifm = 1,thisgivesbEOC~;andifm > 1,thenbm - 1 .bEO
and bm - l 1= 0, hence bE Wby (c). The proof of the converse is im­
mediate.

An equivalent form of condition (c) is the following:

If ab EO and b 1=~, then a E O.

COROLLARY 1. Let R be a ring 'with identity, and let 0 and ~ be ideals
in R such that:

(a') 0 C~.

(b') If b E ~, then bm E o for some m.
(c') Wis a maximal ideal.

Then 0 is primary and ~ is its radical.
We need only verify (c) in the hypothesis of the above theorem.

Suppose, then, that ab E 0, b 1=~. Now ~ + Rb contains b since R
has an identity. Hence ~ + Rb contains ~ properly, and since W is
maximal, W+ Rb = R. Hence there exist elements c, d such that

(1) 1 = c + db, c E ~, dE R.

~ow by (b'), cln E 0 for some m. Raising (1) to the m-th power by the
binomial theorem we obtain

1 = cm + d'b, where d' E R.
Hence.

a = acm + d'(ab) E o. Q.E.D.
COROLLARY 2. Ina ring with identity, a maximal ideal p is prime and

its powers are primary for p.
We now consider further examples. Let R = F[x, y] be a
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polynomial ring in two indeterminates over an arbitrary field F. As
was mentioned in § 8 (Example 3, p. 150) the ideal ~ = Rx + Ry is
maximal. The ic.eal n = Rx -!- Ry 2 is primary by Corollary 1, since
$2 en c~. (Tha~ $2 en follows from $2 = Rx2 + Rxy + Ry 2.)
But n is not a power of $ or of any prime ideal, for that matter. For
suppose n = $lk , where $1 is prime. Since $l = n c $,
s:j32 en c $1' and since $ and $1 are prime we have that necessarily
$ = $1' so that n = $k. Since y E $ and y rt n, $ =F n, so that
k > 1. Thus n C $2; but this also cannot be since x En, x rt $2.
Thus we have proved that a primary ideal need NOT be a power of a prime
ideal.

It is also true that powers of prime ideals need not be primary. (Thus
Corollary 2 is false if "maximal" is replaced by "prime".) An
example showing this is the following. Let F[X, Y, Z~ be a poly­
nomial ring in three indeterminates over'a fie~d F, and let R be the
residue class ring F(X, Y, ZJ/(XY - Z2). We denote by x, y, and z
the residue classes of X, Y, and Z respectively. The ideal generated in
our polynomial ring by X and Z is prime and contains the kernel
(XY - Z2) of the canonical homomorphism of F[X, Y, Z] onto R.
Hence the corresponding ideal $ = Rx + Rz in R is also prime. We
have xy = Z2 E $ 2, the element x is not in s:j32 (since no polynomial of
the form X + A(X, Y, Z)X2 + B(X, Y, Z)XZ + C(X, Y, Z)Z2 can
be divisible by XY - Z2) and no power of y is in $2 (no power of y is
even in the prime ideal $ since clearly y is not in $). Hence $ 2 is not
a primary ideal.

The above example shows also that an ideal \){ whose radical is prime
need not be primary. An example of this can also be found in a poly­
nomial ring F[X, YJ of two indeterminates. Let \){ be the ideal
generated by X2 andXY. It is immediately seen that y'1ll is the prime
(principal) ideal (X). But XY E \){, X rt \){ and no power of Y belongs
to \){, showing that \'t is not primary.

Various operations on primary ideals lead to primary ideals, as
summarized in the following theorem:

THEOREM 14. The intersection of a finite number of primary ideals all
belonging to the same prime ideal $ is again primary for $. If $ is
maximal, the same is true for finite sums and products. If n is primary
for ~ and \2{ is an ideal not contained in n, then n: III is primary for $. If
T is a homomorphism of a ring R onto a ring R' with kernel N, then an
ideal n containing N is primary in R if and only if nT is primary in R';
and when this is so the associated prime ideal of nT is $ T, where $ is the
associated prime ideal of n.
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These statements are easily proved using Theorems 12 and 13. For
example, to show that 0: ~ is primary for ~, we observe that
(O:~) ~co and ~eto, hence o:~c~. Since also oCO:~,

(a) and (b) of Theorem 13 are verified. To verify (c), suppose
ab EO:~, b 1= ~; then we must show that a E C:~. ~ow we have
b(a~) C 0, and since b 1=~, a~ C C, so a EO:~.

NOTE. If R is a 1JFD and 7T is an irreducible element of R, then R7T
is a prime ideal and R7Tn (n > 1) is a primary ideal, with radical R7T (if 7Tn

divides a product ab and does not divide a, then 7Tn divides some power
of b). Conversely, every primary ideal q whose radical is R7T is of the
form R7Tn, n > 1. For if n is an integer such that q C R7Tn, q et R7Tn+1,

and x is an element of q of the form y7Tn , y 1= R7T, then necessarily 7Tn E q,
and hence q = R7Tn •

§ 10. Finiteness conditions. The elementary theory of vector
spaces concerns itself with spaces of finite dimension; in such spaces
there does not exist an infinite strictly ascending or strictly descending
chain of subspaces. Similarly, the elementary theory of groups con­
cerns itself with finite groups, or at any rate with groups which are not
"too infinite" in some sense. The purpose of this section is the discus­
sion of various finiteness conditions which can be imposed on a module.

DEFINITIO!'ir. A module M over a ring R is said to satisfy the ASCENDING

CHAIN CONDITION if every strictly ascending chain of submodules

(1) M 1 < M 2 < ...
is finite.

An obviously equivalent formulation is this: If

M
1
cM2 c ...

is an infinite ascending sequence of submodules, then there exists an integer
n such that

M i = M n for i = n + 1, n + 2 ....

By reversing the above inclusion signs and by replacing the word
" ascending" by "descending" we can similarly define the descending
chain condition. We use the abbreviations a.c.c. and d.c.c. respectively
for the ascending and descending chain conditions.

Clearly, if a group is finite, then the group (regarded as a]-module)
satisfies. both chain conditions. The additive group of integers is an
example of a group (a ] -module) satisfying the ascending but not the
descending chain conditions. On the other hand, consider the field F
of rational numbers and the quotient ring]p formed by the fractions alb,
where a, bE] a~d b is not divisible by a given prime number p. It is
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easily proved (as in I, § 20) that every proper additive subgroup of F
which contains jp is of the form p-njp. Thus the difference group
F - j p satisfies the d.c.c. but not the a.c.c.

A module is said to satisfy the maximum condition if every non-empty
collection C of submodules has a maximal element-that is, if there
exists a submodule in C which is not contained in any other submodule
in the collection C. The minimum condition is similarly defined.

THEOREM 15. A module M satisfies the ascending (descending) chain
condition if and only if it satisfies the max';mum (minimum) condition.

PROOF. If M does not satisfy the a.c.c., then there exists an infinite
strictly ascending sequence {M;} of submodules, and the collection of
all the M; clearly has no maximal element. On the other hand,
suppose M does satisfy the a.c.c. and let C be any non-empty collection
of submodules. Since C is not empty there exists a submodule M 1 in
C. If M 1 is not maximal in C, there exists an M 2 in C which contains
M 1 properly. IfM 2 is not maximal in C, there is an M a in C properly
containing M 2, etc. Since M satisfies the ascending chain condition
this process must stop, and thus a maximal element of C is reached.

The equivalence of the descending chain condition with the minimum
condition is similarly proved.

In view of the equivalence of the chain conditions with the maximum
and minimum conditions the two will be used interchangeably, depend­
ing on which is more convenient in a given context.

The following theorem is basic for determining how the chain condi­
tions are affected by certain operations.

THEOREM 16. Let M be a module and N a submodule. Then the
ascending (descending) chain condition holds in M if and only if it holds in
both N and M - N.

PROOF. If the a.c.c. holds in M, then it obviously holds in N, and
because of the correspondence between the submodules of M - Nand
those of M containing N, it holds likewise in M - N.

Conversely, let us suppose both Nand M - N satisfy the a.c.c. To
prove that M does also, we first note that if Land L' are two submodules
of M such that

L C L', L + N = L' + N, L nN = L' nN,

then L = L'. Namely, L' = L' n(L' + N) = L' n(L + N) = L +
(L' nN) (by the modular law (5), § 2, p. 137) = L + (L nN) = L.
Suppose now that {L;} is an ascending sequence of submodules of M.
In order to show that this sequence remains ultimately constant, it is
sufficient to show, in view of the remark just made, that each of the
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ascending sequences {L i + N}, {L i n lV} remains ultimately constant.
For the latter sequence this follows from the a.c.c. in N. For the
former, it follows from the a.c.c. in M - N in view of the correspond­
ence between submodules of M - N and those of M containing N.

Thus the theorem is proved for the a.c.c. The d.c.c. is treated
similarly.

COROLLARY. Let M I , M 2, ••• ,Mn be submodules of a module M such
that M = M I + M 2 + ... + M n• If each M i satisfies the ascending
(descending) chain condition, then so does M.

By induction it is sufficient to consider the case n = 2. In view
of the theorem it is then enough to show that M - M I satisfies the
chain condition in question. That it does, follows from

M - M I = (MI + M 2) - M I ~ M 2 - (Ml nM2),

since this last module satisfies the chain condition, by the theorem.
Let R be a ring and Man R-module. A basis of M is a set {xJ of

elements of M such that no proper submodule of M contains all the xa •

The. module M is said to have a finite basis, or to be a finite R-module, if
it has a basis consisting of a finite number of elements. It is said to be
cyclic if it has a bas~s consisting of a single element.

If {xJ is any set of elements of M, then the smallest submodule of M
which contains all the xa consists of those elements of M which can be
written in the form of a finite sum

where the a i are in R and the m i a':"e integers. This module shall
be denoted by the symbol ({xJ), or by (Xl' x 2, •.. , xs) if {xJ is a finite
set {Xl' x 2, .•• ,xJ If {xa } is a basis of M then every element of M
is a finite sum of the above indicated form. In particular, if M is cyclic,
with basis {x}, then every element of M is of the form ax + mx, where
a E Rand m is an integer.

If R has an element 1 and M is a unitary R-module, with basis {xJ,
then the integral multiples maxa can be omitted from the expression of
the elements of M in terms of the xa' since any integral multiple mx of
an element X of M is ~tself of the form bx, bE R, namely, mx = (m· 1)x.
Hence in this case, M is the sum of the modules Rxa • In particular, if
M is cyclic, with basis {x}, then we can write M = Rx. This shows that
an abelian group as regarded a I-module in the way described in § 1
(p. 135) is a cyclic module if and only if it is a cyclic group in the usual
sense. If a ring R with identity is regarded as a module over itself,
then its cyclic submodules are its principal ideals (§ 1, p. 132).
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THEORECVI 17. Let M be a module over a ring R. Then M satisfies the
ascending chain condition if and only if every submodule of M has a finite
basis.

PROOF. Suppose every submodule of M has a finite basis. If {Ni}
is an ascending sequence of submodules of M, then the union N (in
the set-theoretic sense) of all Ni is clearly a submodule of M. By
hypothesis, N has a finite basis, say N = (Xl' X 2, •• " xh). Since each
x j is in N, it is in some N i , hence there is an integer n such that x j E N n ,

j = 1, ... ,h. Thus N C N n, so that N i = N n for i > n. Thus the
a.c.c. is proved.

Conversely, let us assume the a.c.c. If N is an arbitrary (but fixed)
submodu!e of M, then in the collection of all submodules of N having
finite basis (such exist, for example, (0» let N' be a maximal element
(Theorem 15). If X is any element of N, then N' + (x) has a finite
basis, since N' does. By the maximality of N', N' + (x) = N', so
that x EN'. Thus N = N', and N has a finite basis, as required.

So far the properties of the ring R have played no essential role. We
now prove a theorem which relates the chain concFtions in an R-module
M to the chain conditions in R. Since a ring R may be regarded as an
R-module, the chain conditions in R have meaning; they say simply
that a strictly ascending (or descending) chain of ideals in R must be
finite.

THEORECVI 18. Let R be a ring with identity, and let M be a unitary
module over R having a finite basis. Then if R satisfies the ascending (or
descending) chain condition, so does M.

PROOF. If{Xl' ••• ,xn} is a finite basis for M, then M = RX1 +... +
Rxn• To prove the theorem it is sufficient, ~y the corollary to Theorem
16, to consider the special case where M is a cyclic module Rx. In this
case, suppose {N,.} is an ascending chain of submodules of M. Foreach
i, let l2J. i be the set of all elements a of R such that ax E N i • Then mi

is easily seen to be an ideal in R, and N i = mix since every element of
M (ane hence of N i in particular) is of the form ax, a E R. ~oreover,

it is clear the sequence of ideals {m,.} is ascending. Since the a.c.c. is
assumed in R, the':"e is an n such that mi = %tn for i > n. Since
N i = mix, N i = N n for i > n, and the a.c.c. is proved in M. The
proof Eor the d.c.c. is similar.

§ 11. Composition series. In the preceding paragraph we have
considered conditions which make every increasing or decreasing
sequence of modules to be finite. In the present section we consider
more precisely how many modules can occur in such sequences.
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Let M be an R-module. A normal series in M is a descending (but
not necessarily strictly descending) finite chain of submodules

(1) M=Mo~Ml~M2~···~MT=(0),

beginning with M and ending with (0); the integer r is called the
length of the normal series.
~ote again that the inclusions in (1) need not be proper-that is, we

may have M i _ 1 = M i for some or all i. If, however, all the inclusions
are proper, that is, if we have

(2) M = M o > M 1 > M 2 > ... > M T= (0),

then the normal series in question is said to be without repetitions.
A refinement of 6e normal series (1) is a normal series obtained by

inserting additional terms in the series (1). In particular, if no addi­
tional terms are inserted, we speak of an improper refinement.

DEFINITION 1. A CONIPOSITION SERIES of M is a normal series without
repetitions for which every proper refinement has repetitions.

In order that a normal series (2) without repetitions be a composition
series it is clearly necessary and sufficient that there exist no R-sub­
modules between M i _ 1 and M i , i = 1, ... , r. In other words, in
view of Theorem 4, § 4, it is necessary and sufficient that each difference
module M i _ 1 - M i (i = 1,2, ... , r) be simple, where an R-module is
said to be simple (or irreducible) if it has exactly two submodules. These
must necessao:-ily be itself and (0) ; the module (0) is not simple according
to this definition. A simple module can be described as one having a
composition series of length one.

Xot every module has a composition series-for example, the additive
group of integers.

The following theorem on composition series is fundamental:
THEORENI 19 (JORDAN). If an R-module M has one composition series

of length r, then every composition series of M has length r, and every
normal series without repetitions can be refined to a composition series.

PROOF. The theorem is trivial for r = 1. Hence we proceed by
induction, assuming the theorem true for modules having a composition
series of length less than r. For our module M we have a composition
senes

(3) M = M o > M 1 > M 2 > ... > M T= (0).

By the induction hypothesis M can have no composition series of length
less than r. The first statement of the theorem is proved, therefore, if
we can show that every normal series

(4)
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without repetitions has length at most r. This will also prove the second
statement, since if (4) is not already a composition series, we may insert
an additional submodule without repeating any N j ; this process must
lead to a composition series in exactly r - s steps, if the above assertion
is correct.

To prove this assertion we must show that s < r. We note that (3)
shows that M I has a composition series of length r - 1. If N I = M I ,

then from (4) we get a normal series for M I without repetitions and of
length s - 1; by induction hypothesis s - 1 < r - 1, s < r. If
N I < Ml> then (4) yields a normal series for M I without repetitions and
of length s; again by induction hypothesis we have s < r - 1, and a
fortiori s < r.

We may thus confine ourselves to the case where N I is not contained
in M I at all. Since there are no submodules between M I and M, it
follows that M I + N I = M. ~ow by Theorem 5, § 4,

M - M I = (MI + N I ) - M I '" N I - (MI nNI ).

Since M - M I is simple, so is N I - (MI n'NI ), hence there are no
submodules between N I and M I nNI . Consider the diagram

M
"'1 I-...l

M = M I + N I M I nNI > ... > (0).
~ "'1

N I

Since M I has a composition series of length r - 1, and M I nNI < M I ,

every normal series without repetitions of M I nNI has length at most
r - 2, and hence MIn N I has a composition series of at most this length.
Since there are no submodules between N I and M I nNI , N I has a
composition series of length at most r - 1. . By induction hypothesis,
s - 1 < r - 1, s < r. This completes the proof.

We thus see that if an R-module M has a composition series at all,
then all of its composition series have the same length. 0 This common
length will be called the length of M and will be denoted by I(M).
Thus a simple module is of length o~e, and the module (0) is of length
zero. If M has no composition series we set I(M) = 00; in that case
there exist normal series without repetition of arbitrarily great length.
We can tb.en state:

T:<!EoRE!V' 20. If N is a submodule of the R-module M, then

I(M) = leN) + I(M - N).
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(This is to be interpreted as meaning, in particular, that if either side is
infinite, so is the other.)

PROOP. Let
(5) N = No > N 1 > ... > Nt = (0)

be any normal series of N without repetitions. Since by Theorem 4-,
§ 4- and its corollary every submodule of M - N is of the form L - N,
where L is a submodule of M containing N, it follows that any normal
series of M - N without repetitions has the form

(6) M - N = L o - N > L 1 - N > ... > L, - N = (0),
L j _ 1 > L j , j = 1, ... ,s.

We thus obtain for M a normal series

(7) M = L o > L 1 > ... > L, > N 1 > ... > Nt = (0)

without repetitions and of length s + t. Hence if either l(N) or
l(M - N) is infinite, then either t or s can be made arbitrarily large,
hence l(M) = 00. On the other hand if they are both finite, then we
may assume (5) and (6) to be composition series. It then follows that
(7) is a composition series of M, whence the theorem.

COROLLARY. If Land N are submodules of M, then

(8) l(L) + l(N) = l(L + N) + l(L nN).

We make use of the relation

(9) (L + N) - N ~ L - (L nN)

and of the evident fact that R-isomorphic modules have the same length.
If either l(L) or l(N) is infinite, so is l(L + N), and (8) is trivial. If
both are finite, then the right side of (9) has finite length, hence so does
the left, hence so does L + N, by the theorem. Equation (8) now
follows from the theorem.

We have, so far, spoken of composition series and have observed that a
module may not have one. Certainly any finite (commutative) group,
considered as a ] -module, has a composition series. :\1ore generally:

THEOREM 21. A necessary and sufficient condition that a module M
have a composition series is that it satisfy both chain conditions.

PROOF. If M has a composition series of length r, then clearly every
strictly ascending or descending chain has, at most, r + 1 elements.
Conversely, suppose M satisfies both chain conditions. Let M o = M.
If M o ¢ (0), let M 1 be maximal in the collection of submodules
properly contained in M o; if M 1 ¢ (0), let M 2 be similarly defined, etc.
We thus get a strictly descending chain

M = M o > M 1 > M 2 > ...
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such that no additional submodule can be inserted between two succes­
sive members of the chain. Since 6is chain cannot be infinite, we must
have M r = (0) for some r. Thus we have a composition series.

Composition series will often playa role in what follows. For most
of the applications the three preceding theorems are sufficient, but
occasionally the stronger result contained in the]ordan-Holder Theorem
is needed. First we introduce the following terminology: if

(10) M = M o ::> M 1 ::> .•• ::> M r = (0)

is a normal series of M, then the difference modules M j _ 1 - M i

(i = 1, 2, ... , r) are called the normal differences of the series. If (10)
is a composition series the difference modules are called composition
differences. Two normal series are said to be equivalent if the differences
of one can be paired with the differences of the other so that paired
differences are R-isomorphic.

Equivalent normal series have the same length, and this relation of
equivalence is transitive.

THEORE!\1 22 (HOLDER). If a module has a composition series, then any
two composition series are equivalent.

PROOF. By Theorem 19 we know that any two composition series
have the same length. Hence let them be

(11) M=Mo >M1 >·'··>Mr =(0)

(12) M = No > N 1 > ... > N r = (0)

The proof will proceed by induction on the length of M. Since the
theorem is trivial for length 1, we assume it true for all modules of length
less than r. If in the above series M 1 = N 1, then we have two composi­
tion series for M 1, and by the induction hypothesis they are equivalent.
Since M - M 1 = M - N l' so are the given series for M.

Assume, then, that M 1 ~ N l' so that M = M 1 + N 1. By taking a
fixed composition series for M 1 nNI we obtain two composition series
forM:

(13) M= M 1 + N 1 > M 1 > M 1 nNI > > (0).

(14) M= M 1 + N 1 > N 1 > M 1 nNI > > (0).

That these are actually composition series follows from the R-isomor­
phisms

M - M 1 ~ N 1 - (M1 nN1), M - N 1 ~ M 1 - (M1 nN1),

and from the fact that M - M 1 and M - N 1 are simple. From these
same isomorphisms it follows that the composition series (13) and (14)
are equivalent. Since (11) and (13) have the member M 1 in common it
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follows from the preceding paragraph that they are equivalent. In like
manner (12) and (14) are equivalent, whence (11) and (12) are also.

According to this theorem, then, the composition differences of an
R-module are uniquely determined up to R-isomorphism.

COROLLARY. If M has finite length and N is a submodule of M, then
the composition differences of M are those of N and those of M - N taken
together.

Let us assume that (5) and (6) above are composition series for
Nand M - N, whence (7) is a composition series for M. The
differences for Mare N j _ 1 - N j (j = 1, ... ,t) and L i _ 1 - L i
(i = 1, ... , s). Since L i _ 1 - L i C"'J (Li - 1 - N) - (Li - N), and the
latter are the differences for M - N, the corollary follows.

In the theory of rings the following extension of the composition
series concept is often useful:

DEFINITION 2. Let N be a submodule of an R-module M. A NOR¥AL

SERIES BETWEEN M A..."m N is a chain

M = Mo::J M 1 ::J· .. ::J M r ="N.

It is said to be a CO:!VIPOSITION SERIES BETWEEN M AND N if there are
no repetitions and if there is no submodule between M i - 1 and M i , i = 1,
2,···, r.

Obviously a normal (or composition) series between M and Nleads to
a similar series of M - N, and conversely. Hence if there exists a
composition series between M and N, all such composition series have
the same length and any normal series between M and N which has no
repetitions can be refined to a composition series between M and N.

§ 12. Direct sums. In this section we consider decompositions of
a module into simpler components.

DEFINITION 1. Let R be a ring, Man R-module, and M 1, M 2, ••• , M r

submodules of M. The submodules M l' ••. , M r are said to be INDEPEND­

ENT if
M i n(M1 + ... + M i _ 1 + M i+ 1 + ... + M r ) = (0),

i = 1,2, ... , r.

It is immediate that this condition is equivalent to the statement
that if

Xl + ... + Xr = 0, Xi E M i ,

then Xi == 0, i = 1,2, ... ,r. This cr!terion is often easier to apply
than the definition.

DEFINITION 2. The R-module M is said to be the DIRECT SUM of the
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submodules M l' ... , M r if it is the sum of these submodules and if these
submodules are independent. Vie then write

M = M 1 EB ... EB Mr'

I t is easily checked that M is the direct sum of M l' ••• , M r if and
only if each x in M can be represented uniquely in the form

x = Xl + ... + Xr, Xi E Mi'

It is obvious that if M 1, ••• , M r are any submodules of M, then M 1 +
... + M r is the direct sum of the M i if and only if the M i are inde­
pendent. Hence we often use the expression" the sum M 1 + ... + M r

is direct" to mean that the M i are independent.
If M = M 1 EB ... EB M r and if each M i is itself a direct sum:

M i = Mil EB M i2 EB ... ,
then it is easily proved, by the criterion following the definition of
independence, that M is the direct sum of all the Mil taken together.
Conversely, if M is the direct sum of certain submodules M ij and if we
define

M i = Mil + M i2 + ... ,
then this sum is itself direct, and M is the direct sum of the Mi' The
modular law (see (5), § 2) holds for direct sums also:

(1) If K:::>L, then Kn(LEBN)=LEB(KnN).

This is to be interpreted to mean that if the sum on the left side is direct,
so is the one on the right and vice versa. .

The statement that M is the direct sum of two submodules M I and M 2
is clearly equivalent to the two statements

M = M 1 + M 2, M 1 nM2 = (0).

From this and Theorem 5, § 4 it foUows that:

If M = M 1 EB M 2, then M 2 is R-isomorphic to M - MI'

From the corollary to Theorem 20, § 11, we get that l(M) = l(M1) +
l(M2), and by induction we obtain:

I(M1 E> ... EB M r) = l(M1) + ... -I- l(Mr).

In particular if each M i has finite length, so does their direct sum.
Direct sums are of importance, since a module is determined to within

an R-isomorphism by its direct summands, as proved in the corollary to
the following theorem.

THEOREM 23. Let M and N be R-modules. For i = 1, ... , r, let M i
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and N; be submodules of M and N respectively, and let T; be an R­
homomorphism of M; into N;. Finally, assume that

(2) M = M I E9 ... E9 M r,

(3) N = N I + ., .+ N r.

Then there exists one and only one R-homomorphism T of Minto N which
coincides with T; on M;. If each T; is onto, so is T. If each T; is an
isomorphism and if the sum (3) is direct, then T is an isomorphism.

PROOF. If x E M, then we can write

(4) x = Xl + ... + Xr, x;EM;.

Hence if the required T exists at all we must have

(5) xT = xlTI + ... + xrTr,

and so T is unique. To prove T exists we define it by (5); since the
representation (4) is unique, x T as defined in (5) is uniquely determined.
It is easily checked that T is an R-homomorphism. If each T; is onto,
so is T, since MT:::> M;T = M;T; = N; and hence MT = N. ~ow

suppose each T; is an isomorphism and (3) is direct. If, then, xT = 0,
it follows that Lx;T; = O. Since (3) is direct, x;T; = 0, hence each
x; = 0, so x = O. Thus T is an isomorphism.

COROLLARY. If M = M I E9 ... E9 M r, N = N 1 E9' .. <:B N r, and
if M; is R-isomorphic to N; (i = 1, ... , r), then M and N are R­
isomorphic.

Despite this corollary, the structure of M cannot, in general, be con­
cluded directly from the properties of the M;. For example, the
submodules of M cannot necessarily be determined merely because we
know the submodules of the M,. Our ignorance of the submodules is
only very slightly mitigated by

THEOREM 24. Let M = M I <:B ... <:B M r, let N; be a submodule of
M; (i = 1, ... , r), and let

N= N I + ... + N r.

Then this sum is direct, and M - N is a direct sum of submodules R­
isomorphic to the difference modules M; - N;.

PROOF. That this sum is direct-that is, that tne N; are independent
-is obvious. Let T be the natural homomorphism of M onto M - N.
Then clearly

M-N=MIT+··· + MrT.

To show this sum is direct, suppose 0 = xlT + + xrT, where

x; EM;. Since (ix;) T = 0, ix; E N = N I + -+- N r, hence
~ ) 1
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(0) = N 1n·· . nNT,

N.-I-(N n···nN. nN· n···nN)=Mi=l ... rt 1 ,-1 t+1 T , , "

Xi E N i C N, SO xiT = 0, as was to be proved. It remains to show that
MiT r-J M i - N i. This follows from the fact that T, acting on M i,
has N i as kernel, since M i nN = N i.

The following theorem, which is useful in the theory of rings, relates
the direct sum concept to what we might term" direct intersection."

THEOREM 25. Suppose that the R-module M is the direct sum of
submodules M l' •.• , M T, so that

(6) M = M 1 + ... + M"
(7) M i n (M1 -I- •.. -l- M i_ 1 + M i+1 -I- .•. + M T) = (0),. .

1 = 1,···, r.
If we place

(8) N· = M -L ••• + M. -l- M· + ... + M i = 1 ... r
t 1 • t-1 I 1.+1 T'" ,

then

(9)

(10)

(11) M i = N 1n· .. nNi_ 1nNi+1n· .. nNT, i = 1, ... ,r.

Conversely, if we are given submodules N 1, ••• , NT of M satisfying (9) and
(10), and if we define M i by (11), then (6), (7), (8) hold.

(~ote that (9), (10), (11) are dual to (6), (7), (8) in the sense of being
obtained from them by interchanging sum and intersection, M and (0),
M i and N i .)

PROOF. We make the preliminary observation that we have immedi­
ately

(12) M i -I.- N i = M, M i nNi = (0).

This is true whether we are given the M i and then define the N i in terms
of them, or vice versa.

Suppose first that we are give~ M = M 1 E9 ••. EEl M" an.d define N i
by (8). Then (11) can be proved by repeated ap?lication of the modular
law, but it is easier to proceed by direct computation. Suppose, then,
that X E n N j, and write x = Xl + ... + XT, Xh E M h. Since X E N j

j"i
(j =;6 i), Xj = 0 [by (8)J. Hence x = Xi E Mi. That M i C n N

J
is

j .. i

obvious. Thus (11) is proved. As for (9), we have

N1n···nNT=N1n(N2n···nNT)=N1nM1=(0), by (7).

Equation (10) follows from (12).
~ow suppose we are given the N i satisfying (9) and (10), and define

M i by (11). Since M i + N i = M, we may write, for any X in M:

x = Xi + Yi' Xi E M i, Yi E N i, i = 1, ... , r.
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Then for any j between 1 and r,
T

X - .L Xi = (x - Xj) - .L Xi E N j ,
~l i~

since x - X j = Yj E N j , and Xi E M i C N
J

for i ¥:- j. Thus x - 2:xi E

nN j = (0), so x = 2:xi , and M = M 1 + ... + MT-that is, (6) holds.
That (7) holds (directness of the sum) follows from

M i n .L M j C M i nN i = (0).
j,ci

So it remains only to prove (8). That N i :::> .L M j is obvious; we have
j,ci

indeed just used this fact. From the modular law we conclude

N i = N i n( .L M j + M i ) = .L M J + (N i nMi ) = .L M j •
j,ci j,ci j,ci

This completes the proof of the theorem.
DEFINITION 3. If M is an R-module and N a submodule, a CO:'VIPLE­

MENT OF N is a submodule N' of !vI such that

NEBN' =M.

If every submodule of M has a complement, M is said to be CO:'VIPLETELY

REDUCIBLE.

The submodules M and (0) have (0) and M respectively as unique
complements. In general, however, complements (when they exist)
need not be unique. This can be seen from the situation in vector
spaces (which we shall presently study in detail), where every subspace
has a complement (see I, § 21) (so that they are completely reducible),
and where it is well known that the complements are never unique
except for M and (0). Although they are not unique, the complements
of N are all R-isomorphic, since each is R-isomorphic to M - N.
:.vroreover, if one complement of N contains another, they are equal.
For suppose N' and N" are complements of N, N' :::> N"; then

N' = N' n(N" + N) = N" + (N' nN) = N" + (0) = N".

As just observed, vector spaces are completely reducible. An
example of a module which is not completely reducible is the additive
group of integers. Here there exist proper subgroups and the inter­
section of any two is also proper, so no sum can be direct.

THEORE:'VI 26. If M is .completely redudble, so is every submodule. If
Land N are submodules such that LeN, then every complement of N is
contained in a complement of L, and every complement of L contains a
complement of N.
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PROOF. To show that the submodu1e N is completely reducible we
must find a complement of Lin N. ~ow L has a complement L' in M,

L <fJL' = M.
Then

N = Nn(L eL') = L e(NnL'),

so that L has N nL' as complement in N.
Let N' be any complement of N; if L" is a complement of L in N,

then N' + L" is a complement of L (in M). On the' other hand, let L'
be any complement of L; if N' is a complement of NnL' in L':

(13) (NnL') <:B N' = L',

then N' is a complement of N (in M). For, by (13), N + N' contains
L'; of course it contains L, so N + N' => L + L' = M. But also

NnN' = (NnL') nN' = (0),

by (13). So M = N EB N'.
COROLLARY. If a completely reducible module satisfies either chain

condition, then it satisfies the other, and hence has finite length.
For a strictly ascending chain of submodules would lead to a strictly

descending chain of their complements, and vice versa.
THEOREM 27. A necessary and sufficient condition that an R-module M

be completely reducible and of finite length is that it be the sum of a finite
number of simple submodules. When this is so, then M is, in fact, a
DIRECT sum of simple submodules, the direct summands are uniquely
determined up to R-isomorphism, and their number is I(M).

PROOF. We regard (0) as the direct sum of the empty collection of
submodu1es.

Suppose first that M is completely reducible and of finite length, so
that M satisfies both chain conditions. We say that every submodu1e of
M is a direct sum of simple submodules. For if not, then in the set of
those which are not, let N be one which is minimal. Now N:;E= (0),
and also N cannot itself be simple. So N contains a submodule N' such
that (0) < N' < N. Since M is completely reducible, so is N, hence
there exists a submodule N" such that

(14) N' eN" = N.

Since (0) < N', N" < N. Since N' and N" are proper submodules of
N, the minimal property of N implies that N' and N" are both direct
sums of a finite number of simple submodu1es. Then (14) implies that
also N is such a direct sum, whence a contradiction. Hence every
submodu1e of M is a direct sum of simple ones, as claimed.
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:\ow suppose

(15) M = M 1 + ... + M r ,

where each M i is simple. We first show that M is completely reducible.
Let N be any proper submodule of M, and let M i , be the first of the
modules M l' ... , M r which is not contained in N. Since M i is simple,
N nM i = (0), so the sum N + M i is direct. If N EB M i ' M, then
M. is a'complement of N; otherwis~let M,. be the first M i ~ot contained

I, •

in N EB Mi. Then, as above, the sum (N EB M i ) + M i is direct.
Continuing 'in this way we obtain integers iI' ... , is 'such th~t

N EBM. E9M. E9 ... E9M. = M.
t 1 t z Zs

Thus N has a complement, and hence M is completely reducible.
Furthermore, we have shown that N has a complement which is a
direct sum of certain of the M i involved in (15). In particular (0) has
such a complement, so that

M = N 1 EB N 2 EB ... EB N;,

where the N j are certain of the Mi. Thus M is a direct sum of simple
submodules, and I(M) = t since each I(Nj ) is 1.

It remains to show that the N j are uniquely determined up to an
R-isomorphism. We assert that

M = N l EB N 2 EB· .. EB Nt > N 2 E9 ... E9 Nt > ... > Nt > (0)

is a compositio:J. series. For it is certainly a normal series, and the j-th
normal difference is

(Nj E9 N jH E9 ... EEl Nt) - (Nj +1 EB ... EB Nt),

which is R-isomorphic to N r Since each N j is simple, the above
normal series is indeed a composition series. :YIoreover, it has been
shown that the N j are isomorphic to the composition differences, which
by the ReHder Theorem (Theorem 22, § 11) are uniquely determined up
to R-isomorphisms.

We now give a decomposition theorem for modules which need not be
completely reducible.

DEFI~ITIO~. An R-module is said to be INDECOMPOSABLE if it is not
the direct sum of two proper submodules.

For example, the additive group of integers is indecomposable. A
module # (0) which is both indecomposable and completely reducible
is clearly simple.

THEOREM 28. An R-module M satisfying the descending chain condi­
tion is a direct sum of a finite number of indecomposable submodules.
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PROOF. We prove that every submodule is such a direct sum. For
if not, let N be minimal in the set of all submodules not sums of this
type. Then N :rf (0), and N cannot be indecomposable, N = N' E9 N".
The proof is completed as in the first half of the proof of Theorem 27.

By means of the direct sum concept we can not only decompose
modules into simpIer ones but also can build up big modules from little
ones.

THEOREM 29. Let M'l, ... , M'r be modules over a ring R. Then
there exists a module M which is the direct sum of submodules M l' ... , M r
such that M i is R-isomorphic to M'i. Moreover, M is uniquely determined
up to R -isomorphism.

PROOF. The uniqueness follows from Theorem 23, Corollary. To
prove existence, define M to consist of all ordered n-tuples

x = (Xl' X2, ... , Xr), X, E M'i.

IfY = (Yl, Y2, ... , Yr) is another member of M and if a E R, we define

X -!- Y = (Xl + Yl, X2 +Y2, ... , Xr + Yr)

ax = (ax l , ax2, ••• , axr ).

Thus M clearly becomes an R-mod~le. We define M i to consist of all
(x l' ... , xn) such that X j = 0 for j :rf ,i. It is obvious that

M = M 1 EB ... E9 M r
and that

Xi -+ (0, ... , 0, Xi' 0, ... ,0), Xi E M'i,

is an R isomorphism of M'i onto Mi. .
On the basis of the results of this section we can develop very quickly

the elementary properties of vecto!' spaces. In § 1 we have observed
that a vector space M over a field F is a unitary F-module. The sub­
modules of M are then its subspaces. EN is subspace of M and. N :rf (0),
then the order of N (as defined in § 6) is (0); an equi.valent statement is
that if ax = 0 (where a E F and X EM), then a = 0 or X = O. If N
is a simple vector space-that is, ;.f N has no proper subspaces-then
for any X E N, X :rf 0, it must be true that Fx = N, and conve!'sely if
X :rf 0 is in a vector space, then Fx is a simple"subspace.

Let Xl' •.• , Xr be elements of M. We recall that these elements are
said to be linearly independent over F if a relation

alxl ..L. ••• + a,xr = 0, ai E F,

implies a l = ... = ar = 0; and that they are said to form a (finite)
basis of M if they are linearly independent and if every element of M is
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r

of the form 2aixi' ai E F.* Ec;:.:.ivalent formulations of these definitions
1

in our terminology are as follows: The elements Xl' ••• , X r are linearly
independent if and only if e2.ch Xi is :F 0 and the subspaces Fxl , ... , FXn

are independent (in the sense of Definition 1, given in the beginning of
this section); they form a finite basis for M if and only if each Xi is :F 0
and

M = FX I EEl •.. EB Fxr•

As we have observed above, each FXi is simple, hence of length 1, so
that if Xl' ••• , X r form a basis of M, then I(M) = r. Thus the number
of basis elements is always the same. In the usual theory of vecto':"
spaces, this number is called the dimension of the vector space; we have
thus proved that it is the same as the :ength.

It follows from what we have said and from Theorem 27 that a vector
space with a finite basis satisfies both chain conditions and is completely
reducible. Consider now the following four properties of vecto':" spaces:

(a) Existence of finite (vector) basis.
(b) Finite length.
(c) Ascending chain condition.
(d) Descending chain condition.

We assert that they are all equivalent. For we have just proved that (a)
implies (b), and, of course, (b) impEes (c) and (d). To show that! (c)
implies (a) we observe that (c) implies at any rate that M has a finite
module basis over F. Since every principal module Fx is, in the present
case, a simple module, we have that M is a finite sum of simple modules.
Hence, by Theorem 27, M is a finite direct sum of simple modules,
that is, (a) is satisfied. We prove now that (d) implies (c), that is, that
the d.c.c. implies the a.c.c. If, namely, the a.c.c. is not satisfied, there
clearly exists an infinite sequence of vectors

Xl' X 2, •••

in M such that every finite subset is linearly independent. If we define
M i to consist of all finite linear combinat~ons

aixi + ai+lxi+l + ... + ajxj, ak E-F, j > i,

j otherwise arbitrary, then clearly

M I > M 2 > M 3 > ...
* It should be carefully noted that, while any basis of a vector space M is also

a module basis of Mover F, the converse is not true, because of the additional
condition of linear independence which we have imposed on the elements of a
vector basis.



172 IDEALS A~D ~ODeLES eh. III

violates the d.c.c. Thus we have proved the equivalence of (a) to (d),
so that in a vector space either chain condition implies the other and
hence also finite-dimensionality and complete reducibility.

In § 3 we defined a linear transformation of one vector space into
another as an F-homomorphism of the one into the other. Ifxandyare
vectors in two vector spaces and x ¢ 0, then the mapping

ax-+ay, (aEF)

is clearly a linear transformation of Fx onto Fy. From this remark and
from Theorem 23, it follows that if Xl' ••• , X n constitute a basis for a
space M and if YI' ... , Yn are elements of a space L, then there is one
and only one linear transformation of Minto L such that x;T = Y;'
i = 1,···, n.

We shall see various other examples where properties of vector spaces
can be deduced from theorems on modules.

§ 12bis• Infinite direct sums. Let A be an arbitrary (finite or
infinite) set of elements and let ffJ be a Plapping of A into a set whose
elements are groups. For any element a of A we shall denote by Ga the
group ffJ(a). We shall say then that we have a set of groups {Ga} which
is indexed by the set A. We do not assume that ffJ is univalent; it there­
fore may very well happen for two distinct indices a and b that Ga = Gb•

The set product of the set of groups {Ga} indexed by A shall be by
definition the set of all functions f on A such that for any element a of A
the valuef(a) offis an element Xa of Ga' We shall identify any such
functionfwith the "vector" x = {xa}, where a varies in A, and we shall
call xa the component ofx in Ga (the term" vector" is used here in a sense
which is more general than the one in which that term was used in I,
§ 21). The set product of the Ga is therefore to be thought of as the
set of all vectors {xa}.

The group structure of the Ga allows us to define multiplication in the
set product of the Ga as follows: if x = {xa} and Y = {ya}' then
xy = {xaYa} (xa, Ya EGa)' It is then immediately seen that the set
product of the Ga becomes a group. This group will be denoted by

f!: Ga and win be called the complete direct product of the groups Ga'
aEA <

The identity of the complete direct product is the vector {ea}, where ea
is the identity of Ga , and the inverse of any element {xa} is the e1.ement
{Xa-I}.

The following assertions are straightforward and their proofs may be
left to the reader:
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(1) If {Ha} is a set of groups indexed by the set A, such that for each a
the group H a is a subgroup of Ga , then the complete direct product of
the H a is a subgroup of the complete direct p~oduct of the Ga, and it is
an invariant subgroup if each Ha is an invariant subgroup of Ga.

(2) If B is a subset of A and if C denotes the complement of B in A,
'"

then the complete direct product II Gb is isomorphic with the invariant
bEB

'" '"
subgroup II H a of II Ga, where we have set H a = Ga if a E Band

aEA aEA
H a = (ea ) if a E C.

If each Ga is a commutative group then also the complete direct
product of the Ga is commutative. In that case, if the additive notation
is adopted for the group operation in each Ga , the same notation will be
used for the complete direct product of the Ga and the latter will be
referred to as the complete direct sum of the Ga and will be denoted by
'"
"iGa.
aEA

If each Ga is a module over one and the same ring R, then the
complete direct sum of the Ga can be made into an R-module by setting
a·{xa} = {a.xa}(a E R, Xa EGa). If each Ga is a module over a ring Ra
which depends on a (so that the set of rings {Ra} is itself indexed by the
set A) then the complete direct sum of the Ga can be made into a module
over the complete direct sum of the Ra by setting {ua}·{xa} = {ua-xa}
(ua ERa' Xa EGa). It is understood that a complete direct sum of
rings Ra is viewed as a ring in virtue of the following definition of
multiplication: {ua}{va} = {uava}.

We shall seldom have occasion to use complete direct products or
complete direct sums. :\1ore important for our purposes will be the
concept of a weak direct product, or simply direct product (or direct
sum, in the commutative case). We proceed to define this concept_

Let G be a group and let {Ga} be a set of subgroups of G, indexed by
a set A. We say then that G is a weak direct sum of the subgroups Ga if
the following conditions are satisfied: (a) for a ¢:. b each element of Ga

commutes with each element of Gb ; (b) for each element x of G there
exists one and only one element {xa} of the complete direct product of the
Ga such that xa = ea for all a in A, except for a finite number of indices
aI' a2, ••• , an' and such that x = Xa X a .. - X a _ The element xa is

" n
then called the component of x in the group Ga. We write G = II Ga

aEA
to indicate that G is the w~ak direct product of the subgroups Ga. We
shall, as a rule, omit the word" weak" and speak simply of G as being a
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direct prodlUt of the subgroups Ga' In the additive (commutative) case
we shall use the term weak direct sum (or simply direct sum).

The proofs of the following assertions are straightforward and may be
left to the reader:

1) If G is a direct product of subgroups Ga then G is isomorphic with
a subgroup of the complete direct product of the Ga , distinct from

IT Ga if A is an infinite set. The isomorphism we allude to is the one
aEA .........

in which to each element x of G corresponds the element {xa} of IT Ga,
aEA

where Xa is the component of x in Ga'
2) If G is a direct product of subgroups Ga and if G'a denotes the

subgroup of G which is generated by the subgroups Gb, b :;C a, the~

(a) each Ga is an invariant subgroup of G;
(b) G is generated by the groups Ga;
(c) Ga n G'a = (e), where e is the identity of G.

3) Conversel.y, if {Ga} is a set of subgroups of G satisfying conditions
(a), (b) and (c) then G is a direct produc! of the groups Ga.

4) Let {Ga} be a set of groups indexed by a set A and let H be the
~

subgroup of II Ga consisting of the elements {xa} s~ch that Xa = ea for
aEA

all a in A, except for a finite number of indices. Let H a be the subgroup
of H consisting of the elements {xb} such that X b = eb for b :;C a. Then
Ha and Ga are isomorphic groups, and H is a direct product of the H a.

In the case of R-modules Ga, the group H defined in 4) is easily seen
to be a submodule of the complete direct sum of the Ga'

lt is immediately seen that in the case of groups (or modules) indexed
by finite sets our present definitions coincide with those given in the
preceding section.

§ 13. Comaximal ideals and direct sums of ideals. We now apply
the results of § 12 to the theory of rings. Let R be an arbitrary ring. If
we regard R as an R-module then the defin;tions of § 12 apply, and it is
meaningful to speak of direct sums of submodules of R-that is, of
ideals of R. Because of its importance we give the defini60n explic!tly
for the special case at hand:

DEFI:'-IITION 1. The ring R is said to be the direct sum of the ideals
R l , R

2
, ••• , R

n
if -

(a) R = R l + R 2 + ... + Rn,

(b) R i n(R l -+- ... + R i _ l + R i + l + ... -+- R n) = (0), i = 1, ... , n.
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We write, as before,

(1) R=RI (9R 2 E9···E9Rn.

We note that when (1) holds, the ideals R i mutually annihilate one
another; that is,

RiR j = (0) for i ¥= j.
This follows from RiR j C R i nR j = (0) if i ¥= j. As a result, an ideal
in R i (Ri being considered as a ring) is also an ideal in R.

To make essential use of the ring structure of R we must place some
restriction on it. Hence in the remainder of this section we assume that R
has an identity element, to be denoted as usual by 1.

THEOREM 30. Let R be a ring with identity. Let R I, R 2, ••• , Rn be
subrings of R such that

(2) R = R I + R 2 + ... + Rn, RiR j = (0) for i ¥= j.
Then each R i is an ideal and the sum (2) is direct. All elements of R i are
zero divisors unless R j = (O)for allj ¥= i. If ai' bi E R j for i = 1, 2, ... ,
n, then

(a l + ... + an) + (b l + ... + bn)
(3) = (a l + bl ) + ... + (an + bn),

(a l + ... + an)(b l + ... + bn) = alb l + ... + anbn·
There exist uniquely determined elements ej such that

(4) 1 = ei + .. , + en, ei E: Ri,
and it follows that

(5) ei2 = ei, ei ej = 0 for i ¥= j, R i = Rei'
and ei is the identity of R i.

If ~ is an ideal in R, there exists a decomposition

(6) ~ = ~l c:B ... c:B ~n' ~i an ideal in Ri;

this decomposition is unique, and in fact,

(7) ~i = Ri~

The residue class ring R/~ is a direct sum of rings isomorphic (as rings) to
the rings RJ~i' The ideal '2{ is a maximal or prime or primary ideal if and
only if all but one of the ~i coincide with the corresponding R i and the
remaining ~i is respectively maximal, prime, or primary.

PROOF. From (2) and the fact that R i is a ring it follows that
RRi = R/ C R i, so R i is an ideal. If c E R I, then by (2) Rc = RIC;
and if .also c E R 2 + ... + Rn, then Rc = RIC = 0, hence c = O.
Thus

R I n(R2 + ." + Rn) = (0),

and n - 1 other relations of this sort together imply that the sum (2)
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is direct. The relation R;R j = (0) implies that each element of R; is a
zero divisor unless R j = (0) for j ¥= i. Relation (3) is obvious, as is the
existence of unique e; satisfying (4), and also that e;e j = 0 for i ¥= j.
\1ultiplying (4) bye; we find e/ = e;. If C E R;, (4) implies c . ce;,
and hence also R; = Re;.

Suppose 91 is an ideal in R. If a decomposition (6) exists, then
R;91 = R;91; = 91;, whence (7). Existence of a decomposition follows
by multiplying (2) by 91:

91 = W = R l91 E9'" (9 R n91;

R;91 is an ideal in R; since R;(R;91) = R;291 = R;91.
If T is the natural homomorphism of R onto the ring Rj91, then it is

easily proved that Rj91 is the direct sum of the ideals R;T and that R;T
is isomorphic to R;/91; (cf. proof of Theorem 24 of § 12).
~ow for the last statement: Suppose 91 is primary in R, 9t ¥= R.

Then not every R;T can be (0), say, R 1T ¥= (0). Since no power of
e1 T can be zero, it cannot be a zero-divisor in Rj9! (since 91 is primary),
hence R;T = (0) for i > 1. Thus if 91 is primary, R;T = 0 for i > 1
and in R 1j'l.(1 (~ R 1T = RT) every zero divisor is nilpotent, so that
91; = R; for i> 1 and 911 is primary in R 1 ; the converse is obvious.
Similarly (and even more simply) for 91 prime or maximal.

An element e of a ring such that e2 = e is called an idempotent; two
idempotents e and e' are said to be orthogonal if ee' = O. Thes with a
direct decomposition of the ring R we have associated a decomposition

1 = e1 + ... + en

of the identity of R into orthogonal idempotents. Conversely if S'.lch
orthogonal idempotents are given, it is easy to see that R is the direct
sum of the ideals ReI' ... , Ren.

We point out that if 8 is a ring and 8 = 8 1 E9 ... (9 8 n with R; ~ 8;,
then R ~ 8; cf. proof of Theorem 23 of § 12. Also, if R'l' .. " R'n
are arbitrary rings, there exists one and (up to isomorphism) only one
ring R which is the direct sum of ideals R; isomorphic to the R';.
The ring R may be defined (cf. Theorem 29 of § 12) to consist of all
(aI' ... , an)' a; E R';, addition being defined in the obvious way, and
multiplication by

(aI' ... , an)(b1, ... , bn) = (a 1b1, ... , anbn)

DEFI~ITIO~ 2. Let R be a ring with identity. A set of ideals
91 1, ... , %(n in R is said to be PAIRWISE COMAXIMAL if each.91; ¥= Rand

w.; + %( j = R for i ¥= j.
If n = 2, we say simply that 91 1 and m2 are comaximal.
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The definition, of course, implies 9!; =;C 9!j for i =;C j, also that
2(i =;C (0). This concept allows us to give a sort of dual decomposition
to the direct sum, and in a stronger form than in Theorem 25, § 12.
First:
THEORE~ 31. Let R be a ring with identity, and let 9!1' ... ,9!n be

ideals in R. The ~{; are pairwise comaximal if and only if their radicals
are. If an ideal \8 is comaximal with each 9!;, then it is comaximal with
91 1 n· .. n21n and 9!1' . '9!n' If 9!1' ... ,9!n are pairwise comaximaI,
then

(8) 9!1 n· .. n~n = 9!1 ... ~{n;

if, moreover, bl , ... , bn are elements of R, then there exists an element b in
R such that

(9) b = b;(9!;), i = 1, ... , n.

PROOF. If 9!1 and 9!2 are comaximal, obviously~ and V9!2 are.
Conversely suppose V9!1 + V9!2 = R. Then by the formulas on the
radical (Theorem 9 of § 7, p. 147):

R = vIR = V·~V-=9!=I-+-V9i:-=9!=2 = V9!1 + 9!2;

since only R has R as radical (since 1 E R), 9!1 + 9!2 = R. (Or directly:
from R = V9!1 + V9!2' we obtain 1 = CI + c 2, c; E~, C;k E 9!;, k
an integer; since in the binomial expansion for 1 = (c I + C2)2k-1 each
term has a factor cl;ci with i > k or j > k and hence is in 9!1 or 9!2'
it follows that 1 E ~{l + 9!2')

If \8 is comaximal with each 9!;, then

\8 + 9!; = R, i = 1, ... , n.
n n

To prove \8 comaximal with II9!;, and hence a fortiori with n9!;, we
~ 1

observe that
n n

R = Rn = II(\8 + 9!;) C \8 + II9!; CR.
1 1

We have here used the fact that multiplication of ideals is distributive
with respect to addition (ef. § 7, relation (2)).

Suppose the m; pairwise comaximal. If n = 2, then

(~{l n ~{2) = (ml + m2)(9!1 n m2) = 9!1(~{1 n 9!2) + 9!2(~1 n ~{2)

C mlm2 + m29!1 = 9!19!2'

Assuming (8) true for n - 1 factors, and observing that mn is comaximal
with 9!1 n· .. nmn_ l , we have

(~{l n ... n ~{n-l) n ~{n = (~{l n ... n 9Tn_I)~{n = (mI' .. 9!n_I)9!no
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Suppose, in addition, the elements bi to be given. If n = 2, then
1 = a 1 + a2 with a i E Ilfi> so that

a1 = 0(1lf1), a2 =1(1lf1), al =1(1lf 2), a 2 =0('2f 2)·

Placing b = b1a 2 + b2a 1 we get

b == bi('l(i)' i = 1, 2.

Assuming the last statement in the theorem to be true for n - 1, we
have an element b' such that

(10) b' == bi(llfi), i = 1, ... , n - 1.

Since 'l{n and 'l{l n· .. n'l{n_1 are comaximal there is an element b such
that

(11) b=b'(1lf 1 n· .. n Ilfn _ 1), b =bn(llfn).

From (10) and (11) b =b;(llfi), i = 1, ... ,n - 1.
The last statement of Theorem 31 is a generalization of the well­

known fact that if m l , ... , mn are integers which are relatively prime
in pairs, and if bl , ... , bn are arbitrary integers, then the simultaneous
congruences

x == bi (mod m i ), i = 1, ... , n,
have a solution.

THEOREM 32. Let R be a ring with identity. Let 1lf1, ••• , Ilfn be ideals
such that

(12) (0) = WI n... n Ilfn> Ilf i + Ilf j = R for i ¥: j.
If we place

(13) Ri = '1(1 n· .. nllfi _ 1 nllfi +1 n... Ilfn> i = 1, ... , n,

then

(14) R = R 1(9 ... E9 Rn> Ri ""'" RIllfi ,

(15) Wi = R 1 + ... +- Ri_1 + Ri+1 + ... + Rn·

Conversely, if R is a direct sum of ideals Rl> ... , R n and if we define Ilf i

by (15), then (12) and (13) follow.
PROOF. Suppose the Ilf i are given, satisfying (12). From the preced­

ing theorem it follows that Ilf i + n Ilf j = R, so that the second half of
j""i

Theorem 25 of (§ 12) may be applied to give the first part of (14) and
also (15); here the '2l i play the role of the N i • In view of (14) we have

1 = el + ... + en> ei E Ri •

The mapping a ----:>- ae 1 is clearly a homomorphism of R onto R I , and
indeed the elements of R I are fixed in this mapping. The kernel consists
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"of those a such that ae l = 0, that is, a = L ae j ; hence the kernel is ml ,

j=2

and R I "'-' Rim i . Similarly, R i "'-' Rlm i for i = 2, ... , n.
If R is a direct sum of the R i and we define mi by (15), then we apply

the first half of Theorem 25, with the R i playing the role of the Mi·

Then (13) and first part of (12) follow. From (15) and (14) it follows
that R = Ri + mi , hence a fortiori R = mj + mi for j ¢:. i.

§ 14. Tensor products of rings. All rings which are considered
in this section are assumed to contain a given field k as subring. It is
furthermore assumed that the element 1 of k is also an element 1 of
each of the rings. We shall sometimes refer to our rings as algebras
over k.

If A and Bare subrings of a ring C, we shall denote by [A, BJ the
smallest subring of C which contains both rings A and B.

Let A and B be two given algebras over k.
DEFINITION 1. By a product ofA and B (over k) we.mean the composite

concept (C, cp, If;) consisting of an algebra Cover k, a k-isomorphism cp of
A into C and a k-isomorphism If; of B into C, such that C = [Acp, Blf;J.

DEFINITION 2. Two products (C, cp, If;) and (C', cp', If;') of A and B
are said to be equivalent if there exists an isomorphism f of C onto C' such
that cp' = cpf on A and If;' = If;f on B.

This relation of equivalence is clearly reflexive, symmetric, and
transitive, and thus we can speak of equivalence classes of products of
A and B. It is also clear that if the above isomorphismf exists at all,
it is uniquely determined, for C is generated by Acp and Blf; and we must
havef = cp-Icp' on Acp andf = If;-Ilf;' on Blf;.

DEFINITION 3. A product (C, cp, If;) of A and B is called a tensor
product of A and B (over k) if the rings Acp and Blf; are linearly disjoint
over k (see II, § 15).

THEOREM 33. There exist tensor products of A and B.
PROOF. Let {xa} be a vector basis of A over k and let {Y.a} be a vector

basis of B over k. We consider the set of all ordered pairs (xa, Y.a) and
the set C of all formal finite sums 2fa.aCXa' Y.a)' with coefficients ca.a in k.
Then C is in a natural way a vector space over k, the set of all ordered
pairs (xa' Y.a) (that is, the set-theoretic product of the two bases {xa} and
{Y.a} of A ove':" k and B over k respectively) being a vector basis of Cover
k. We will find it convenient to use the following notation: if x = '2Paxa
and Y = Lb.aY.a are elements of A and B respectively (aa' b.a E k), then
x 0 Y shall denote the element L Laab.aCxa' Y.a) of C. In particular, we

a .a
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have Xa0 YfJ = (xa, YfJ). It is clear that x 0 Y = 0 if and only if x = 0 or
Y = O. The following relations are obvious:

(1) (x + x')oy = xoY + x' oy; (x, x' EA;y EB).

(2) x 0 (y + y') = x 0Y + x 0y'; (x E A; y, Y' E B).

(3) c(xoy) = CXoy = xocY; (xEA,YEB; cEk).

We shall now define a multiplication in C. It will be sufficient to
define the products (xa0 YfJ)' (xy 0 y,) of any two basis elements of C, for
then the product of any two elements of C will be determined by
linearity, that is, by the requirement that the mUltiplication be distribu­
tive and that we have c(xaoYfJ)·d(xyoYli) = cd«xaoYiJ)(xyoYli)). We
set

(4) (xaoYfJ)'(XyoYli) = xaXyoYtVli.

It is obvious that the multiplication thus defined is commutative and
distributive. To verify the associative law, it is only necessary to verify
the validity of the following relations:

(5) [(xa0YfJ)(xy0Yli)J· (xa' 0Yf!') = (xa0YfJ)[(xy0Yli)(Xa,0YfJ')].

These relations follow, however, from the associative laws in A and in
B, for it is immediately seen that both sides of (5) are equal, to .'l:aX~a' 0

YfJYliYf!'. We note that the above definition implies (in view of (1) to (3))
that we have (x 0y)(x' 0y') = xx' 0yy', for any elements x, x' of A and
any elements Y, Y' of B.

The mapping rp: a --+ a 01, a E A, is obviously a homomorphism of
A into C (note that we have aa' 0 1 = (a 0 1)(a' 0 1), for any elements
a and a' in A). Since a 0 1 ¢: 0 if a ¢: 0, rp is an isomorphism.
Similarly the mapping tj; : b --+ lob, b E B, is an isomorphism of B into
C. The two mappings rp and tj; coincide on k, for if c E k, then
col = c(l 0 1) = 10 c. We shall identify c with col for any c in k.
Then (C, rp, tj;) becomes a product of A and B over k, in the sense of
Definition 1, for we have (xa0YfJ) = (xa0 1)(10 YfJ) and hence C =
[Alp, Btj;J. The two subrings A' = Alp and B' = Btj; of C are algebras
over k and are k-isomorphic with A and B respectively.

We now prove that A' and B' are linearly disjoint over k. The
elements Xa 0 1 form a basis of A' over k, and similarly the elements
1 0YfJ form a basis of B' over k. We have (xao 1)(1 0YfJ) = xaoYfJ' and
therefore the products (xa0 1)(10 YfJ) are linearly independent over k.
The linear disjointness of A' and B' now follows from II, § 15 (Lemma
1). The proof of the theorem is now complete.

THEoRB1 34. (The uni'versal mapping property of tensor products.)
A necessary and sufficient condition that a product (C, lp, tj;) of A and B
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(over k) be a tensor product of A and B is that given any two k-homo­
morphisms g and h of A and B respectively into a ring R there should exist
a homomorphism f of C into R such that f = q;-lg on Aq; and f = if- 1h

on Bif.
PROOF. Every element ~ of C has an expression of the form

g= 'Lq;(ai)if(bi), where ai E A and bi E B. We setJ(O = 'Lg(ai)h(b;).
i i

Thenfis a transformation of C into R (perhaps not single-valued) which
satisfies the foIlowing two conditions: a) for any ~ in C the set f(~) is
non-empty; b) if u Ef(~) and v Ef("1), then u + v Ef(~ + "1) and
uv Ef(~"1)' It foIlows from Lemma 2 of I, § 11, thatfcan be asserted
to be univalent (and hence a homomorphism), provided the set f(O)
contains only the zero of R. We shall show now that this last condition
is indeed satisfied if (C, q;, if) is a tensor product of A and B, and this
wiII prove the necessity of the-condition since we have f = q;-lg on Aq;
andf = if-1h on Bif.

Let 0 = 'Lq;(ai)if(bi) be an expression of the zero in C. We fix a
i ~~

basis {xa} of the vector space Ikai (over k) and a basis {YIl} of the vector
space Ikbi, and we express the ai and the bi in terms of these basis
elements: ai = 'LCiaXa' bi = 'LdillYIl (cia' dill E k). From the above

a Il
expression of 0 and by the linear disjointness of Aq; and Bif over k it
foIlows that

(6) Iciadill = 0, all a; and (3.

We haveg(ai) = 'LCi~(Xa) and h(bi) = 'Ldiph(YIl)' Hence'Lg(ai)h(bi)
a Il i

= 'L ('Lciadill)g(xJh(YIl)' and this is zero in view of (6). This com-
".Il ,

pletes the proof of the necessity of the condition.
Conversely, assume that the product (C, q;, if) satisfies the condition

stated in the theorem. We fix a tensor product (C', q;', if') of A and B
and we proceed to show that the two products (C, q;, if) and (C', q;', if')
are equivalent. This wiII complete the proof of the theorem.

By assumption, there exists a homomorphismf of C into C' such that
f = q;-Iq;' on Aq; andf = if-lif' on Bif. Since C' is a tensor product,
it foIlows from the first part of the proof that there also exists a homo­
morphism f' of C' into C such that f' = q;'-Iq; on Aq;' and f' = if'-lif
on Bif'. Then fi' is a homomorphism of C into itself which is the
identity on both Aq; and Bif. Since C = [Aq;, Bif] it foIlows thatfi' is
the identity on C. Similarly,Jjis the identity on C'. Consequently f
is an isomorphism of C onto C', and since f = q;-lq;' on Aq; and f = if-lif'
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on Bifi, the two products (C, rp, ifi) and (C', rp', ifi') are equivalent, as was
asserted.

COROLLARY 1. Any two tensor products of A and B are equivalent.
This has been established in the second part of the above proof.
COROLLARY 2. If a given product (C, rp, ifi) of A and B admits a

homomorphism f into a tensor product (C', rp', ifi') of A and B such that
f = rp-lrp' on Arp and f = ifi-lifi' on Bifi, then (C, rp, ifi) is itself a tensor
product of A and B, and f is an isomorphism of C onto C'.

Also this has been established in the second half of the above proof.
We shall now introduce a canonical model of a tensor product of

our two rings A and B whose construction is intrinsically related to these
rings (the construction in the proof of Theorem 33 uses bases of A and
B and is therefore not intrinsic).

We consider the set-product A X B, that is, the set of all ordered
pairs (a, h), a E A, hE B. We denote by M the set of all formal finite
linear combinations LCi(ai, hJ of elements of Ax B, with coefficients

i

ci in k. We convert M into a vector space over k, with A X B as basis,
by defining addition and scalar multiplication in an obvious way:

(~:c,(ai' hJ) + ('fA(ai, hi)) = f(ci + dJ(ai, hJ,

d(fc;Cai, hJ) = fdci(a i, hJ,

where the ci , di , and d are elements of k. We now also define multi­
plication in M by first defining ~he product of any two elements (a, h)
and (a', h') of Ax B as follows:

(a, h)(a', h') = (aa', hh')

and then defining the product of any two elements of M by linearity.
It is immediately seen that with this definition of multiplication M
becomes an algebra over k (however, note that the field k is not contained
in M).

Let in denote the ideal generated in M by all the elements of the follow­
ing form:

(7) (.(a + a', h) - (a, h) - (a', h), (ca, h) - c(a, h),
~.(a, h + h') - (a, h) - (a, h'), (a, ch) - c(a, h),

where a, a' E A; h, h' E B; c E k. We denote by T the residue class ring
Mjin and by p the canonical homomorphism of M onto T. For any
element a in A and h in B we denote by a 0 h the in-residue of (a, h).
Finally we denote by g the mapping a~ a 0 1 of A into T, and by h the
mapping h~ 1 0 h of B into T. It is immediately seen that g and h
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are ring homomorphisms. We have p(c(a, b)) = p«ca, b)) = ca Q9 b,
and since every element of M is a sum of tenns of the form c(a, b), with
c in k, a in A and b in B, it follows that every element of T is a sum of
elements of the form a Q9 b. On the other hand, we have (a, b) =
(a, 1)(1, b), whence a Q9 b = (a Q9 1)(1 Q9 b). This shows that every
element of T is a finite sum of products of elements a Q9 1 of the ring
Ag and elements 1 Q9 b of the ring Bh. In other words, we have

(8) T = [Ag, BhJ.

Let us now fix a tensor product (C, ({I, lj;) of A and B (over k). The
mappIng

a: ,Lcj(aj, bj ) ---+ ,Lcj({l(aj)lj;(bj),
i i

is a ring homomorphism of M onto C. The relation I{)(a + a')if;(b)
= I{)(a)if;(b) + I{)(a')if;(b) shows that the elements of M of the form
(a + a', b) - (a, b) - (a', b) belong to the kernel of u. Similarly, all
the elements of the form (7) belong to the kernel of u, that is, the kernel
of u contains the kernel of p. Hence u = pT, wher~T is a homomor­
phism of T onto C.

For any a in A we have ((I(a) = a(a, 1)) = T(a Q9 1) = (gT)(a).
Since ({I is an isomorphism, it follows that g is an isomorphism of A onto
Ag and that the restriction of T to Ag is an isomorphism of Ag onto A({I.
Similarly we find that lj; = hT on B, that h is an isomorphism of B onto
Bh, and that the restriction of T to Bh is an isomorphism of Bh onto Blj;.
We note that g = h on k and that consequently we can identify any
element c of k with the corresponding element g(c) = c Q9 1 = h(c) =
1 Q9 c. With this identification, g and h become k-isomorphisms of A
and B respectively into T. Hence, by (8), T is a product of A and B,
over k. In view of the existence of the homomorphism of T into C,
with the properties described above, it follows, by Corollary 2 to
Theorem 34-, that (T, g, h) is a tensor product of A and B. This,
canonically constructed, tensor product of A and B will be denoted by
A Q9 B, or simply by A Q9 B.

k

The following relations are easily verified: A Q9 B ~ B Q9 A,
(A Q9 B) Q9 C ~ A Q9 (B Q9 C). The proofs may be left to the reader.

From now on we shall regard A and B as subrings of the tensor product
A Q9 B. ::.vIore precisely, we identify every element a of A with
the corresponding element g(a) = a Q9 1 and every element b of B
with the corresponding element 1 Q9 b. With this identification, the
tensor product A Q9 B = (T, g, h) is now (T, 1, 1), where 1 stands'both
for the identity mapping of A and the identity mapping of B.
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In the preceding considerations the nullring was excluded because
we have always assumed that our rings contain an element 1. However,
this assumption played no role whatsoever in the definition of the ring·
A ® B, and this ring is obviously the nullring if either A or B is the
nullring.

EXAMPLES

1) If A is a field, then A ® B is a ring containing the field A. Any
basis {y~} of B over k is also a basis of A ® B over A. In particular,
k®B=B.

2) If A = k[X] (= k[X l' X 2' ••• ,Xn]) and B = k[ Y] (= klY l'

Y 2' ••• , YmJ) are polynomial rings in nand m indeterminates
respectively, then the polynomial ring C = k[X, Y] in n + m in­
determinates is generated by A and B, and it is clear that A and Bare
linearly disjoint over k, in C. Hence k[X, YJ r-.J k[Xf® k[Y].

A similar result holds for polynomial rings in infinitely many variables.
Let 21 be an ideal in A and lB an ideal in B. We shall denote by

(21, lB) the least ideal in A ® B which contains 21 and lB. In other
words, (21, lB) is the ideal in A ® B which is generated by the elements
of \l( and lB. We denote by a, ~, and h the canonical homomorphism of
A onto Aj21, of B onto BjlB, and ()f A ® B onto A ® Bj(21, lB),
respectively. Since the restriction of h to A has kernel which contains
21 it follows that h = cup on A, where r is a k-homomorphism of Aj21.
Similarly, h = ~f on B, where f is a k-homomorphism of BjlB.
Furthermore, since A ® B is generated by A and B, the ring
A ® Bj(21, lB) is generated by (Aj21)r and (BjlB)f.

THEOREM 35. The rings Aj21 ® BjlB and (A ® B)j(21, lB) are k­
isomorphic. More precisely: the homomorphisms rand f are isomorphisms,
and (A ® Bj(21, lB), r, f) is a tensor product of Aj21 and BjlB.

PROOF. If either 21 or lB is the unit ideal, then both rings coincide
with the nullring. We shall therefore assume that 21 ':;C A and lB ':;CB.
Under these assumptions we first show that (21, lB) nA = 21 and
(21, lB) nB = lB, and that consequently rand f are isomorphisms. By
Theorem 34-, applied to the rings C = A ® Band R = Aj21 ® BjlB,
there exists a homomorphism g of A ® B into Aj21 ® BjlB such that
g = a on A and g = ~ on B. The kernel of g contains 21 and lB and
consequently also (21, lB). Therefore A n (21, lB) cAn Ker g = 21,
showing that (21, lB) nA = 21. Similarly, (21, lB) nB = lB.

Since the kernel of g contains (21, lB) we have g = hf, where f is a
homomorphism of A ® Bj(21, lB) into the tensor product Aj21 ® BjlB.
Since g = a on A while h = ar on A, it follows that rf is the identity
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on Aj91, or-equivalently-that f = ep-l on (Aj91)ep. Similarly,
f = r{1-1 on (Bj'J3)r{1. By Corollary 2 of Theorem 34 this completes the
proof of the theorem.

\Ve shall now give some results concerning zero-divisors in given
rings and in their tensor products. First of all, we have the following
lemma:

LEMMA. If an element a of A is not a zero-divisor in A, it is not a zero
divisor in A @ B.

The proof is immediate. For if we have ag = 0, where gE A @B
we can write gin the form g = 'Laibi' where the ai are in A, and the bi

i

are elements of B which are linearly independent over k (and hence also
over A). From J..(aai)bi = 0 follows then aai = 0, ai = 0, and hence
~ = O.

COROLLARY. The total quotient ring K of A @ B contains the total
quotient rings of A and B. More precisely: the quotient ring of A in K
is a total quotient ring of A, and similarly for B. Furthermore, these total
quotient rings of A and B are linearly disjoint over k (as subrings of K).

Every regular element of A has an inverse in K (since every regular
element of A is also a regular element of K, by the lemma). Hence we
can speak of the quotient ring of A in K, and this quotient ring will be a
total quotient ring of A (1, § 19, Corollary 3, p. 43). If {bdb} is a set of
elements of the quotient ring of B (b, bi E B, b regular in B) and if these
elements are linearly independent over k, then also the bi are linearly
independent over k and hence also over A. From this it follows at once
that also the quotients bdb are linearly independent over the quotient
ring of A.

The following theorem includes the above lemma as a special case:
THEOREM 36. Let A' and B' be subrings and subalgebras of A and B

respectively. If no element of A' which is different from zero is a zero­
divisor in A, and if, similarly, no element of B' which is different from zero
is a zero-divisor in B, then every element of A' @ B' which is a zero­
divisor in A @ B is already a zero-divisor in A' @ B'. (~ote that
A' @ B' is canonically identifiable with a subring of A @ B.)

PROOF. Let x' be an element of A' @ B' which is not a zero-divisor
in A' @ B' and assume that we have x'z = 0 for some element z of
A @ B. We write z = 'Laibi' with ai E A and bi E B, and we extract

i

from the set {ail a maximal subset {urn} of elements Urn which are linearly
independent over A'. Similarly, we extract from the set {bi} a maximal
subset {vn} of elements vn which are linearly independent over B'.
We note that from our assumptions it follows that both A' and B' are
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integral domains. Hence, there exist elements a' and f3' in A' and B',
both different from zero, such that a'ai = J.,a'imum, f3'bi = J.,b'inVn,

m n

where the a'im belong to A' and the b'in belong to B'. We have there­
fore

(9)

and

(10)

We set

(11)

a'f3'z = J., (J.,a'imb'in)UmVn,
m,n \.,.

0= x'a'f3'z = J., (x'.L;a'imb'in)UmVn.
m,n z

I I~ I b'Y mn = x L,a im in'
i

(12)

Since y'mll E' lA', B'] we can write these elements in the form

y'mn = J., cmnpqa'pb'q,
p,q

where the Cmnpq are in k, the a'p are elements of A' which are linearly
independent over k and the b'q are elements of B' which are linearly
independent over k. The linear independence of the v n over B' and the
linear independence of the b'q over k shows easily that !he products
b'qVn (elements of B) are linearly independent over k. Similarly the
products a'pumare linearly independent over k. The linear disjointness
of A and B over k implies therefore that the products umvna'pb'q are
linearly independent over k. Xow relations (10), (11), and (12) yield
the relations

LCmnpqUmvna'pb'q = O.
Hence the elements cmnpq are all zero, and therefore also the elements
Ymn are all zero. Since x' is not a zero-divisor in A' 0 B', it follows
from (11) that J.,a'imb'in = 0, and hence by (9), we have a'f3'z = O.

i

Since 0 ::;t6 a' E' A', it follows from the preceding lemma that a' is not a
zero-divisor in A 0 B. Hence f3'z = O. Similarly, since 0 ::;t6 f3' E' B', it
follows that z = O. This shows that x' is not a zero-divisor in A 0 B
and completes the proof of the theorem.

COROLLARY. Let K and K' be fields containing k and let B be a tran­
scendence set in K (for instance, a transcendence basis). Then, in the
tensor product K 0 K', the elements of B are also algebraically inde­

k

pendent over K', every element of the polynomial ring K'[B], different
from zero, is regular in K 0 K', and the total quotient ring of K 0 K'

k k
contains the tensor product K 0 K'(B).

k(B)
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Any fini!e set of distinct monomials X1i,Xz'", .•• Xnin, Xi E B, is a set of
linearly independent elements over k. Hence these monomials are
also linearly independent over K', which proves the first assertion ofthe
corollary. The rings k~BJ and K' are linearly disjoint over k (in
K Q9 K') and they generate the ring K'[B]. Hence we have K'LBJ =

k

k[B] Q9 K'. Since we are now dealing throughout with integral
domains, the preceding theorem shows that every non-zero element of
the polynomial ring K'[BJ is regular in K Q9 K'. Consequently the

k

total quotient ring of K Q9 K' contains the field K'(B). We assert that
k

K and K'(B) are linearly disjoint over k(B). Since K'(B) is the quotient
field of k(B).K' (this latter ring being the ring of quotients of K'[BJ
with respect to the multiplicative system of the non-zero elements of
k[EJ), it will be sufficient to show that K and k(B)· K' are linearly disjoint
over k(B). However, this follows at once from the linear disjointness of
K and K' over k and from the fact that the vector space k(B)·K' over
k(B) has a basis consisting of elements of K'. The elements of such a
basis are a fortiori linearly independent over k and hence also over K,
and the linear disjointness of K and K'(B) over k(B) follow now from
the lemma of II, § 15. The ring generated by K and K'(B) in the total
quotient ring of K Q9 K' is therefore isomorphic with K Q9 K'(B).

k k(B)

§ 15. Free joins of integral domains (or of fields). Our object
in this section is to apply the concept of tensor products toward the
determination of all possible ways in which two abstract integral
domains over k (or two fields over k) can be freely embedded (in a sense
that will be specified below) in a bigger field. We proceed to prepare
the ground for this application.

Let Rand R' be integral domains containing a given field k as subfield.
DEFINITION 1. By a free join of two integral domains Rjk and R' jk

(relative to k) we mean the composite concept (D, T, T') consisting of an
INTEGRAL DO:YIAIN D containing k, a k-isomorphism T of R into D and a
k-isomorphism T' of R' into D, such that the following conditions are
satisfied: (1) D = [RT, R'T']; (2) the subrings RT and R'T' of D are free
over k (see II, § 16, Definition 2).

A similar definition can be given for the case of fields, namely, as
follows:

DEFINITION 2. By a free join of two extension fields Kjk and K'jk of k
we mean the composite concept (F, T, T') consisting of A FIELD F containing
k, a k-isomorphism T of K into F and a k-isomorphism T' of K' into F such
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that the following conditions are satisfied: (1) F is the compositum (KT, K'T')
of the two fields KT, K'T', that is, no proper subfield of F contains both
fields KT and K'T'; (2) KT and K'T' are free over k.

We note, in the case of fields K and K', that if condition (1) of
Definition 2 is satisfied and if we denote by S the subring CKT, K'T'J of
F, then (F, T, T') is a free join of the fields K and K' if and only if
CS, T, T'] is a free join of the integral domains K, K', in the sense of
Definition 1. On the other hand, if (Q, T, T') is a free join of two integral
domains RJk and R'Jk, and if K, K' and F denote quotient fields of R, R'
and Q respectively, then T and T' can be canonically extended to iso­
morphisms Tl and T'1 of K and K' respectively, into F, and then it is
immediately seen that (F, T1 , T'I) is a free (field-theoretic) join of the
fields K and K', over k. Thus, Definitions 1 and 2 are essentially
interchangeable. From the standpoint of tensor products it is more
convenient to use Definition 1 of free joins even in the case of fields
KJk and K'Jk, despite the fact that the free join, in the sense of Definition
1, is itself not necessarily a field.

The existence of free joins of RJk and R'Jk can be shown as follows:
We fix a transcendence basis B = {x;} of RJk and a transcendence

basis B' = {x'j} of R'Jk. We then consider a pure transcendental
extension k({y;}, {y' jn of k, where the y; and they'jare" indeterminates"
and where the sets{y;} and {y'j} have the same cardinal number as Band
B' respectively. Let E denote an algebraic closure of the field
k({y;}, {Y'J). There exists a k-isomorphism TO of k({x;}) onto k({y;n
such that X;TO = y;. Since the quotient field of R is an algebraic
extension of k({x;n and E is algebraically closed, TO can be extended
to an isomorphism T of R onto some subring L of E (see II, § 14,
Theorem 33). Similarly, there exists an isomorphism T' of R' onto
some subring L' of E such that each element of k is mapped into itself and
each x' j is mapped into y' j' Let Q = CL, L'J. Then it is immediately
seen that (Q, T, T') is a free join of Rand R'.

Let (Q, T, T') and (Q*, T*, T'*) be two free joins of RJk and R'Jk.
Let

L = RT, L' = R'T'; L* = RT*, L'* = R'T'*.

Then T- 1T* is a k-isomorphism of L onto L*, and similarly T'-IT'*
is a k-isomorphism of L' onto L'*.

DEFINITION 3. Two free joins (Q, T, T') and (Q*, T*, T'*) of RJk and
R'Jk are said to be equivalent if there exists a k-isomorphism ifi of Q onto
Q* such that ifi coincides with T- 1T* on RT and with T'-1T'* on R'T'.

We note that if there exists an isomorphism ifi satisfying the above
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(1)

conditions, this isomorphism is uniquely determined, for Q is generated
by RT and R'T'.

To find all the equivalence classes of free joins of RIk and R'Ik we
consider the tensor product R 0 R'. Since in studying the free joins
of Rlk and R'lk it is permissible to replace these rings by arbitrary
k-isomorphic rings, we identify Rand R' with .,suitable subrings of
R 0 R'. We have now therefore: R 0 R' = [R, R'], and R, R' are
linearly disjoint over k.

Let (Q, T, T') be a free join of Rlk and R'lk. By Theorem 34 (§ 14),
there exists a homomorphism f of R 0 R' into Q such that f = T on
Rand f = T' on R'. Since Q = [RT, R'T'], f is a mapping of R 0 R'
onto Q and is uniquely determined by the above conditions. We shall
call f the canonical Iwmomorphism of R 0 R' onto (Q, T, T').

THEOREM 37. The kernel of the canonical homomorphismf of R 0 R'
onto a free join (Q, T, T') of Rand R' over k is a prime ideal vall elements of
which are zero-divisors in R 0 R'. If f 1 is the canonical homomorphism
of R 0 R' onto another free join (Q1, T1, T'1) of R and R' over k, then
(Q, T, T') and (Q1, T1, T'1) are equivalent free joins of Rand R' if and only
if f and f1 have the same kernel. Furthermore, if V is any prime ideal in
R 0 R' all elements of which are zero-divisors in R 0 R', and if cp, cp'
denote the restrictions to Rand R' respectively of the canonical homo­
morphism of R 0 R' onto R 0 R'lv, then (R 0 R'lv, cp, cp') is a free
join of Rand R' over k.

PROOF. Let B be a transcendence basis of Rlk and let similarly B'
be a transcendence basis of R'Ik. The rings Rand R' contain the poly­
nomial rings k[B], klB'], and since Rand R' are linearly disjoint over k
it follows that B nB' is the empty set and that .the elements of BUB'
are algebraically independent over k. Thus R 0 R' contains the
polynomial ring ktB, B'J(= k[B] 0 k[B']; see Example 2, § 14, p. 184).
Since R, R' and k[B, B'] are integral domains, it follows from Theorem
36, § 14, that no element of k[B, B'], different from zero, is a zero­
divisor in R 0 R'. Thus the total quotient ring of R 0 R' contains
as subring the quotient field k(B, B') of k[B, B']. Since every element
of R is algebraically dependent on k(B) and every element of R' is
algebraically dependent on k(B'), it follows that every element x of
R 0 R' ( . [R, R'J) is algebraic over k(B, B'), that is, satisfies an equa­
tion of the form

a_",n+axn- 1+"'+a x+a=O a·EkrBB'l.lr" 1 n-l n , I L' ~

The proof of this assertion is the same as the proof of the similar
assertion in field theory (see II, § 3, p. 60). The fact that the total
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quotient ring of R ® R' may not be a field implies no changes in the
proof; what matters is that we are still dealing wi!h a~gebraic dependence
relative to a field, namely, relative to the field k(B, B'). It all amounts
to proving that if x, yare elements of R ® R' which are algebraic
over k(B, B'), then also every element of the ring k[x, y~ is algebraic
over k. If x satisfies an algebraic equation of degree n, over k, and y
satisfies an algebraic equation of degree m, then it is seen at once the.t
k~x,yJ is a finite dimensional vector space over 'k, spanned by t3e
monomials xiyj, 0 :::: i < n, 0 ~ j < m. This shows that tlle powers
1, z, Z2, ••• , zmn of any element z of k[x,y] are ~inearly dependen:
over k.

Let x be an element of the kernel ,p of the canonical homomorphism f
of R ® R' onto (Q, T, T'). We consider an equation (1) of least degree
n satisfied by x over k[B, B'J. We have, then, an E tJ nk~B, B'J.
~ow, since (Q, T, T') is a free join of Rjk and R'jk, it follows that
BT nB'T' = 0 and that the elements of BT U B'T' are algebraically
independent over k. Hence the restriction of f to k[B, B'] is an iso­
morphism, that is, tJ nk[B, B'] = (0). Thus an = O. On the other
hand, by our choice of the relation (1), we have aoXn- 1 + a 1X n- 1 + ...
+ an-I ~ O. Therefore x is a zero-divisor.

Assume that (Q, T, T') and (Q1, T1, T'I) are two free joins of Rjk and
R' jk, and let ,p and ,pI be the kernels of the canonical homomorphisms f
and fl of R ® R' onto Q and Q 1 respectively. If the two free joins
(Q, T, T'), (Q1, T1, T'I) are eqeivalent, let rjJ be the k-isomorphism of Q
onto Q 1 such that rjJ = T- 1T1 on RT and rjJ = T'-IT'1 on R'T'. ThenfrjJ
is a homomorphic mapping of R ® R' onto (Q 1, T1, T'I) sech that
frjJ = T 1 on Rand frjJ = T\ on R'. Hence l' = frjJ, and since rjJ is an
isomorphism it follows that the kernels offand1' coincide. Conversely,
if Kerf = Ker1', then it is clear that if we set rjJ = f-Y' then rjJ will be
;m isomorphic mapping of Q onto Q 1 such that rjJ = T- 1T1 on RT and
rjJ = T'-lT'1 on R'T', and hence (Q, T, T') and (Q 1, T1, T'l) are equivalent
free joins of Rand R' over k.

Finally, if,p is any prime ideal in R ® R' consisting entirely of zero­
divisors, then by the lemma proved in § 14 we know that tJ nR =
,p nR' = (0), and we have pointed out above that only the zero in
k~B, B'] is a zero-divisor in R ® R', whence ,p nk~B, B'J = (0). From
this it follows that the canonical homomorphism g of R ® R' onto
(R ® R')jb induces isomorphisms of R, R' and k[B, B'J. From this it
follows at once (after identifying kg with k) that the rings Rg and R'g
are free over k (in (R ® R')j+». This completes the proof of the
theorem.
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COROLLARY 1. If two prime ideals ~ and ~ 1 in R Q9 R' consist entirely
of zero-divisors and if ~ :::> ~I' then ~ = ~I.

For let x be any element of R Q9 R' which is not in ~I and let

bryxm + blxm - I + ... + bm=0(1.1 1), bi E k[B, B'],

be a congruence mod 1.1 l' with coefficients in k[B, B'], of least degree m,
satisfied by x (there exist such congruences since x even satisfies an
exact equation of type (1)). Then bm ¢: 0, for in the contrary case we
could divide the congruence by x (since x rf: 1.1 1), and therefore bm rf: ~
(since 1.1 n k[B, B'] = (0)). So x rf:~, for boXm + blxm

-
I + ...

+ bm E ~I c~. This shows that ~ = ~I.

COROLLARY 2. If the zero-ideal in R Q9 R' is primary (or equivalently:
if every zero-divisor in R Q9 R' is nilpotent), then any two free joins of
Rjk and R'jk are equivalent.

For in that case the radical of (0) is a prime ideal .\:J containing all the
zero divisors of R Q9 R', and any other prime ideal in R Q9 R' must
contain ~.

Theorem 37 gives us a necessary and sufficient condition for the
unicity of a free join of Rjk and R'jk (up to eq~ivalence); it is that
R Q9 R' contain only one prime ideal consisting entirely of zero-divisors.

We shall derive below another important necessary and sufficient
condition for the unicity of a free join. We first introduce the notion of
quasi-linear disjointness:

DEFIXITIOX 4. If S is a unitary overring of a field k, of characteristic p,
two subspaces L and L' of S are said to be quasi-linearly disjoint over k if
the following condition is satisfied: whenever elements Xl' X2, ... , Xn of
L and elements X'I' x' 2' ••• , x'm of L' are such that for any integer e > 0
the pe-th powers of the Xi are linearly independent over k and the pe-th
powers of the x' j are linearly independent over k, then the mn products
xix' j are also linearly independent over k.

Quasi-linear disjointness is clearly a symmetric relationship between
subspaces Land L' and is relative to the preassigned ground field. If the
characteristic is zero, then quasi-linear disjointness coincides with
linear disjointness, if we set p = 1 in that case.

The following property is equivalent to quasi.,linear disjointness and
will be the one most frequently used in the sequel:

(QLD). Whenever Xl' x 2, ... , Xn are elements of L such that for any
integer e > 0 the pe-th powers ofthe Xi are linearly independent over k, then
Xl' x 2, ... , Xn are linearly independent over L'.

For assume that Land L' are quasi-linearly disjoint over k and let
there be a relation of the form LU'iXi = 0, where the u'i are in L' and

i
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the Xi satisfy the condition stated in (QLD). We denote by Me the
subspace 'J}u',P' of S (e > 0). It is clear that dim Me > dim Me+!'

i

Let s be an integer such that dim M s = dim Me for all e > s. We wish
to prove that the U'i are all zero. In the proof, we may replace the
elements Xi by their pS-th powers Yi' for also the Yi satisfy the condition
stated in (QLD) and since the Yi satisfy also the relation LU'/sYi = O.

i

We may therefore assume, without loss of generality, thats = 0, that is,
that the spaces Me all have the same dimension, say, dimension m.
Let {X'l' x' 2' ••• , x'm} be a basis of M o over k and let U'i = Laijx'j,

j

where the aij are in k. For any integer e the pe-th powers of the x' j

will span the space Me and therefore will be indep,mdent over k. There­
fore, by the quasi-linear disjointness of Land L' over k, the products
xiX' j are also linearly independent over k. Since the relation L u'iXi = 0

i
yields the relation Laijxix' j = 0, it follows that all the aij are zero and

i,j

that consequently also -all the u'i are zero.
The proof of the converse, that is, that (QLD) implies quasi-linear

disjointness, is straightforward (and 1S similar to the proof given in II,
§ 15, in the case of linear disjointness).

THEOREM 38. Let (Q, T, T') be a free join of two integral domains Rjk
and R' jk. A necessary and sufficient condition that every free join of Rjk
and R' jk be equivalent to (Q, T, T') is that the rings RT and R'T' be quasi­
linearly disjoint over k.

PROOF. Assume that RT and R'T' are quasi-linearly disjoint over k.
It will be sufficient to show that the kernel .p of the canonical homo­
morphismf of R @ R' onto Q consists entirely of nilpotent elements, for
then it will follow that every prime ideal of R @ R' will contain .p and
hence that .p is the only prime ideal in R @ R' which consists of zero­
divisors (Corollary 1 to Theorem 37). Let Z then be an element of .p.

m

We write Z in the form Z = L xix'i' with Xi E Rand x'i E R', and we
i=1

choose this expression of Z in such a manner that the number m of terms
XiX'i is minimum. We denote by A(Z) this minimum number m. In a
similar way we define A(ZP<) for any integer e > O. We set A(Z) = 0 if
Z = O. Since zP< = J.x/'x'/< it follows that A(ZP<) < A(Z), and more
generally, that A(ZP<) > A(ZPP) if e < p. We choose one integer p such
that A(ZP") < A(ZP<) for all e. We shall show that zpP = 0, and this will

h

prove our assertion. Assuming the contrary, let zpP = L uiu'i' where
i=1



§ 15 FREE JOI~S OF I~TEGRAL DO:'v1AI~S 193

h

h = ,\(zPP) :;l: 0, U, E R, u'; E R'. Since z E,p, we have L (u;'T)(U'(T') = O.
;=1

:\ow, since 'T is an isomorphism of R and since none of the U; is zero, the
above relation implies that the U';'T' are linearly dependent over R'T.
By the quasi-linear disjointness of R'T and R''T' over k it follows that
there exists an integer e such that the elements- U';P''T' are linearly
dependent over k. Then also the elements u'l' are linearly dependent
over k, and this obviously implies that '\(ZPPH) < '\(zPP), in contradiction
with our choice of p.

For the proof of the necessity it will be more convenient to pass to the
quotient fields K and K' of R'T and R' 'T' in the quotient field F of Q.
Our assumption is now to the effect that every free join (F*, cp, cp') of K
and K' over k is equivalent to (F, 'T, 'T'), that is, that there exists an
isomorphism if; of F onto F* such that if; = cp on K and if; = cp' on K'.
We have to prove that K and K' are quasi-linearly disjoint over k. The
proof will be divided into several parts. We shall denote by E an
algebraic closure of the field F.

1. We shall first assume that K is a finite sepa~able extension of k.
Let [K: k] = n and let w be a primitive element of Kjk. We shall
prove that in this case K and K' are not only quasi-linearly disjoint but
even linearly disjoint over k. To prove this it will be sufficient to show,
in view of the lemma of II, § 15, that 1, w, w 2, ••• , wn- 1 are linearly
independent over K'. In other words, we have to show that the minimal
polynomial f(X) of w in k[X] remains irreducible in K'[X]. Let
WI' w2, ••• , W n be the roots of f(X) in L (WI = w), and let cp; be the
k-isomorphism of k(w 1)(= K) onto k(w;) such that cp;(w 1) = Wi. If
F* = K'(w,), then (F*, cp;, 1) (where 1 denotes the identity map of K')
is a free join of Kjk and K'jk (since K is an algebraic extension of k).
Since, by assumption, all free joins of Kjk and K'jk are equivalent, it
follows that cp; can be extended to a K'-isomorphism of K'(w 1) onto
K'lw;). This signifies that the n roots W; of fex) are also conjugates
over K' and that consequently fex) is irreducible over K', as was
asserted.

2. The following assertion is obvious: if every field L between k and K
which is finitely generated over k has the property that Land K' are quasi­
linearly disjoint (resp., linearly disjoint) over k, then also K and K' are
quasi-linearly disjoint (resp., linearly disjoint) over k. On the other hand,
we assert the following: if all the free joins ofKjk and K'jk are equivalent,
and if L is any field between k and K such that K is an algebraic extension
of L, then also all the free joins of Ljk and K'jk are equivalent. For let
(L*, cp, cp') be a free join of Ljk and K'jk, and let L1 be an algebraic
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closure of L*. Since K is an algebraic extension of L, the isomorphism
rp of L can be extended to an isomorphism rpI of K into .1. Then
if F* denotes the compositum of KrpI and K'rp' in .1, (F*, rpl' rp') is
a free join of KJk and K'Jk. Hence there exists as isomorphism tjJ of
(K, K') onto F* such that tjJ = rpI on K and tjJ = rp' on K'. The re­
striction of tjJ to (L, K') maps isomorphically (L, K') onto L* and is
equal to rp on L. This shows that (L*, rp, rp') is equivalent to «L, K'),
1, 1).

3. From parts 1 and 2 it follows at once that our theorem holds in
the case in which K is a (finite or infinite) separable algebraic extension
of k, and that in that case K and K' are linearly disjoint over k. Xow,
let K be an arbitrary algebraic extension of k and let L be the maximal
separable extension of k in K. By part 2, all the free joins of LJk and
K'Jk are equivalent, and hence Land K' are linearly disjoint over k.
This obviously implies that K and K' are quasi-linearly disjoint over k.
(If X'I, x' 2' ... , x'm are elements of K' such that, for any integer e > 0,
the pe-th powers of these elements are linearly independent over k, then
the pe-th powers of these elements are also linearly independent over L,
for all e > 0, and therefore X'I, x' 2' •.. , x'm are linearly independent
over K since if cI , c2, ••• , Cn are elements of K, then cI

P" cl" ... , cl'
are in L for some e > 0.) We have therefore completed the proof of the
theorem in the case in which K is an algebraic extension of k.

We now consider the general case. Let K o be a field between k and
K such that K o is a pure transcendental extension of k and K is an
algebraic extension of K o. We denote by K' 0 the compositum (Ko, K')
in F and we regard K and K' 0 as extensions of K o. We assert that all
free joins of KJKo and K' oJKo are equivalent. Let (F*, a, a') be a free
join of KJKo and K'oJKo. We have to show that there exists an iso­
morphism tjJ of F onto F* such that tjJ = a on K and tjJ = a' on K'o'

Le~ a' 1 be the restriction of a' to K'. The field K'oa' is the compositum
of K o (= Koa') and K'a'! (= K'a'). Hence F* is the compositum of
Ka and K'a'! (since K o C Ka). Since K and K' are free over k, also
K o and K' are free over k. Therefore also K o and K'a'I are free over k
(since a' is a k-isomorphism of (Ko' K') onto (Ko, K'a'I))' Since K is
an algebraic extension of K o, it follows at once that Ka a.nd K'a'I are
free over k. Thus (F*, a, a' 1) is a free join of KJk and K'Jk. By our
assumption, there must exist an isomorphism tjJ of F onto F* such that
tjJ = a on K and tjJ = a' I on K'. Then we have tjJ = a' on K' 0 (since
both a and a' are equal to the identity on K o and a' = a'I on K').
This proves our assertion.

It follows now, by part 3 of the proof, that K and K' 0 are quasi-
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linearly disjoint over K o. ~ow let Xl> X 2, ••• , X m be elements of K'
such that xl" x 2pe, ... , xmpe are linearly independent over k, for all
e 2: O. Then for all e > 0 the elements xlP" x 2

P" ... , xm
pe are also

li~arly independent ove-;-Ko, since K o and K' are linearly disjoint over k
(see Lemma, Corollary 1, II, § 15). Since the xi belong to K' 0 and
since K and K' 0 are quasi-linearly disjoint over .Ko, it follows that
Xl' x 2, ••• , X m are also linearly independent over K, and this establishes
the fact that K and K' are quasi-linearly disjoint over k.

The proof of the theorem is now complete.
COROLLARY 1. If Kjk and K' jk are two abstract extension fields of k

and if KT and K'T' are quasi-linearly disjoint over kfor one particular free
join (F, T, T') of Kjk and K'jk, then all the free joins of Kjk and K'jk
are equivalent.

In view of this corollary we can now define linear or quasi-linear
disjointness of two abstract fields Kjk and K' jk as follows: we say that
K and K' are linearly or quasi-linearly disjoint over k (as abstract fields) if
for one particular free join (F, T, T') of Kjk and K'J.k the fields KT and
K'T' are linearly or quasi-linearly disjoint over k (as subfields of F). Our
lemma insures that this definition is independent of the choice of the
free join of Kjk and K'jk (note that linear disjointness implies quasi­
linear disjointness). Dealing with abstract fields K and K' which are
quasi-linearly disjoint over a common subfield k, we shall frequently
identify them with their isomorphic images K T and K'T', in a free join of
Kjk and K'k. We shall therefore often regard K and K', without
further ado, as subfields of a bigger field F such that F is the compositum
of K and K' and such that K and K' (as subfields of F) are free over k.
Our lemma insures that this identification is not ambiguous, for in the
presence of quasi-linear disjointness the free join F is uniquely deter­
mined to within equivalence.

COROLLARY 2. A necessary and sufficient condition that all free joins
of two integral domains Rjk and R'jk be equivalent to each other is that
the zero ideal of R 0 R' be primary.

The sufficiency has already been proved (Corollary 2 to Theorem 37).
On the other hand, if all free joins of Rjk and R'jk are equivalent to each
other, then, given a free join (£2, T, T') of Rjk and R'jk, the rings RT
and R'T' are quasi-linearly disjoint over k. But then, by the first part
of the proof of Theorem 38, every zero-divisor of R 0 R' is nilpotent.

THEOREYl: 39. Given two field extensions K and K' of a field k such
that one of these two fields is a separable extension of k, then the tensor
product K 0 K' has no nilpotent elements (other than zero).

k
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PROOF. Let, say, K be a separable extension of k. Since every
element of K 18' K' is contained in a tensor product K 1 18' K' where K 1

is a subfield of K which is finitely generated over k, we may assume that
K is finitely generated over k. Then K will be separably generated
over k (II, § 15, Theorem 35). Let B be a separating transcendence
basis of Kjk. By the Corollary to Theorem 36 (§ 14) the elements of B
are algebraically independent over K' and the total quotient ring of
K 18' K' contains the tensor product K 18' K'(B). Consequently it

k k(B)

is sufficient to show that every zero-divisor of K 18' K'(B) is nilpotent.
k(B)

This time the field K is a separable algebraic extension of the basic
field k(B). Hence we have achieved a reduction to the case in which K
£s a separable algebra£c extens£on of k.

It is clear that any zero-divisor in K 18' K' is already a zero-divisor
in some subring K 1 18' K'l of K 18' K', where K 1 and K'l are subfields
of K and K' which are finitely generated over k. Hence we may now
assume that K -is a fin£te separable extens£on of k.

Let x be a primitive element of Kjk and let f(X) be the minimal
polynomial of x over k. Since K = k[XJj(f(X)) and since
k[X] 18' K' = K'[X) it follows from Theorem 35 that K 18' K' ~
K'[X]j(f(X)). Sincef(X) is a separable polynomial, it is a product of
d£st£nct irreducible polynomials in K'[X]. Consequently K 18' K' is
a direct sum of fields, and thus K 18' K' has no nilpotent elements.

COROLLARY. If k £s a perfect field, then K 18' K' has no n£lpotent
k

elements (other than zero).
If k is a subfield of a field K, we say that k is quas£-maX£mally algebra£c

(q.m.a.) in K if every element of K which is separable algebraic over k
is contained in k. We say that k is max£mally algebra£c (m.a.) in Kif
k coincides with its algebraic closure in K.

We shall need the following lemma in which some elementary results
of V, §§ 1, 2, 3, are used.

LEMMA. If k is m.a. (or q.m.a.) in a field K and if K' = K(B) is a
purely transcendental extension of K, the set B bdng at the same time a set
of generators and a transcendence bas£s of K'jK, then also k(B) is m.a. (or
q.m.a.) £n K'.

PROOF. It is clearly sufficient to prove the lemma in the case in
which B is a finite set. In that case, using an induction on the number
of elements of B, we can assume that B consists of a single element, say,
t.

Let a be an element of K(t) which is algebraic over k(t). There
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exists a polynomial d(T) in k~TJ (T, an indeterminate) such that ad(t)
is integral over k~tJ and the~eforealso over K~tJ. Since K~tJ is integrally
closed in K(t), it follows that ad(t) is an element rp(t) of K~(. We have
a relation of integral dependence for rp(t) over k~t]:

(2) ~rp(t)Jq + aq_1(t)~rp(t)~q-1 + ... + ao(t) = 0: a;(t) E k[t].

Since t is a transcendental over K, (2) must be an "identity" in t. If
we substitute for t any algebraic quantity t over k, (2) shows that
ret) is algebraic over k. Thus, the polynomial rp(T) in K[T] is such
that for any value of T in the algebraic closure k the corresponding
value of rp(T) also belongs to k. Since k contains infinitely many
elements, any formula which gives the coefficients of a polynomial,
rp(T) of degree q in terms of the values of that polynomial for q + 1
distinct values of T (for instance, the Lagrange interpolation formula)
shows that the coefficients of rp(T) are algebraic over k. Since these
coefficients are in K, the assumption that k is m.a. in K implies that the
coefficients of rp(T) are in k, and that therefore .a = rp(t)jd(t) Ek(t),
showing that k(t) is m.a. in K(t). If we assume only that k is q.m.a. in
K, then the coefficients of rp( T) are purely inseparable over k. Therefore
there exists a power ps of the characteristic p s'.lch that [rp(t)]PS

E k[TJ,
whence aPS E k(t), showing that k(t) is q.m.a. in K(t). This completes
the proof of the lemma.

Using the above lemma we now prove the following result:
THEOREM 40. If K and K' are two field extensions of a field k and if

k is q.m.a. in one of these two fields, then K and K' are quasi-linearly
disjoint over k.

PROOF. We identify K and K' with subfields of a field F such that
F is the' compositum of K and K' and such that K and K' are free over
k (in F). We assume that k is q.m.a. in K. We have to show that K
and K' are quasi-linearly disjoint over k.

Let B' be a transcendence basis of K'jk. Since the elements of B'
are algebraically independent over K, it follows easily that in order to
prove that K and K' are quasi-linearly disjoint over k it is sufficient to
show that K(B') and K' are quasi-linearly disjoint over the field
k(B'). Xow K' is an algebraic extension of keB'), and, by the above
lemma, k(B') is q.m.a. in K(B'). We have therefore achieved a
reduction to the case in which k is q.m.a. in K, and K' is an algebraic
extension of k. Let now X'l, x' 2' ••• , x'n be elements of K' such that
for any integer e > 0 the pe-th powers of x'; are linearly independent
over k. We have to show that the x'; are linearly independent over K.
It will be sufficient to show that for some e > 0 the pe_th powers of the
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x'; are linearly independent over K. Since for some e > 0 the pe-th
powers of the x'; are separable algebraic over k, it follows that we may
assume that the x'; are separable algebraic over k. Let w be a primitive·
element of k(X'l' x'2' ••• , x'n) over k and let g(X) be the minimal
polynomial of w over k. Let m be the degree of g(X). To show that
the x'; are linearly independent over K, it is sufficient to show that
1, w, w 2 , ••• , wm- 1 are linearly independent over K, that is, that g(X)
remains irreducible over K. ~ow, if gl(X) is an irreducible factor of
g(X) in K[X], then the coefficients of gl belong to a splitting field of
g(X) over k, and hence are separable algebraic over k (since w is separ­
able algebraic over k). Since k is q.m.a. in K it follows that the co­
efficients of gl(X) are in k, whence gl(X) = g(X). This completes the
proof of the theorem.

COROLLARY 1. If k is an algebraically closed field and K, K' are any
field extensions of k, then K 0 K' is an integral domain.

By the above theorem and by the Corollary 2 to Theorem 38, every
zero-divisor in K 0 K' is nilpotent. On the other hand, by the
corollary to Theorem 39, K 0 K' has no nilpotent elements other than
zero.

COROLLARY 2. If k is q.m.a. in K and if K' is a separable extension of k,
then K 0 K' is an integral domain.

k

Obvious.



IV. XOETHERIAX RIXGS

§ 1. Definitions. The Hilbert basis theorem. Let R be a ring
(we recall that the term "ring" always means commutative ring).
When R is regarded as a module over itself, the submodules of Rare
identical with the ideals of R. Thus the following finiteness conditions
are equivalent, as follows immediately from III, § 10, Theorems 15
and 17.

a) (" Ascending chain condition," or a.c.c.) Every strictly ascending
chain I!(l < 1!(2 < 1!(3 < ... of ideals of R is finite. Or alternatively:
Given an ascending chain I!(J C 1!(2 C 1!(3 C of ideals-of R, there exists
an integer n such that I!(n = I!(n-'-J = I!(n+ 2 = .

b) (" :YIaximum condition.") In every non-empty family of ideals of
R, there exists a maximal element, that is, an ideal not contained in any
other ideal of the family. (Of course such a maximal element need not
be a maximal ideal of R.) The maximum condition implies that every
ideal I!( =F R is contained in a maximal ideal, as is easily seen by con­
sidering the family of all ideals =F R containing I!(.*

c) (" Finite basis condition.") Every ideal I!( of R has a finite basis;
this means, according to III, § 10, that ~{ contains a finite set of elements
a ... a such that I!( = Ra + ... + Ra +]a +]a + ... + ]al' 'n 1 n 1 2 n'

where] is the set of integers (such a set is called a basis, or a set of
generators, of I!(). If R has an identity then I!( = RaJ + ... +Ran·

The rings satisfying conditions a), b) and c) play the most important
role in this book. Since these rings were first studied by Emmy
N"oether, we give the following definition:

DEFI~ITIO~ 1. A ring is called noetherian if it has an identity and if
it satisfies the equivalent conditions a), b), and c). A noetherian domain
is a noetherian ring without proper zero-divisors.

Let us now give typical examples of reasonings about noetherian rings.
1) Every homomorphic image R' of a noetherian ring R is noetherian.

We use here the finite basis condition: the inverse image of an ideal

* This is true in every ring with unit element (see III, § 8, Note I, p. 151).
199
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W' of R' is an ideal ~ of R, and the image in R' of a finite set of generators
of Il:: is a finite set of generators of W'.

2) In a noetherian ring R, every ideal ~l contains a power of its radical'
vfu. We use again the finite basis condition. If {c l , ... , ch} is a finite
~asis of vii(, then there exists an integer k such that cl E W for i = 1,
... , h. Let m = h(k - 1) + 1. A basis for (-vm)m is t':1en provided
by the power products TIC;'i, where Iei = m. S;.nce m > h(k - 1),

i i .

one at least of the exponents ei is not less than k, and this proves that ail
these products are in W, and therefore that Wcontains (vli()m

3) Every non-unit a in a noetherian domain R is a product oj irreducible
elements (d. I, § 14, p. 21). We use here twice the a.c.c. We first
define, by induction on n, a sequence {an} of elements of R satisfying the
following conditions: (1) a I = a, (2) an is a proper divisor of an _ ~. The
ideals Ran form a strictly ascending sequence; thus the sequence {an}
must be finite, and its last element is irreducible. We have thus proved
that every !lon-unit in R has an irrec.ucible divisor. This fact provides
us w;th a new sequence {bn} of elements of R defined in the following
way: bl = a, bn- l = bnPn whe,e Pn is irreducible. As above, this
sequence is finite, and its last element bm is irreducible; therefore
a = P2 ... Prnbm is a product of irreducible dements.*

4) £<very ideal W in a noetherian ring R contains a product of prime
ideals.t We use here the maximum condition. Suppose that the
family (F) of ideals in R which do not contain any product of prime
ideals is non-empty. The!l (F) has a maximal element W. The ideal
~ cannot be prime si'l.ce WE (F); hence there exist ideals 58, e£:, properly
containing Wand such that 58e£: C W (III, § 8, p. 150). Since W is a
maximal element of (F), 58 and (I do not belong to (F) and therefore
contain products of prime ideals. Therefore 58e£:, and thus also W, con­
tains a product of prime idea1.s. This contradiction shows that (F) ;s
empty. We note that in particular the ideal (0) in a noetherian ring is
a product of prime ideals.

The theorem which follows below-the celebrated Hilbert basis
theorem-taken together with its corollaries shows that noetherian rings
exist and that the class of these rings is very extensive. This theorem
will not actually be used in the present c!1apter, except for providing
examples. It ;.s however fundamental for the theory of polynomial
ideals (vol. 2, chapter VII).

* In general such a factorization is not unique.
t ::\'ote that since R itself is a prime ideal, every prime ideal p is a product of

prime ideals (namely \J = Rb).
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THEOREM 1. If R is a noetherian n"ng, then so is any polynomial ring
in a finite number of indeterminates over R.

We give two proofs of this theorem, one making use of the maximum
condition and the other o~ the basis condition. The second proof is
substantially that given by Hilbert, who stated the theorem for the case
when R is a field or the ring of integers.

We note that by induction it is sufficient to consider the case of a
polynomial ring S in a single indeterminate x over R. For the first
proof we need the following lemma:

LEMMA. If 2I is an ideal in S and if i is an integer > 0, let Li(2I) denote
the set of elements of R consisting of°and of the coefficients of Xi of all ele­
ments of 2I which are of degree i. Then {Li(2I)} is an increasing sequence
of ideals in R. If 5S is any other ideal in S such that 2I C 5S and
L i (2I) = Li(5S) for i = 0, 1, 2, ... , then 2I = 5S.

PROOF OF THE LEMMA. That L i (2I) is an ideal and is contained in
Li+1(2I) follows from the fact that if f(x) E 2I, g(x) E 2I and a E R, then
f(x) + g(x), af(x) and xf(x) belong to 2I. Let now g(x) be an element
of 5S of degree i. Since Li(2I) = Li(5S), there exists an e1ementfi(x) of
\if, of degree i, such that g(x) - fi(x) is of degree at most i-I. Using
the fact that 2I is contained in 5S we note that g(x) - fi(x) also belongs to
)B and it follows that we can define, by induction on j, a sequence
{fi+j(x)} (j = 0, 1, 2, ...) of elements of 2I such that fi +/ x) is either zero
or isof degree i - j and such that thepolynomialg(x) - (fi(X) +fi+l(x) +
...+ fi+/x)) is of degree at most i - j - 1. This last polynomial is
necessarily 0 whenj = i, and thus g(x) E~. This completes the proof
of the lemma.

FIRST :OROOF OF THE THEOREM. Let {(2Is)' s = 0,1, ...} be an ~ncreas­

ing sequence of ideals of S. Consider the double sequence {L;(%!j)} of
ideals of R. When either i or j is fixed, the corresponding simple
sequence {L;(2I j)} is increasing. Let Lp(2Iq) be a maximal element of
the above double sequence. We have Lp(2Iq) = Li(2I j) if i > P and
j > q, and thus L;(2Iq ) = L i (2I j) for i > P and j > q. On the other
hand, if we take i fixed, the a.c.c. shows that there exists an integer n(i)
such that L,(2Ij) = L;(%!n(i») for every j > n(i), and what we just have
seen signifies that for i ~ p, one may take n(i) = q. Hence the integer
n(i) is bounded, and there ex;.sts an integer no sucl:1 that Li (2I j) = Li(2In)
for every i, and for every j > no. }-:ence, by the :emma, 2I j = 2In• for
every j ~ no, and this completes the proof.

SECOND PROOF OF THE THEOREM. Let 2I be an ideal in S. :::)enote by
2 the set of elements of R consisting of 0 and of the coefficients of the
highest degree ter~s of all elements of 2I. The set ,2 is an ideal in R,
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as follows from the fact that 2 is the union of the ideals Li(~) defined
in the above lemma. [This can also be proved directly: if a, b E 2
there exist elements f(x) , g(x) of ~ having respectively axr, bx' as highest·
degree term; if, for example, r > s, then the polynomialf(x) - xr-sg(x)
is in ~, and (if a ::;6- b) has (a - b)xr as highest degree term; thus
a - bE 2; if c E R, cf(x) E ~ and ca E 2.] Since R is a noetherian ring,
the ideal 2 has a finite basis {aI' ,an}. Let fl(X), ... ,fn(x) be ele-
ments of ~ having respectively aI' , an as highest degree term coeffi-
cients; these elements generate an ideal ~' C ~. Let q be the highest
integer among the degrees of the fi(X), let g(x) be an element of ~ of
degree > q, and let ax' be its highest degree term. Since a E 2, let us
write a = .L Ciai (ci E R), and let us consider the element gl(X) =

i

.L CJi(X)Xs-df of~' [di = degreeoffi(x)]. Thepolynomialg(x) - gl(X)
i

is an element of ~, of degree ~ s - 1. By successive applications of
this procedure, we get a sequence {gi(x)}U = 1, 2, ...) of elements of
~', having strictly decreasing degrees, such that the polynomial
g(x) - [gl(X) + ... + gr(x)] is of degree < s - r. This polynomial is
of degree ~ q - 1 as soon as r = s - q + l.

Let us now take care of the elements of ~ of degree < q. They form
a submodule Aq of the R-module generated by {1, x, ... , ~-l}, and
since R is noetherian, A q is finitely generated (III, § 10, Theorems 17
and 18). What we just proved shows that ~ = ~' + ~q. Therefore
the ideal ~ is finitely generated.

Let us, however, complete the proof without making use of the results
in chapter III. The ideal Li(~) defined in the lemma has a finite basis
{aiJ}(j = 1, ... ,n(i)). Let fij(x) be an element of ~ having aijxi as
highest degree term. We prove that the ideal ~ ;.s generated by the
fk(X)(k = 1, ... ,n) and thefiix) [for 0 < i < q - 1and 1 <j < n(i)J.
In fact, given any element g(x) of degree ~ q - 1 of~, we may lower
its degree by adding to it a linear combination of the fij(x). By at most
q applications of this process we get an element of ~ of degree 0, which
is therefore a linear combination of the foix). This completes the
proof.

COROLLARY 1. A polynomial ring in a finite number of indeterminates
over a field, or over the ring of integers, is noetherian.

COROLLARY 2. Let R be a noetherian ring, and let S be a ring unitary
over R and containing elements YI' ... ,Yn such that S = R[yl' ... ,yJ.
Then S is also noetherian.

This is an immediate consequence of Theorem 1 and of the fact that
S is a homomorphic image of the ring of polynomials in n indeterminates
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over R (I, § 18, Theorem 12). We may note also that the proof of the
theorem itself applies to Corollary 2 if slight changes are made.

§ 2. Rings with descending chain condition. A large part of
ideal theory is concerned with rings satisfying the ascending chain condi­
tion. For many purposes the descending chain condition (d.c.c.) is too
restrictive. For example, the only integral domai'ns which satisfy the
descending chain condition are the fields. For, if a is a non-zero ele­
ment of such an integral domain R, then applying the d.c.c. to the des­
cending sequence {Ran} of ideals, we find that there exists an exponent
n such that Ran = Ran+1• Hence there exists an element b in R such
that an = ban+l, or an(1 - ba) = 0. Since an ¢ 0, we deduce that
ba = 1, so that a has an inverse and R is a field.

As a consequence it follows that if a ring R satisfies the d.c.c. then every
prime ideal ~ of R, ~ ¢ R, is maximal. For, also the integral domain
RI'J,3 satisfies then the d.c.c. and is therefore a field, whence ~ is maximal
in R.

Any finite ring, in particular the ring of residue classes,of the ring]
of integers modulo an integer ¢ 0, satisfies the d.c.c. For modules and
groups we have noticed that neither chain condition implies the other.
For rings, however, the d.c.c. implies the a.c.c.:

THEOREM 2. Let R be a ring with identity. For R to satisfy the d.c.c. it
is necessary and sufficient that it satisfy the a.c.c. and that every prime ideal
of R different from R be maximal.

PROOF. We first show that if the ideal (0) is a product of maximal
ideals, (0) = ~1 ••• ~n' then either chain condition implies the other. We
consider the sequence R::> ~1 ::> ~1~2::> ••• ::> ~1~2' •• $n = (0) of
ideals of R, and we will prove that if either chain condition is satisfied,
then that sequence can be refined to a composition series and hence R
satisfies both chain conditions (III, § 11, Theorem 21). The difference
R-module ~1 ••• ~i-l - ~1 ••• ~i-l~i is clearly annihilated by ~i'

whence it may be considered as a module over R/~i (III, § 6, p. 146),
that is, as a vector space over the field R/~i' Our assertion now follows
from the fact that in a vector space either chain condition implies that
the vector space is finite dimensional and admits a composition series
(III, § 12, p. 171).

Let us now assume that R satisfies the a.c.c. and that every prime
ideal of R, different from R, is maximal. We have proved in § 1
(p. 200) that every ideal of R contains a product of prime ideals. In
particular, (0) is a product of prime, and therefore maximal, ideals,
whence R satisfl.es the d.c.c.
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Assume conversely that R satisfies the d.c.c. We have already seen
that every prime ideal min R, different from R, is then a maxima'. ideal.
It remains to be shown that (0) is a prod'.lct of maximal (or prime)
ideals. Let 'I> be a minimal element of the set of those ideals which are
products of prime ideals. We su?pose that 'I> =j!J6 (0), and will derive a
contradiction. We set ~ = (0): 'I>. Since 'I> =j!J6 (0) and R contains a~

identity, we ~ave 9.:: =j!J6 R, whence the fami!y of ideals in R properly
containing ~ is no~-empty. Let 18 be a minimal element of this family.
The ideal ';:3 = ~l: 18 contains ~; we c1.aim i! is prime. In fact, if c ~ m
and d ~ m, we have clB + 9.:: = dlB + ~l = 18 since both clB + ~ and
dlB + ~( contain ~, are contained in 18 and are distinct from ~; t!'lUS
cdlB + ~ = c(dlB -+- m) + m= clB + m= 18, cdlB e:t m, and cd ~ m,
showing that m is prime. Since mlB C ~X, we have 'I>mlB = (0) and
(O):'I>m:::> 18 > ~l = (O):'I>. This proves that 'I>m < 'I> , i.n contradic­
tio~ with the minimality property of'I>. Q.E.D.

In t~'le last part of the proof we have actua!ly s'J.own that in a ring with
d.c.c. (here Rim), the annihilator of a proper minima~ ideal is prime (and
thus maximal).

§ 3. Primary dngs. In this section we study a rather special. class
of rings, and prove that every ring with d.c.c. is a direct sum of rings of
this type.

DEFINITION. A primary ring R is a ring with identity which contains
at most one prime ideal =j!J6 R.

From the existence of at least one 'llaximal ideal in a ri~g with
identity, w~ deduce that a primary ring R has exactly one prime ideal
9R =j!J6 R, and that this idea! is maximal.

Any field is a primary ri~g. ~ore generally, if ° is a primary ideal
of an arbitrary ring R, having a maximal ideal 9R as associated pri'lle
ideal, then RiO is primary. For, if min is a prime ideal of this ring,
different from RIO, then m is a prime ideal of R containing ° and m
also contains the radical ~ of 0. This implies 9R = m since ~ is
maximal, showing that IJJl/O is the only prime ideal in RIO, different
from RIO. In particular, the ring of residue classes modulo a power of
a prime integer is primary.

When we l;mit ourselves ~o noetherian rings, there is a converse to
6e above property: in a noetherian primary ring R, the ideal (0) is primary
for the unique prime ideal m of R; for, (0) is a product of prime ideals
(§ 1, p. 200) and is thv.s a power of m. In this case we notice also that
R satisfies the descending chain condition, since every prime ideal of
R is maxima1(§ 2, Theorem 2).
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The following lemma will be used:

LE"1"1A. In a ring R having only one maximal ideal Wl, every idem­
potent e is either 0 or 1.

If e :;6 0, e:;6 1, then the relation e2 = e (which is equivalent to
e(l - e) = 0) implies that e and 1 - e are zero divisors and cannot
therefore be units in R. Thus the ideals Re and.R(l - e) are proper
ideals. As they are contained in maximal ideals, they are contained in
WI. Therefore e E Wl, 1 - e E Wl and 1 = e + (1 - e) E Wl; a contra­
diction.

THEOREM 3. A ring with identity R which satisfies the descending
chain condition is the direct sum of noetherian primary rings, and this
decomposition is unique.

PROOF. As was seen in § 2, (0) is a power product ~lk(l) ... Wnk(n)

of maximal ideals ~i which may be assumed to be distinct. For i :;6 j
the ideals ~l(i) and ~ /(j) are comaximal (that is, their sum is R)
by Theorem 31 of III, § 13, and this theorem shows also that
(0) = ~lk(l) n ~l(2) n ... n ~nk(n). We denote by Ri the intersection
n ~/(j). It follows from Theorem 32, of III, § 13Ahat R is the
j""i
direct sum of the ideals Ri (1 < i < n), and that the ring Ri is isomor-
phic to R/~l(i). Since this last ring is primary (and noetherian) as was
noticed before, the existence of the direct decomposition is proved.

As for uniqueness we observe that to a direct sum decomposition
R = R 1 ED R 2 EE> ... EE> R n there corresponds a decomposition of the
identity 1 into a sum 1 = e1 + ... + en of orthogonal idempotents
(that is, such that eiej = 0 for i :;6 j), and conversely. ~ow, if S is any
primary ring, then no two proper ideals of S are comaximal, and hence
(III, § 13, Theorem 32) S is not a direct sum of ideals in S. In other
words, the element 1 of S is not the sum of two idempotents f, g distinct
from 0 and 1. Applying these remarks to the rings Ri we see that if the
summands R i are primary, no ei is the sum of two idempotents eJ, eig
distinct from 0 a!\d ei' Hence, if we have two decompositions
1 = .'Lei = .'Lfj of 1 into orthogonal idempotents, we deduce from the

i j

relation ei = J.eJj that ei is equal to one of the- idempotents eJj, say
J

ei = eJj(i). Similarly fj = fjei(j)' Thus ei = eJj(i) = eJj(i)eirj(i)],
which imp!ies i = i[j(i)] since the idempotents ei are orthogonal and
:;6 O. Hence the idempotents ei and fj are in one to one correspondence,
and the relations ei = eJj(i) and fj(i) = fj(i)ei show that they differ
only by their indexing. Q.E.D.
~ote that the ideals ~l' ... , ~n are the only prime ideals of R: for,



206 ~OETHERIA~ RI::'\GS Ch. IV

any prime ideal ~ in R contains (0) = n ~l(i), thus contains some ~i'

whence ~ = ~i. This shows that R has only a finite number of prime
ideals. This last fact is also an immediate consequence of the des­
cending chain condition. For, suppose that we have an infinite
sequence {~i} of distinct prime ideals of R. Then the sequence of
products {mi = ~l ••• ~i} is decreasing, and ~n = ~n+l for a suitable
n. From ~l ••• ~n = ~l ••• ~n~n+l we deduce that ~n+l contains
the product ~l ••• ~n and hence also some ~i for i < n. This is a
contradiction, since all the prime ideals of R are maximal.

§ 3bis• Alternative method for studying the rings with d.c.c.
Let R be a ring with identity satisfying the d.c.c. One shows as in
§ 2 (p. 203) that every prime ideal in R is maximal. Denote by t the
intersection of all maximal ideals of R. As R satisfies the d.c.c. t is

n
already a finite intersection of maximal ideals of R, say t = n mi. We

i=1

claim that m l , m z, ... , mn are the only prime ideals af R. For, assume
that there is a prime ideal V in R, distinct from the mi' As mi is maxi­
mal, we have mi et. V, and there exists an element Xi in mi such that
Xi 1= V· Since Vis prime, we have y = Xl ••• xn 1= V; on the other hand,
from y E m i for 1 < i < n, we deduce that yEt, in contradiction witb.
the fact that V contains T. We have thus proved:

LEMMA 1. A ring R with identity satisfying the d.c.c. has only a finite
number m l , ... , mn af prime ideals, all af them maximal.

We note that we have also shown above that none of the ideals m i

contains the intersection of others. This, however, has to do with the
following general property of maximal ideals which is valid in any ring
and which is precisely what we have just proved above: if m l , m z, ... , mn

are maximal ideals in a ring R, then they are the only prime ideals of R
which contain the intersection m l nm zn... nmn-

The following result holds in arbitrary rings with identity (and is also
of importance in the non-commutative case):

LEMMA 2. Let R be a ring with identity. The intersection t af all the
maximal ideals in R is the set af all elements a in R such that 1 + xa is a
unit far every X in R.

PROOF. Consider first an element a in t and the principal ideal
(1 + xa) generated by 1 -+- xa. If this ideal were contained in a maxi­
mal ideal m, we would have 1 + xa Em, a E m (since a E t), and thus
1 Em, which is impossible, since m :Tf R. Hence (1 + xa) = R* and

* We use here the fact that, in a ring R with identity, every idea! distinct from
R is contained in a maximal ideal (cf. III, § 8, ~ote I, p. 151).



§ 3bis ALTER:'\ATIVE :vIETHOD 207

1 + xa is a unit. Conversely, if 1 + xa is a unit for every x, let us
suppose that a is not contained in some maximal ideal m. Then
m + (a) = R, and there exists an element x in R such that
1 + xa E m-a contradiction. Therefore a belongs to all maximal ideals.

LEMMA 3. Let R be a ring with identity satisfying the d.c.c. The
intersection r of all maximal ideals in R is the set of all-nilpotent elements of
R, that is, the radical of (0).*

PROOF. Let first a be a nilpotent element of R:ah = O. Since ah

belongs to every ideal of R, it follows that a belongs to every prime
ideal of R, hence a E r. Conversely, if a E r, the d.c.c. applied to the
descending sequence of principal ideals (an) shows that there exist an
integer h and an element x in R such that ah = xah+ 1, that is, such that
(1 - xa)ah = O. Since a E r, 1 - xa is invertible by Lemma 2, and
hence ah = O.

We now prove that r is a nilpotent ideal, that is, that some power r'
of r is (0). More generally:

LEMMA 4. In a ring R sati~fying the d.c.c. every ideal a, all the elements
of which are nilpotent, is nilpotent. <,

PROOF. The d.c.c. applied to the descending sequence {an} shows
that there exists an exponent h such that b = ah = ah+1 = .. '. Let
us suppose that b ¥:- (0), and let us consider the family (F) of all ideals
tu in R such that btu ¥:- (0). Since b 2 = b ¥:- (0), we have b E (F) and
(F) is non-empty. From the d.c.c. we deduce that (F) admits at least
one minimal element; let 0 be such an element. Since bo ¥:- (0) there
exists an element c in 0 such that be ¥:- (0); thus 0 :::> (c) E (F), where (c)
denotes the ideal Rc + ] c (the least ideal containing c), and 0 = (c)
since 0 is minimal in (F). On the other hand we have b·bc = b 2c =
be ¥:- (0), and therefore be E (F); this implies be = (c) as (c) is minimal
in (F). In particular we have c = be, with bE b, whence c = be =
b2c = ... = bnc = . ". Since b is a nilpotent element it follows that
c = 0, in contradiction with be ¥:- (0). Therefore b = (0), and a is a
nilpotent ideal.

We are now in position to prove the structure theorem for rings satis­
fying the d.c.c. (Theorem 3, § 3). In fact, since r is a finite intersection
m1 n . .. n mn of maximal ideals m i , it is also "the product of the m i
(In, § 13, Theorem 31). From r' = (0) (Lemma 4) we deduce that
(0) = m 1'm2' ••• mn', and that (0) = m1' n m 2' n ... n mn' (again
by Theorem 31 of III, § 13). The remainder of the proof is as in the
proof of Theorem 3 of § 3.

* A more general versio~ of Lemma 3 has been proved in III, § 8, :!'i!ote II,
pp.151-1.52.
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RE:\1ARK 1. For the proof of uniqueness of the decomposition
R = R 1 EEl ••• E9 Rn of R into primary rings, one may observe that such
a decomposition gives at the same time a representation of (0) as an
intersection ~ls(l) n ... n ~ns(n) of powers of maximal ideals (cf. III,
§ 13, Theorem 32) and a representation t = .1>1 n ... n ~n of the
radical t of (0) as an intersection of maximal ideals. By Lemma 1 this
last representation is unique, the ~i being all the maximal ideals in R.
Concerning the first one we notice that .I>/(i) = ~/(i)+1 = ... ; in other
words, sCi) is the smallest exponent for which the sequence {~/} stops
decreasi'J.g, and this determines ~/(i) uniquely.

REMARK 2. The burden of the second part of the proof of Theorem 2
(§ 2), namely, the proof that the d.c.c. implies the a.c.c. and the maxi­
mality of every prime ideal, rested on proving that under the assumption
of the d.c.c. the zero ideal is a product of maximal ideals. In this sec­
tion we have given a second proof of this assertion and hence also a new
proof of Theorem 2.

§ 4. The Lasker-Noether decomposition theorem. The
theorem we are going to prove in this section states that in a noetherian
ring every ideal is a finite intersection of primary ideals. In many
respects this theorem reduces the study of arbitrary ideals to that of
primary ideals. The theorem does not extend, however, to non­
noetherian rings, even if infinite intersections are aHowed. The
theorem was first proved, in the case of polynomial rings, by the chess
master Emanuel Lasker, who introduced the notion of primary ic.eal;
his proof was involved and computational. To Emmy Xoether is due
the recognition that the theorem is a consequence of the a.c.c., and the
proof given here is substantially hers.

The theorem follows immediately from two lemmas. Let us call
irreducible an ideal which is not a finite intersection of ideals strictly
containing it. Observe that a prime ideal is irreducible; but a priMary
ideal need not be. For instance, in a polynomial ring R = hex, yJ in
two independent variables x and y, over a field h, the ideal m = (x, y)
is maximal; its square (x 2, xy, y2) is therefore primary, but we have that
m 2 is the intersection of the two ideals m 2 + R·x and m 2 + R·y.

LEMMA 1. In a ring R with a.c.c. every ideal is a finite intersection of
irreducible ideals.

PROOF. Suppose that there exists ~.n ideal for which the assertion of
the lemma is false. Then the family (F) of all ideals of R which are not
finite intersections of irreducible ideals is non-empty, and, by the maxi­
mum condition, admits a max~mal element u. Since u cannot be
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irreducible, it is an intersection -0 n c of two ideals strictly containing a.
By the maximal character of a in (F), -0 and c are finite intersections of
irreducible ideals, and so is a; a contradiction.

LE"-1"-1A 2. In a ring with a.c.c. every irreducible ideal is primary.
PROOF. Let q be an ideal of R, and suppose that it is not primary,

that is, that there exist elements b, c of R, not in q, such that bc E q and
that no power of b lies in q. The ideals {q:wi form an increasing
sequence, and, by the a.c.c., there exists an exponent n such that
q:(bn) = q:(bn+1). We claim that

(1) q = (q + Rbn
) n (q + (c)).

It is clear that the ideal on the right-hand side of (1) contains q. Con­
versely, if x is an element of that ideal, we have x = u + ybn =
v + zc + mc(u, v E q, y, Z E R, m an integer). Since bc E q, we have
bXEq, and thus ybn+1 Eq. From q:(bn) = q:(bn+l) we deduce that
ybn E q, X E q, and this establishes (1). Together with the hypothesis
on band c, the relation (1) shows that q is not irreducible: for q +.(c) > q
since c f/: q, and q + Rbn > q since bn+ 1 E Rbn, bn+1 f/: q. Q.E.D.

We could now state the decomposition theorem, but we prefer to give
a somewhat sharper formulation of this theorem. For this formulation,
the following definition is needed: A representation a = n cri of an

i

ideal a as an intersection of primary ideals qi (or briefly: a primary
representation of a) is said to be irredundant (or reduced) if it satisfies the
following conditions:

(a) ~o qi contains the intersection of the other ones.
(b) The qi have distinct associated prime ideals.
Given a representation a = n qi of an ideal a as a finite intersection

i

of primary ideals, one can find an irredundant one as follows: First we
group together an the qi which have the same associated prime ideal :Pj'
and take their intersection q' j' which is primary for:pj (III, § 9, Theorem
14); then a = n q' j' and, if some q' j contains the intersection of the

j

others, we omit it, and proceed in the same way until condition (a) is
satisfied. We have therefore proved (in view of Lemmas 1 and 2) the
following theorem:

THEORE"-14. In a ring R with a.c.c. every ideal admits an irredundant
representation as finite intersection of primary ideals.

We now characterize the ideals which are their own radicals.
THEORE"-1 5. Let R be a ring and let a be an ideal of R admitting an

irredundant primary representation a = n qi' For a to be its own
i

radical, it is necessary and sufficient that all qi be prime ideals.
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PROOF. If the ai are prime, we deduce from xn E a, that xn E ai' x E ai'
thus x E a and a = va. Conversely, if a = V~ let .pi be the radical
of Qi and let x be any element of n .pi' Then a large enough power xn

i

of x lies in each ai and thus also in a, which shows that x E a and that
a = n.pi' This last representation of a is irredundant, since otherwise

i

we would have for some j: a = n .pi ::::> n ai ::::> a, whence a = n ai' in
i,ej i,ej . . i,ej

contradiction with the irredundancy of the given primary representation
n ai' Xow, if y E .pi' there exists ZEn.pj such that Z rf= .pi; we have
i j,ei

yz E a C ai' and thus y E ai and Qi = .pi' This completes the proof.
The following simple properties will be useful:
A) If a prime ideal .p contains a finite intersection nai' it contains

i

some ai (III, § 8, p. 150); if the ai are primary, then.p contains the asso-
ciated prime ideal .pi of one of them.

B) If a prime ideal .p is a finite intersection n.pi of prime ideals, it
i

contains one of them, by A), and thus is equal to it; the other .p j contain
then this .pi'

§ 5. Uniqueness theorems. Having proved the existence of the
primary decomposition, one is naturally led to the question of the
uniqueness of that decomposition. It can be shown by examples that
the primary ideals ai of an irredundant representation a = nai need

i

not be uniquely determined by a. For instance, if a is the ideal
(XII, XY) in a polynomial ring k[X, YJ(k, a field), then for every ele­
ment c of k we have a corresponding irredundant decomposition
alnall,c of a, where al = (X) and all,c=(Y-cX,XII). (See also
Theorem 22 given further on, in § 11). However, we will prove that
their associated prime ideals are unique (Theorem 6) and that the" most
important" among the ai themselves are also uniquely determined
(Theorem 8). We shall achieve this by giving intrinsic characteriza­
tions of these ideals in terms of a alone.

THEOREM 6. Let R be an arbitrary ring and a an ideal of R admitting
an irredundant primary representation nai; and let Pi =~' For a

i

prime ideal P of R to be equal to some.pi it is necessary and sufficient that
there exist an element c of R not contained in a and such that the ideal
a:(c) is primary for p. The prime ideals Pi are therefore uniquely deter­
mined by a.
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PROOF. Given an index i there exists c EO n qj' c t/'- qi' since the repre-
J ,6i

sentation is irredundant. For such an element c, the ideal a: (c)
evidently contains qi and is contained in b i. On the other hand, if
xy E a: (c) and x t/'- Pi' we have xyc E a C ai' whence yc E qi' since x t/'- .pi'
and consequently yc E a since yc E (c) C n OJ; this shows that yEa: (c).

j,6i
It follows then from III, § 9, Theorem 13, that a:(c) is primary for Pi'
Suppose conversely that for some element c, not in a, the ideal a:(c) is
primary for a given prime ideal p. Writing a:(c) = n{Cli:(C)} and

i

taking radicals, we get P = nVCli:(C). The first part of the proof,
i

applied to the case a = Cli' shows that the radical ~:(c) is Pi unless
c E qi' in which case that radical is R. Hence P is the intersection of
some of the Pi' and is therefore one of them [(B) of § 4, p. 210). Q.E.D.

The (uniquely determined) associated prime ideals of the primary
ideals occurring in an irredundant primary representation of an ideal a
are called the associated prime ideals of a, or simply the prime ideals of a.
This terminology is consistent with the one used for primary ideals. A
minimal element in the family of associated prime ideals of a (that is, an
associated prime ideal of a which contains no other prime ideal of a) is
called an isolated prime ideal of a; a prime ideal of a which is not isolated
is said to be imbedded. The isolated prime ideals of a admit the fol­
lowing very simple characterization:

THEOREM 7. Let R be an arbitrary ring, a an ideal of R admitting a
finite irredundant primary representation a = nCli' and let Pi = ~.

i

For a prime ideal b of R to contain a it is necessary and sufficient that P con-
tain some Pi' The isolated prime ideals of a are the minimal elements of the
family of prime ideals which contain a.

PROOF. The second assertion results from the first one. It is clear
that, if P contains some Pi' it contains a. Conversely, if P contains
a = nCli' it contains some Pi by A) of § 4.

i

If a = nCli is an irredundant primary representation of a, the ideals
i

Cli are said to be the primary components of a (relative to the given decom­
position); and Cli is called isolated or imbedded according as its associated
prime ideal Pi is isolated or imbedded. We now characterize the iso­
lated primary components of a in terms of a alone:

THEOREM 8. Let R be an arbitrary ring, a an ideal of R admitting an
irredundant finite primary representation a = nqi, and Pi the associated

i

prime ideal of 0i' The set Cl'i of elements x of R such that a:(x) et Pi is an
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ideal of R which is contained in Cli. If O"i is an isolated pn·mary component
of a then qi is equal to q'i. The isolated primary components of a are there­
fore uniquely determined by a.

PROOF. The third assertion follows from the second and from the
uniqueness of the isolated prime ideals of a (Theorem 6 or TheorePJ. 7).
It is clear 6at if x E q'i then yx E q'i for all yin R. If Xl and X 2 are in
q'i' there exist elements 7T l , 7T 2, not in Vi' such that 7T l X I E Q and 7T~2 Ea.

We have then 7T l 7T 2(X l - x 2) E a and 7T17T 2 rt Vi (since 7Tl rt Pi' 7T2 rt Pi anc.
Vi is prime), whence Xl - X 2 E q'i. This proves that q'i is an ideal. If
X E q'i' then X7T E a for some 7T not in Pi. We have then X7T E qi' 7T rt Pi'
whence X E qi' and this establishes the first assertion of the theorem.
~ow, suppose that qi is isolated. For j ::;i: i, we have Pj r::t. Pi and there
exists bj E Pj such that bj rt ,pi; let s(j) be an exponent such that b/(j) E qj
and let b = II b/j). Since Vi is prime we have b rt Vi; and, for any

j#

X in qi' we have bx E a, thus x E q'i' and qi C q'i. Q.E.D.
REMARK. The element b constructed above (when qi is isolated)

satisfies the conditions b rt Vi and a:(b) = qi. Using this element b, we
see that if q is an ideal which is primary for Pi and contains a, then q

must contain qi; for, we have q ::> bqi and q ::> qi since b rt Pi.
The uniqueness of the isolated primary components of a is a special

case of a more general result. Let a = nqi be an irredundant primary
i

decomposition of a, Pi the associated prime ideal of qi' and M the family
of all Pi. A subset L of M is said to be an isolated system ofprime ideals
of a if, when Vi is in L, all the prime ideals of u containedin Vi are in L.
A system L reduced to an isolated prime ideal is an isolated system.
Given an isolated system L of prime ideals (Pi) of a, the intersection

q

nqi
q

of the corresponding primary components is denoted by aL and is
q

called an isolated ideal component of a. We will prove that UL is uniquely
determined by a and by the isolated syste!!l L, and is independent of the
given irredundant primary decomposition of a. Given a maximal ele­
ment Vr of L, the set Lr of all elements Vj of L such that Vj C Vr is ob­
viously an isolated system, and since L is finite, it is the union of the
Lr ; thus aL = naL , and we are reduced to proving the uniqueness of

T
r

aL. As in Theorem 8 one shows the existence of an element b rt VrT

which lies in the intersection of all qj whose associated prime ideal Vj

does not lie in Lr ; we then have baL C u. Let q'i denote (as in Theorem
T

8) the set of aU x such that a:(x) r::t. Vi. Since baL C a and b rt V" it
follows that aL

T
C q'r. On the other hand, if Pj is ~ny member of Lr
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then q'r C q' j (since Pj CPr) and hence, by the first assertion of
Theorem 8, we have q'r C qj' Hence q'r C aL , showing that q'r = aL .

This equality characterizes aL in terms of a an'd Lr alone and shows the,
uniqueness of aL •

In a ring R in 'which every proper prime ideal is maximal, imbedded
components do not exist, since, when the ideal (0) is, prime, it can only
be an associated prime ideal of itself. Thus:

THEOREM 9. Let R be a noetherian ring in which every proper prime
ideal is maximal. Then every ideal a of R is, in a unique way, a finite
irredundant intersection ofprimary ideals; a is also, in a unique way, a pro­
duct of primary ideals belonging to distinct prime ideals.

PROOF. The first assertion is obvious. Now, let a = nq, be the
i

irredundant primary representation of an ideal a and let Pi = yq,:-.
If some Pi is not maximal, then Pi = qi = (0), whence a = (0) is prime,
and our assertion is trivial. If each Pi is maximal it follows that
a = ITqi (see III, § 13, Theorem 31, relation (8)). If a = IIq' j is a!1.-

i j

other representation of a as a product of primary i~eals q' j whose
associated prime ideals are distinct maximal ideals, then, again by
Theorem 31 of III, § 13, we have a = nq' j' and this primary repre-

1

sentation of a is irredundant, by property A) stated at the end of § 4
(since the Pj are distinct and maximal). Hence the q'i coincide with
the qi' except for order. Q.E.D.

RECVIARK CO~CER.~I~G PASSAGE TO A RESIDUE CLASS RING. Let R be a
ring, a and 0 two ideals of R such that 0 C a. The property that a be
prime (or primary) is a property of the factor ring R/a, viz. that R/a is a
domain (or that every zero divisor in R/a is nilpotent). Thus, if a is a
prime (or primary) ideal of R, the ideal a/o of R/o is prime (or primary).
Also the radical of a/o is vUfo. Consequently, if a = nqj is an

i

irredundant primary representation of a and if Pi = Vqj, then
a/o = n(q..Jo) is an irredundant primary representation of alb, and the

i

pJo are the associated prime ideals of a/o. Furthermore, to isolated (or
imbedded) prime ideals and components of a correspond isolated (or
imbedded) prime ideals and components of a/o.

§ 6. Application to zero-divisors and nilpotent elements
THEORECVI 10. Let R be a ring and a an ideal of R admitting a finite

irredundant primary representation a = nqi' The radical of a is the
j

intersection of the isolated prime ideals of a.
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PROOF. Si!lce the radical of a finite intersection is the intersection of
the radicals, the radical of a is the ;ntersection of all associated prime
ideals Pi of a. From this intersection we may delete the imbedded·
prime ideals.

COROLLARY. In a noetherian ring R the set of nilpotent elements is the
intersection of the isolated prime ideals of (0) (that is, of the minimal prime
ideals of R; cf. the last part of Theorem 7).

We observe also the following consequence of Theorem 10: va is
prime if and only if a has a single isolated prime ideal. Xow, it will be
proved later on (see § 11, Theorem 21) that in a noetherian domain tn.ere
always exists an ideal having a preassigned (finite) set of associated prime
ideals ¢ (0). It follows that va may be prime without u being primary.
The following example may serve as a simple illustration: in a poly­
nomial ring k(x,y] over a field k let PI = (x), P2 = (x,y), a = PI np22.
Then PI and P2are prime, P22 is primary, a is not primary (for, PIn p22

is an irredundant primary representation of a) and va = Pl'
THEOREM 11. Let R be a noetherian ring, a and 0 two ideals of R such

that a ¢ R. Then a = a: 0 if and only if 0 is contained in no prime ideal
ofa.

PROOF. We use the properties of quotie!lt ideals given in III, § 7.
Let u = nCli be an irredundant primary representation of a, and let

i

Pi = vCTi' If 0 is contained in no Pi' then, from (a.:o)o cae Cli' we
deduce u: 0 C Cli and hence a: 0 = a since the quotient a: b obvi.ously con­
tains u. Conversely, if a:o = a, we n.ave a:oS = u for all s. If, con­
trary to our assertion, 0 is contained in some Pi' say 0 C PI' then there
exists an exponent s such that OS C PIs C (\1 (since PI has a finite
basis), and we have Cll:os = R, whence a = a:oS = n(Cli:Os) =

in (Clj:Os) ::J n Clj::J a, whence a = n Clj' contradicting irredundance.
j,el j,el j,el

COROLLARY 1. For an ideal 0 of a noetherian ring R to be contained in
some associated prime ideal of an ideal a of R, it is necessary and sufficient
that a:o ¢ a.

This is a restatement of Theorem 11. Xotice that this corollary
gives the uniqueness of the maximal associated prime ideals of u.

COROLLARY 2. For an element x of a noetherian ring R to belong to
some associated prime ideal of an ideal a of R, it is necessary and sufficient
that there exist an element y f/= u such that xy E a.

Apply Corollary 1 to the ideal 0 = (x).
CORO~LARY 3. In a noetherian ring R the set of all zero-divisors is the

union of all the associated prime ideals (isolated and imbedded) of (0).
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Apply Corollary 2 to the ideal 0. = (0).
RE~ARK. An ideal of a noetherian ring R is entirely composed of zero­

divisors if and only if it is contained in some associated prime ideal of
(0). This follows from Corollary 3 and from the following fact, which
is sometimes useful: if an ideal a is contained in a finite union U Vi of

i

prime ideals, it is contained in one of them. In fact, we may suppose that,
for i =;;t. j, we have Vi q:. Vj for, otherwise, neither the hypothesis nor the
conclusion is affected if Vi is deleted. Suppose now that a is contained
in no lJi' For any i, it is then true that the ideal ann Vj is not con-

j .. i

tained in Vi [see property A) at the end of § 4, p. 210]. Ifai is an element
belonging to this ideal but not to Vi' then the element 2:ai is in a without

i

being in any Vi-a contradiction. This last result shows also that a
finite union UVi of prime ideals is never an ideal, except in the trivial

i

case where alllJi are contained in one of them. However, a non-trivia~

finite union of ideals may be an ideal if the ideals are not prime. For
example, if R is any finite, additive non-cyclic group and if we set xy = 0
for all x, yin R, then (x) =;;t. R for all x in R, but U (x}is the unit ideal.

xeR

Or also, if k is a finite field and R is the residue class ring
k[X, YJ/(X2, XV, Y2) = k[x, y] (where x and yare the residues of
X and Y) then the finite union U (ax + by) is the ideal (x, y).

a,bek

§ 7. Application to the intersection of the powers of an ideal.
For proving the main theorem of this section we need two lemmas:
LE~MA 1. Let R be a noetherian ring, a and m two ideals of R. There

exists an integer s and an ideal a' of R such that ma = ana' and a' :J mS
•

PROOF. Let {q'i}({q"j}) be the set of primary components of ma
whose associated prime ideals contain (do not contain) m. We take

I n I " n" Th 'n" d h . .a = q i' a = q j' en ma = a a, an t ere eXIsts an mteger
i j

s such that mS Ca'. On the other hand, if we fix an element Yj
in m such that y j 1=~, then we have for any element x in
a: YjX E ma C q"j' which implies x E q"j; therefore a C a". Since
rna C a, we have rna = rna na = a' na" na = a' na, and the lemma is
proved.
LE~~A 2. Let R be an arbitrary ring with identity, a and m two

ideals of R such that a admits a finite basis (Xl' ... , xn) and a = am.
Then there exists an element z in m such that (1 - z)a = (0).

PROOF. Denote by o.i the ideal (Xi' .. " xn) (whence a l = a) and set
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an+ 1 = (0). We shall prove, by induction on i, the existence of an ele­
ment Zi in m such that (1 - zi)a C ai ; then zn+l will be the element Z
we are looking for. For i = 1 it suffices to take ZI = O. From'
(1 - zi)a C aiandfroma C ma, we deduce (1 -' zi)a C m(l - z;)a C mo:i ;

n

in particular we have (1 - Zi)xi = 2: ZijXj with zij Em. Thus
j=i

(1- z· - Z ..)x.Ea·+ l and we may take 1- z· '1= (1- z.)(l- z· - z ..)t l-t t t , t....... t t tt •

A neater proof of Lemma 2 can be obtained if we are willing to use
determinants, the theory of which can be developed in any com­
mutative ring as well as in a field. Since a = ma we have relations 0:

n

the form Xi = 2: YijXj, where Yij Em, or 2:('8ij - Y,j)Xj = 0, where 0ij
j=l j

is 0 or 1 according as i and j are distinct or equal. If d denotes the
determinant :Oij - Yij!, the usual argument leading to Cramer's rule
shows that dx j = 0 for all j, that is, da = (0); and the rule for developing
a determinant shows that d is of the form 1 - Z with Z E m.

THEOREM 12 (KRULL). Let R be a noetherian ring and m an ideal of R.
00

In order that n mn = (0), it is necessary and sufficient that no element
n=l

of 1 - m be a zero-divisor in R.*
PROOF. If an element 1 - Z of 1 - m is a zero-divisor, say

(1 - z)y = 0 with Y ¢ 0, we have Y = zY = Z2y = ... = zny, and Y
belongs to n mn• Conversely, assume that no element of 1 - m is a

n

zero-divisor in R, and let a = n mn• By Lemma 1 we have
n

ma :::> a n m S = a and thus ma = a; therefore, by Lemma 2, there
exists z in m such that (1 - z)a = (0), and since 1 - z is not a zero­
divisor we conclude that a = (0).

We note that in the above proof we have used Lemma 1 (which will be
especially useful to us in chapter VIII on local algebra) for the purpose
of establishing the equality ma = a. This equality can also be proved
in a somewhat simpler fashion, as follows:

Let am = n (Ii be an irredundant primary decomposition of am.
i

Since am C a, in order to prove that am = a we have only to show that
a C qi for all i. Now, we have am C qi' Hence, if m et -Pi then cer­
tainly a C qi' If m C Pi' then for some integer n we have m n C q;, and
hence again a C mn C qi'

COROLLARY 1. If R is a noetherian domain and if m is an ideal of R
different from R, then n mn = (0).

n

* By 1 - m we mean the set of elements of the form 1 - 7T, 7T Em.
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This corollary shows that if m '¥: (0) (and R being a noetherian
domain) then mP '¥: mq for p '¥: q; for otherwise-if, say, p < q-we
would have mP = mP+l, thus, upon multiplication by m, mPJ..2 =
mP+1 = mP, and mp +n = mP by induction on n. We would then get
the contradiction mP = (0).

COROLLARY 2. If R is a noetherian ring such that the non-units of R
form an ideal m (that is, if R is a "local ring"; see § 11, p. 228) then
nmn = (0).
n

In fact, since no element of 1 - m is in m, every element of 1 - m
is a unit, and cannot be a zero divisor.

By Corollary 3 to Theorem 11 of § 6, the set of zero divisors in the
noetherian ring R is the union U Pi of the associated prime ideals of (0).

i

Thus, the condition of Theorem 12 may be written" (1 - m) nPi = 0
for every i," or equivalently" m + Pi '¥: R for every i." Thus, by
passage to a residue class ring Ria (see Remark at the end of § 5)
Theorem 12 yields the following result:

THEOREM 12'. Let R be a noetherian ring and let m and o. be two
ideals of R. In order that n (a + mn) = a, it is necessary and sufficient

n

that m + Pi'¥: Rfor every associated prime. ideal Pi of a.
Given an ideal m of a ring R, an ideal a of R is said to be closed

(with respect to m) if n (a + mn) = a.
n

In fact, we can define a topology on R by taking the powers {mn} as a
neighborhood system for 0, t1:le neighborhoods of an arbitrary x in R
being the residue classes {x + mn}. It is easy to check that R becomes
in this way a topological ring, that n mn = (0) means that it is Haus-

n

dorff space, and that n(a + mn) = a means that the ideal a is closed.
n

One can then consider the question of the completeness of R with
respect to this topology. These questions are of great importance in
the theory of local and semi-local rings; this theory will be developed
in chapter VIII. The following lemma is, actually, a well-known topo­
logical fact:

LEYIMA 3. Given a ring R, an ideal m of Rand afamily {aA} of ideals
of R which are closed (with respect to m), the intersection n aA is closed.

A

This follows from the obvious inclusion ( n aA) + mn en (aA + mn)
A A

and from the associativity of intersections.
We now determine the" closure" of an ideal:
THEOREM 13. Given a noetherian ring R and two ideals m and a of R,
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the intersection n (a + mn) is the intersection of those primary components
n

ai of a whose radical ~i satisfies the relation m + ~i ¢: R.
PROOF. Let 0 = n ai' Since each Ui is closed (Theorem 12'), 0 is

i

closed (Lemma 3), and we have 0 = n (0 + mn). Let now {u'j} be
n

the other primary components of a and {~') their radicals. Since
m + ~'j = R, m ~s comaximal with each ~'j' thus with each q'j' thus
also with the intersection 0' of the q'j' and consequently mn is comaxi­
mal with 0' (III, § 13, Theorem 31); in other words, 0' + mn = R for
every n. We therefore have 0 = (0' + mn)o = 0'0 + mno C a + mn

for every n (in topological language this means that a is dense in 0).
From a C 0 and 0 = n (0 + mn) we then dedcce that 0 = n (a + mn).

n n
Q.E.D.

COROLLARY. Given an ideal m of a noetherian ring R, n mn is the
n

intersection of those primary components qi of (0) the radical Pi of which
satisfies the relation m + ~i ¢: R.

We take a = (0) in Theorem 13.

§ 8. Extended and contracted ideals. We have seen that tn.ere
is a quite simple relationship between the ~deals of a ring and the ideals
of one of its residue class rings (see III, §§ 4, 5, in particular Theorem 7
in III, § 5). The matter is much more involved if we consider a ring 8
and a subring R, and this ?roblem is not essentially easier than the fol­
lowing more general one which we are going to stedy: Weare given two
rings Rand 8 having identities, and a homomorphismf of R into 8 such
thatf(l) = 1, and we look for relations between ideals of R and ideals
of 8. Ideals in R will be denoted by small German letters (a, 0, ...),
and ideals in 8 by German capitals (2(, 58, ...). ~either 8 nor R need
be noetherian in this discussion, since very few additional results follow
froPl this asse~ption. ':'he case where R is a subring of 8 is inc~uded

in this discussion by taking for f the identity mapping of R into 8.
DEFI~ITIO~. If 2( is an ideal in 8, the ideal me = f-1(91) is called the

contracted ideal, or the contraction, of 2(. If a is an ideal in R, the ideal
cte = 8f(a) generated by f(a) in 8 is called the extended ideal, or the
extension, of a.

When R is· a subring of 8, the ideal 2(e is the intersection R n2(; it
contains every ideal of R which is contained in 2(, and is thus the
largest ideal in R contained in 2(. SiPlilarly the ideal ae is generated by
a i.'1 8; it is contained in every ideal of 8 which contains a, and is thus
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the smallest ideal in 8 which contains a. It consists of all elements of
8 of the form SIal + S2a2 + +snan> where n is an arbitrary positive
integer, si E 8, ai EO., i = 1, 2, , n.

It is clear that 8 e = R, Re = 8, (RO)e = 80, and that (80)e is the
kernel off. The following relations are easily proved:

(1) If %f C 58 then 'ne C 58e; if a C b then ae C be:'
(2) we C 'n; aee :::> a.
(3) 'neee = %fe; aeee = ae.

(We have 'nee C ~ by (2), thus 'neee C 'ne by (1); on the other hand we
have 'neee = ('ne)ee :::> 'ne by (2); similarly for the other formula).

(4) ('n + 58)':::> 'ne + 58e; (a + b)e = ae + be.
(5) (~n 58)e = 'nen 58e; (a n b)e Cae n be.
(6) (%f58)e:::> ~e58e; (ab)e = aebe.
(7) ('n:58)e C 'ne:58e; (a:b)e C ae:be.

(The second formula follows from (a:b)ebe = «a:b)b)e [by (6)J Cae).
(8) (v~)e = vW; (va)e C Vae.

In (1) we can~ot assert that 'ne < 58e if 'n < 58, nor that ae < be if
a < b. For instance, if R is a domain and 8 its quotient field, we have
ae = Re = 8 even if a 7':- R, provided a 7':- (0). In (2), ... , (8) none
of the inclusions can in general be replaced by an equality.

We notice that, in view of (3), the inclusions (2) become equalities
when 'n is an extended ideal and 0. a cO'1tracted ideal. However, an
ideal in 8 need not, ~n general, be an extended ideal, and, afortiori, need
not be the extension of its contraction; we may therefore have 'nee < 'no
Also, an ideal in R need not be a contracted ideal nor, a fortiori, need it
be the contraction of its extension; we may therefore have aee > a.
All that can be said, in view of (3), is that if an ideal in 8 is an extended
ideal, it is the extension of its contraction, and that if an ideal in R is a
contracted ideal, it is the contraction of its extension.

In other words, if we denote by (E) the set of all extended ideals in 8
and by (C) the set of all contracted ideals in R, the mappings 'n~ %fe

and a~ 0.' are 1-1 and are inverse mappings of (E) onto (C) and of (C)
onto (E). Of course this does not preclude the possibility that mem­
bers of (E) may also be extensions of ideals not in (C), and that members
of (C) may also be contractions of ideals ~ot in (E).

The 1-1 correspondence between the ideals in (C) and (E) is an iso­
morphism with respect to the fundamental ideal theoretic operations (sum,
product, intersection, quoti.ent, radical) to the extent to which these
operations do not lead to ideals outside of (C) or (E). Cases where this
condition is surely fulfilled are given by the equalities in formulae (4),
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(5), (6), and (8). These formulae show that the set (E) is closed under
addition and mu1t!plication and that the set (C) is closed under
intersection and radical formation. We now show that (C) is also closed·
under quotient formation.

PROOF. Let a and b be contracted ideals in R. We set '21: = ae,

5B = be, whence a = WC and b = 5BC. Our assertion that a:b E (C)
will be established if we prove, more generally, the foIIowing asser­
tion: (*) if W is any ideal in Sand 5B E(E) then ~IC:5BC = ('2I::5B)c.
By (7), it is sufficient to prove that WC:5BCC (%t:5B)c. We have:
(~tc:5Bc)e5B = (wc:5Bc)e5Bce (since 5B E (E)) = «Wc:5Bc)5Bc)e C IUce C '21:.
Hence (wc:5Bc)' C W:5B and (wc:5Bc) C (wc:5Bc)ec C (W:5B)c, as asserted.
This established our assertion that (C) is closed under quotient forma­
tion.

The above proof shows that if a, b E (C) then not only does a: U
belong to (C) but we have also, by (*), that a:b = (ae:be)<.

If $ is a prime ideal in Sand 0 an ideal in S which is primary for ~,

it is trivial to check that ~c is prime and OC primary for ~c. If %t is an
ideal of S admitting a primary representation W = n0i' then the be­
havior of intersections under inverse images shows that mc = n O{ is a
primary representation of WC; but this representation need not be
irredundant when that of '21: is. The behavior of prime and primary
ideals of R under extension is less simple; ~ may be prime in R without
~e being prime in S. Indeed, the investigation of the character of ~e is
one of the central problems of ideal theory. We wiII study particular
cases of th!s problem in the next section and in the next chapter.

When we are given three rings R, S, T and two homomorphisms f
from R to Sand g from S to T (R ~ S ~ T) then for any ideal a of R
it is true that the extension (under g) of the extension (under f) of a is
the same ideal (in T) as the extension (under fg) of a; and a similar
property holds for cont!actions. In particular, if we have a com­
mutative diagram of rings and homomorphisms

R~S
g ~ ~ h

R' --+ S'
f'

(that is, if the homomorphismfh of R into S' is the same as g1'), then,
given an ideal-a of R, the extension under h of the extension unde!f of a
is the same ideal in S' as the extension underl' of the exte'l.sion under
g of a; and similarly for contractions. An important particular case is
the one in which Rand R' are subrings of Sand S', f and l' are the
identity mappings, and g is the restriction of h to R.
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§ 9. Quotient rings. Let R be a ring with identity (not necessarily
noetherian). We have seen (in I, § 19) that R admits a total quotient
ring F, that is, a ring F which admits R as a subring and in which every
regular element of R (that is, any element of R which is not a zero
divisor) is a unit; furthermore every element of F may be written in the
form ajb (a, b E R, b regular in R). In I, § 20 we d~fined a multiplicative
system in R as a non-empty subset M of R which does not contain 0
and which is closed under multiplication. When all elements of Mare
regular (in which case M is said to be, regular) we have defined the
quotient ring RM of R with respect to M as the set of all quotients ajm
where a E R, m EM; this is a subring of the total quotient ring F of R.

When we are given a multiplicative system M in R which contains
zerO divisors, a quotient ring RM cannot be defined without further ado.
In fact, the main feature of a quotient ring RM in the regular case is that
the elements of M become units in RM ; and a zerO divisor can never be a
unit. We shall now undertake a slight generalization of the concept of
a quotient ring. We consider a homomorphism f of R into a ring S
such that f(m) is a unit fOT every m EM, where M is a given multiplicative
system in R. If x is an element of R such that mx = D for some m in M,
we have 0 = f(xm) = f(x)f(m), and since f(m) is a unit in S, this im­
plies f(x) = O. In other words, the kernel of f must contain the set n
of all elements x in R for which there exists an element m in M such that
mx = O. Since M is multiplicatively closed, this set n is an ideal in R,
as is readily verified; and since 0 rt M, we have 1 rt nand n ::;6 R. Thus,
the image f(R) of R in S is isomorphic to a residue class ring of Rjn,
and f defines a homomorphism l' of Rjn into S. Now, the canonical
image M = (M + n)jn of M in Rjn is obviously closed under multi­
plication. Furthermore, M does not contain any zero divisor: for, if
X·in = 0 (x E Rjn, in EM) and x, m are representatives of x, in in Rand
M, then xm En, xmm' = 0 for a suitable element m' in M, and since
mm' EM, we deduce that x En and x = O. Thus M is a regular multi­
plicative system in Rjn, and we can construct the ordinary quotient ring
(Rjn)g. Since every element of 1'(M) (= f(M)) is a unit in S, the
homomorphism1' may be extended to a homomorphism (still denoted
by 1') of (Rjn)g into S by setting1'(xjin) = 1'(x)/f'(in) (the fact that1'
is single valued and is a homomorphism is easily proved, as in I, § 19,
Theorem 16). The ring (Rjn)g is called the quotient ring of R with
respect to the multiplicative system M and is denoted by RM . We notice
that if M is regular, we have n = (0), Rjn = R, M = M, and the new
terminology and notation is consistent with the old one. The quotient
:ring RM has the following property:
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There exists a homomorphism h of R into R M such that:

1) The kernel n of h is the set of all elements x in R for which there
exists min M such that xm = O.

2) The elements of heM) are units in R M •

3) Every element of R]t,J may be written as a quotient h(x)jh(m)
(XE R, mE M).

One such homomorphism h is given by the product q;if;, where q; is the
canonical homomorpI1ism of R onto Rjn and if; is the canonical iso­
morphism of Rjn into (Rjn)S1'

The precedi~g considerations show easily the essential uniqueness of
a ring RM and a homomorphism h sa6sfying conditions 1), 2), and 3).
::\Tamely, if h is as above (that is, ~f h = q;if;), if S is any ring and f is a
homomorphism of R into S such that conditians 1), 2), and 3) are satisfied
when h and R M are replaced respectively by f and S, then there exists an
isomorphismI' of R M onto S such that f = /if'. For, since the kernel of
f is this ti~e the sa~e as the kernel of h, the homomorphism I' of Rjn
(= heR»~ into S, defined by f, is an isomorphism, and hence also the
extension of f' to RM (still de~oted by f') is an isomorphism into S.
On the other hand, since we have also assumed that every element of S
£s of the formf(x)jf(m) (x E R, m E M),f' is necessarily an isomorphism
onto S, and from the definition off' it is obvious that f = hI'.

The particular homomorphism h = q;if; of R into RM given above is
calJed canonical (or natural).

In the course of the preceding considerations we have also proved the
following" universal property" of RM :

THEOREM 14. Let M be a multiplicative system in a ring R with
identity, and h the canonical homomorphism of R into the quotient ring R M •

For every homomorphism f of R into a ring S such that every element of
f(M) is a unit, there exists a homomorphism f' of R M into S such that
f=hf'·

REMARK. If M and M' are two multiplicative systems in R such that
M eM' and every element of M' is the product ofan element ofM and a unit
in R, then R M = R M ,. This is obvious if M (and hence also M') is
regdar. In the general case we observe that our assumptions imply that
the set n of elements x of R for which 6.ere exists an element m in M
such that xm = 0 coincides with the set of elements x of R for which
there exists an element m' in M' such that xm' = O. This shows that
RM , = (Rjn)S1', where lVI' = (M' + n)jn. On the other hand, we have
RM = (Rjn)S1, where 1ft = (M -l- n)jn. ~ow, we know that Iff is a
~egular multipliclC'.6ve system, and it is clear thlC'.t 1ft C iVI' and that every
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element of !VI' is the product of an element of !VI and a unit in Rjn.
Hence (Rjn)M' = (Rjn)M, that is, RM , = R M , as asserted.

§ 10. Relations between ideals in R and ideals in RM • We now
study the relations between ideals 01' R (denoted by a, 0, ...) and ideals
in RM (denoted by a', 0', ...). Extensions and contractions are with
respect to the canonical homomorphism h (§ 9, p. 222).

The following terminology will be useful: an element x of a ring R is
said to be prime to an ideal a of R if a:(x) = a (that is, if its residue class
mod. a is not a zero divisor in Rja). A subset E of R is said to be prime
to a if each one of its elements is prime to a. When a is a finite inter­
section of primary ideals, a subset E of R is prime to a if and only if it is
disjoint from the union of the associated prime ideals of a (d. § 6,
Theorem 11).

THEOREM 15. Let M be a multiplicative system in a ring R with
identity and let R M be the quotient ring of R with respect to M.

(a) If a is an ideal in R, then aee consists of all elements b in R such that
bm E afor some m in M. ,

(b) An ideal a in R is a contracted ideal (that is, a ~ aee) if and only
if M is prime to a.

(c) Every ideal in R M is an extended ideal.
(d) The mapping a~ a' is a 1-1 mapping of the set (C) of contracted

ideals in R onto the set of all ideals in R M , and this mapping is an iso­
morphism with respect to the ideal theoretic operations of forming inter­
sections, quotients and radicals.

PROOF. (a): any element b of aee is such that h(b) E ct', and by
property 3) of RM , given in § 9 (p. 222), any element of a' may be written
in the form J..(h(x;)jh(m;))h(a;) (x; E R, m; E M, a; E a). Since M ~s

;

closed under multiplication, reduction to a common denominator
m = n m; E M shows that any element of a' may be written in the form

.L.~,
h(a)jh(m) (a E cr, mE M). Thus" b E aee " is equivalent to "there exist
a in a and m in M such that h(b) = h(a)jh(m)," that is, to "there ex;.st
elements a and m in a and M respectively such that h(bm - a) = 0."
The characterization of the kernel n of h shows that this condition is
equivalent to the following one: "there exists an e1.ement a in a, and
elements m and m' in M such that (bm - a)m' = 0," and this implies
the existence of an element m" (= mm') in M such that bm" E a. CO':1.­

versely, the existence of such an element m" in M im?lies that
h{b)h(m") E h(a), whence h(b) E fl' (since h(m") is a unit in RM ), that is,
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bE ace. This proves (a); and (b) follows from (a) and from the meaning
of the expression "M is prime to a."

We now prove (c). If a' is an ideal in RM , any element x' of a' may
be written in the form x' = h(x)jh(m) (x E R, mE M). We thus have
hex) E a', x E ate, and x' E a'ce; thus a' C a'ec. Since the reverse inclu­
sion is trivial (cf. (2) of §8), (c) is proved. Then (d) follows immediately
from (c) and from the discussion given in § 8, by taking into account the
trivial fact that the set of all ideals in RM is closed under all ideal theoretic
operations.

COROLLARY 1. If R is noetherian, so is R M •

We may use the 1-1 mapping defined in (d) and the maximum condi-
tion. Or we may use (c) and the finite basis property.

COROLLARY 2. We have aC ~ R M if and only if a n M = 0.
We notice that aC = RM is equivalent to 1 E ace, and we use (a).
We now study the behavior of prime and primary ideals of R under

extension.
THEOREM 16. Let q be a primary ideal of R disjoint from M, and let -lJ

be its (prime) radical. Then:

(a) V is disjoint from M, ~ and Cl are contracted ideals, and both contain
the kernel n of h.

(b) qC is primary, and ,pc is its associated prime.

PROOF. If x is any element of Vthen some power of x belongs to q,
while if x is an element of M then any power of x belongs to M. This
shows that if q is disjoint from M then also Vmust be disjoint from M.
The disjointness of V and M implies that M is prime to both V and q,
and thus the second assertion of (a) follows from Theorem 15, (b). The
last assertion of (a) is an obvious consequence of the second assertion.
As for (b) we first notice that VC is contained in the radical of qC ~(8), § 8:.
Let now x', y' be eleme'J.ts of R M such that x' ¢; VCand x'y' E qC. We
may write x' = h(x)jh(m) (x¢;~, m EM),y' = h(y)jh(m') (y ER, m' EM),
x'y' = h(z)jh(m") (z E q, m" EM), and we have h(xym" - mm'z) = O.
This means that there exists an element ml in M such that
m1(xym" - mm'z) = 0; thus m1xym" is an element of q. Since Mis
disjoint from Vand x ¢; V we have m1xm" ¢; V, whence y E q and y' E qc.

In the special case q = V, this shows that VC is prime. In the general
case, the conditions characterizing a primary ideal and its prime radical
are fulfilled, and (b) is proved.

COROLLARY 1. The mapping ~ --+ _lJ c is a 1-1 mapping of the set of all
contracted prime ideals in R (or equivalently: the set of all prime ideals in
R which are disjoint from M) onto the set of all prime ideals in RM •
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r

a' = nq/ follows from
i=1

formula (5), § 8. Conversely, by Theorem 15, (d), any element x' of a'
r

may be written in the form x' = h(x)/h(m) with x E n qi' since the qi
i=1

are contracted ideals for 1 < i < r. On the other hand, since M is

closed under multiplication, there exists an element m' in M n ( noJ
j=r+l /

We then have m'x E a, and x' = h(m'x)/h(m'm) E ae• This shows that

This follows from Theorem 16 and from the following remark:
Every (ideal and in particular every) prime ideal tJ' in RM is the exte!1­
sion of its contraction (Theorem 15, (c)), and the contraction of a prime
ideal is a prime ideal (§ 8, p. 220).

COROLLARY 2. Given a contracted prime ideal tJ of R, the mapping
q -'; qe is a 1-1 mapping of the set of all ideals in R tphich are primary for
+' onto the set of all ideals in RM which are primary for tJe, and this mapping
is an isomorphism for the operations: and n.

The first assertion follows from Theorem 16 as in Corollary 1. As
to the second assertion, it is sufficient to observe that if q1 and q2 are
primary for tJ, so are q1n q2 and q1: q2 (except in the trivial case q2 C ql'
where ql:q2 = R; in that case we also have q2ec q{ and q{:q{
= RM = Re).

We now study the behavior of primary representations under
extension.

THEOREM 17. Let a be an ideal of R admitting an irredundant primary
n

representation a= n qi' Suppose that, for 1 < i < r, we have
i=1

qi nM = 0, and that, for r + 1 <j < n, we have qj nM ¢ 0. Then
r

ae = n q/ is an irredundant primary representation of ae, and we have
i=1

r

aee = n qi' that is, aee is the intersection of those primary components of
i=1

a which are disjoint from M.

PROOF. That the ideal ae is contained in

r

ae = a' and proves the assertion about ae since the representation n q/
i=1

is obviously irredundant, by contraction. The assertion about aee also
follows by contraction.

We terminate this section by giving the structure of the kernel n of
the canonical homomorphism h of R into RM in the noetherian case.

THEOREM 18. Let R be a noetherian ring, M a multiplicative system in
R. The following ideals are equal:
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1) The kernel n of the canonical homomorphism of R into R M (that is,
the set of all elements x in R for which there exists an element m in M such
that mx = 0).

2) The intersection n' of all primary ideals in R which are disjoint
from M.

3) The intersection n" of all primary components of (0) in R which are
disjoint from M.

PROOF. The inclusion n en: follows from Theorem 16, (a). The
inclusion n' en" is obvious. Xow, since M is closed uncer multi­
plication, 6ere exists an element in M which belongs to all the primary
components of (0) which meet M. If m is such an element then we
have, for any x in n", mx = O. This shows that n" en. Q.E.D.

We now add some properties of transitivity and permutability. Let
M and M' be two multipEcative systems in a ring R such that Me M',
and let h, h' denote the canonical homomorphisms of R into R M and R M,
respectively. Since h' is such that all the elements of h'(M) are units,
there exists a homomorphism Ii of RM into RM , such that h' = hli (§ 9,
Theorem 14). We notice: (a) that heM') is a multiplicative system in
RM ; (:,) 6at the kernel of h is the set of all elements of the forPl
h(x)lh(m) (m EM) s'Jch that m'x = 0 for some m' in M', that is, the
kernel is the set of all x' in R M such that y'x' = 0 for some y' in h(M');
(c) that all elements of h(h(M')) (= h'(M')) are units and (d) that every
element of R M, may be written in the form h(x')lh(y') (x' E RM,
y' E heM')). From this we conclude (cL characterization of quotient
rings, § 9) thl".t R M, is isomorphic to the quotient ring (RM)h(M'), and
furthermore, that if if; denotes the canonical homomorphism of RM into
(RM)h(M') then there exists an isomorphismf of (RM)h(M') onto R M, such
that h = if;f. We have h' = hif;f,and from preceding remarks concerning
the transitivity of successive extensions (§ 8, p. 220) we draw at once the
following consequence: if we denote by superscripts e and e' exte!1.sions
of ideals in R relative to R M and R M , respectively and by eextensions of
ideals in R M relative to (RM)h(M'), then for any ideal a in R the ideal ae'

of RM , corresponds to (aey under the isomorphism f. Xote that every
ideal in RM , is an extended ideal of an ideal a o£ R and that consequently
the above conclusion Q6' = f«a6)~) describes fully the (1-1) correspond­
ence which the isomorphism f indu.ces between the ideals in RM , and
the ideals in (RM)h(M')'

Let M be a muZtiplicative system in R and let a be an ideal of R
which has no elements in common with M. We consider now the residue
class ring RIo. of R and we denote ~y f, 1', and h the canonical homo­
morphis~s of R O!lto RIa, of R M onto RMlo! and of R into R M respec~
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tive1y. Since a C aee, h defines, by passage to the residue classes, a
homoMorphism h of Rja into RMjae which satisfies the relation hf' = fh.
The setf(M) (=(M -I- a)ja) is obviously closed under multiplication,
and since we have assumed that M ("'\ a = 0 it is clear that the zero of
Rja does not belong to f(M). Hence f(M) is a multiplicative system
in Rja. We shall now show th2.t the ring RMjae and the homomorphism
h of Rja into RMjae satisfy the three conditions which characterize, to
within "essential uniqueness," the quotient 6'lg (Rja)f(M) and the
canonical homomorphism h' of Rja into that quotient ri'lg (these condi­
tions were stated in § 9, p. 222). In the first place, the kernel of f' is
ae, whence the kernel of hf' is the inverse image of ae l1nder h; that is,
the kernel of hf' is aee. Since hf' = fh it follows that the kernel of h
is aeeja. ~ow, let x be any element of Rja and let x be a representative
of x in R. Then x belongs to the kernel of the above canonical homo­
morphism h if and only if Xiii = 0 for some element in inf(M)-that is,
if and only if xm E a for some m in M, whence-finally-if and. O'll.y ~f

x E aee (Theorem 15, (a)), that is, if and only if x E aeeja. We have thus
proved that h and the canonical homomorphism h' have the same ke~nel.

The image h(f(M)) of f(M) i.'l RMjae consists of units, for we have
li(f(M)) = f'(h(M)) and heM) consists of units. Finally, it is obvious
that every element of RMjae can be written in the for':':lh(x)jh(in), where
xERja and in Ef(M)(= (M + a)ja). We have there:ore shown the
permutability of residue class ring and quotient ring formation:

(1) RMjae ~ (Rja)(M+ai/a, (M na = 0)

and also the existence of a particular isomorphism (1), say f, such that
hf = h', where-we repeat-h is the homomorphism of Rja i'lto RMjae

defi'led by the canonical homomorphism h of R into RM , while Ii' is the
canonical homoMorphism of Rja into the quotient ring (Rja)(M+a)/a'

§ 11. Examples and applications of quotient rings. The most
important examples of multiplicative systems, and hence of quotient
rings, are the following:

1) M is the complement, in R, of a prime ideal +J of R. T:1.is ex­
ample will be discussed in more detail in this section.

2) M is the complement of a union U Pi of pri~e ideals in R. Then,
in R M , the units are the elements of the complement of U ~/. When
the un~on U.\:Ji is finite, we may suppose tn.at Pi r:t. Pj for i =;C j, for we
may delete Pi if .\.1i C .\:J j without altering M. We then have p/ r:t..\.1/
for i =;C j, the ideals tJ/ are max~mal ideals of R M , and they are the only
maximal ideals of RM since every element of the complement of U.\.1/
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is a unit in RM • A particular case is the one where R is noetherian and
where the fJi are the associated prime ideals of (0); in that case M is the
set of regular elements of R (§ 6, Theorem 11, Corollary 3), and RM is
the total. quotient ring of R.

3) M is the set of all powers of a non-nilpotent element a of R.
4) M is the set of all elements of a subring S of R which are not con­

tained in some prime ideal fJ of R. In particular, in a polynomial ring
F~Xl' ... ,XnJ over a field, one may take for M the set of all non-zero
polynomial.s in the first r indeterminates (r ::::: n).

5) M is the set of all elements x such that x == 1 (mod. a), where a is
an ideal in R, distinct from R.

We now discuss in more detail the case where M is the complement of
a prime ideal fJ in R. In this case the quotient ring RM is called the
quotient ring of R with respect to the prime ideal fJ and is denoted by Rv
(since fJ is not a muldplicative system, as it contains 0, no confusion can
result fro~ the seemingly contradictory notations RM , R p when Mis
the complement of fJ). Because of the importance of this case, we give
a partial summary of Theorems 15, 16, 17 and 18 (and their corollaries)
for this particular case.
TH~oREM 19. Let fJ be a prime ideal in a ring R. If a is an ideal in R,

its extension ae is distinct from Rp if and only if a is contained in.p. The
mapping a ---+ ae establishes a 1-1 correspondence between the set of prime
(primary) ideals of R contained in fJ, and the set of all prime (primary)
ideals in R p• The ideal .\:)e is a maximal ideal in R p , and contains every
non-unit in R p , as well as every proper ideal in R p • If a is an ideal in R
which is a finite intersection of primary ideals, then aee is the intersection
of those primary components of a which are contained in fJ. If R is
noetherian, the kernel n of the canonical homomorphism of R into R p is the
intersection of all primary components of (0) (or of all primary ideals
in R) which are contained in fJ.

The assertion that fJe is the" greatest" proper ideal of R p follows fror'1
what has been said in example 2) above, or from the fact that fJ is the
greatest proper contracted ideal (first assertion of Theorem 19).

The most important property of R p is that its non-units form an ideal.
This property is not generally true in arbitrary rings (e.g., it is not true
in the ring of integers). Rmgs which have the above property and are
noetherian are called local rings and will be studied in chapter VIII.
Local. rings are of importance in the study of the geometry on an
algebraic variety in the neighborhood of a point-in other words, in
the study of the local properties of a variety.

If fJ is a prime ideal in R, the passage to the quotient ring R p has the
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effect, we may say, of converting iJ into a maximal ideal +Jc. We may
also say that any prime ideal, or indeed any ideal a in R, which is not
contained in +J is obliterated, or lost, in R:p, since then aC = R:p. Since
it is sometimes easier to prove a theorem for a maximal ideal than for
an arbitrary prime ideal-for example, every ideal which has a maximal
ideal as radical is primary (III, § 9, Theorem 13, Cor:ollary 1), but this
is not generally true for ideals with prime radical (see III, § 9, p. 154)­
the technique of passage to a quotient ring may sometimes be used for
getting simple proofs. Let us give an example:

THEOREM 20. Let R be a noetherian ring and p a prime ideal in R.
The intersection a of all ideals in R which are primary for p is equal to
the intersection b of those primary components of (0) which are contained
in p.

PROOF. By Krull's theorem (§ 7, Theorem 12, Corollary 2) we have
00n (pc)n = (0) in R:p. On the other hand, the ideals (pc)n are primary

n=!

for pC, and every ideal in R:p which is primary for pC contains some
power (pc)n. Thus, since contraction maps the set of all primary ideals
for pC onto the set of all primary ideals for p (Theorem 19--),and preserves
intersections (finite and infinite), the intersection of all ideals of R which
are primary for p is (O)c, that is, the kernel of the canonical homomor­
phism of R into R:p. By Theorem 19, this kernel is the ideal b. Q.E.D.

COROLLARY. In a noetherian domain, the intersection of all primary
ideals belonging to a given prime ideal iJ is (0).

REMARK. In the proof of the above theorem (and hence also of its
corollary) we have made use of Theorem 12 (Krull's theorem). It is of
interest to point out that Corollary 1 of Theorem 12 (to the effect thatn mn = (0) if R is a noetherian domain) can be derived from the above
n

corollary of Theorem 20, as follows: since every ideal m is contained in
some prime ideal, it is sufficient to prove the required relationn mn = (0) under the assumption that m is a prime ideal, and for

n

prime ideals m this relation follows directly from the above corollary of
Theorem 20 since every primary ideal belonging to m contains some
power of m. In the case of an arbitrary noetherian ring, this reasoning
shows that the intersection of the powers of a prime ideal iJ is contained
in the intersection of all primary ideals belonging to p (and is equal to it
when p is maximal). This is confirmed by a comparison between the
corollary of Theorem 13 and Theorem 20: the first intersection is the
intersection of those primary components Qi of (0) the radical Pi of which
satisfies the relation Pi + P 'F- R; the second is the intersection of those
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primary components qj of (0) the radical Pj of which satisfies the relation
Pj C P; and Pj C P implies 1.1 j + P = P ¥: R, showing that the first
intersection is contained in the second. In the case where P is maximal,
the relations P j C P and 1.1 j + P ¥: R are equivalent, and the two inter­
sections are equal.

We may use Theorem 20 in order to shed some light on the question
of primary representation in noetherian rings. We first prove

THEOREM 21. Let R be a noetherian ring, and let Pi> ... , Pn be prime
ideals of R none of which is an isolated prime ideal of (0) (in a domain they
may thus be arbitrary proper prime ideals). There exists an ideal a in R
whose associated prime ideals are exactly the given ideals Pi> P2, ••• , Pn •

PROOF. We proceed by induction on n, the case n = 1 being trivial
(take a = PI)' We may suppose that Pn is maximal among the given
ideals. We thus suppose the existence of an ideal b, with irredundant

n-l

primary representation b = n qi' qi belonging to .\;Ii' The intersection
n=I

of all primary ideals in R belonging to Pn cannot contain b, for otherwise
b would be contained in some isolated prime ideal P of (0) (Theorem 20),
and this would imply that P coincides with some Pi (1 < i < n - 1), in
contradiction with our hypothesis on the Pi' Thus there exists a

n

primary ideal qn belonging to .\;In such that a = n qi = b n qn is distinct
i=~

from b. It remains to prove the irredundance of the primary repre-
n

sentation a = n qi' It follows from the construction that qn does not
i=1

contain the intersection of the other qi; and if, for example, ql contained
n n-!n qi' it would contain n qj (since qn is not contained in .\;II by the
~2 ~2

maximality hypothesis on Pn), and this contradicts the irredundance of
n-I

the representation b = n qi' Q.E.D.
i=I

In particular, Theorem 21 shows the existence of ideals a in R admit-
ting imbedded components, provided, of course, that R contains two
distinct prime ideals, which are not isolated prime ideals of (0), and such
that one of them is contained in the other. In the case of a domain R,
this last proviso means that the proper prime ideals of R are not all
maximal. This proviso is not fulfilled, and imbedded components are
not to be expected, in the ring of integers, the rings of algebraic integers
and the polynomial rings in one indeterminate over fields; on the other
hand it is fulfilled, and imbedded components exist, in polynomial rings
in several indeterminates.
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We have proved (§ 5, Theorem 8) that the isolated components of an
ideal a are uniquely determined. This is not true of the imbedded
components of a, which are never unique, and are even capable of
infinite variation. ::\1ore precisely:

THEOREM 22. If an ideal a in a noetherian ring R has an imbedded
prime ideal .p, it has infinitely many irredundant primary representations
which differ only in the primary component belonging to .p.

PROOF. By hypothesis, there exists an associated prime ideal b of a
strictly contained in b. It is then enough to prove the following state­
ment:

LEMMA. Given primary ideals u and q in a noetherian ring R, which
belong to prime ideals band .p such that b < .p ¢ R, there exists an ideal
q', primary for .p, and such that q' < q, q' nu = q nu.

PROOF OF LEMMA. By passage to Rlq nu, we may suppose that
q n u = (0) (see Remark at the end of § 5, p. 213). Then the inter­
section of all primary ideals belonging to .p is (0) (Theorem 20). Since
q is not contained in b, we have q ¢ (0) and there exists an ideal q"
primary for .p such that q" ":b q. If we now set q' = q n q", we will have
q' < q and since q' is primary for .p, the lemma is prav:ed.

REMARK. In § 10 we have formulated a transitivity property of
quotient ring formation (see p. 226). In the special case of quotient
rings with respect to prime ideals the following slightly different
formulation of the transitivity property is more useful:

Let M be a multiplicative system in R and let .p' be a prime ideal of R
which is disjoint from M. If e denotes extension of ideals of R to RAt, then
the two quotient rings Rp' and (RM)p" are isomorphic.

This statement is not identical with our original formulation of the
transitivity property which asserts that if we set M' = R - .p' and if h
denotes the canonical homomorphism of R into RM then the two rings
Rp' and (RM)h(M') are isomorphic. However, the two multiplicative
systems h(M') and RM - p'<, although not identical, are related to each
other as follows: (1) h(M') C RM - .p", since .p' and M are disjoint and
since therefore .p'<c = .p' (§ 10, Theorem 16, (a)); (2) every element of
RM - .p'e is the product of an element of h(M') and a unit in R M (of the
form 1Ih(m), mE M). It follows, by the Remark at the end of § 9
(p. 222), that (RM)h(M') and (RM)p" are identical, whence also Rp' and
(RM )!',. are isomorphic, as asserted.

In particular, if M = R - .p, where .p is a prime ideal of R, then the
assumption that M and .p' are disjoint signifies that .p' c.p. In that
case, then, the two quotient rings Rp' and (Rp)p" are isomorphic.
Furthermore, if e' denotes extension of ideals of R with respect to R v"
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then for any ideal Ct in R the ideal ae' in R:p corresponds to the extension
of ae in (Rp)p.e.

§ 12. Symbolic powers. Given a ring R and a primary ideal 'I in
R, the n-th power 'In of 'I need not be primary (see III, § 9, p. 154). We
can however associate with 'In a certain primary ideal:

DEFINITION. Let R be a ring with identity, ,p a prime ideal in R (¥= R),
'I a primary ideal belonging to ,p, and n a positive integer. The ideal
(qn)ec (extension and contraction being made with respect to the quotient
ring R D) is called the n-th symbolic power of 'I and is denoted by q(n).

The properties of symbolic powers are summarized in the following
theorem:

THEOREM 23. Let 'I be a primary ideal belonging to ,po
1) The symbolic power q(n) is a primary ideal belonging to ,p,. it is the set

of all elements x in R for which there exists d $ ,p such that dx E 'In. If 'In
is primary (in particular, if ,p is maximal) then q(n) = 'In.

2) If 'In is a finite intersection ofprimary ideals, then ,p is its only isolated
prime ideal, and q(n) is the corresponding primary component.

3) If,p has a finite basis, then every primary ideal belonging to ,p con-
co

tains some symbolic power of ,po When R is noetherian, n ,p(n) is the inter-
n=1

section of those primary components of (0) which are contained in,p. When
co

R is a noetherian domain, we have n ,p(n) = (0), and the ,p(n) form a strictly
n=l

decreasing sequence of ideals.
4) When R is noetherian, ,p is the only isolated prime ideal of q(n). q(m>,

and the corresponding primary component is q(n+m).
PROOF OF 1). The first assertion follows from the fact that 'Ie is

primary for the maximal ideal ,pe in R and that consequently also
(qn)e (= (qe)n) is primary for ,pe in R:p. The second assertion is a special
case of Theorem 15, (a) (§ 10), and the third follows from the second.

PROOF OF 2). This is a special case of Theorem 17 (§ 10).
PROOF OF 3). If,p has a finite basis, every primary ideal 'I belonging

to ,p contains some power pn. Hence, if x E ,p(n) and if d $ ,p is such that
dx E ,pn (such an element d exists, by 1)), then dx E 'I, whence x E 'I since
q is primary for ,p, and thus' ,p(n) C q. The second assertion follows
from the first and from Theorem 20 (§ 11), and the third assertion fol­
lows from the second (cf. the Remark following Corollary 1 to Theorem
12 in § 7).

PROOF OF 4). Since,p is obviously the radical of q(n). q(m), ,p is the
only isolated prime ideal of q(n). q(m) (Theorem 10, § 6). Using the
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characterization of an irredundant decomposition of aee in terms of that
of a, given in Theorem 19 in § 11 we see that in order to complete the
proof of 4) we have only to show that (q(n). q(m»)ec = (qn+m)ec. But this
is obvious, since q(n)e = (qn)e (the extended ideal (qn)e being also the
extension of its contraction q(n»), q(m)e = (qm)e, whence (q(n). q(m»)e =
(qn+m)e.

RE:vIARK. We may define more generally the symbolic powers a(n) of
an ideal a which admits a primary representation without imbedded
components. Instead of the quotient ring R p we consider then the
quotient ring R M , where M is the complement of the union of the asso­
ciated prime ideals of a and we set a(n) = (an)ec. The ideal a(n) is the
set of all elements x in R for which there exists an element m in M such
that mx E an. The ideal a(n) has the same associated prime ideals as
a; all these prime ideals are isolated.

§ 13. Length of an ideal. In III, § 11 (whose content is an essen­
tial prerequisite for the reading of this section) we have defined the
length 1 of a module over a ring R; this length may be finite or infinite.
Since an ideal a of R is an R-module, its length l(a) is'defined, but this
notion has no great interest since l( a) is infinite in many interesting
cases (for example, l( a) is infinite if a is a proper ideal containing a
regular element x, for a > Rx > Rx2 > Rx3 > ... is then an infinite
strictly descending chain). A more reasonable definition would be to
define the length of the ideal a as being the length l(R - a) of the dif­
ference module R - a; however this length would still be infinite in
many important cases, for example whenever a is a prime ideal which
is not maximal. We therefore need a more subtle definition.

DEFI"'ITIO~. Let R be a ring with identity and let a be an ideal in R
having a primary representation without imbedded components. Denote
by M the complement of the union of the associated prime ideals of a, and
consider the quotient ring R M . The length l(RM - ae) of the difference
R-module R M - ae is called the ideal-length of the ideal a and is denoted
by ,\(a).

REMARK. We will in general use the simple word" length" instead of
the more precise term" ideal-length." There will be no danger of con­
fusion, since we intend always to point out the kind of length we are
thinking of by using the expression" length of the ideal a" (or" length
of a") and the notation ,\( a) in one case, and the expression "length of
a considered as an R-module" (or" length of the R-module a") and the
notation l( a) in the other. Notice also that the length ,\( a) is not defined
for ideals which do not admit prifY\ary representations, nor for ideals
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having a primary representation with imbedded components; however
the definition of >.(a) may be extended to this latter case.

The main feature of the length >.(a) is that it is finite in an important'
case:

THEOREM 24. Let R be a noetherian ring, and let a be an ideal in R
without imbedded components. Then the length >'(a) of the ideal a is finite.

PROOF. Let M be the complement of the union U Pi of the asso­
ciated prime ideals of a. As was seen in § 11, example 2) (p. 227), the
ideals p/ are the only maximal ideals of RM , and, since they are the
associated prime ideals of ae (Theorem 17 in § 10), they are the only
prime ideals in RM which contain ae (Theorem 7 in § 5). In other
words, every prime ideal in the ring RM/ae is maximal. On the other
hand, this residue class ring is noetherian. Thus it satisfies both chain
conditions (':'heorem 2 ~n § 2), and admits a composition series. There­
fore its length l(RM/ae), that is, the length of the difference R-module
RM - ae, is finite.*

The following result reduces the study of the length of an ideal to
that of the length of a primary ideal:

THEOREM 25. Let R be a ring with identity and let a be an ideal in
R having an irredundant primary representation a = n qi without im­
bedded components. Then we have >.( a) = 2:>'( Oi)'

i

PROOF. We denote by ~i the radical of qi and by M the complement
of U Pi' Let the superscripts e and c denote extension and contraction
of ideals with respect to the pair of rings Rand RM • The length >'( a)
is equal to the length of the ring RM/ae• By III, § 13, Theorem 32,
RM/ae is isomorphic to the direct sum of the rings RM/a/, since
ae = n q/ and since the associated prime ideals ~/ of the q/ are
maximal ideals in RM (see Example 2 in § 11, p. 227). :Note that since
0: has no imbedded components, we have Pi r:t. Pj if i ¢ j). Hence
!(RM/ae) = 2:1(RM/q/), and it remains to show that

i

(1)

We fix an index i and denote by superscripts e', c', (e", c") extension and
contraction of ideals relative to the pair of rings R, R

Vi
(RM, (RM)v/)'

To prove (1) it will. be sufficient to show that

(2) RM/q/ "-' Rp)af.

The permutability of quotient ring and residue class ring formation

* Observe that the set of submodules of the R-module R M - at coincides with
the set of ideals of the ring RM/at, since at annihilates RM - at.
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(§ 10, formula (1)) shows that the quotient ring (RM/ae)p;'/a' is isomor­
phic to the ring (RM)p;,/(aey. On the other hand, the transitivity of
quotient ring formation (see Remark at the end of § 11, p. 231) shows
that (RM)D' is isomorphic with RD_and that in the isomorphism between
these two ~ings the two ideals (ae)e- and q/' (= ae') correspond to each
other. Hence

(3) (RM/ae)p;'/a' ~ RpJq,.e'.

Now, the kernel of the canonical homomorphism of the ring RM/ae

into its quotient ring (RM/ae)p;'/a' is q//ae (see § 10, Theorem 18; note
that n q//ae is an irredundant primary representation of the zero ideal
in RM / ae and that this representation has no imbedded components), and
(RM/ae)/(q//ae) is a ring in which the non-units form an ideal-namely,
the ideal (~//ae)/(q//ae). Hence the quotient ring (RM/ae)p;'/a' coincides
with the canonical map (RM/ae)/(q//ae) of RM/ae into that quotient ring.
Hence

(RM/ae)p;'/a' ~ (RM/ae)/(q//ae)~ RM/o:,

and this, in conjunction with (3), establishes (2).
COROLLARY. Let a be an ideal in a ring R, admittitfg an irredundant

primary representation a = n qi without imbedded components. For the
i

length >'( a) of the ideal a to be finite, it is necessary and sufficient that each
length >'( qi) be finite.

We now characterize the length of a primary ideal q.
THEOREM 26. Let q be a primary ideal belonging to a prime ideal ~ in a

ring R. Consider a strictly descending chain .p = q1 > q2 > ... > qr = q
ofprimary ideals belonging to ~ which join ~ to q. The number r of terms
in such a chain satisfies the inequality r < >'(q), where >'( q) is the length of
the ideal q. If the length >.( q) is finite, there exists such a chain with >.( q)
terms, and every other chain may be refined to a chain having exactly >.( q)
terms.

PROOF. Since ~e is a maximal ideal in R p , every proper ideal in R p

which contains qe is a primary ideal belonging to ~e. On the other hand
there is a 1-1 correspondence between the set of primary ideals belong­
ing to ~ which contain q, and the set of primary ideals belonging to ~e

which contain qe (Theorem 16, Corollary 2, § 10). The theorem
follows now from Jordan's theorem (III, § 11, Theorem 19) as applied
to the module Rp _ qe.

REMARKS. 1) ~ote that a composition series in R p - qe has one more
term than the corresponding chain of primary ideals, viz. Rp _ qe
itself. Thus r is, in this case, >.(0) and not >.( q) - 1. 2) When ~ is not
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a maximal ideal, an ideal between p and q is not necessarily primary for
p. Thus A( q) is not related to the lengths l(R - q) and l(p - q) of the
difference modules R - q and p - q (the latter ones being, in general,
infinite).

COROLLARY. If cr is a primary ideal in a ring R and if M is a multi­
plicative system disjoint from q in R, then A( q) = A( qe) (qe C RM ).

We apply Theorem 16 of § 10.
THEOREM 27. Let a be an ideal in a ring R such thai the difference

module R - a has a finite length l(R - a). Then a admits a primary
decomposition without imbedded components, and the length, A(a) of the
ideal a is finite and equal to l(R - a).

PROOF. By Theorem 2 (§ 2) the ring Ria is noetherian, and every
prime ideal of this ring is maximal. This gives us a primary repre­
sentation without imbedded components for (0) in Ria, whence for a in
R (see Remark at the end of § 5, p. 213). Since the associated prime
~deals of a are maximal, the ring Ria is its own quotient ring (Rla)M"
where M' is the complement of the union of the associated prime ideals
of (0) in Ria (that is, M' is the set of all units in Ria). By the per­
mutability of quotient ring and residue class ring formations (§ 10,
formula 1), (Rla)M' is isomorphic to RMlae, where M denotes the com­
plement of the union of the associated prime ideals of a in R. There­
fore, Ria is isomorphic to RMlae, and our theorem is proved.

COROLLARY. If R is a ring offinite length l(R) and if a is an ideal in R,
the length A(a) of the ideal a is defined andfinite, and it satisfies the relation
A(a) + lea) = l(R).

REMARKS. 1) The permutability of quotient ring and residue class
ring formations shows in general (as has been seen in several particular
cases) that the length A( a) of an ideal a is a property of the residue class
ring RIa: more precisely A( Ct) is equal to the length of the ideal (0) in RIa.

2) If two ideals a and 0 in R, admitting primary representations with­
out imbedded components, have the same associated prime ideals and
satisfy the relations a C 0 and A(a) = A(O), then they are equal (notice
that they are both contracted ideals of ideals in RM , M denoting the
complement of the union of the associated prime ideals of a (or 0)).

In comput;ng the length of an ideal, one has to know when a des­
cending chain of ideals (or of primary ideals) admits of further insertions.
The following theorem and its corollaries shed some light on this
q~estion:

TEEOREM 28. Let R be a ring with identity and let N be a unitary R­
module ~ (0). For N to be simple it is necessary and ~fficient that it be
generated by one element (that is, that N be cyclic) and that there exist a
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maximal ideal V in R such that vN = (0). Then V is the order of N, and
N is R-isomorphic to the R-module R - V.

PROOF. If N is simple, we have Rx = N for every x#-O in N (since
Rx is a submodule of N); thus N is cyclic. ::'\ow, we notice that every
cyclic module Rx is isomorphic to an R-module of the form R - 0.,

where a is an ideal of R: in fact the mapping a ---+ qx (a E R) is a homo­
morphism of the R-module R onto N, and we may take for a the kernel
of this homomorphism. We also notice that, since R is commutative,
a is the order of N. The submodules, of R - a correspond to the
ideals of R which contain a; thus R - a is simple if and only if a is a
maximal ideal. This proves the theorem.

COROLLARY 1. Let a and 0 be ideals in R such that 0 < a. A necessary
and sufficient condition that there exist no ideal between a and 0 is that there
exists a maximal ideal V in R and an element x in a such that va C 0 and
a = 0 + Rx. When this condition is satisfied, 0 is contained in V.

The first assertion follows from Theorem 28 as applied to the R­
module a - o. If 0 r::t. V, the maximality of V implies R = V + 0,
thus a = Ra = 00. + va C 0, a contradiction.

COROLLARY 2. Let \1, q' be two primary ideals belo1Jging to a maximal
ideal V and such that q < q'. A necessary and sufficient condition that
there be no ideal between q and q' is that Vq' C q, and that there exist x in
q' such that q' = q + Rx.

§ 14. Prime ideals in noetherian rings. Since every ideal in a
noetherian ring admits a finite basis, we can roughly measure how large
an ideal a is by the number of elements required for constituting a basis
of a; in this sense the principal ideals are" small." We intend to give,
in this section, a more precise meaning to this vague idea, at least for
prime ideals. A first step in this direction is the remark that if a prin­
cipal ideal m = Rx in a noetherian domain is prime and is different
from R, it contains no other proper prime ideal; for if a prime ideal
V #- (0) is such that V < Rx, then we have V = xa, where a is a proper
ideal, whence a = V (since V is prime and x ~ V), and this leads to the
contradiction V = xV = x 2v = ... C n m i = (0) (see § 7, Theorem

i
12, Corollary 1).

We note that the above contradiction remains if we drop the assump­
tion that R is noetherian but assume instead that R is a unique factoriza­
tion domain. For in that case the relations V = XiV, for all i, imply that
any element of V is divisible by any power of x, and this is impossible if
.\) #- (0) and x is not a unit.

The next theorem is a far-reaching generalization of this fact.
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DEFINITION. In an integral domain a prime ideal is said to be minimal
if it is proper and if it contains properly no prime ideal other than (0).

As just remarked, in a noetherian domain every prime principal ideal,
different from the unit ideal, is minimal. In a unique factorization
domain all minimal prime ideals are principal and are the ones generated by
irreducible elements. For, as was shown in III, § 8 (p. 149), in a unique
factorization domain a proper principal ideal is prime if and only if it is
generated by an irreducible element, and we have just seen that in a
unique factorization domain every prime proper principal ideal is mini­
mal; on the other hand, it is clear that in a unique factorization domain
every prime ideal a, different from the unit ideal, contains irreducible
elements. (Take a non-unit x in a and factor it into irreducible factors.)
It is not at all obvious that there exist minimal prime ideals in a given
domain, and in fact they may fail to exist in some non-noetherian
domains. However, the following theorem proves their existence anc
elucidates their nature in the case of a noetherian domain:

THEOREM 29 (" PRINCIPAL IDEAL THEOREM "). In a noetherian domain
R every isolated prime ideal ,p of a proper principal ideal Ra is a minimal
prime ideal. Conversely, every minimal prime ideal ,p in R is an isolated
prime ideal of some proper pn'ncipal ideal Ra.

PROOF. The second assertion follows from the characterization of
the isolated prime ideals of an ideal (Theorem 7, § 5): it suffices to take
for a any non-zero element of,p. We now pass to the less trivial first
assertion. By passage to the quotient ring Rp (Theorem 19, § 11) we
may suppose that ,p is a maximal ideal, and that every element outside of
,p is a unit in R. Suppose there exists a proper prime ideal '0 in R such
that '0 <,p. We consider the infinite strictly decreasing sequence
'h > '12 > '13 > ... of primary ideals belonging to '0, where we have
set Cfn = 'o(n) (d. Theorem 23 of § 12). Then the sequence (Cfn + Ra)
is a decreasing sequence of ideals containing Ra. But since the unique
maximal ideal ,p of R is an isolated prime ideal of Ra, Ra is a primary
ideal belonging to ,p, and ,p is the only prime ideal containing Ra; in
other words, RjRa is a primary ring (§ 3), and it therefore satisfies
the descending chain condition (Theorem 2 of § 2). Therefore there
exists an index n such that Cfn + Ra = Cfn+l + Ra = ....

In particular we have Cfn C Cfn+l + Ra, and every element x of Cfn may
be written in the form x = y + za, with y E Cfn .J.1 and z E R. We have
then za = x - Y E Cfn> and on the other hand, since VRa = ,p and since
'0 < lJ, the element a cannot belong to the radical '0 of Cfn • It follows
that z E On and Cfn C Cfn+! + Cfna. Since the inverse inclusion is obvious,
we have:
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(1) C1n = C1n +1 + C1 na.

At this point we pass to the residue class ring R' = RjC1n+I' we denote
by a' the residue class of a, and by q' the ideal qn!qn-':-l (which is =F (0)).
The equality (1) gives q' = q'a'. t.: sing one of the lemmas preceding
Krull's theorem (Lemma 2 of § 7), we see that there exists an element
x' in R' such that (1 - x'a')C1' = (0). But by the hypothesis on R, R'
admits a unique maximal ideal, and a' belongs to that ideal; thus
1 - x'a' is a unit in R', and we have C1' = (O)-a contradiction.

REMARK. The last part of the proof (after equality (1)) avoids the
determinant calculation, which is customary at this point. The latter
method is as follows. If {Xl' ... ,x.} is a finite basis of C1n> equality (1)
implies the existence of elements Yi in C1 n+! and Zij in R such

$

that, for every i, we have Xi = Yi + ~ azijxj ; in other words:
$ j=l

~ (Oij - aZij)Xj E Cl n+! for every i. If we denote by d the deter­
j=l

minant :0ij - azij ], the classical computation leading to Cramer's rule
shows that we have dXj E C1 n+l for every j, that is, dC1 71 C C1n+!' But the
development of d shows that d is an element of the-form 1 - ba (b E R),
that is, a unit in R. Thus C1 n C Cln +l' a contradiction.

COROLLARY 1. In a noetherian domain every proper prime ideal ~ con­
tains a minimal prime ideal.

In fact, we take a non-zero element X in ~ and we observe that some
isolated prime ideal of Rx will be contained in ~, by Theorem 7 of § 5.

COROLLARY 2. Let R be a noetherian ring (not necessarily a domain)
and let Ra be a principal ideal in R, distinct from R. If ~ is an isolated
prime ideal of Ra, there cannot exist two prime ideals ~' and ~" such that
~" < ~' <.j:l. Any prime ideal strictly contained in ~ is an isolated prime
ideal of (0).

Suppose two such prime ideals ~' and ~"exist. By passage to Rj~",

we may suppose that~" = (0) and that R is a domain. This contradicts
Theorem 29. The second assertion follows from the first, if one bears
in mind the fact that every prime ideal in R contains an isolated prime
ideal of (0).

In connection with Theorem 29, we observe that the imbedded prime
ideals of a principal ideal are certainly not minimal. That imbedded
prime ideals can occur for a principal ideal (and even for all proper prin­
cipal ideals in a suitable domain) may be shown by examples. We will
prove b chapter V that in an important class of noetherian domains (the
so-called" integrally closed" domains) every proper principal ideal has
only isolated components.
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Having proved the existence of minimal prime ideals in noetherian
domains, we may inquire about the possibility of proving the stronger
statement that the prime ideals satisfy the descending chain condition.
We shall even prove a stronger result (see the corollary to Theorem 30
below).

DEFINITION. Let R be an arbitrary ring with identity. A prime
ideal V ¥= R is said to have height h (respectively, depth d) if there
exists at least one chain b o < '\:'1 < ... < Vh-l < Vh = V (respectively,
V = Vd < Vd-l < ... <VI < Vo < R) where the Vi are prime ideals, and
there exists no such chain with more than h.+ 1 (respectively, d ~ 1)
ideals. We denote the height (respectively, depth) of a prime ideal V by
h(V) (respectively d(V».

We point out that in the definition of the height, Vo = (0) is allowed
(provided, of course, that this ideal is prime), whereas in the definition
of the depth, Vo = R is not allowed. The prime ideals of depth 0 are
the maximal ideals. The prime ideals of height 0 are the prime ideals
which do not contain properly any other prime ideal: in a noetherian
ring they are the isolated prime ideals of (0) (Theorem 7 of § 5), while
in a domain (0) is the only prime ideal of height O. Another way of
stating the principal ideal theorem, or rather its second corollary
(Corollary 2 to Theorem 29), is to say that in a noetherian ring the iso­
lated prime ideals of principal ideals (other than R) have height 0 or 1,
and that in a noetherian domain the isolated prime ideals of propeo:­
principal ideals have height 1. If V and V' are ?rime ideals such that
V' < V, we have h(V') < h(V) and d(v') > deb). If, for a given prime
ideal V, there exist chains of prime ideals Vo < VI < ... < Vh-l < V
with arbitrary large h, Vis said to have infinite height; and similarly for
prime ideals of infinite depth.

THEORE!VI 30. Let a be an ideal distinct from R in a noetherian ring R.
If a has a basis of r elements, then every isolated prime ideal Vof a satisfies
the inequality h(V) < r (that is, Vhas height at most r).

We first prove a lemma:

LE!VI!VIA. Let \:'0 > VI > ... > Vm be a chain of prime ideals in a
noetherian. ring R, and let (Vi) be a finite family of prime ideals
in R, none of which contains Vo. Then there exists a chain
Vo > V'1 > ... > V'm-'. > Pm Of prime ideals in R, with the same end
terms and the same number of terms as the given one, and such that no
b'l (1 <j < m - 1) is contained in any Vi.

PROOF. By repeated applications, it suffices to prove the lemma in
the case m = 2; Vo > VI > .\'2. Since no vj contains Vo, the union
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lJ2 U U vi cannot contain .po (see the remark following Corollary 3 to
i

Theorem 11 of § 6). Hence there exists an element x in lJo which does
not lie in any Vi nor in .p2' Vle take for .p'l an isolated prime ideal of
.p2 + Rx contained in .po (such an ideal exists by Theorem 7 of § 5).
Then.p'l is not contained in any Vi' by construction. We have.p' 1 > .p2
since x does not lie in .p2, and we also have .p'l < .po by the principal
ideal theorem (Theorem 29) as applied to the principal ideal
(lJ 2 + RX)/.p2 in the ring R/.p2 (observe that .pO/.p2 is not a minimal
prime ideal since .pO/.p2 > .pr!.p2 > (0)).' Q.E.D.

We now prove Theorem 30 by induction on r. For r = 0, (0) is the
only ideal generated by 0 elements, and its isolated prime ideals are of
height O. Xow, in the general case, let a be an ideal in R having a basis
{Xl' ... , xT } with r elements, and let .po be an isolated prime ideal of a.
Consider the ideal b generated by {Xl' ... ,x

T
- I }. If.po is an isolated

prime ideal of b, it has height at most r - 1 (and thus at most r) by our
induction hypothesis. Assume that .po is not among the isolated prime
ideals of b. Then .po is not contained in any isolated prime ideal Vi of b,
and hence, if .po is of height m, the lemma shows the existence of a chain
.po > .pI > .p2 > ... > .pm-I> .pm of prime ideals in R such that
.pm-l is not contained in any Vi' Since.po is not an isolated prime ideal
of b, .po/b is a prime ideal of height 1 in R/b, as it is an isolated prime
ideal of the principal ideal generated by the b-residue of X T (Corollary 2
to Theorem 29). Since.po/b contains (.pm-l + b)/b and since this last
ideal is not contained in any isolated prime ideal of (0) in R/b, (in view
of the fact that lJm-1 is not contained in any Vi) .po/b is an isolated prime
ideal of (.pm-.l + b)/b (Theorem 7 of § 5). Thus.po is an isolated prime
ideal of .pm-l + b,and.po/.pm_lanisolatedprimeidealof(b + lJm-I)/.pm-l·
Since, in R/Pm_ l , this last ideal is generated by r - 1 elements, the
induction hypothesis shows that .pO/.pm-1 is a prime ideal of height at
most r - 1. We have therefore m - 1 < r - 1, that is, m < r, and
.po is a prime ideal of height at most r. Q.E.D.

COROLLARY. In a noetherian ring every prime ideal ¥:. R has finite
height, and the prime ideals satisfy the descending chain condition.

REMARKS. 1) A prime ideal P in a noetherian ring may very well have
infinite depth. When that is the case, then the ascending chains of
prime ideals starting with .p, which, by the a.c.c., are all finite, have
nevertheless lengths which are not bounded (by Theorem 30, the end­
terms of these chains of unbounded lengths must include an infinite set
of maximal ideals). In a noetherian ring with only a finite number of
maximal ideals, the depth of any prime ideal is finite.
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2) Suppose we have a prime ideal ,p of height h, so that we have a
chain ,po < ,pI < ... < b h_ l < ,ph =,p of prime ideals. Then no
further prime ideal can be inserted in this chain, and it is easy to see that
,pi has height i (0 < i < h). Now suppose we have a chain
,po < .\J l < ... < ,ph-l < ,ph of prime ideals in which no further prime
ideals can be inserted. Then,ph has height at least h, and one might
conjecture that its height is exactly h, that is, that any ascending chain
of prime ideals terminating with ,ph has at most h terms. An equivalent
conjecture is the following: if,p and ,p' are prime ideals such that,p < ,p'
and that there is no prime ideal between them, then their heights differ
by unity. It has been proved recently that these conjectures are false
for arbitrary noetherian domains.* They can be proved to be true in an
important class of rings, which includes the polynomial rings over fields.

Theorem 30 shows that a prime ideal of height h can only be an iso­
lated prime ideal of an ideal generated by not less than h elements.
That it is an isolated prime ideal of an ideal generated by exactly h ele­
ments is proved in the next theorem, which can be considered as a con­
verse of Theorem 30. As it is much more elementary than Theorem 30,
Theorem 30 will not be used in its proof.

THEOREM 31. If,p is a prime ideal of height h in a noetherian ring R,
then there exists an ideal a in R generated by h elements and admitting ,p
as an isolated prime ideal.

PROOF. Vsing induction on i we construct h elements al ,"', ai,"', ah

of.\J such that for every i, every isolated prime ideal .\J j of Ra l + ... + Rai
satisfies the condition h(,pj) > i (then this height is i, by Theorem 30,
but we shall not use this fact). The case i = °is trivial, and we only
have to pass from i to i + 1 for i < h. Those among the .\J j which are
of height i do not contain ,p, so that their union does not contain ,p (see
Remark following Corollary 3 to Theorem 11 of § 6). We take for
ai +1 any element of,p lying outside of this union. Then every isolated
prime ideal tl of Ral + ... + Rai + Rai+ l contains some ,pj(Theorem
7 of § 5), and when this .\J j is of height i, we have tl > ,p j since ai +14 ,pj;
in any case tl is of height at least i + 1.

Now, Ral + ... + Rah being constructed, ,p contains some isolated
prime ideal ,p' of this ideal. Since h(,p') > h by construction, and since
h(,p) = h by hypothesis, we conclude that ,p = ,p'. Q.E.D.

§ 15. Principal ideal rings. A principal ideal ring (PIR) is a ring
with identity in which every ideal is principal; a principal ideal domain

* :vI. ~aga:ta, "On the Chain Problem of Prime Ideals ", ~agoya :Mathe­
matical Journal, v. 10, pp. 51-64 (1956).
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(PID) is a domain in which every ideal is principal, that is, a PIR without
proper zero-divisors. Any PIR is obviously noetherian, and the PIR's
may be considered the simplest type of noetherian rings. Very little
of the general theory is needed for studying this type of ring.

Examples of PID's are the ring of integers and the polynomial rings
in one variable over fields. More generally, any e\lc1idean domain R is
a PID (d. Lemma in I, § 15, p. 27). For, a being a proper ideal in
R, we choose among the non-zero elements of a an element x for
which rp(x) is minimum. Then, if y E cr, we write y = xq + r, with
q, r in Rand rp(r) < rp(x), and we see that since r(= y - xq) belongs
to a we must have r = 0, whence y E Rx.

If R is a PIR and a a proper ideal in R, then Ria is obviously a PIR;
this provides examples of PIR's with zero divisors.

We first study the PID's.
THEOREM 32. Let R be a principal ideal domain. Then the proper

prime ideals in R are those generated by irreducible elements, and they are
maximal. The ring R is a unique factorization domain. Any two non­
zero elements a and b of R have a greatest common divisor d, and we have
Rd = Ra + Rb. If a is a proper ideal in R, then, Ria satisfies the des­
cending chain condition.

PROOF. We first prove the assertion about the GCD of a and b.
Since the ideal Ra + Rb is principal, it is of the form Rd (d E R), with
d = au + bv (u, V E R). Since a and b are in Rd, they are multiples of
d. Conversely any common divisor of a and b divides d = au + bv.

We now come to the assertion concerning prime ideals in R. To say
that a principal ideal Rp is prime is the same as saying that if p divides
a product xy it divides one of its factors. Hence, if Rp is a proper prime
ideal, the element p is irreducible. Conversely, if p is an irreducible
element of R, and if p divides a product xy without dividing x, the GCD
of x andp is 1; we thus have 1 = ux + vp (u, V E R), andy = uxy + vyp
is a multiple of p, which proves that Rp is prime. It is also maximal,
since every ideal properly containing Rp is of the form Rd, where d is a
divisor of p, but P is not a divisor of d. Hence d is a unit.

Let us now prove that R is a tJFD (d. I, § 14, p. 21). We have just
seen that condition VF3 of I, § 14 is fulfilled. It thus remains to prove
that condition UF1 of I, § 14 is also fulfilled, that is, that every element
x =;f:. °of R is a finite product of irreducible elements. This has been
proved in § 1, but, for the sake of completeness, we give here a somewhat
different proof. Were UFI false, there would exist, among the ideals
Rx such that x is not a product of irreducible elements, a maximal one,
say Ra. Since a cannot be irreducible, it is a product bc of elements b
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and c such that Ra < Rb and Ra < Rc. By the maximal character of
Ra, band c are both finite products of irreducible elements, whence so
is a; a contradiction.

~otice that this argument about the validity of DFI holds in every
noetherian domain.

Finally we study Ria, where a is a proper ideal of R. The ideals in
Ria correspond to the ideals in R which contain a. Writing a = Rx,
the fact that R is a PID shows that these ideals correspond to the classes
of associated divisors of x. By the unique factorization property, these
classes are finite in number, and hence so are the ideals in Ria. Q.E.D.

COROLLARY 1. Any UFD in which every proper prime ideal is maximal
(and hence also minimal) is a PID, and conversely.

The second (" converse") part of the corollary is contained in the
first two assertions of Theorem 32. The direct part of the corollary is
proved as follows:

It has already been pointed out in § 14 (p. 238) that in a eFD every
minimal prime ideal is principal. Hence in the present case we are
dealing with a domain R in which every prime ideal is principal. ~ow,

let W be any proper ideal in R. We consider the set of all proper prin­
cipal ideals which contain W(this set is not empty since Wis contained in
at least one proper prime ideal). Since R is a DFD, R cannot contain
an infinite strictly descending chain of principal ideals. Hence there
exists a smallest principal ideal Ry containing W. From WCRy it
follows that W = yW I , where WI is an ideal #- (0). Were WI a proper
ideal, we would have WI C Rz, where z is a non-unit #- 0, and hence
we Ryz < Ry, a contradiction. Hence WI = R, W = Ry, and the
corollary is established.

COROLLARY 2. A necessary and sufficient condition that a domain R
be a PID is that there exist a function f assigning a non-negative integer
f(x) to every non-zero element x of R, such that:

(a) If a divides b, then f(a) < f(b), equality holding only when a and
b are associates.

(b) If a and b are non-zero elements of R such that neither of them
divides the other, then there exist elements p, q, r in R such that r = pa + qb
and f(r) < min (f(a),J(b)).

If R is a PID, we take for f(x) the number of irreducible factors
occurring in a factorization of x; then (a) ~s trivial, and, in (b) we may
take for r the GCD of a and b. Conversely, iff is given and if a is a
proper ideal in R, we take, among the non-zero elements of a, an element
x such that f(x) is minimum, and we show that a = Rx. Let y be an
element of a and let us assume that y is not a multiple of x. Then, in
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view of (a), x cannot be a multiple ofy since f(x) ~ f(y); hence, applying
(b), we get the contradiction that there exists an element r of a such that
fer) < min (f(x),f(y)) = f(x).

From Corollary 2 it can once more be deduced that a euclidean
domain is a PID. It is natural to ask whether, conversely, every PID
is euclidean; this question has been answered in th~ negative. Thus,
the ring of integers of the quadratic number field Q(y-=-I9) is a princi­
pal ideal ring but has no euclidean algorithm whatsoever.

We now define a type of PIR's which, together with the PID's, will
enable us to construct all PIR's (see Theorem 33 below). A PIR is
called special if it has only one prime ideal p 7': R and if p is nilpotent,
that is, if p" = (0) for some integer n > O.

EXAMPLE. If R is a PID, and ifp is an irreducible element of R, then
RfRpn is a special PIR, with RpfRpn as its unique prime ideal.

When the" index of nilpotency " n is 1, the special PIR is a field; in
all other cases the PIR has proper zero-divisors. At any rate, p is maxi­
mal. If we place p = Rp, and if we denote by m the smallest integer
such that pm = 0, then every non-zero element x in R may obviously be
written in the form x = epk, where 0 < k < m -_1, and where e 1= Rp.
For, either x is a unit, in which case x 1= Rp and so k = 0; or x is not a
unit, in which case x must be contained in the unique maximal ideal Rp
of R, and if k is the highest power of p which divides x, then x = epk,
where k ~ m - 1 (since x 7': 0) and e 1= Rp.

We observe that the integer k in the representation x = epk is uniquely
determined by x; from epk = e'pk' and 0 ~ k < k' < m we deduce pk'-k
= 0, in contradiction with the definition of m. One sees in a similar way
that the unit e is uniquely determined mod. Rpm-k. It follows that the
only ideals in R are the Rpk (0 ~ k < m), and these ideals are all
distinct. Conversely it is easily proved that a ring R containing a
nilpotent element p such that every x in R may be written in the form
x = epk (e, a unit) is a special PIR.

We finally give a structure theorem for PIR's:
THEOREM 33. A direct sum of PIR's is itself a PIR. Every PIR is

a direct sum of PID's and of special PIR's.
PROOF. Suppose that R = R 1 (B ... ffi R n, v'here each R i is a PIR.

If a is an ideal in R, then a = Ra = R1a + ... + Rna. But Ria
is an ideal in R i, and thus Ria = RiXi (Xi E R,.). Then clearly
a = R(x1 + ... + x,,), and the first assertion is proved. For the proof
of the second assertion, we need a lemma:

LEMMA. Let R be a PIR. If ~ and b' are prime ideals such that
p' < p <R, then p contains no prime ideals other than p and p', and every
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primary ideal contained in ~ contains ~'. A non-maximal prime ideal of
R has no primary ideal but itself. Two prime ideals in R are either co­
maximal, or else one of them contains the other.

Since R is a PIR we can write ~ = Rp, v' = Rp'. From~' c ,p, we
deduce p' = rp (r E R). Since Rp' is prime and since p fj; Rp', we have
r E Rp', that is, r = sp' (s E R)-and thus p' = spp'. Let q' be any
primary ideal in R contained in~. Since (l - sp )p' = 0 E q', and.
since 1 - sp does not belong to Rp, nor a fortiori to the radical of q',
we have p' E q'. As Rp' is itself a primary ideal contained in ~, it fol­
lows that ,p' is the intersection of all primary ideals contained in~. This
shows, first, that ~' is uniquely determined by ~, and is contained in
every primary ideal which is contained in ~, thus proving the first asser­
tion. This shows also that every primary ideal belonging to ~' contains
~', hence is ~' itself, and the second assertion is proved. Finally, if ~l

and ~2 are distinct prime ideals in R which are not comaximal, they are
contained in some proper prime ideal v; by what has already been
proved, it is impossible that both v l and ~2 be strictly contained in p.
Hence one of them is ~, and the other is strictly contained in~. Q.E.D.

We now complete the proof of Theorem 33. Since R is noetherian,
the ideal (0) has an irredundant primary representation (0) = n qi.

i

Let .pi = viqi. The ideals Vi are pairwise comaximal: for if ~i and ~ j

(i #- j) were not comaximal, one would have, for example, ~i < ~ j

(lemma); but then we would have ~i = qi C qj (lemma), contradicting
irredundance. It follows that the ideals qi are also pairwise comaximal;
and hence, by III, § 13, Theorem 32, R is a direct sum of rings respec­
tively isomorphic to the rings Rjqi. Xow, each of the rings Rjqi is a
PIR. If ~i is maximal, then qi is contained in no other prime ideal tnan
~i' so that Rjqi has only one prime ideal, namely bi/qi' and is therefore
a special PIR. If ~i is not maximal, then bi = qi (lemma) and Rjbi is
a PID. Q.E.D.

We shall conclude this section with two useful lemmas concerning
finite modules over PIR's.

LEMMA 1. If a module M over a principal ideal ring R has a basis of
n elements, then every submodule N of M has a basis of n elements.

PROOF. If n = 1, we have M = Rx and then clearly N = ~x, where
~ is an ideal in R. SinceR is a PIR, we have ~ = Rt, whence N = Ry,
where y = tx, and this establishes the lemma in the case n = 1. In
the general case we use induction with respect to n, assuming therefore
that the lemma is true for R-modules which are generated by n - 1
elements. Let M = RXl + RX 2 + ... + Rxn• We set M l = RX2 +
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Rx3 + ... + Rx", N 1 = N nM l' and we denote by N' the difference
module N - N 1 • By the induction hypothesis, N 1 has a basis of n - 1
elements, say {Y2' Ya, ... ,y,,}. By the second isomorphism theorem
(III, § 4, Theorem 5) we have that N' is isomorphic to the difference
module (N + M 1) - MI. This last module is a submodule of the
difference module M - M 1, the latter being a principal module (gener­
ated by the single element Xl + M 1). It follows by the case n = 1 that
N' has a basis of one element. If we denote by Y1 an element of N such
that the cosety'1 = Y1 + N 1generates N' over R, then {Y1' Y2' ... , y,,}
is a basis of N. This completes the proof.

LEMMA 2. If R is a PID and M is an R-module which has a basis of
n elements which are linearly independent over R, then every submodule N of
M has a basis of n or fewer elements which are linearly independent over R.

PROOF. We use the notations of the proof of the preceding lemma
and we first consider the case n = 1. In N = (0) there is nothing to
prove. If N o;t. (0), and if we have a relation ay = 0, a E R, then
atx = °and hence at = 0, since X is independent over R. Since we
have assumed that R is an integral domain and since t o;t. °(for we have
Y "e. 0) it follows that a = 0, and this establishes ,the lemma in the case
n = 1. In the general case we again use induction with respect to n.
By the induction hypothesis, the module N 1 has a basis consisting of
n - 1 or fewer elements which are linearly independent over R. Let
{Z2, Za, ... ,zm} be such a basis (m < n). Then {Y1' Z2' Za, ... zm} is
a basis of N, and we have only to show that if N o;t. N 1 then Y1' Z2'
Za, ... Zm are linearly independent over R. Assume that we
have a relation a1Y1 + a2z 2+ aaZa + ... +amZm= 0, ai E R. Let
Y1 = b1x 1 + b~2 + ... +b"x", bj E R. Since a1Y1 E N 1 C M 1 =
RX 2 + RXa + ... + Rx", it follows from the linear independence of
the x j over R that a1b1 = 0. Since N o;t. N 1, Y1 does not belong to N 1,
and hence b1 o;t. 0. Consequently a 1 = 0, and therefore also a 2 = aa =
... = am = 0. This completes the proof of the lemma.

§ 16. Irreducible ideals. In proving the Lasker-Noether decom­
position theorem (§ 4), we have seen that in a noetherian ring R, every
irreducible ideal is primary (Lemma 2 of § 4). On the other hand, if a
primary ideal q belonging to a prime ideal p is reducible-say q = an 0,
a and 0 being distinct from q-then it is easily seen that we also have
for q a non-trivial representation of the form q = q' n q//, where q' and
q// are suitable primary ideals belonging to .\J and distinct from q. To
see this, let q' denote the primary component of a which belongs to .\J,
if such a primary component exists (in other words: if .p is a prime ideal
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of u); in the contrary case we set q' = (1). In a similar fashion we
define a", using the ideal [) instead of u. From cr = u-n [) and from the
unic!ty theorems concerning irredundant decompositions of an ideal­
into primary components, it follows at once that cr = cr' n cr". It now
follows that nei6er cr' nor q" can be the unit ideal; for if, say, cr" were the
unit ideal, we would have cr' = cr, cr :::> a, and hence q = a, in contradic­
tion with our assumption. Hence both cr' and cr" are primary ideals
belonging to ,p, both different from cr, as asserted.

It follows that when investigating the irreducibility of a primary ideal
cr, we may restrict ourselves to representations cr = u n [) in which a
and [) are primary ideals belonging to the radical of q. In other words,
and by passage to the quotient ring Rv (Theorem 19 of § 11), we are
reduced to the following problem: given a local ring, characterize the
irreducible primary ideals belonging to its maximal ideal.

THEOREM 34. Let R be a local ring and let cr be a primary ideal in R
belongt'ng to the ideal m of non-units of R. The following conditions are
equivalent:

1) cr is irreducible.
2) The vector space (cr: m)1 cr (over Rim) is one-dimensional.
3) The set of all ideals in R properly containing cr admits a smallest ele­

ment (in this case that smallest ideal is cr: m).
4) For every ideal a containing cr, there exists another ideal a' :::> cr such

that a = cr:a'.
PROOF. We will give a "cyclic" proof: 1) implies 2), 2) implies 3),

3) implies 4) and 4) implies 1). We first show that 1) implies 2). In
fact, s!nce q is primary for m, we have q:m > cr. From m(cr:m) C cr
we deduce that (cr :m)1 cr is a vector space over Rim. [See III, § 6, p. 146.
In the present context we have only to observe that if (cr: m)1q is regarded
as an R-module then the relation (cr:m)m C cr shows that the ideal m
is contained in the order of that R-module. Hence (cr:m)/cr can be
regarded as an Rim-module, and since Rim is a field, (cr: m)1 cr is a vector
space over Rim.} The subspaces of this vector space correspond to the
ideals in R contained between q: m and cr. If this vector space were of
dimension > 1, its zero element would be the intersection of two non­
trivial subspaces, and cr would be reducible.

We now prove that 2) implies 3). We first notice that in general any
ideal a properly containing cr has with q : m an intersection distinct from
q; for, the smallest exponent s such that a· m S C cr is > 1., and we have
cr 1J a· ms - l C (cr :m) n a. Now, if (cr: m)/cr is a one-dimensional vector
space, there are no ideals between cr and cr :m. It follows that every
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ideal a in R, which properly contains q, contains q:m (since the inter­
section of a with q:m is different from q). In other words, condition 3)
is satisfied.

We observe that the implication" 2) implies 3)" can also be derived
from Corollary 1 of Theorem 28 (in § 13). According to that corollary
we have that if a is a minimal proper overideal of an ideal b in a ring R,
then there must exist a maximal ideal .p in R such that a.p C b. If we
apply this result to our local ring R (in which the only maximal ideal is
m) we see that if a is any minimal proper overideal of q, then am C q.
We have therefore q < a C q: m. If, now, 2) holds, we deduce that
a = q: m, whence q: m is the only minimal proper overideal of q. Since
any ideal properly containing q contains some minimal proper overideal
of q (Rjq being a ring satisfying the d.c.c.; see Theorem 2 of § 2), q: m
is the smallest ideal properly containing q, which proves 3).

Let us now assume that condition 3) is true. Then, since a non­
trivial vector space which admits a smallest non-zero subspace must be
one-dimensional, (q: m)jq is one-dimensional, and q: m is the smallest
proper overideal of q as was proved above. For the proof of 4) we now
need the two following lemmas:

LEM:MA 1. If 3) holds, and if a is a minimal overideal of an ideal lj

containing q, then q:b is a minimal overideal of q: a or is equal to it.
PROOF. From our hypothesis concerning the ideal a and from the

above-cited Corollary 1 to Theorem 28 it follows that am C b and that
consequently ajb is a one-dimensional vector space over Rjm. In other
words, there exists an element t in a such that a = b + Rt, tm C b.
From am C b we deduce (q:b)ma C (q:b)b C q-that is, (q:b)m C q:a.
Hence also (q: b)j( q: a) is a vector space over Rjm. We now define the
following mapping f of q:b into (q:m)jq:f(x) = coset of xt mod. q
(x E q: b; note that tm C am C b, whence xtm C xb C q, showing that
xt E q:m and that consequently f is indeed a mapping into (q:m)jq).
It is immediately seen that the kernel off is the ideal q: a. Therefore f
defines a mappingf of (q: b)j(q: a) into (q: m)jq: namely, if x E q: band
x denotes the coset of x mod. q: a, then we define j(x) = f(x). Now,
both (q: b)j(q: a) and (q: m)jq are vector spaces over Rjm, and it is ob­
vious, from the definition of f, that f is a linear mapping, with zero
kernel. Hence (q: b)j(q: a) is isomorphic to a vector subspace of
(q: m)j q, and since (q: m)jq is one-dimensional, the proof of the lemma
is complete.

LEM:MA 2. If 3) holds, and if a is an overideal of q, the lengths of the
ideals a, q: a, and q are related by

>.(a) + >. (q:a) = >.(q).
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PROOF. Consider a composition series {aJ of ideals joining R to q
and containing a; let a = aj' q = as. By Lemma 1, the normal series
{q: as-J admits no proper refinement (III, § 11, p. 159). Thus, by
Jordan's theorem (III, § 11, Theorem 22), its terms are all distinct, as
their number is exactly s. Therefore the lengths of a and q: a are j and
s - j respectively, and the lemma is proved.

The proof that 3) implies 4) is now easy. From Lemma 2 we deduce
that the two ideals a and q: (q: a) have the same length, equal to
,\(q) - ,\(q:a). As the former is contained in the latter, the two ideals
are equal, and 4) holds.

Finally we show that 4) implies 1). Suppose that we have a repre­
sentation q = a n a'. We may write, by 4), a = q: b, a' = q: b', where
band b' are ideals containing q. We then have q = (q: b) n (q: b') =
q: (b + b'), and this implies b + b' = R, as we already have q: m =F q.
As m is the unique maximal ideal of R, the relation b + b' = R i.mplies
that either b or b' is equal to R, that is, that either a or a' is equal to q.
In other words, the representation q = a n a' is trivial, and q is an
irreducible ideal. Theorem 34 is therefore completely proved.

The notations being as in Theorem 34, suppose that the ideal q is
irreducible. Then the mapping a --+ a' = 'I: a maps the set (8) of all
overideals of q onto itself. In proving that 3) implies 4) we have seen
that a = a" = q: (q: a); in other words, the mapping a --+ a' is a so­
called "involution," and is therefore 1-1. The general formulae

q:(a + b) = (q :a) n(q:b), q:(ab) = (q:a):b = (q:b):a

(III, § 7, p. 147) show that under the mapping a --+ a' of (8) onto itself;
sums of ideals are transformed into intersections, and products into
quotients. YIore precisely we have the formulae:

(1)

(2)

(anb)'=a'+b', (a+b)'=a'nb'.

(ab), = (a':b) = (b':a), (a:b), = b·a'.

(The first of the two formulae (1) follows by replacing in the second. of
these two formulae the ideals a and b by the ideals a' and b' and by using
the involutorial property of our mapping.)

THEOREM 35. For an ideal a in (8) to be irreducible, it is necessary and
sufficient that a' = q: a be principal mod q.

PROOF. Relations (1) show that an ideal c in (8) is irreducible if and
only if c' is not a non-trivial sum of ideals in (S), that is, if and only if c'
is not of the form a + b with q C a =F c' and q C b =F c'. For, if
c' = a + b, with a, b in (8), then c = e" = (a + b)' = a' nb', and if c
is irreducible then either a' = c or b' = c, whence either a = a" = c'
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or 0 = 0" = c'. Conversely, if c is reducible-say c = an fl, a> c
and 0 > c-then c' = (a no)' = a' + 0', and in view of the (1, 1)
character of the mapping a --+ a' of (8) onto itself we have that both a'
and 0' are different from c', since a =;E: c, 0 =;E: c and since a, 0 E (8).
This proves our assertion. ~ow, let a be any irreducible ideal in (8)
and let {Xl' x 2, ••• , xn} be a basis of a'. We haye a' = (Rx I + q)
+ (Rx 2 + a) ~ ... + (Rxn + q), and since each term Rx; + q belongs
to (8) it follows, by what we have just proved, that at least one of the
ideals Rx; + q must coincide with a'. In other words: a' is a principal
ideal mod q. Conversely, suppose that a is an ideal in (8) such that a'
is principal mod q. To prove that a is irreducible we have only to prove
that a'/q is not a non-trivial sum of ideals in R/q. It will be sufficient
to show the following: a non-trivial sum of principal ideals in R/q can­
not be principal. In other words: if the ideal R'X + R'y is a principal
ideal R'z (R' = R/a), then we have either z = ux or z = uy, where u
is a unit in R'. We have, by assumption, z = ax + by, X = cz,y = dz
(a, b, c, din R'), thus z(1 - ac - bd) = O. If both ac and bd are non­
units in R', then 1 - ac - bd is a unit in R' (since R' is a local ring
with mfq as ideal of non-units), and we have z = X = Y = 0, in which
case our assertion is true. Otherwise ac (>r bd) is a unit in R', and
then c (or d) is a unit in R', when z = c-Ix (or z = d-Iy). Q.E.D.

Let us now consider a primary ideal a in a noetherian ring R, and let
i.J be its associated prime. The ideals {q:.pn} (for n = 0, ... , e - 1,
e being the smallest exponent n such that .pn C q-that is, e is the ex­
ponent of q; see III, § 9, p. 153) are all primary for .p (III, § 9, Theorem
14); and they form an ascending sequence of ideals. This sequence is
called the upper Loewy series of q. Its successive factors (q: i.Jn)/( q: .pn-l)
are modules over R/.p. In case .p is a maximal ideal, the factor
(q:.pn)/(q:.pn-l) is a vector space over the field R/.p; its dimension (which
is finite since R satisfies the a.c.c.) is called the n-th upper Loewy invariant
of q. The sum of these invariants is obviously the length of q.

If i.J is a maximal ideal, then it is clear that q:.p is the biggest overideal
a of q such that a/q is a vector space over R/.p in a natural way. (The
condition for this to be so is that .p be contained in the order of the
R-module a/q, that is, that a.p C q, or a C q:.p.) It is easily seen that
this implies that (q: .p)/q is the sum of the minimal ideals of R/q. We also
observe that it follows from Theorem 34, 2) that a necessary and suffi­
cient condition for q to be irreducible is that its first upper Loewy in-

,variant be equal to 1.
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APPENDIX: PRIMARY REPRESENTATION IN NOETHERIAN MODULES

We intend to generalize to the case of modules some of the results which have
been proved previously for ideals.

Let R be a commutative ring, M an R-module, and N a sub!11odule of M.
We define the radical of the submodule N as being the set t of all a i!1 R for
which there exists an exponent n such that an. MeN. The fact that this set
is an ideal t is easily proved, as in Chapter III, § 7 (p. 148). One can also
notice that the set 0 of all b in R such that bM C N is an ideal in R, as it is the
order (or the annihilator) of the difference module M - N; and t is the radical
of this ideal. The rules about radicals of sums and intersections (III, § 7,
Theorem 9) extend to radicals of submodules (straightforward checking).

A submodule N of M is said to be primary if the relation ax E N(a E R, x E M)
implies either x ENol' a E t(N) , (t(N) denoting the radical of N). It is not
difficult to see that if N is a primary submodule of M, then the annihilator 0 of
M - N is a primary ideal in R.

PROOF. If ab ED, we have abM eN; if furthermore a tf- teN) (or equiva­
lently: if no power of a belongs to D), we hav:e bMcN, that is, b ED. Q.E.D.
[The converse is false: in the countable direct sum J + J + ... + J + ...
= M the submodule N = J + 2J + ... + nJ + ... is such that 0 = (0),
whence' 0 is primary; however, the element (0,1,0,' .. 0," .) = x satisfies
2x EN, x tf- N, 2 tf- t(N).] Thus, if a submodule N is primary, its radical is a
prime ideal. We know that the converse is not true already in the case of ideals;
however a submodule whose radical is a maximal ideal is primary.

PROOF. Let teN) be maximal. Then, from ax EN and a tf- t(N) , we deduce
that R = aR + teN), whence 1 = ba + c with c E teN). By raising to a suit­
ably high power we get 1 = b'a + c', where c' belongs to the annihilator of
M - N. Therefore x = b'a·x + c'·x E N.

The characterization of the pair {primary submodule, radical} runs exactly as
in the case of ideals (I II, § 9, Theorem 13): let p be an ideal in a ring R and let E
l:>e a submodule of an R-module M; then E is primary and P is its radical if and
only if the following conditions are satisfied: (a) p contains the annihilator of
M - E; (b) if b E p, then bm·McE for some m (depending on b); (c) if a'x EE
and x tf- E, then a Ep. .

PROOF. It is obvious that conditions (a), (b), and (c) are satisfied if E is
primary and p is its radical. Xow suppose that (a), (b), and (c) are satisfied.
Condition (b) signifies that p is contained in the radical tee) of E. Therefore
conditions (b) and (c) imply that E is primary. Let a be an element of tee),
and let n be the least exponent such that an is i.n the annihilator of M - E
(that is, such that anMc E). If n = 1, we have a Ep by (a); otherwise there
exists x in M such that y = an - 1 • x tf- E, and, since we have a' y E E, (c) implies
a E p. We have thus proved that t(E) C p, and hence P is the radical of E.

It is also easily seen that a finite intersection of primary submodules E i with
the same radical p is a primary submodule also having p as radical.

We say that a module M over a ring R with identity is noetherian if it is unitary
and if it satisfies the a.C.C. We have the following representation theorem: in a
noetherian module M every submodule N is a finite intersection of primary sub­
modules.

The proof runs as in § 4. A first lemma shows that N is a finite intersection
of irreducible modules; its proof is the same as that of Lemma 1 of § 4 (that
lemma actually belongs to the theory of partially ordered sets). A second
lemma shows that every irreducible submocule E is primary. The proof is
indirect: if E were not primary, there would exist a in R and x in M such that
ax E E, x tf- E, anM1- E for every n; one then considers the increasing sequence
of submodules E:Ran (E:Ran denoting the set of all yin M SL~ch that an.y E E),
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one observes that by the a.c.c. there exists an exponent s such that E:Ra' =
E:Ra'+1 and one then proves as in Lemma 2 of § 4 that E = (E + R·x) n
(E + as' M), in contradiction with the irreducibility of E.

Irredundant primary representations of M are defined as in § 4, and one sees
immediately the existence of such a primary representation.

The radicals Pi of the submodules E i which appear in an irredundant primary
representation N = n E i of a submodule N are characterized by the following

i

property: they are the prime ideals P in R for which there exists x in M, x f/= N,
such that the ideal N:Rx (set of all bin R such that b·x EN) is primary fur p.
(See Theorem 6 in § 5.) This shows the uniqueness of the prime ideals Pi'

PROOF. To show that each Pi enjoys the above property, one takes
x E n Ej, x rt E i. Then N:Rx contains the annihilator of M - E i (which is

j#t
primary for Pi' as seen above), and the proof that N:Rx is primary for Pi as well
as the proof of the converse, run exactly as in Theorem 6 of § 5.

The terminology defined in § 5 may be extended without further warning to
the case of submodules. The minimal elements of the family of all prime ideals
Pi associated to a submodule N of M are also the minimal elements in the
family of all prime ideals P which contain the annihilator of M - N.

PROOF. We notice that, if we denote by qi the annihilator of M - E i• cri is
primary for P;, and the annihilator a of M - N is the intersection of the qi'
Thus a = n qi is a (not necessarily irredundant) primary representation of the

i
ideal a, and the conclusion follows by Theorem 7 of § 5.

Let N = n E i be an irredundant primary r,epresentation of a submodule N

of M, and let ~i be the associated prime ideal of 'Ei • The set E'i of all elements
x of M for which there exists a rt Pi such that a' x E N is obviously a submodule
of M. It is contained in E;, and, when Pi is an isolated prime ideal of N, we
have E'i = Ei. This shows the uniqueness of the isolated components of N.
(Proof as in Theorem 8 of § 5. In the second part of the proof replace the
relation b/(j) E qj by b/(j) .M c Ej.)

As an application of the preceding theory, let us give a generalization of Krull's
theorem (Theorem 12 of§ 7) to modu'.es. We first state the following generaliza­
tion of Lemma 1 of § 7, which is useful in local algebra:

Let E be a noetherian module over a ring R, let m be an ideal in R and let F be a
submodule of E. Then there exists an integer s and a submodule F' of E such that
mF = F n F' and F' :::>msE.

PROOF. As in Lemma 1 of § 7, one considers the primary components Fi(F'j)
of mF whose associated prime ideals contain (do not contain) m, and one proves
that F' = n F i contains some m'E and that F" = n F'j contains F.

i j

Then the generalization of Krull's theorem is as follows:
Let E be a noetherian R-module and let m be an ideal in R such that the relations

00

m Em, x E E, (1 + m)'x = 0 imply x = O. Then we have nmnE = (0).
n~l

(~otice that the condition aboutm is automatically verified when every element
of the form 1 + m (m Em) is invertible in R).

00

pROOF. Let F = n mnE. By the above lemma we have F = mF. We
n~l

then take a finite basis of F, express the relation F = mF in terms of this basis,
and conclude from an argument about determinants (as in Lemma 2 of § 7) that
F = (0).

We leave to the reader the generalization of the consequences of Krull's
theorem.
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CLASSICAL IDEAL THEORY

All the rings in this chapter will be assumed to have an identity.
Whenever two rings occur, one of which is a subring of the other, it will
be tacitly assumed that the identity of the bigger ring belongs also to the
subring (and therefore is the identity of the subring).

§ 1. Integral elements. Let A be a ring, let B be an overring of A,
and let x be an element of B. The element x is said to be integral over
A (or integrally dependent on A) if it satisfies the following condition:

(c) There exists a finite set {ao, ... , an-I} of elements of A such that

(1) xn + a,,_Ixn-1 + ... + ao = O.

In other words, x is integral over A if it is a root of a mo~ic equation (1)
with coefficients in A. The equation (1) is called an equation of integral
dependence satisfied by x over A. ~ote that an element which is integral
over A is algebraic over A. Xote also that every element a of A is
integral over A (a is a root of X - a).

We now give conditions which are equivalent to (c):

(c') The ring A[x] is a finite A-module.
(c ft

) The ring A ~xJ is contained in a subring R of B which is a finite
A-module.

(c"') There exists in B a finite A-module M with the following two
properties:
1) xMcM.
2) zero is the only element y of A~xJ such that yz = 0 for all z

inM.

PROOF. We give a cyc:ic proof. Condition (c) implies (c'), since
n-I n-I

equation (1) signiEes that xn E 2: Axi, whence xn+ q E 2: Axi+q; thcs
n-I i=O i=O

xn+q E 2: Axi by induction on q, and {I, x, ... , xn- 1} is a finite basis of
i=O

254
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This is a system of n linear homogeneous

Then

xMC "LAmiq = "Lqmi.
i i

such that xmj = "Lqjimi.
i

equations in the mi' and we can write it as follows:

"'(0 ··x - q ..)m. = 0L..)t )t t ,
i

A [x] over A. I t is clear that (c') implies (c"). Also (c") implies (eM): we
take M = R; then (1) is satisfied since R is a ring and (2) is satisfied
since 1 E R. We now prove that (eM) implies (c). This follows from
the following more informative lemma:

LE!'vE'vlA. Let A be a ring, q an ideal in A, M a finite A-module
contained in an overring R of A, and x an element of R such that

1') xMCMQ;
2') zero is the only element y of A[x] such that yz = 0 for all z in M.

Then x satisfies an equation of integral dependence of the form

xn + qn_Ixn- 1 + ... + qo = 0,

where all the qi (0 < i ::5: n - 1) belong to q.
PROOF OF THE LEMMA. Let us write M = "LAm,.

i

In particular there exist elements qji of q

where the 0ji are the Kronecker symbols. Let d = det (Oji X - qji).
We have then dmi = 0 for every i, whence dM = (0) and d = 0 by
condition 2'). By expansion of the determinant, one sees readily
that the relation det (OjiX - qj,) = 0 is an equation of integral
dependence of the required type. Q.E.D.

RE:\1ARK 1. Condition (2) in (c"') is automatically satisfied if B is an integral
domain and M ¥ (0), or if 1 EM. :vIore generally, condition 2') in Lemma 1
is automatically satisfied if 1 E M, in particular if M is an overring of A.

IfA is a noetherian ring, then it is clear that condition (c') is equivalent
to the following condition:

(c'n). The ring A:x~ is contained in a finite A-module.

RE:\1ARK 2. If A is not noetherian, then it may be shown by examples that
condition (c'n) is weaker than (c'). For example, we may take for A a valua­
tion ring whose value group .d is non-archimedean (that is, of rank> 1; see
VI, § 10). Then if a and f3 are elements in .d such that a > nf3 > 0 for all
positive integers n, and if x and d are elements of the quotient field of A having
values - f3 and a respectively, then A[x] is contained in the finite A-module
Ad- \ without x being integral over A.
REVAR~ 3. If A, Band C are rings such that A C Bee, B is a finite A­

module and C a finite B-module, then it is obvious that C is a finite A-module.

THEORE¥ 1. Let A be a ring, let B be an overring of A, and let
Xl' ••• , Xn be elements of B. If each of the elements Xi is integral over A,
then the ring A~XI' ... , xn] is a finite A-module.
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PROOF. The theorem is true for n = 1 by (c'). By induction on n,
we may assume that the ring B' = A[x1, .. '., xn- 1] is a finite A-module.
On the other hand, by the case n = 1, the ring ACx1, ... , xnJ = B'[xn}
is a finite B'-module, since Xn> being integral over A, is a fortiori integral
over B'. Hence, by Remark 3, the ring ACx1,"', xnJ is a finite
A-module. Q.E.D.

COROLLARY. Let A be a ring and B an overring of A. The elements of
B which are integral over A form a ring which contains A.

In fact, if x and yare elements of B which are integral over A, then
A[x,y] is a finite A-module, by Theorem 1, whence x - y and xy are
integral over A by (c"). On the other hand, every element of A is
integral over A.

The ring of all the elements of the overring B which are integral over
A is called the integral closure of A in B. When the integral closure of
A in B is A itself, then one says that A is integrally closed in B; this
means that every element of B which is integral over A lies in A. If
every element of B is integral over A, then B is said to be integral over A
(or integrally dependent on A).

THEOREM 2 (TRA.~SITIVITY OF INTEGRAL DEPE~DE~CE). Let A be a
ring, Ban overring of A integral over A, and Can overring of B integral
over B. Then C is integral over A.

PROOF. Let x be an element of C, and let

xn+ bn_1xn- 1 + ... + bo = 0 (b i E B)

be an equation of integral dependence for x over B. Then the ring
B' = A[bo, ••• , bn-1J is a finite A-module (Theorem 1). Since x is
integral over B', B'[xJ is a finite B'-module, and therefore a finite
A-module. Therefore x is integral over A by (c').

The above-defined notions of integral closure and of an integrally
closed ring are relative notions and refer to agiven overring B of A; the
use of the words" in B" is necessary in order to avoid confusion. We,
however, make the convention that the expressions" integral closure of
A," "A is integrally closed," mean respectively "the integral closure of
A in its total quotient ring," "A is integrally closed in its total quotient
ring" (I, § 19), the role of B being played by the total quotient ring of
A. The most important case is the one in which A is an integral
domain, its total quotient ring being then its quotient field. When
dealing with an integrally closed integral domain A (that is, with an integral
domain which is integrally closed in its quotient field) we shall omit, as a
rule, the adjective" integral" and we shall refer to A as an integrally
closed domain.
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§ 2. Integrally dependent rings. Let A be a ring, A' an overring
of A, integrally dependent on A. We first prove that this relationship
between A and A' is preserved under residue-class ring formation and
under quotient ring formation. :vIore precisely:
LE:vr~ 1. Let A' be integrally dependent on A, and let ~' be an ideal

in A'. Then A'/~' is integrally dependent on A/~' n,A.
PROOF. We first recall that A/~' nA can be canonically identified

with a subring of A'/~' (III, § 5, Theorem 8). Now, for any x in A', it
suffices to reduce modulo ~' an equation of integral dependence for
x over A.

LEMMA 2. Let A' be integrally dependent on A and let S be a multi­
plicatively closed set of non-zero elements of A. Then A's is integrally
dependent on As.

PROOF. Let n' be the ideal formed by the elements of A' which are
annihilated by at least one element of S. Since A's and As are ordinary
quotient rings of A'/n' and of Aln' nA (IV, § 9), we are reduced, by
Lemma 1, to the case in which A and A' are subrings of As and A's
respectively. Let then xis (x E A', s E S) be an element of A's. From
an integral dependence equation _

xn + an_1xn- 1 + ... + ao = 0 (ai E A)

of x over A, we deduce, upon division by sn:
(xls)n + (an_l/s)(xls)n-l + ... + ao/sn = 0,

and this is an integral dependence equation of xis over As. Q.E.D.
THEOREM 3. Let A be a ring, A' an overring of A, integral over A, and

let ~ be a prime ideal of A. There exists a prime ideal~' in A' such that
~'nA = ~ (that is, ~'c = ~).

PROOF. Let us first achieve a reduction to the case in which ~ is the
only maximal ideal of A. For this purpose, denote by S the comple­
ment of ~ in A (which is multiplicatively closed) and consider the
quotient rings As and A's. The ideal ~As is the only maximal ideal of
As (IV, § 11, Theorem 19), and A's is an overring of As, integrally
dependent on As (Lemma 2). Suppose that there exists a prime ideal
m' in A's such that m' nAs = ~As. Then the inverse image ~' of m'
in A' (i.e. the ideal m'c; see Definition in IV, § 8, p. 218) is a prime
ideal of A' (IV, § 8, p. 220). It is clear that ~' nA contains~. Con­
versely, if x E~' nA, then the residue class x of x modulo the kernel
n of the homomorphism A ---+ As lies in m' nAs, that is in ~As; thus
x E ~ (IV, § 11, Theorem 19).

We shall now assume that ~ is the only maximal ideal in A. If we
prove that the extended ideal A'~ is distinct from A', then the theorem
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will be proved. For, if A'll ~ A', then A'll is contained in some maxi­
mal ideal of A'. If ll' is such a maximal ideal, then the ideal b' n A is
distinct from A and contains b, whence ll' nA = II since p is maximal.

We thus have to prove that A'll does not contain the identity l.
Since 1 E A'll may be written as an equality 'ia'iPi = 1 (a'i E A', Pi E ll)

i

which involves only a finite number of elements of A', we have a
reduction to the case where A' is generated over A by a finite number of
elements. By induction on the number of these elements, we have a
further reduction to the case where A' = A[x]. Let then

(1) xn = a,,_lxn- 1 + ... + alx + ao (aj E A)

be an equation of integral dependence of smallest possible degree for x
over A. If 1 E A'll then we have a relation of the form

(2) 1 = Po + PIX + ... + p,p (Pi Ell).

By using equation (1), we may suppose that q < n - 1. Furthermore,
since 1 - Po is not contained in the unique maximal idealll of A, it ;08 a
unit, we may divide (2) by 1 - Po and we may thus assume that Po is
zero:

(2') 1 = PIX + ... + p,p (Pi Ell, q < n - 1).

This relation shows that X is a unit in A' and hence is not a zero-divisor
in A'. Let us now replace ao in (1) by aO(Plx + + P'lx'l). We get

(1') xn = an_Ixn- 1 + ... + alx + aoX(Pl + + p,p-I).

By canceling x we get an integral dependence equation for x over A,
which is at most of degree n - 1. This is a contradiction. Thus
llA[x] is a proper ideal of A[x], and this proves Theorem 3.

We give a second proof of Theorem 3. Let p be now an arbitrary
prime ideal in R. (The reduction to the case in which II is the only
maximal ideal in A will not be needed in this second proof.) The set
of ideals a' in A' such that a' nA ellis not empty (the zero ideal is in
that set) and is obviously inductive. Hence Zorn's lemma provides us
with a maximal element ll' of that set. We shall prove that ll' n A = II
and that ll' is a prime ideal.

We shall show that the assumption ll' nA ~ llleads to a contradic­
tion. tJnder this assumption we have ll' nA < ll. Let x be an element
of II which does not belong to ll'. Then ll' + A'x > ll', and hence, by
our choice of .p' we will have (.p' + A'x) nA r:t.ll. That means that
there exists an element z' in A' and an element y in A, not in ll, such that
z'x - y belongs to ll'. Let z'n + a1z'n-1 + ... + an_Iz' + an = 0 be
an equation of integral dependence for z' over A (a i E A). :.vIultiplying
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this relation by x" and using the fact that z'x == y (mod 1:)') we find the
following congruence: y" + a1xy..-l + ... + a"_lx"-ly + a~" == 0
(mod 1:). This is in contradiction with x E b, Y ¢: 1:).

To show that 1:)' is a prime ideal we consider any two ideals a' and 0' in
A' such that a' > b' and 6' > b' and we prove that a'o' > 1:)'. Let
n = a' nA, 0 = 0' nA. By our choice of 1:)' an~ from the equality
:p' nA = 1:) we deduce that a > 1:) and 0 > b. Since 1:) is a prime ideal it
follows that aD > 1:). Consequently a'b' nA ~ aD > 1:), showing that
a'o' > 1:)'. This completes the proof. .

An ideal 1:)' in A' such that 1:)' nA = 1:) is said to "lie over 1:)." We
first give a corollary to Theorem 3:

COROLLARY. Let A be a ring, 1:) and q two prime ideals of A such that
:p C q, A' an overring of A integral over A, and 1:)' a prime ideal of A' lying
over 1:). Then there exists a pn'me ideal q' of A' containing 1:)' and lying
over q.

The residue class ring A'/1:)' is integral over AI1:) (Lemma 1), and the
corollary follows by applying Theorem 3 to the prime ideal q/1:) of AI1:).

We now give two complements to Theorem 3:
1) Two prime ideals 1:)', q' of A' such that 1:)' < q' cannot lie over the

sameprime ideal ofA. By passage to A'11:)', we may suppose that b' = (0)
and that A' is an integral domain. We then prove that any non-zero
ideal a' of A' contracts to a non-zero ideal of A. We fix an element
x =;r6 0 in a'. There exists an equation of integral dependence
x" + a.._1x,,-1 + ... + a o = 0 of x over A, with a o =;r6 0, since, otherwise,
we could divide by x. This equation shows that a o E xA' nA C a' nA.
Hence a' nA =;r6 (0).

2) Let 1:)' be a prime ideal of A' lying over 1:). For 1:)' to be a maximal
ideal of A', it is necessary and sufficient that 1:) be a maximal ideal of A.
For, if 1:)' is not maximal, it is contained in a maximal ideal q', and
q' nA > 1:) = b' nA by complement 1), showing that also 1:) is not
maximal. Suppose conversely that 1:) is not maximal. Then b is con­
tained in a maximal ideal q; and by using the corollary, we find that
also :p' is not maximal.

REMARK. By passage to A'/tJ', the result we just proved is equivalent to the
following special case of 2), that is, the case b' = (0): let A' be an integral
domain, integral over A; for A' to be afield, it is necessary and sufficient that A
be a field. In other words: an integral domain which is integrally dependent
on a proper integral domain (that is, on a domain which is not a field) is itself
proper.

We note, however, that this result is much more elementary than Theorem 3
and can be proved very simply and directly as follows:

If A' is a field and x E A, x ;C 0, then l/x E A', whence there is a relation
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of the form (1/x)n + a 1(1/x)n-l + ... + an = 0, ai EA. Therefore 1 =
- x(al + a2x + ... + anxn-1), 1/x E A, showing that also A is a field.

Conversely, if A is a field and x E A', x ,t. 0, then A(x) = A [x] , since x is
algebraic over A. Hence 1/x E A[x] C A', showing that A' is a field. .

§ 3. Integrally closed rings. Let A be an integral domain, K
its field of quotients, and L an overfield of K. If an element x of L is
integral over A, it is a fortiori algebraic over K, by condition (c) (§ 1,
p. 257). Let n be the degree of the minimal polynomialf(X) of x over
K, and let us denote by {Xl' ... , xn} a complete set of conjugates of X

over K, that is, a set of n elements of an algebraic closure of K such that
f(X) = II (X - xJ (each conjugate of x is repeated pe times, pe ~eing

i

the degree of inseparability of f(X) over K; see II, § 5, Definition 2,
p. 67). Since an equation of integral dependence for x over A is satis­
fied by all the conjugates Xi of x over K, the coefficients of the minimal
polynomial f(X) = II(X - Xi) are integral over A (§ 1, corollary to

i

Theorem 1). We have thus proved the following results:
THEOREM 4. Let A be an integral domain, K its quotient field, x an

element of some extension of K. We suppose that x is integral over A.
Then x is algebraic over K, and the coefficients of the minimal polynomial
f(X) of x over K, in particular the norm and the trace of x over K, are ele­
ments of K which are integral over A. If A is integrally closed, these
coefficients are in A, and therefore already the minimal polynomial f(X)
yields an equation f(x) = 0 of integral dependence for x over A.

A slight modification of the reasoning about conjugates leads to the
following result:

THEOREM 5. Let A be an integrally closed domain, and let K be its
quotient field. Iff(X) and g(X) are monic, polynomials in K[X] such that
the product h(X) = f(X)g(X) is in A[X], then f(X) and g(X) are them­
selves in A[X] (that is, have their coefficients in A).

PROOF. Let (Xi), (Yj) be sets of elements of an algebraic closure of K
such that f(X) = II(X - Xi), g(X) = II(X - y j). Since h(X) =

i j

I1(X - Xi)· rr(X - Yj) is in A [X] , the relations h(Xi) = 0 and
i j

h(Yj) = 0 are equations of integral dependence for all the Xi and Yj
over A, and these elements are therefore integral over A. Thus the
coefficients of f(X) and g(X), which are sums of products of the Xi and
the Yj respectively, are integral over A (§1, corollary to Theorem 1);
they are therefore elements of A, since A is integrally closed.

REMARK. In chapter II (§ 2, p. 56) we have defined the minimal
polynomial over a field K of an element x of some field extension L of K.
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:\lore generally, if x is an element of some overring of a field K, where
the overring is not ~ow ~ecessarily a field, the set of all polynomials
f(X) EO K[X] such that f(x) = 0 is a principal ideal of K[X]. The
monic polynomial m(X) generating this ideal is called the minimal poly­
nomial of x over K, or in K:XJ. If x is not an element of some field
extension of K, the minimal polynomial m(X) of tc need not be irre­
ducible. Part of Theorem 4 may be generalized to this case: Let A be an
integrally closed domain, K its quotient field, and x an element integral over
A of some overring of K. Then the minimal polynomial m(X) of x over K
has all its coefficients in A; in other words, the relation m(x) = 0 is an
integral dependence equation for x over A.

PROOF. Iff(x) = 0 (f(X), monic polynomial in A[XJ) is an integral
dependence equation for x over A, we may write f(X) = m(X)h(X),
where heX) is a monic polynomial in K[XJ. Then Theorem 5 shows
that m(X) EO A[XJ. Q.E.D.

It may be noted that, if A is an integral domain and if B is an over­
ring of A (not necessarily an overring of the quotient field K of A) such
that no non-zero element of A is a zero-divisor in B, then the above con­
siderations may be applied. In fact, if we denote by M the set of all
non-zero elements in A, the quotient ri~g BM contains both B and the
quotient field K of A.

EXAMPLES OF INTEGRALLY CLOSED RINGS.

1) Any unique factorization domain A is integrally closed. In fact, let
xjy (x EO A, Y EO A) be integral over A; we may suppose that x and yare
relatively prime. From an equation of integral dependence

we deduce

Thus xn is a multiple ofy. Were y a non-unit, we would have a contra­
diction with the assumption that x is relatively prime to y, since any
irreducible factor of y would then have to divide x. Therefore y is a
unit, and x/y belongs to A. In particular, the ring] of rational
integers, and the polynomial ring k[X1 , ••• ,Xn] over a field k, are
integrally closed.

2) If R is an integrally closed domain, and if S is a multiplicatively
closed set of non-zero elements of R, then the quotient ring R s is in­
tegrally closed. In fact, if an element x of the common quotient field of
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Rand Rs is integral over Rs , we have an integral dependence equation
of the form

xn -I- (an_ 1/s)xn- 1 + ... +ao/s = 0, (a; E R)

since any finite number of elements of Rs have a common denominator
s in S. Y1ultiplying by sn we see that sx is integral over R, whence
sx E R since R is integrally closed. If we set sx = Z E R, we get x =
zls E Rs' thus proving that Rs is integrally closed.

3) IfR is an integrally closed domain and p is a prime ideal in R, then
the residue class ring Rip is not integrally closed in generaL In fact, any
finite integral domain k[x1, x 2, ••• ,xn] over a field k is of the form Rip,
where R is the polynomial ring k[X1 , X 2, ••• ,Xn], but finite integral
domains are not in general integrally closed. In the case n = 2 the
simplest example is the one in which p is the principal ideal (X1 2 - X 23).

In that case, x 11x2 does not belong to the ring k[x1, x 2], but x 11x2 is
integral over that ring since (x1Ix2)2 = x 2•

We now prove a result which is closely ~elated to the corollary to
Theorem 3 (§ 2) :

THEOREM 6. Let A be an integrally closed domain, and A' an overring
of A integral over A and such that no non-zero element of A is a zero­
dimsor in A'. If P and q are prime ideals in A such that q C P, and if p'
is a prime ideal of A' lying over p, then there exists a prime ideal q' of A',
contained in p' and lying over q.

PROOF. Let S be the multiplicatively closed set consisting of the
elements of A' which may be written in the form ab', with a E A, a ¢= <1,

b' E A', b' ¢= p'. The set S does not contain °since an element a ¢= q
(a E A) cannot be a zero-divisor in A'. Since A and A' have an identity,
S contains the complement of p' in A' and the complement of q in A.
We are going to consider the quotient ring A's.

Suppose we have already proved that the ideal qA's generated by the
image of q in A's is a proper ideal of A's. Then it is contained in a
prime ideal Wl of A's, for example a maximal one. The contracted
ideal q' = Wlc of Wl in A' is a prime ideal which does not intersect S
(IV, § 10, Corollary 1 to Theorem 16), and which is therefore contained
in p'. Xow, the ideal q' nA is obviously prime and contains q; but
since S contains the complement of q in A, and since q' does not inter­
sect S, this implies q' nA = q, and proves the theorem.

We now prove that the image of q generates a proper ideal in A's, or,
what amounts to the same thing, that the ideal qA' does not intersect S.
By Lemma 1 (§ 1) every element x of qA' satisfies an integral dependence
equation of the form
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f(x) = x" + q,,_lX,,-l + ... + q1x + qo = 0, with qi E q.

Let us suppose that x belongs to S, and write x = ab' (a E A, at/'- q,
b' E A', b' t/'- ~'). Since f(x) = 0, the polynomial f(X) is the product
of the minimal polynomial g(X) of x over the quotient field K of A and
of another monic polynomial h(X). Theorem 5 shows that g(X) and
h(X) have all their coefficients in A. Denote by f"g, and li the poly­
nomials obtained from f, g and h by reduction of their coefficients
modulo q. Since f(X) = X",g(X) = Xr + ... ,li(X) = X,,-r + ... ,
and since Ajq is an integral domain, we conclude that g(X) = Xr and
h(X) = X,,-r, by inspection of the lowest degree terms. In other words,
we have

g(x) = xr + dr_1xr- 1+ ... + d1x + do = 0, with di E q.

On the other hand, the minimal polynomial of b' over K has again all its
coefficients in A, by the remark following Theorem s. Let this
polynomial be

m(X) = Xr + er_1Xr-l + ... + e1X + eo, (ei E A).

Since x = ab', with a E A, we have di = eiar- i for i = 0, ... , r - 1.
From di E q and at/'- q, we deduce ei E CT. since a is prime. Then the
relation m(b') = °shows that b'r E A'q C ~', whence b' E~' since ~' is
prime. This contradicts the hypothesis about b'. Q.E.D.

It may be shown by examples that the three conditions "A integrally closed,"
"A' integral over A," and "no non-zero element of A is a zero-divisor in A'" are
essential for the validity of Theorem 6 (see Cohen-Seidenberg, "Prime Ideals
and Integral Dependence," Bull. Amer. Math. Soc., 52: 252-261,1946).

REMARK. A simpler proof of Theorem 6 may be given in the case in
which the ring A' is noetherian. We first prove that if A' is noetherian,
then every isolated prime ideal of A'q contracts to q in A. In fact, given
an isolated prime ideal q' of A'q and any element x of q', there exists an
exponent s and an element y in A', Y not in q' such that xsy E A'q: one
takes y in the intersection of the primary components of A'q whose
radical is not q', and s large enough for x' to lie in the primary component
of A'q relative to q' (see IV, § 5). It follows from Lemma 1 of § 1 that
xSy satisfies a relation of the form

f(xsy) = (xsy)" + q,,_l(Xsy),,-l + ... + qo = 0, with qi E q,

and, as in the last part of the proof of Theorem 6, it may be assumed that
f(X) is the minimal polynomial of xsy over K. If we suppose, further­
more, that x is in A, then the comparison off(X) with the minimal poly-
nomial X" + a,,_lX,,-l -+- + ao (ai E A) of y over K shows that we
have qi = aixs(,,-i) for i = 0, , n - 1. From x t/'- q, we would deduce
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that a i E q for i = 0, ... , n - 1 since q is prime, whence yn E A'q C q';

since q' is prime, this would imply y E q', in contradiction with the
assumption that y i q'. Therefore x E q, and since the inclusion.­
q C q' nA is evident, our assertion is proved.

For completing the proof of Theorem 6 in this case, it now suffices
to observe that since v' ::> A'q, p' contains some isolated prime ideal q'
of A'q (IV, § 5, Theorem 7).

§ 4. Finiteness theorems

THEOREM 7. Let A be an integrally closed domain, K its quotient field,
F afinite separable algebraic extension of K, and A' the integral closure of
A in F. There exists a basis {Xl' ... , xn} of F over K such that A' is con­
tained in the A-module L Axi •

i

PROOF. We first notice that if we denote by A* the set of non-zero
elements of A then we have F = A'A*; that is, given any element X

of F there exists a non-zero element s of A such that sx E A': in fact, if
Xn + cn_lXn-l + ... + Cn is the minimal polynomial of X over
K (C,. E K), and if we take a common denominator s =;E= 0 in A such that
sc,. = a,. E A, then we have (sx)n + an_l(sx)n-l + ... + sn-1ao = 0 and
sx is integral over A. It follows from this observation that there exists
a basis {u1, ••• , un} of F over K such that u,. E A' for every i.* We take
any element x of A', and we write x = L b,.u,. with b,. E K. Since F IK

i

is separable, there exist exactly n (= [F:K]) K-isomorphisms Sj
(j = 1, ... , n) of F in a least normal extension of K containing F
(II, § 6, Theorem 16). The discriminant d of the basis {u1, ••• , un}
is =;E= 0, and d = det (SiU,.))2 (II, § 11, p. 94). We may thus set y'd =
det (siu,)). The conjugates of x over K satisfy

(1) Sj(x) = L b,.siU,.), (j = 1, ... , n).,.

Since x and the Ui are integral over A, six) and the SiU,.) are also
integral over A. Solving the system of linear equations (1) in the b,. by
Cramer's rule, we get

y'db,. = L d"jSix ) and db,. = L y'dd"jSix),
j j

where the d"j are polynomials in the s/u,.) with ordinary integers as
coefficients. Thus db,. and y'db,. are integral over A. But since dE K

* This part of the proof, and hence also the conclusion as to the existence of
the above basis {Ul' Uz, ••• , Un}, is independent of the assumption that FIK is
separable.
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(II, § 11, p. 92) and since A is integrally closed, we have db i EO A.
Therefore, if we take Xi = uJd, then A' is contained in the A-module
LAxi·

REMARK. Readers acquainted with linear algebra may prefer the fol­
lowing proof. Let {u l , ... , un} be a basis of F over K contained in A'.
The bilinear function (x, y) -?- T(xy) is non-degenerate since F is
separable over K. Thus it defines an isomorphism of F, considered as
a vector space over K, onto its dual. Let {VI' ••• , vn} be the elements
of F corresponding to those of the dual basis of {u l , ... , un}, that is, the
elements of F satisfying T(uiv j) = 0iJ for all i, j. If an element
x = ~ XJVj (X j EO K) is in A', we have XUi EO A' for every i, whence

J

T(xui) EO A (§ 3, Theorem 4). Since T(xui) = L xjT(uivj) = Xi' we
j

have A' C L Avj. This type of reasoning will again be used in § 11
j

(see the proof of Theorem 30 and Remark 2, p. 309, in § 11).
COROLLARY 1. The assumptions being the same as in Theorem 7, let us

furthermore assume that the ring A is noetherian. Then A' is a finite A-
module and is a noetherian ring. ".-<

In fact, A' is a submodule of the finite A-module L Axi , and is there-
i

fore a finite A-module. Thus A' satisfies the a.c.c. as an A-module
(III, § 10, Theorem 18), and a fortiori satisfies the a.c.c. as an A'-module
-that is, A' is noetherian.

COROLLARY 2. The assumptions being the same as in Theorem 7, let us
furthermore assume that A is a principal ideal domain. Then there exists
a basis {yJ of F over K such that A' = L AYi.

i

It was just shown that A' is contained in an A-module LAxi generated
by n elements Xi. Hence, by IV, § 15, Lemma 1, also A' has a basis
consisting of n elements YI, Y2, ... , Yn' Since F = A'A*' the set {Yi} is
necessarily also a basis of F over K.

Corollary 2 is of particular importance for the case in which A is
either the ring] of rational integers, F being then an algebraic number
field, or a polynomial ring k[X] in one variable over a field k, F being
then a field of algebraic functions of one variable. In the first case, the
elements of F which are integral over] are called the algebraic integers
of the number field F; in the second case, the elements of F which are
integral over k[X] are called the integral functions of the function field F
(with respect to the element X). Corollary 2 shows that these algebraic
integers (or integral functions) are the linear combinations, with



266 DEDEKI~D DO:MAINS Ch. V

ordinary integral coefficients (or with coefficients ill k(XJ), of
n(= [F:KJ) linearly independent algebraic integers Yi. Such a basis
{Yi} of F over the rational fiel~ (or over the rational function field k(X))
is called an integral basis of F.

EXAMPLE. Let x be an indeterminate over a field k of characteristic
¥= 2, and Y an algebraic element over K = k(x) defined by y2 = P(x),
where P is an irreducible polynomial over k. The function fiele'.
F = K(y) = k(x, y) admits {I, y} as an integral basis (with respect to x).
In fact, in the first place 1 andy are integral over A = k(x]. Further­
more, let z be an element of F which is integral over A. We write
z = a(x) + b(x)y (a(x), b(x) E k(x)). By Theorem 4, the trace 2a(x) and
the norm a(x)2 - b(x)2P(x) of z over k(x) belong to k[xJ, whence both
a(x) and b(x) are polynomials, since otherwise P(x) would be divisible
by the square of the denominator of b(x). Consequently, the integral
closure A' of k(x] in F = k(x,y) is the ring k(x,yJ.

REMARK. Let A be an integrally closed domain, K its quotient field,
and F a finite algebraic separable extension of K. We suppose that the
integral closure A' of A in F admits an integral basis {y;} (that is, a basis
of F over K such that A' = 2: AYi)' Then, for any basis {Xi} of F

i

over K composed of elements of A', the discriminant d(x 1, •••, xn) is an
element of A (by Theorem 4) and is a multiple (in' A) of d(Y1, ... ,Yn)
(II, § 11, formula (2)). In particular any two integral bases of A' over A
have discriminants which differ only by an i:!:lVertible factor in A; in
other words, these discriminants generate the s~me principal ideal i!l A.
This principal ideal or a canonically chosen generator of it-for ex­
ample, a positive integer in the case A = J, or a monic polynomial in
the case A = k[X]- is called the discriminant of F over K (with respect
to the integral domain A). See § 11 for a generalization.

In the example given above, the discriminant of k(x, y) over k(x) is
P(x).

We now study integral domains which are generated by a :fi.nite num­
ber of elements over a f,eld k-in other words integral. domains of the
form k(x1, ••• , xnJ; such domains are called finite integral domains.

THEOREM 8 ~ORMALIZATIO~ LEMMA). Let A = k~X1' ... , xnJ be a
finite integral domain over an infinite field k, and let, d be the transcendence
degree of k(x1,···, xn) over k. There exist d linear combinations
Y1, , Yd of the Xi with coefficients in k, such that A is integral over
k[y l' , y dJ (y l' , Y d are then necessarily algebraically independent
over k, and k[Y1' , YdJ is a polynomial ring). If k(x1, ••• , xn) is
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separably generated over k, the Yi may be chosen in such a way that
k(x l , ... , xn) is a separable extension of k(Yl, , Yd) ({Yl' ... , Yd}
thus being a separating transcendence basis of h(xl , , xn) over k).

PROOF. If n = d, we take Yi = xi and there is nothing to prove.
We will proceed by induction on n, for n > d. Owing to the transitivity
of integral dependence (§ 1, Theorem 2) and of s~parability (II, § 5,
Theorem 9) we have only to prove the following result (where, for sim­
plicity of notation, n has been changed into n + 1): if k[x l , .•• , Xn'

X n+ lJ is a finite integral domain, of transcendence degree d < n, then
there exist n linear combinations Zl' ... , Zn of the Xi such that k[x] is
integral over k[z] (and such that k(x) is separable over k(z) if k(x) is
separably generated over k). After eventual renumbering of the Xi we
may suppose that a transcendence basis of k(x) over k may be found
among {Xl' ... , xn} (II, § 12, Theorem 23 Corollary, 2) and that this
basis is a separating transcendence basis in the separable case (II, § 13,
Theorem 30). We then write u = x n+ l and denote by P(U, Xl' ... , x n)

the minimal polynomial of u over k(xl , ... , xn). We assume that the
coefficients of P(U, Xl' ... , Xn) are in k[xl>···' xJ, so that
P( U, Xl' ... , X n) is actually the result of substituting Xl' ... , X n for
X l' ... , X n in a non-zero polynomial P( U, X l' ... , X n) of n + 1
indeterminates U, X l' ... , X n, with coefficients in k.

We intend to take Zi = Xi - aiu(i = 1, ... , n) with suitably chosen
a j in k. Since x j = Zj + aiu, it is sufficient to prove that u is integral
(and separable in the separable case) over k(z]. Consider the equation

F(u, z) = P(u, Zl + alu, , Zn + anu) = O.

Its highest degree term in u is uqj(l, aI' , an)' where j( U, Xl' ... , X n)
denotes the highest degree form of P( U, Xl' ... , X n) and q its degree.
We will thus get an equation of integral dependence for u over k (z] if
j(l, aI' ... , an) ¥:- O.

In the separable case we have also to make sure that u is a simple root
of F(U, z), or in other words, that F'u(u, z) = P'u(u, x) + alP'x (u, x) +
... + a~'x (u, x) is not zero. But this expression is a linear 'function

n

of the ai' which is not identically zero, since it takes for a l = ... = an = 0
the value P'u(u, x) ¥:- 0, u being separable over k(x l , ... , xn). The
n-tuples {aI' a 2 , ••• , an}, a j E k, form an n-dimensional vector space kn

over k, and the vectors {aI' a 2, ••• , an} such that P'u + alP'x + ... +
a~'x = 0 constitutc a linear variety Lin k n, distinct from An. Since
k is i~finite, we can find a vector faj} E kn which satisfiesj(l, aI' ... , an)
¥:- 0, and which does not lie in L. Q.E.D.

THEOREM 9. Let A = k(x l , ... , x,J be a finite integral domain over
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a field k, and let F be a finite algebraic extension of the quotient field
k(x1, ••• , xn) of A. Then the integral closure A' of Ain F is a finite
integral domain over k, and is a finite A-module.

PROOF. We first achieve a reduction to the case in which F is the
quotient field of A. For this purpose we observe that there exists a
basis {Yl' ... , Yq} of F over k(x1, ••• , x

1l
) composed of elements which

are integral over A (see footnote to proof of Theorem 7 in § 4). The!l
the ring AO = A[Yl' ... , Yq] is a finite integral domain over k, is
integral over A, and admits F as its quotient field. This achieves the
desired reduction since A' is obviously the integral closure of AO.

We now prove Theorem 9 under the additional hypotheses that k is
infinite and that F = k(x1, ••• , xn) is separably generated over k.
Under these assumptions there exist, by Theorem 8, d linear combina­
tions Zl' ... , Zd of the Xi such that the subring B = k:Z 1, ••. , Zd] of
A is a polynomial ring, over which A is integral and separable. Owing
to the transitivity of integral dependence (§ 1, Theorem 2), A' is the
integral closure of B in F. Since B is integrally closed and noetherian,
Corollary 1 to Theorem 7 shows that A' is a finite B-module. It is, a
fortiori, a finite A-module, and a finite integral domain over k.

In the general case, let us consider k(x1, ••• , xn) as a subfield of its
algebraic closure, which contains the algebraic closure k of k. Since
k is infinite and since k(x1,···, xn) is separably generated over k

n

(II, § 13, Theorem 31), we can find d linear combinations Zi = .L aijx j

j=l
(a ij E k) such that k[x1,···, xnl is integral and separable over
k[Z1' ••• , Zd]' Let Pj(Xj' z)., ... , Zd) = 0 be a separable and integral
dependence equation for x j over k~Zl' ••• , Zd] (for example, the equa­
tion deduced from the minimal polynomial of Xj over k(Zl' .•• , Zd);

cf. Theorem 4 of § 3). If we denote by k' the finite algebraic extension
of k generated by the coefficients au and the coefficients of the poly­
nomials Pj' the second part of the proof shows that the integral closure
of k'[x1, ••• , xn] in its quotien! field is a finite integral domain
k'0'l' ... , Yq] over k'.

l'\ow, by Theorem 1 (§ 1), k'[Yl"" ,Yq] is a finite module over
k'[x1, ••• , xnJ. On the other hand, k'[x1, ••• , xnJ is a finite module
over A = k[x1, ••• , xnJ, a finite basis of the former over the latter
being given, for example, by a linear basis of k' over k. Thus
k'LYl' ... ,Yq] is a finite A-module. Since the integral closure A' of
A in F is tl. submodule of the A-module k'[Yl"", yqJ (it is
F nk' [y l' ... , YqJ), and since A is noetherian, A' is also a finite
A-P.lodule, and a fortiori a finite integral domain. Q.E.D.
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§ S. The conductor of an integral closure. We have just seen
an important case in which the integral closure A' of a domain A in its
quotient field is a finite A-module A' = L Au i . The elements U i have

i

then a common denominator d =;e 0 in A: Ui = v;/d, with Vi E A. We
thus have dA' CA.

In general let A be a domain, and A' the integral closure of A in its
quotient field F. The set f of all elements z in A such that zA' C A
is called the condudor of A in A', or the conductor of the integral closure
of A.

It is readily verified that f is an ideal in A, and also an ideal in A'.
Furthermore, if b is an ideal in A which is also an ideal in A', we have
bA' C b C A, whence b C f. Therefore f is the largest ideal in A which
is also an ideal in A'. ~ote that A' = A if and only if the conductor f
is the unit ideal.

LEMMA. Let A be an integral domain, A' its integral closure, f the con­
ductor of A in A', and S a multiplicative system in A. Then A's is the
integral closure of As, and,jor As to be integrally closed, it is sufficient that
f n S =;e 0. Furthermore, if A' is a finite A-module, then the conductor
of As in A's is f· As and if, moreover, As is integrally closed, then f n S
is non-empty.

PROOF. The ring A's is integrally closed (§ 3, example 2). There­
fore A's is the integral closure of As (§ 2, Lemma 2). If, now, f n S is
non-empty, there exists s in S nf, and we have A' C (ljs)A CAs,
whence As = A's, and As is integrally closed.

From dE f, we deduce dA' C A, whence dA's C As. This proves
that f· As is contained in the conductor of As in A's. Conversely, if
an element djs (d E A, s E S) of As is such that (djs)A's C As, we have
dA' C As. Since we assume that A' is a finite A-module, and since S
is a multiplicative system, there exists a common denominator s' in S
such that dA' C (ljs')A. Hence ds' Ef, and djs = ds'jss' Ef·As .
Therefore f· As is the conductor of As in A's. The last assertion of
the lemma follows since if As is integrally closed, its conductor f· As is
the unit ideal. Q.E.D.

COROLLARY. If A' is a finite A-module, then the prime ideals ,p in A
such that Al' is not integrally closed are those which contain the conductor f.

REMARK. It can be shown by examples that A',p need not be a prime
ideal, even if ,p does not contain the conductor f. However, if p tJ f,
A',p is contained in the prime ideal ,p' = ,pAl' n A' (since A' is contained
in the integrally closed ring Al') and ,p' is the only prime ideal in A' lying
over,p. In fact, if a' is an ideal in A' such that a' n A = p, we take d
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in f and not in +" and we have da' C a' n A = +" whence a' C +,A p and
a' C ):J'. ~ow, if a' were prime and were strictly contained in +,', we
would have a' n A < +,' nA = +' (§ 2, complement 1 to Theorem 3).
In case A' is a noetherian ring, the ideal +,' is even a primary component.
of A'+,: in fact, since A'p' = AI" we have +,' = +,A p nA' =
(+,A')A'I" nA' (see IV, § 10, Theorem 17).

§ 6. Characterizations of Dedekind domains. We have see').
(IV, §1 p. 200) that, in a noetherian ring R, every ideal a contains a product
II +'t(i) of prime ideals. It is natural to study the rings in which every

i

ideal is exactly a product of prime ideals. A further reason for studying
these rings, which is perhaps more important both from a historical and
a conceptual point of view, is that in the first half of the nineteenth cen­
tury it was noticed that the rings of algebraic integers (cL §4) were not
in general unique factorization domains, but enjoyed the property of
unique factorization of ideals into prime ideals: more precisely the
notion of ideal was introduced by Kummer, Dedekind, and Kronecker
in order to restore the property of unique factorization.

In this connection one may also recall Theorem 9 of IV, § 5, to 6e
effect that if every proper prime ideal of a noetherian ring R is maximal,
then every ideal of R is a unique product of primary ideals belonging to
distinct prime ideals. We shall see in this section that if every ideal in
a domain R is a product of prime ideals, then every proper prime ideal
in R is maximal. The maximality of every proper prime ideal of a
domain R does not, however, in itself ensure the possibility of factoring
every ideal of R into prime ideals, for while it is true that powers of
maximal ideals are primary, it is not generally true that every primary
ideal belonging to a maximal ideal +' is a power of +,.

DEt.'INITION 1. A n·ng R is said to be a Dedekind domain (or also a
Dedekind ring) if it is an integral domain and if every ideal in R is a
product of prime ideals.

Our first aim is to prove that in a Dedekind domain the factorization
of ideals into prime ideals is unique. The steps taken toward the proof
of this result will lead us to other important characterizations of Dede­
kind domains.

EXA:\1:PLES OF DEDEKIND DOY.AINS:

1) A principal ideal domain is a Dedekind domain (IV, § 15,
Theorem 32).

2) A quotient n·ng RM of a Dedekindodomain R with respect to a
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multiplicative system M is a Dedekind domain. In fact, every ideal
in RM is an extended ideal ae (IV, § 10, Theorem 15); as a = II V;"(i)

i

(lJi-prime ideal), we have ae = II (v/)n(i) (IV, §8, p. 219), and the ideals
i

v/ are either prime ideals, or are equal to RM (IV, § 10, Theorem 15,
corollary 2 and Theorem 16).

3) We will prove in § 8 that if R is a Dedekind domain and if L is a
finite algebraic extension of its quotient field, then the integral closure
of R in L (§ 1) is also a Dedekind domain. In particular, since the ring
J of rational integers and the polynomial ring k[X] in one variable over a
field are Dedekind domains (example 1), the ring of algebraic integers
of an algebraic number field and the ring of integral functions in a field
of algebraic functions of one variable are also Dedekind domains.

We introduce the useful notion of fractionary ideal. Given an
integral domain R and its quotient field K, a sub-R-module 0 of K is
said to be a fractionary ideal of R if the elements of 0 admit a common
denominator d Tf 0 in R-more precisely, if there exists d Tf 0 in R
such that 0 C (l/d)R. Then we have 0 = (l/d)a where a is an ordinary
ideal in R. In contrast, the ordinary ideals in R, which are special
cases of fractionary ideals (d = 1), are called integral ideals. An
example of a fractionary ideal is a principal fractionary ideal: if x = alb
(a, b, E R, b Tf 0) is an element of K, the set Rx is a fractionary ideal, 2S

it is an R-module and admits b as a common denominator; it is called
the principal fractionary ideal generated by x.

The ideal theoretic operations +, ., n,: are defined for fractionary
ideals. The operations +, ., n have already been defined for sub­
modules or additive subgroups; and if 0 c (l/d)R and 0' C (l/d')R, it
is clear that 0 + 0' C (l/dd')R, that 0·0' C (l/dd')R, and that
on 0' C (l/d)R. The set (0: 0') is defined as the set of all x in K such
that xo' co; this set is clearly an R-module, and (if 0' Tf (0)) admits da
as a common denominator, where a and d are any two non-zero elements
of R such that 0 C (l/d)R and a EO'. These operations enjoy the same
properties in the present case of fractionary ideals as those which they
enjoy in the case of integral ideals.

The set of of all fractionary ideals of R is a partially ordered set (if
ordered by inclusion); a + 0 and ano are the l.u.b. and the g.1.b. of
a and 0; multiplication is "compatible" with this order relation; that is,
the relation a C a' implies a· 0 C a' .o. The ring R itself is a fractionary
ideal, and is the identity element of of for multiplication of ideals.

It is natural to inquire about the invertible ideals in of, that is, about
the fractionary ideals a of R for which there exists an inverse-a frac-



272 DEDEKI~D DOMAINS Ch.V

tionary ideal a' such that a· a' = R. A principal fractionary idea:
Rx (x :;6. 0, X E K) is invertible, as it admits Rx-1 as an inverse.

We begin our study of Dedekind domains by proving a number of
simple lemmas concerning invertible fractionary ideals. In these
lemmas R denotes an integral domain, K its quotient field, of the set of
all fractionary ideals of R, and small German letters (a, 0, C, •••) denote
elements of of.

LE~C\1A 1. If a is invertible, then a has a unique inverse, and this in­
verse is equal to R: a. Hence a necessary and sufficient condition for a to
be invertible is that a.(R:a) = R.

PROOF. If a·a'=R, we have a'C(R:a). On the other
hand a.(R:a) C R, whence, if a' is an inverse of a, we have
(R:a) = a' .a.(R:a) C a'·R = a'. Q.E.D.

LEMMA 2. If every integral ideal :;6. (0) in R is invertible, then of is a
group under multiplication.

PROOF. Every fractionary ideal a may be written in the form (1Jd)o,
where 0 is an integral ideal and d is a non-zero element of R. If 0 has
an inverse 0-1, then a admits do-1 as an inverse. Since multiplication
of ideals is associative, and since every element of of admits an inverse,
of is a group.
LE~~A 3. An invertible ideal a, considered as an R-module, has a

finite basis.
PROOF. Since a·a-1 = R, there exist two finite families {Xj}, {x'j}

(i = 1, ... , n) of elements of u and a-I such that 2: XjX'j = 1. For
j

every x in a, we have XX'j E R, thus x = 2: XX'jXj E.L Rxj , and {x;} is a
i

finite basis of a.
LE~~A 4. If a finite family {a;} of integral ideals is such that the pro­

duct 0 = II a j is invertible, then each a j is invertible. In particular, if a
j

product IT a j of integral ideals is principal, then each a j is invertible.
j

PROOF. From 0- 1 •If aj = R, we deduce ar (0-1 • JJ aj ) = R, and

0-1 • II uj is the inverse of a j •

j>,j

LEM~A 5. For products of invertible prime integral ideals factorization
into prime ideals is unique.

PROOF. Let a = II .pj be a product of invertible prime ideals, and
j

suppose that we have also a = II qj, where the qj are prime ideals. We
j

take a minimal element of the set {.p,}, say ,\:)1. Since II qj is contained
j
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in l:J1' some qj' say q1' is contained in l:J1. Similarly, since IT l:Ji is con­

tained in q1' some l:J i, say l:J" is contained in q1. Thus l:J r C q1 C lJ 1·
From the minimality of l:J 1 we deduce that 1.1r = q1 = l:J1. Multiplying
the relation II l:Ji = II qj by l:J 1-\ we get II P; = II qj. The lemma

; j i"'l j",1

now follows by induction on n, the case n = 1 being trivial.
THEOREM 10. In a Dedekind domain R, every proper prime ideal is

invertible and maximal.
PROOF. We first show that every invertible proper prime ideal l:J in

R is maximal. We consider an element a of R, not in l:J, and the ideals
l:J + Ra, l:J + Ra2. As R is a Dedekind domain, we have l:J + Ra =

n m
II l:J; and l:J + Ra2 = II qj' where the l:J; and the qj are prime ideals.
i=1 j=1

Let R be the residue class ring Rfl:J, and a be the residue class of a
n m

modulo l:J. We have R·a = II (l:Jdl:J), R-a2= II (qi/l:J), where the
;=1 j=l

ideals l:Jdl:J and qjfl:J are prime. By Lemma 4 these prime ideals are
n

invertible. Thus, since R·a2= (R-a)2 = II (l:Jdl:J)2, Lemma 5 shows
;=1

that the ideals qj/l:J are the ideals l:Jdl:J, each repeated twice; more pre­
cisely, we have m = 2n, and we can renumber the qj in such a way that
q2i/l:J = q2;-1/l:J = l:Jdl:J· Thus q2; = q2;-1 = l:J;, and we have l:J + Ra2

= (l:J + Ra)2. This implies l:J C (l:J + Ra)2 C l:J2 + Ra. Thus any
element x of l:J may be written in the form x = y + za with y E l:J2 and
z E R. We then have za E .tJ, whence z E l:J, since a rt l:J; in other words,
l:J is contained in l:J2 + l:Ja. As the inclusion l:J :::> l:J2 + l:Ja is obvious,
we conclude that l:J = l:J2 + l:Ja = l:J(l:J + Ra). Since l:J is invertible by
hypothesis, we can multiply this equality by l:J-1, and we get R = l:J +Ra.
Since a is an arbitrary element of the complement of l:J in R, this proves
that l:J is maximaL

This being so, to prove the theorem we need only prove that every
proper prime ideal l:J in R is invertible. We take a non-zero element b
in l:J, and write Rb = II l:J;, where the l:J; are prime ideals. Since l:J

;

contains II l:J;, it contains some l:J;. But, by Lemma 4, every l:J; is
;

invertible. Thus every l:J; is maximal, by the first part of the proof.
Since l:J contains one of them, say l:J l' we have l:J = l:J l' and l:J is invert­
ible. Q.E.D.

COROLLARY. In a Dedekind domain the factorization of any ideal into
prime ideals is unique.
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This follows immediately from Theorem 10 and from Lemma 5.
We can state a result which is both more general and more precise

than Theorem 10.
THEORE:\1 11. Let R be a Dedekind domain. Every fractionary ideal

a :;!= (0) of R is invertible and may be written, in a unique way, in the form

(1) a = II ,pnp(Q),

p,prime

where the np( a) are integers (positive, negative, or zero) such that, for given
a, the integers np(a) which are :;!= 0 are finite in number. In order that
a e b, it is necessary and sufficient that np( a) > nl6) for every,p. We
have the relations:

(2) np(a + b) = min (np(a), np(b»,

(3) np(a n b) = max (np(a); np(b»,

(4) np(a.b) = np(a) + np(o).

The ideals a:b and a·b- 1 are equal, and we have

(5) np(a:b) = np(a. b- 1) = np(a) - np(o).

PROOF. Since a fractionary ideal a may be written in the form b· c- 1

where 0 and c are integral ideals (for example, if a = (ljd)b with
dE Rand be R, we take c = Rd) and since by definition we can
express band c as products of prime ideals, Theorem 10 shows that
we can write a = II ,pi· II qr 1, where the ,pi and the qj are prime ideals

i j

in R. Thus a is invertible, by Theorem 10. We may evidently assume
that Pi :;!= q J for all i and j. If we have another factorization of a, say
a = II ,p's' II q't-I, with ,p's :;!= q't for every s and every t, then the rela-

s t

tion J1,pi' IT q't = IT p's' II qj holds true, and the uniqueness of
its j

factorization for integral ideals (corollary to Theorem 10) shows that
we have IT,pi = II ,p's' and II q't = II qj. This proves the uniqueness

i s t j

of factorization for fractionary ideals, and also formula (1).
Since b is invertible, the relation a e b is equivalent to a·b- 1e b·o- 1

-that is, to a· b- 1 e R. This is equivalent to np(a.b-1) > 0 for all prime
ideals ,p of R, since the integral ideals c are those characterized by
np(c) > 0 for all,p. In other words, the relation a e b is equivalent to
np( a) - np(o) > 0, that is, to np( a) > np(b), for all,p. This character­
ization of inclusion shows immediately that II ,pv(p), with v(,p) =

p

min (np(a), np(b» is the smallest ideal containing a and b, and that
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II \)"Cp), with fL(\)) = max (np( a), np("o)) is the greatest ideal contained in
p

a and o. This proves formulae (2) and (3). Formula (4) is trivial.
Finally, since 0-1 = (R:o) (Lemma 1), we have a'0- 1 = a·(R:o)Ca:o.

On the other hand, we have R = (R:o) 0, hence a:o = (a:o)o(R:o)
C a.(R:o). Therefore a.(R:o) = a:o. This proves the assertion
about a:o, and formula (5) follows immediately. Q.E.D.

If, for any non-zero element x of K, we denote by vp(x) the integer np(Rx),
we have vp(xy) = vp(x) + vp(y) by formula (4), and vp(x + y) ~ min
(Vp(x), vp(y)) by formula (2), since the ideal R(x + y) is contained in Rx + Ry.
We will see in the next chapter that this means that V p is a valuation of the field
K.

The following theorem gives a characterization of Dedekind domains:
THEOREM 12. Let R be an integral domain. In order that R be a

Dedekind domain, it is necessary and sufficient that the set ..F offractionary
ideals of R be a group under multiplication (that is, that every ideal in R
be invertible).

PROOF. The necessity is clear, since every fractionary ideal of a
Dedekind domain is invertible by Theorem 11. Conversely, if ..F is a
group, every ideal in R has a finite basis (Lemma 3), and R is noetherian.
Using the fact that R is noetherian, we can now prove, by an indirect
argument, that every proper integral ideal in R is a product of maximal
ideals, and this will complete the proof of the theorem. Assuming the
contrary, there exists, among the ideals (different from zero) which are
not products of maximal ideals, a maximal one, say a (since R is
noetherian). The ideal a is not a maximal ideal of R, by hypothesis.
Thus it is strictly contained in some maximal ideal m. The ideal m- 1a,
which exists since ..F is a group, is an integral ideal which strictly contains
a: in fact, from a = m- 1a, we would deduce ma = a, in contradiction
with Lemma 2 in IV, § 7. Therefore m- 1a is a product of maximal
ideals, in virtue of the maximality of a, and a = m· m- 1a is also a pro­
duct of maximal ideals. This contradicts our assumption, and proves
Theorem 12.

The following characterization of Dedekind domains often yields the
simplest method of checking whether a given integral domain is or is not
a Dedekind domain:

THEOREM 13. Let R be an integral domain. In order that R be a
Dedekind domain, it is necessary and sufficient that it satisfy the following
conditions:

1) R is noetherian.
2) Every proper prime ideal of R is maximal.
3) R is integrally closed.
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PROOF. The necessity of 1) follows from Theorem 11 and Lemma 3,
and that of 2) from Theorem 10. As for 3), consider an element x of the
quotient field K of R which is integral over R. There exists a common ­
denominator d ¢ 0 in R such that dxn E R for every n > O. Then, for
every prime ideal V in R, we have v",(dxn) = v",(d) + nv",(x) > 0 for
every n. As v_P(d) and vD(x) are ordinary integers, this implies v",(x) > 0,
that is, vD(Rx) > 0 for every prime ideal V; that is, x E R. Thus R is
integrally closed.

For proving the converse, we first observe that, in the proof of
Theorem 12, the assumption that every ideal in R is invertible has been
used only for the purpose of establishing that R is noetherian, while the
rest of the proof was based exclusively on the established fact that R is
noetherian and on the assumption that every proper prime ideal is
invertible; in fact, in that proof we only needed the fact that the maximal
ideal m is invertible. Since, in the present case, we are given that R is
noetherian, it follows that in order to prove that R is a Dedekind domain,
we have only to show that every proper prime ideal Vof R is invertible.
We observe that if y is some non-zero element of V, then Vmust contain
some prime ideal of the principal ideal Ry, and hence Vitself must be a
prime ideal of Ry since all proper prime ideals in R are maximal. The
proof of Theorem 13 will therefore be complete if we prove the following
lemma:

LEMMA 6. Let R be a noetherian x'ntegrally closed domain, and let
V ¢ (0) be a maximal ideal in R. If V is a prime ideal of a principal ideal
Ry, then V is invertible.

PROOF. By assumption we have Ry:p ¢ Ry (IV, § 6, Theorem 11).
If, then, x is some element of Ry:p not in Ry, then (x/y)V C Rand
x/y rt= R. We have therefore shown that R:v ¢ R. ~ow let us
assume that p is not invertible. Then we have P C p(R: V) < R, and
sincep is maximal, it follows that V = V(R:V). ~ow, V ¢ (0), and V
is a finite R-module since R is noetherian; furthermore R is an integral
domain. It follows therefore from V(R:V) C V, in view of condition
(e"') of § 1, p. 254 (see also Remark after the proof of Lemma 1 in § 1)
that every element of R: V is integral over R, and hence belongs to R,
since R is integrally closed. In other words we have R: vCR, in
contradiction with the inequality R: V ¢ R proved above. Q.E.D.

REMARK. I t follows from the proof of Lemma 6 that the assumption
that V is a prime ideal of a principal ideal could be replaced by the
assumption that R: V ¢ R.

Lemma 6 can be used to prove a result on integrally closed noetherian
domains, which is of importance in itself:
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THEOREM 14. In an integrally closed noetherian domain R, the prime
ideals of any proper principal ideal Ra (a =;t: 0, a not a unit) are minimal
prime ideals of R (and consequently a principal ideal has no imbedded
components).

PROOF. Let b be a prime ideal of Ra. If R' denotes the quotient
ring R"" then it is clear that the maximal ideal 1::" = R'1::' of R' is a prime
ideal of R'a (IV, § 10, Theorem 17), and that 1::' will be minimal in R if
and only if 1::" is minimal in R' (IV, § 11, Theorem 19). Since also R'
is noetherian and integrally closed, it follows that we may assume in the
proof that 1::' is a maximal ideal. Under this assumption, Lemma 6
shows that 1::' is invertible. We assert that every ideal q =;t: 0 contained
in 1::' admits 1::' as an associated prime ideal. To see this, we observe that
we have q(R:1::')1::' C q, whence q(R:1::') C q:p. On the other hand, we
have (q: 1::')1::' C q; and since 1::' is invertible it follows that q: 1::' =
(q:1::')1::'1::'-l C q1::'-l = q(R:1::'). Hence q: 1::' = q(R:1::') = q'1::'-l. The
ideal q '1::'-1 is distinct from q, since, otherwise, we would have q = q•.P,

and such an equality is impossible in our noetherian domain since q =;t: (0)
and 1::' ;:;f: R (IV, § 7, Lemma 2). The inequality q: 1::' ;:;f: q implies
that q admits 1::' as an associated prime ideal (IV, § 6, Theorem 11), as
asserted. In particular, 1::' cannot contain any proper prime ideal distinct
from 1::', and is therefore minimal. Q.E.D.

COROLLARY. Let R be a noetherian integrally closed domain. If pis
a minimal prime ideal in R, then the only primary ideals belonging to 1::'
are its symbolic powers 1::'(n).

For, the quotient ring R' = R", is noetherian, is integrally closed,
and contains only one proper prime ideal, namely, the maximal ideal
1::" = R'p. Hence, by Theorem 13, R' is a Dedekind domain, and
every proper ideal in R' is therefore a power of 1::" and is a primary ideal
belonging to v', since 1::" is maximal. Since the primary ideals of R'
which belong to 1::" are in 1-1 correspondence with the primary ideals of
R which belong to 1::', the corollary follows from the definition of
symbolic powers (IV, § 12, p. 232).

THEOREM 15. Let R be a noetherian integrally closed domain having
only one maximal ideal m (whence R is a local ring). If the fractionary
ideal (R: m) is distinct from R, then m is a principal ideal Rm,. every non­
zero element x of R may be written, and in a unique way, as x = emk where
e is a unit,. and the only proper ideals of R are the ideals Rmk•

PROOF. From the remark following Lemma 6 we deduce that m is
invertible. Then the proof of Theorem 14 shows that m is a minimal
prime ideal of R, whence m is the only proper prime ideal in R, since it
is the only maximal ideal in R. Thus R is a Dedekind domain (Theorem
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13), and every proper ideal of R is a power of m. It remains to be
shown that m is a p!"incipal ideal. To show this, we observe tha:
since m.(R:m) = R there exist finite families {m,.}, {m',.} of elements of ­
m and (R:m) such that 1 = 2,mim'i; since all products m,m'i are in R i

i

and since they cannot all lie in m, one of them, say m1m'I' is outs~de of
m and is therefore a unit; ~n other words, there exist m in m and m' in.
(R: m) such that mm' = 1. Hence, for every x in m, we have
x = (xm')m E: Rm, and this proves that m = Rm. Q.E.D.

In the next chapter we shall see that R is a discrete valuation ring. As
discrete valuation rings will often be encountered in the p!"esent chapter,
we temporarily define them as being Dedekind do~ains w~th only one
proper prime ideal (a definition equivalent to the one that will be given
in chapter VI). Theorem 15 is thus a theorem concerning discrete
valuation rings. Notice also that if A is a Dedekind domain and .p a
proper prime ideal of A, then the quotient ring A p is a discrete valuation
ring.

§ 7. Fu.1."ther properties of Dedekind domains
THEORE:vJ: 16. A Dedekind domain R with only a finite number of

proper prime ideals (\:.1i) (i = 1, ... , n) is a principal ideal domain.
PROOF. It is sufficient to show that every Pi is principal, and for this

we have only to show that there exists an element Pi in \:.1i such that
Pi 1: \:.1i 2 and Pi 1: Pj for j =;f i, since in that case the factorization of RPi
into prime ideals can only be RPi = \:.1i' Since R is a noetherian
domain, we have \:.1 i

2 < Vi (IV, § 7, p. 217), and there exists therefore an,
element ai of \:.1i which does not lie in \:.1i 2• As element Pi we ~ay then
take a solution of the system of n congruences x =ai(Vi 2), x =1 (Vj)
(j =;f i). Since the ideals p/, .pj are pairwise cornaximal, this system has
a solution by Theorem 31, III, § 13. Q.E.D.

COROLLARY 1. A residue class ring Ria of a Dedekind domain R by a
proper ideal a is a principal ideal ring.

Let a = n vt(i) be the factorization of a into prime ideals, and let M
~.-'­,

be the complement of U Pi in R. The ring Ria is the direct sum of
i

rings isomorphic to the rings Rlvt(i). The set M is a multiplicative
system in R, and the quotient ring RM is a Dedekind domain (Example 2,
§ 6). The only prime ideals of R M are the ideals V;' (IV, § 11), whence
R M is a principal ideal, domain (Theorem 16). Hence also RMlae is a
principal ideal ring. By the permutability of residue class ring and
quotient ring fonnation (IV, § 10, formula 1), RMlae is isomorphic to
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(Rla)(M+al/a, and this last ring is Ria itself since every element of M is
invertible modulo a. (If x EO M then Rx + a is not contained in any
proper priP.J.e ideal of R; hence it is the unit ideal.) This proves the
corollary.

The following alternate proof of Corollary 1 is more direct and is
independent of Theorem 16.

Since a is an intersection (product) of pairwise comaxima1 powers of
prime ideals, the ring RIa is a direct sum of rings of the type Rlpn, where
p is a prime ideal in R. It is therefore sufficient to consider the case in
which a is a power 'pn. In this case we fix an element tin p, not in p2.
Then for s = 1, 2, , n we have ps = Rts + pn. This implies that
the ideals p/pn, p2/pn, , 'pn-1/pn are principal ideals in Rlt>n, and since
these are the only proper ideals in Rlpn, the corollary is proved.

COROLLARY 2. In a Dedekind domain R, every proper ideal a has a
basis consisting of two elements.

We take a non-zero element a in a. As RIRa is a principal ,deal ring
(Corollary 1), the ideal alRa is principal. Let b be an element of a
whose residue class modulo Ra generates alRa. Then it is clear that
{a, b} is a basis of a.

In the proof of Theorem 16, we encountered a simple case of the
problem of solving a finite system of simultaneous congruences. The
next theorem treats the general case of this problem.

THEOREM 17 (CHI~ESE REMAINDER THEOREM).* A Dedekind domain
R possesses the following property:

(CRT) Given a finite number of ideals ai and of elements Xi of R
(i = 1, ... , n), the system of congruences x == Xi (mod ai ) admits a solu­
tion x in R if and only if these congruences are pairwise compatible, that is,
if and only if we have Xi == x j (mod ai + aj) for i ¥= j.

PROOF. The property (CRT) is related to the fact that in the set of
ideals of a Dedekind domain R, each of the operations nand + is dis­
tributive with respect to the other; that is, that given three ideals a, 0, b'
in R, we have:

a n(o + 0') = (a n 0) + (a no')

a -4- (0 no') = (a + 0) n(a + 0').

* A rule for the solution of simultaneous linear congruences, essentially
equivalent with Theorem 17, in the case of the ring] of integers, was found by
Chinese calendar makers between the fourth and the seventh centuries A.D.
It was used for finding the common periods to several cycles of astronomical
phenomena.
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In the case of a Dedekind domain R, these distributivity relations are
easily verified by using Theorem 11: they are equivalent to:

max {nl'(a), min (nl'(o), nl'(O'»}
= min {max (nl'(a), nl'(o», max (nl'(a), nI'W»},

min {n~,(a), max (np(b), np(o'»}
= max {min (nl'(a), nl'(o», min (nl'(a), nl'(O'»}

(for every prime ideal p in R); and these relations in their turn follow
immediately from the fact that in the set of ordinary integers, each of the
operations min and max is distributive with respect to the other, a fact
whose verification is straightforward.

This being so, Theorem 17 follows immediately from:
THEORE.'V1 18. Given an arbitrary ring R, the property (CRT) is

equivalent to the distributivity of each of the operations + and n with
respect to the other in the set of all ideals of R.

PROOF. We notice that in (CRT) the part "only if" is trivially true
in any ring; we shall therefore disregard this part of (CRT) as being
irrelevant to the proof.

We first consider the case n = 2. If Xl == X2 (mod (al + (l2», we
have X,. - x 2 = al - a2 with ai in ai. We may then take X = Xl - a l

= X2 - a2 as a solution of the congruences X=Xl (mod al ), X=X2

(mod a2). Thus (CRT) holds unconditionally for n = 2.
~ow we prove that the distributivity conditions imply (CRT) for any

number n of congruences. "Using induction with respect to n, we need
only examine the step from n - 1 to n. We have to solve n congruences
X=Xi (mod ai) such that Xi == Xj (mod (ai + aj », and we know that
any system of n - 1 such pairwise compatible congruences is solvable.
We then know a solution x' of the system of the first n - 1 congruences:
x' == Xi (mod a;) (i = 1, ... , n - 1). Then the given system of n con­
gruences is equivalent to X =x' (mod ai ) (i = 1, ... , n - 1), X =xn

(mod an); in other words, it is equivalent to the system of two congru-
n-1

ences X=x' (mod n ai), X=xn (mod an). As was proved before, this
i=1

system is solvab:1e if we have x' =xn (mod (an + n ai». Suppose that
i

the distributive law

(D I ) a + (0 no') = (a + o)n(a + 0')

holds for ideals in R. Then our condition of solvability may be written
as follows:

(

n-1 )
x' =X 71 mod 01 (an -+- ai )
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and this condition is indeed fulfilled, for we have x' = Xi (mod aJ and,
bv hypothesis, Xi = Xn (mod ai + an) for i = 1,2, ... , n - 1. The
s~lvability condition is thus fulfilled, and the given system of n congru­
ences admits a solution. Therefore the distributive law (D l ) implies
the validity of (CRT).

Conversely we prove that both distributive laws follow from the
validity of (CRT)for n = 3. As to (D l ), the left-hand side is obviously
contained in the right-hand side, and hence it is sufficient to prove that
any element d of (a + 0) n(a + 0') belongs to a + (0 no'). By hypo­
thesis we have d = a + b = a' + b' with a and a' in a, b in 0, b' in 0'.
We now try to write d in the form X + y with x in a and y in 0 no'.
This is equivalent to looking for an element x in a such that x - dE 0 no'
-that is, for a solution of the three congruences x == 0 (mod a), x == d
(mod 0), x == d (mod 0'). As d - 0 = dE a + 0, d - 0 = dE a + 0',
and d - d = 0 E 0 + 0', these congruences are pairwise compatible,
and the solution x exists by (CRT). Therefore (D l ) is proved.

From what we have proved above, we immediately deduce that
(CRT) holds for every n.

For the proof of the other distributive law

(D 2) an(o + 0') = (ano) + (ano')

we notice again that the right-hand side is contained in the left-hand
side, and so it suffices to prove that any element d of an (0 + 0') is an
element of (a no) + (a no'). Trying to write d in the form x + y
with x in an 0 and y in an 0', is equivalent to looking for an element x
of a n 0 such that x == d (mod a no'), that is, to solving the system of four
congruences x == 0 (mod a), x == 0 (mod 0), x = d (mod a), x == d
(mod 0'). As the six compatibility conditions 0 E a + 0, dE a + a,
dE a + 0', dE a + 0, dE 0 + 0', and 0 E a + 0' are fulfilled, the
system has a solution x, by (CRT).

REMARKS.

1) We actually proved that the distributive law (D I) implies the distributive
law (D 2), and that (CRT) for n = 3 implies (CRT) for every n.

2) Examples in which (D 1) or (D 2) does not hold may already be constructed
in the polynomial ring hEX, Y] in two variables over a field.

§ 8. Extensions of Dedekind domains

THEOREM 19. Let R be a Dedekind domain, and L a finite algebraic
extension of the quotient field K of R. Then the integral closure R' of R
in L (that is, the set ofelements ofL which are integral over R) is a Dedekind
domain.
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PROOF• We first study the case in which L is separable over K, and in
this case we use the characterization of Dedekind dOnlains given in
Theorem 13 of § 6. In this case, R' is noetherian by Coroilary 1 to'
Theorem 7 of § 4, every proper prime ideal of R' is maximal by compl.e­
ment 2) to Theorem 3 of § 2, and R' is integrally closed by construction.
Therefore R' is a Dedekind domain.

In the general case, L is a purely inseparable extension of a separable
extension L s of K (II, § 5, p. 71). If we denote by Rs the integral
closure of R in L s, then R s is a Dedekind domain, and R' is obviously the
integral closure of R s in L. In other w;ords, it is now permissible to
assume that L is a purely inseparable extension of K. Then the minimal
equation of any element x of R' over K is of the form xP< - a = 0,
where p is the characteristic of L, and where a is in K. But since R is
integrally closed, this is an integral. dependence equation (Theorem +,
§ 3) and we have a E R. Since L is a finite extension of K, the exponents
e are hounded, and there exists a power q of p such that R' is the set of
all elements x in L such that x'l E R.

We introduce the field M consisting of all the q-th roots of all the
elements of K-that is, M = Kq-'-and the subring S of M consisting
of all the elements x in M such that x'l E R. As the mapping x -+ x'l is
an isomorphism of M onto K (II, § 4, p. 64), it is an isomorphism of S
onto R. Thus S is a Dedekind domain.

In order to show th.at R' is a Dedekind ring it wHl be suHicient to show
that every proper ideal min R' is invertible (Theorem 12 of § 6). Since
S is a Dedekind ring, the ideal sm is invertible, and h.ence there exist
elements Si in S: S91 and elements ai in 91 such that LPiSi = 1. Since q
is a power of the characteristic, we have La/si

q = 1, with s/ EKe L.
Let us write this relation in the form Lai ·aiq-1siq = 1. The elements
bi = aiq-1s/ are in L. On the other hand, we have bi\);. C 9Vsiq c S,
since fui C S. Therefore bi91 E S nL = R', that is, bi E R' :9T; and
since Lbiai = 1, it follows that 9T(R': 91) = R', showing that m is
invertible. Q.E.D.

In the purely inseparable case which was treated in the last part of
the above proof, we have established the following result: If M is a
purely inseparable extension of a field L and if there exists a power q of the
characteristic of L such that Mq C L, then every Dedekind ring S contained
in M contracts in L to a Dedekind ring. This ~esult can be generalized
as follows:

LE:vJ:y.A. Let L be a field and M a finite normal and separable extension
of a purely inseparable extension M' of L. Suppose that there exists a
power q of the characteristic of L such that M'q C L. If S is a Dedekind
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domain contained in M and integral over R' = S n L, then R' is also a
Dedekind domain.

PROOF. The lemma has already been proved in the special case
M = M'. I t is therefore sufficient to prove that S nM' is a Dedekind
domain. In other words, we may assume that M' = L. Vnder this
assumption we take a proper ideal a in R', and provy that it is invertible.
Since the ideal Sa is invertible, there exist elements aiin aandxi inMsuch
that 2,aix i = 1 and xia C S. We denote by xiU) the conjugates of Xi

i

over L, and we consider the relation If(faix,-Ci») = 1. Denoting by n

the degree ~M:L}, we may write this relation as follows:

(1) 2,m(a)Pm(x,(j») = 1,
m

where the mea) are the monomials of degree n in the ai' and where the
Pm(x,-Ci») are symmetric functions and homogeneous polynomials of
degree n in the x,.<j), with ordinary integers as coefficients. By Galois
theory (II, § 7), P m(XiU») is an element of L. In each monomial mea)
let us factor ou~ some ai ; relation (1) may then be written in the ~orm

2, aibi = 1, where bi is a sum of products of monomials of degree n - 1
i

in the aj by symmetric functions Pm(xiU»), and is therefore an element
of L. On the other hand, from the relation xia C S, we deduce
xiU)a C S since a is contained in L and since S, which is the integral
closure of R' in M, is invariant under any L-automorphism of M.
Hence bia C 2,Pm(XiU»)an - 1 • a C S, and thus bia C S nL = R'. This

m

proves that a is invertible, and the lemma is proved.
Theorem 19 admits a converse:
THEOREM 20. Let R be a Dedekind domain, and L a subfield of the

quotient field K of R, over which K is finite algebraic. Then if R is
integral over T = L nR, T is also a Dedekind domain.

PROOF. Theorem 20 follows immediately from the lemma if K is a
normal. extension of L, since K is then a normal and separable extension
of a purely inseparable extension of finite degree of L (that is, of the
fixed field of all L-automorphi.sms of K). The general case may be
reduced to this one by replacing K by the least normal extension K' of L
containing K, and R by its integral closure R' in K': we have evidently
T = L nR', anc R' is a Dedekind domain by Theorem 19.

In the next chapter, by using valuation theory, we shan be able to prove
Theorem 19 without any reference to separability or inseparability, and without
having to g;.ve a proof in three steps (up, up, down) in the inseparable case
[see VI, § 13, Theorem 30, c)].
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The most important cases of application of Theorem 19 are the fol­
lowing ones: R is the ring of integers, or R is a polynomial ring in one
variable over a field. In the first case Theorem 19 shows that the
algebraic integers of an algebraic number field form a Dedekind ring
(but not always a principal ideal domain); this answers the classical
problem of unique factorization for algebraic integers. In the second
case Theorem 19 shows that the integral functions oE a function field F
of one variable x form a Dedekind ring. This is of importance in the
study of affine normal curves.

All Dedekind domains which occur in number theory or in algebraic geometry
are obtainable from PID's by application of the process described in Theorem
19, that is, as the integral closure of a suitable PID R in a finite algebraic
extension of the quotient field of R. It is not known whether all Dedekind
domains are obtainable in this way. It is not true that, given a Dedekind
domain R which is not a field, the polynomial ring R[X] is a Dedekind domai.n;
in fact it admits proper prime ideals which are not maximal, e.g., R[X].j.'l where
.p is a proper prime ideal in R.

§ 9. Decomposition of prime ideals in extensions of Dedekind
domains. Let R be a Dedekind domain, L a finite algebraic extension
of degree n of the quotient field K of R, and R' the integral closure of
R in L; by Theorem 19, R' is a Dedekind domain. We denote ideals
of R by small German letters (cr, D, .j.'l, •••), and ideals of R' by capital
German letters (2t, ~, $, ...). Let.p be a proper prime ideal in R.
Since R' is a Dedekind domain, the ideal .pe = R'.p is a product of
prime ideals; let us write

where the prime ideals $i are all distinct. We have $i nR = $/ = .p
since .p is a maximal ideal. The integer ei is called the reduced rami­
fication index* of $i over .p.

Since $i nR = .p, the residue field R/.p may be identified with a sub­
field of the residue field R'/$i' The field R'/$i ;$ a finite algebraic
extension of R/.p, as follows from the following more general result.

LEMMA 1. Let R be a Dedekind domain, L a finite algebraic extension
of the quotient field K of R, .p a proper prime ideal in R, R' an overring of
R contained in L, and 2t an ideal of R' such that 2t nR =.p. Then the
dimension of R'/2t, considered as a vector space over R/.p, is < [L:K].

PROOF. We denote by M the complement of,.!J, in R. Since the ele­
ments of M are invertible modulo .p, a!1d consequently modulo 2t, the
permutability of residue class ring and quotient ring formation (IV,

* The ramification index of $! over .p will be defined later as being e! times
the inseparable factor of the degree [R'I$! :RI.p].
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§ 10, formula (1)) shows that RI'p is isomorphic to RMI'pRM and R'/m.
to R'MIm.R'M' On the other hand, m.R'MnRM = 'pRM: in fact, if z
is any element of m.R'M nR M, then we have z = aim (a E m., m E M) and
also z = rim' (r E R, m' EM); then am' = rm is an element of m. nR = 'p,

whence aim = am'lm'm E 'pRM. Since R M is a Dedekind domain
(§ 6, Example 2, p. 271), we may therefore replac,e R, R', 'p and m. by
R M, R'M' 'pRM and m.R'M' By Theorem 16, R M is a PID. Thus we
may prove Lemma 1 under the additional assumption that the ideal 'p

is principal, say 'p = Rp. This being so, consider a finite family {x;} of
elements of R'/m. which are linearly independent over RI'p, and denote
by X; a representative in R' of the residue class x;. If we had a non­
trivial linear relation Ia,x; = 0 with a; in K, we could suppose that all

;

the a i are in R (since K is the quotient field of R) and furthermore, by
dividing them by a suitable power ofp, we could also suppose that they
are not all in 'p; thus, by reducing the relation Iaixi = 0 modulo m., we

;

would get a non-trivial linear relation Iiiixi = 0, with iii in RI'p; and
;

this is a contradiction. Therefore the elements Xi are Fnearly inde­
pendent over K, and their number, which is also the number of the Xi'
cannot exceed [L: KJ. , This proves Lemma 1.

Coming back to the situation described before Lemma 1 (that is, R'
is now the integral closure of R in L), the degree [R'I'J,Si:RI'p: is called
the relative degree of 'J,S, over b and is denoted by fi. It will be tacitly
understood from now on that 'iJ,S; ranges over the set of all prime ideals
in R' which are factors of the extended ideal 'pe. The notations ei and fi
are classical and will be used without further warning in this section.

THEOREM 21. The integer IeJi is equal to the dimension of the ring
i

R'/'pe considered as a vector space over RI'p. We have the inequality
IeJi < [L:K], with equality if and only if R'M is a finite RM-module, M
i

denoting the complement of'p in R.
PROOF. Theorem 21 is an easy consequence of the following more

general lemma:
LEMMA 2. Let R be a Dedekind domain, K its quotient field, 'p a proper

prime ideal in R, L a finite algebraic extension of K, and R' a noetherian
overring of R contained in L. Let 'pe = 01 n ... nOg be an iTTedundant
decomposition of 'pe= R''p into primary components; let 'J,Si be the radical
of 0i' ei the length of 0i (IV, § 13), andfi the degree [R'I'J,S;:RI'p]. Then
the integer I eJi is equal to the dimension of the ring R'/ile considered as a

i
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vector space over Rj't;J. If L is the quotient field of R' we have the in­
equality Led; < [L:J(J, with equality if and only if R'M is a finite

;

RM-module, M denoting the complement of 't;J in R.
We first show how Theorem 21 may be deduced from Le:'11ma 2.

Dnder the assumptions of Theorem 21, the primary components 0; of
.pe are the prime ideal powers ~/i, and we need only to prove that e; is
the le~gth of IE/i; but ~his follows from the fact that the only primary
ideals belonging to \lSi are its powers since R' is a Dedekind ring.

PROOF OF THE LEMMA. We first notice that since .p is maxiPla~, we
have ~; nR = 't;Je nR = .p; thus Rj.p may be identified with subfields
of R'j\lS; and of R'jlJe. By Lemma 1, the dimensions of the vector
spa.ces R' jffi; and R'j.pe over Rj.p are finite. In particular, by the remark
made at the end of § 2 (p. 259), R' jlE; is a field, since it is an integra~

domain which is 2. finite modu!e over Rj.p and therefore integrally
dependent on the field Rjb. Hence \lSi is a maximal ideal i~ R'. Thus
the state:ment of Lemma 2 is meani!1gful.

Let d be the dimension of the ring R' j.pe considered as a ve~tor space
over Rjb. The ineqL~ality d < ~L:K] follows immediately fro:'11
Lemma 1. We now prove that we have d = Led;. By HI, § 13,

i

Theorem 32, the vector space R'jlJe over Rj.p is isomorphic to the di.rect
sum of the spaces R' j0;, the latter being themselves regarded as vector
spaces over Rj't;J. But R'jO;, considered as an R'-modu'.e, admits a
composi.tion ser£es of length e; whose s~ccessive difference modules are
one-dimensional vector spaces over R'j\lS; (IV, § 13, Theorem 28).
Since [R' j\lS;: Rj.pJ = f;, it follows easily that the di~ension of R' j0;
over Rj.p is ed; Therefore R'j.pe has dime!1sion Led; over Rjp.

i

We suppose now that the equality Led; = [L:KJ holds, and we wish
;

to prove that R'M is the!\ a finite RM-module. By IV, § 10 (p. 225),
neither the hypotheses in Le~ma 2 nor the integers e;,f; d and [L: KJ
are changed if we replace R by R M, .p by pRM and R' by R'M. In other
words, we :may suppose, as in LemP.1a 1, that R is a PID wi.th lJ as unique
proper prime ideal; we write p = Rp. It follows from the proof of
T~emma 1 that if {x;} is a set of elements of R' whose residue classes
modulo .p constitute a basis of the vector space R' jpe over Rj.p, then the
elements Xj are linearly indepencent over 1(. Since by hypothesis L
has t:le S2.':TIe dimension over K as R' jbe over Rj.p, these e'.ements x j con­
stitute a bas1s of Lover K. We shall now prove that we have
R' = L Rxj. In fact, take an element x of R'. As {x j} is a basis of L

j
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over K, we can write x = "'a.x. with a· E K. If the elements a
J

were
L..,JJ J
j

not all in R, there would exist an integer n > 0 such that all the ele~ents

pna j belong to R, and not all of them to Rp = ,p; then, reducing modu.lo
-lJe = R'p the equality pnx = L(pnaj)x

J
, we would get a non-trivial

j

linear relation LO/x j = 0 with coefficients bj in R/:p,; and this contradicts
j

the fact that the xj are linearly ~ndependent over R/,p. Thus our
assertion is proved.

Conversely, suppose that R'M is a finite RM-module. As RM is a
PID, and as L is the quotient field of R'M' R'M can be generated by
exactly n (= [L:K]) elements Xj (see proof of Corollary 2 to Theorem 7
in § 4-, p. 265), and these elements are linearly independent over K.
Then (denoting again by p a generator of the principal ideal ,pRM) we
deduce from the relation R'M = L RMxj that we :have pR'M =

j

'i.(pRM)xj' As the e1emer.ts Xj are linearly independent over K, this
1

implies that R'M/pR'M is ;.so'."'J.orphic to the product of RM/pRMn times
with itself. Therefore the dimension of R'M/pR'M considered as a
vector space over RM/pRM is equal to n. Since (see proof of Lemma 1)
R'M/pR'M is isomorphic to R'/,pe and RM/pRM to R/b, the dimension of
R'/-lJe over R/,p is also equal to n, and this latter dimension is LeJ;, as

;

has been seen in the beginning of the proof. This completes the proof
of Lemma 2, and consequently of Theorem 21.

~ote that the hypothesis that R' is noetherian is automatically verified if L
is separable over K, and R' integral over R (Coro11a':"Y 1 to Theorem 7 of § 4)
or if R is a finite integral domain, and R' is integral over R (Theorem 9 of § 4).

COROT~LARY. The hypotheses and notations being as in Theorem 21,
we suppose that L is a separable extension of K or that R is a finite in­
tegral domain. Then 'i.eJ; = [L:K~.

t

In fact, R'M is then a finite RM-module by Corollary 1 to Theorem
7 in § 4-, or by Theorem 9 in § 4.

EXAMPLE: Gaussian integers. We take for R the ring] of rational
integers, and for L the quadratic field obtained by adjunction of
i = V - 1 to the rational number field K. Any element z of L may be
written, and in a un;.que way, as z = x + iy, with x and y in K. Fo~ z
to be integral over R = ], it is necessary and sufficient that its trace 2x
and its norm x2+ y2 be rational integers (§ 3); we then have x = a/2
and y2 = (4-b - a2)/4 with a and b in], whence y = c/2 with c in];
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this means that 4b = a2 + c2 , and this is possible only if a and care
even, since the su.m of the squares of two odd integers is congruent to
2 modulo 4. Thus x and yare rational integers, and the integral
closure R' of J in L is the ring

R' =J + i·J,
which is called the ring of gaussian integers. It is a Dedekind domain
(Theorem 19).

Given a prime number p, the relation Led; = 2 (Corollary to
;

Theorem 21) shows that the factorization of R'p into prime ideals is
either R'p = '-13 1 .'-13 2 (withR'j'-l3 1 = R'j'-l32 = Jj(P», or R'p = '-13 (w;.th
[R'j'-13 :Jj(P)J = 2), or R'p = '-13 2 (with R'j$ = Jj(p». The prime
number p is then said to be decomposed in the first case, inertial in the
second, and ramified in the third (with respect to the quadratic field L).
Notice that this classification into three cases holds for any quadratic
field.

From R' = J + i·J, and from '-13 1 nJ = (p) (or '-13 2 nJ = (P), or
'-13 nJ = (P», it follows that R'j'-l3 1 is generated over Jj(p) by the $c
residue of i, that is, by a root of X 2 + 1 in some extension field of
J/(P). We must then study whether X 2 + 1 does or does not have a
root in Jj(P) or, equivalently, whether -' 1 is or is not a square modulo
p. If P = 2, - 1 is a square modulo 2. If P is an odd prime, the
multiplicative group of J j(P) is a cyclic group of order p - 1 (II, § 8,
Theorem 18); if we denote by x a generator of this group, we have
- 1 = X(p-l)/2 since (- 1)2 = 1 and since - 1 ~ 1 in Jj(P). Thus
- 1 is a square modulo p if (p - 1)j2 is even (that is, if p = 4n + 1),
and is not a square modulop when (p-l)j2 is odd (that is, ifp = 4n -1).
Therefore the only odd primes which are inertial are the primes of the
form 4n - 1. Any such prime is an irreducible element of R'.

We now use the well-known fact that R' is a euclidean domain (I, § 15),
hence a PID. In fact, with the notation of I, § 15, we take for the func­
tion g; the function defined by g;(z) = g;(x + iy) = x2 + y2. As
quotient q of the division of z by z' we may then take anyone of the
gaussian integers a + bi whose distance to zjz' in the complex plane is
< 1 (such a gaussian integer exists, since, in the complex plane, the
gaussian integers are the vertices of a lattice of squares of side 1). From
the multiplicativity of the norm, and from the formula (a + bi)-1 =
(a - bi)jN(a + bi), it follows that the only units in R'are the gaussian
integers a + bi whose norm a2 -I- b2 is 1 or - 1; in other words, these
units are 1, - 1, i, - i. For a prime p = 4n + 1, we consider the
decomposition R'p = '-13 1 • '-13 2' and we denote by a + bi a generator of
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$1' Since x + yi ---+ x - yi is an automorphism of L, the ideal
R'(a - lJi) is also a prime ideal lying over (p). This latter ideal is dif­
ferent from $1> for otherwise (a 4- lJi)j(a - lJi) would be a unit 1, - 1, i,
or - i. It cannot be 1 or - 1, since in the contrary case either a or b
would be zero, whence the ideal (a 4- hi) would be generated by a
rational integer and it would then follow that $1 = R'p, a contradiction.
It cannot be i or - i, since this would imply that a' + lJi is an integral
multiple of 1 + i or 1 - i, whence that it is ± (1 + i) or ± (1 - i)
since a + bi is irreducible; but then, since - i (1 + i)2 = i(l - i)2 = 2,
we would have 2 E $ { = (p), and this contradicts the fact that p is odd.
We therefore have $1 = (a + hi), $2 = (a - hi) with $1 ¥:- $2' It
follows that all the primes p = 4n + 1 are decomposed. Furthermore,
we have R'p = R'(a2 + b2), and since 1, - 1, i, and - i are the only
units in R', it follows that p = a2 + b2. In other words, a prime
4n + 1 is a sum of two squares.

We find directly that R'· 2 = $2 where $ = R'· (1 + i). Hence 2
is the only ramified prime.

REMARKS.

1) In the general quadratic field, generated by vd, where d is a rational
integer without square factors, the question whether a prime number p is
decomposed, inertial, or ramified is, by an analogous reasoning, closely re­
lated to the question whether d is or is not a square modulo p, or, in the
standard terminology of number theory, "whether d is or is not a quadratic
residue." (See § 12.) This question is a cornerstone of number theory. We
will prove that the ramified primes are finite in number (§ 11). On the contrary,
the sets of decomposed and of inertial primes are both infinite; and one can prove
that they have the same" asymptotic density"; more precisely, that the number
of decomposed or inertial primes which are ~ n is asymptotic to n/2 log n.
Generalizations to other algebraic number fields are also important in number
theory. For these questions, see H. Weyl, "Algebraic Theory of Numbers,"
Ann. Math. Studies, I (Princeton, 1940).

2) We have proved the" two squares theorem" (" every prime of the form
4n + 1 is a sum of two squares") by investigating the divisibility properties of
the ring R' = ] + i· ] of gaussian integers. An analogous method holds for
the "four squares theorem" (" every prime is a sum of four squares"): one
studies then the divisibility properties of the (non-commutative) ring of integral
quaternionsa + bi + cj + dk. See Hardy-Wright, Theory ojNumbers (Oxford,
1938) Chap. 20.

When L is a normal extension of K, Theorem 21 admits a useful
complement:

THEoRECVI 22. Let R be an integrally closed domain, and R' the integral
closure of R in a finite normal extension L of the quotient field K of R. If
P is a prime ideal in R, then the prime ideals $; of R' which lie over pare
all conjugates of anyone of them. If,furthermore, R is a Dedekind domain,
then the $i are the prime factors of R'p, the integers e; (or fi) are all equal
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to the same integer e (or f); and denoting by g the number ofprime ideals ~i'

we have efg < n = CL: KJ. If L is a separable extension of K, we have
efg = n.

PROO~. By Theorem 3 of § 2, there exists a prime ideal ~ of R'
which lies over tJ. We denote by \13(j) (1 < j < q) the conjugates of ~,
that is, the ideals of the form s(\13), where s is a K-automorphism of L.
Since R' is the integral closure of a subring of K, we have s(R') = R' for
any K-automorphisnl s of L. Hence the set s(~) is also a prime ideal in
R' which lies over tJ. Suppose we have a prime ideal ,0 of R' lying over
p and distinct from any of the ideals s:l3(j). Then ,0 cannot !Je contained
in any ~(j) by complement 1) to Theorem 3 of § 2, and there exists an
element x of ,0 which is not contained in any ~(j) (see IV, § 6, Remark at
the end of section, p. 215). But then none of the conjugates of x is in
~; hence neither is any power of their product. Some such power,
however, is i'1 K, hence also in R (since R is integrally closed), and hence,
finally, aJso in tJ = ,0 nR. Since p is contained in s:l3, this is a contra­
diction, and our first statement is proved.

In the case of a Dedekind domain R it is clear that the ~i are the
prime factors of :pR'. The equality of the ramification indices ei on t!1e
one hand, and of the relative degrees fi on the other, is evident by auto­
morphism. Then the inequality efg < n follows from Theorem 21,
and the equality efg = n i'1 the separab~e case follows from the corollary
of Theorem 21. Q.E.D.

§ 10. Decomposition group, inertia group, and ramification
groups. In this section R denotes a Dedekind domain, R' the integral
closure of R in a finite, normal and separable extension L of the quotient
field K of R, and G the Ga1.ois group of Lover K (II, § 7). The nota­
tions are as in Theorem 22. Given a proper prime ideal p of R and a
prime ideal ~ of R' lying over p, the automorphisms s E G such that
s(~) = ~ form obvioesly a subgroup Gz of G; this subgroup is called
the decomposition group of~. By Theorem 22 the order of Gz is equal
to (order of G)jg-that is, to ef. Given another prime ideal ~' of R'
lying over tJ, we have, by Theorem 22, ~' = t(\13) wi6 t i'1 G, and the
decomposition group of s:l3' is obviously t- 1 • Gz · t, therefore a conjugate
subgroup of Gz .

If G is abelian (in which case one says that L is an abelian extension of K),
then the decomposition groLlps of the prime ideals of R' lying over p are all
equal. One then says that Gz is the decomposition g':"oup -{}fp.

The fixed field. K z of Gz is called the decomposition field of~. The
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field Kz is an extension of K contained in L, and bv Galois theory
(II, §7) L is a normal and separable extension of Kz , w;th Gz as
Galois group. We thus have

(1) [Kz:KJ = g, [L:Kz~ = ef.
If Gz is an invariant su1:>g:.oup of G (in particula:.,;f L is an abelian extension

of K), then K z is a normal and separable extension of K, admitting GfGz
as Galois group. '

THEOREM 23. Let Kz be the decomposition field of the prime ideal ~
in R', Rz the integral closure of R in K z , and ~z the contracted ideal
~ n Rz . Then ~ is the only prime ideal of R' lying over ~z; its relative
degree is f, and its reduced ramification index is e: R'~z = ~e. If the
decomposition group Gz of ~ is an invariant subgroup of G, then K z is a
normal and separable extension of K, and the factorization of the ideal
Rz'p in Rz consists of g distinct and conjugate prime factors, all of them
with relative degree 1.

PROOF. By definition of Gz , the conjugate prime ideals of ~ over
Kz consist of ~ only. Thus, by Theorem 22, ~ is the only prime ideal
of R' lying over ~z. (Note that Rz is integrally closed and that conse­
quently Theorem 22 is applicable to the pair of rings Rz , R'.) There­
fore R'~z is a power ~e(Z) of~. Since RJ'pCRzJ~zCR'J~, the
relative degree f( Z) of ~ over ~z is a divisor off. On the othe... hand,
consider the factorization Rz'p = ~zq·!I O/U) of Rz'p in Rz . Since

}

extension of ideaJ.s preserves products (IV, § 8), the factorizations
hj

R'~z = ~e(Z), R'Oj = II ~j/f(i) give the factorization
i=1

hj

R' 'JJ = ~qe(Z) n 11 ~ ..'f(i)rU).
-- .............. -- "J
j i~1

Since ~ has exponent e in the factorization of R''p, this implies
qe(Z) < e. By Theorem 22 applied to ~z, we have e(Z)f(Z) = rL:Kz~

= ef, and this together with the inequalities qe(Z) < e andf(Z) <f,
implies e(Z) = e, f(Z) = f, q = 1; thus our first assertion is proved.
From this we deduce that 1 is the exponent of ~z in the facto!"iza­
tion of Rz'p, and that RJ'p = RzJ~z, that is, that the relative degree of
~z over 'p is 1. The assertion relative to the case where Gz is an in­
variant subgroup of G follows at once from this and from Theorem
22, if one takes into account the relation rKz:K~ = g.

In other words, if K z is normal over K then the passage of K to K z involves
only a decomposition of'p into distinct prime factors, without ramification and
without increase of residue field; this is the reason for the .names "decomposition
group" and "decomposition :f.i.eld". The index Z is customary and is the initial
of Zerlegung, the German word for "decomposition."
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We now show that the phenomenon "extension of the residue field"
may also be isolated in a further step of the field extension. Given a
prime ideal ~ of R' lying over p, the automorphisms s E G such that­
s(x) =x (mod ~) for every x in R', form obviously a subgroup of G;
this subgroup is called the inertiagroup of~, and is denoted by GT. For
x in ~ and s in GT,we have s(x) EX + ~, that is, s(x) E ~; this shows that
s(~) C ~, whence s(~) = ~ [since we have, by a similar argument:
S-l(~) C ~, that is, ~ C s(~)]. Therefore the inertia group GT of ~
is a subgroup of the decomposition group Gz of ~. Furthermore, for s in
GT and t in Gz , and for any x in R', we have t-1(x) E R', whence
st-1(x) - t-1(x) E~, and tst-1(x) - x = i(st-1(x) - t-1(x)) E t(~) = ~;

therefore tst-IE GT, and the inertia group GT is an invariant subgroup of
the decomposition group Gz . The fixed field of GT is called the inertia
field of ~, and is denoted by K T. We have K C K z C K T C L. By
Galois theory (II, §7), L is a normal and separable extension of K T
admitting GT as Galois group, and KT is a normal and separable
extension of K z admitting GZIGT as Galois group. (The index T
is customary and is the initial of Triigheit (the German word for
" inertia ")).
THEORE~ 24. Let K z and K T be the decomposition and the inertia

fields of the prime ideal~, Rz and RT the integral closures of R in K z and
K T, ~z and ~T the contracted ideals ~ nRz and ~ nRT. Then R'/~ is
a normal extension of RIp, and its Galois group is isomorphic to GZIGT.
Iff = fops, where fo is the degree over Rip of the maximal separable exten­
sion ofRIp in R'/~ (II, § 5, p. 71) and where p is the characteristic of Rip,
then K T is a normal and separable extension, of degree fo' of K z , and $T is
the only prime ideal of RT lying over ~z; its relative degree is fo and its
reduced ramification index is 1: ~ZRT = ~T. We have Rip = Rz/~z,

and RT/~T is the maximal separable extension of Rip in R'I~. The field
L is a normal and separable extension of K T, ofdegree eps, and ~ is the only
prime ideal of R' lying over ~T; its relative degree (over ~T) is ps, and its
reduced ramification index is e: ~TR' = ~e.

PROOF. Let s be an element of Gz . Since s(R') = R' and s(~) = ~,

the element s defines an automorphism sof R'/~ over Rip. By defini­
tion of GT, sis the identity if and only if s belongs to GT. Thus GZIGT
can be identified with a group of automorphisms of R'1$ over Rip. We
will now investigate whether the extension R'/~ of Rip is normal, and
whether GZIGT is its full Galois group.

Consider any element x of R'I~, and a representative x E R' of
the residue class x. The minimal polynomia~- of x over K, say
Xq + aq_1Xq-l + ... +ao' has its coefficients in R (Theorem 4, § 3).
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Since L is normal over K, this polynomial factors into linear factors in
R':

Xq + aq_IXq-1 + ... +ao = II (X - Xj)
i

with x = Xl (II, § 6). If we denote by bars residue classes modulo ~,

the polynomial Xq + dq_IXq-1 + ... +do has its coefficients in R/~

and factors into linear factors rr(X - Xi) in R'/~. Since this poly-,
nomial admits X as a root, it is a multiple of the minimal polynomial of x
over R/~; thus this minimal polynomial has all its roots in R'/~. In
other words, all the conjugates of x over R/~ are in R'/~. Therefore
R'/~ is a normal extension of R/~.

In order to prove that GZ/GT is the Galois group of R'/~ (over R/~)
it is sufficient to prove that it is the Galois group of the maxi.mal
separable extension S of R/~ in R'/~, that is, that every automorphism
s' of S over R/~ comes from some element s of Gz . If we take a primi­
tive element xof S over R/~ (II, § 9, Theorem 19), the automorphism s'
is completely determined if one knows which one of the conjugates of x
is s'(x). But the preceding reasoning (applied to Kz , Rz , ~z instead of
to K, R, ~), together with the equality Rz/~z = R/~ established in the
proof of the preceding theorem, shows that if we denote by X an element
of R' whose ~-residue is x, and by Xi its conjugates over K z , then the
conjugates of x over R/~ are among the ~-residuesXi of the Xj' Thus,
there exists an indexj such that s'(x) = Xj' Since Xj is a conjugate of X

over K z , there exists s in Gz such that Xj = sex). Since the auto­
morphism s of R'/~ determined by s is such that sex) = s'(x), s' and s
coincide on S, whence also s' = s on R'/~, since R'/~ is a purely
inseparable extension of S. Therefore GZ/GT is the Galois group of
R'/~ over R/~.

From this we first deduce that the order of GZ/GT is equal to the
degreefo of S over R/~ (II, § 7), and hence [KT:Kz] = fo. We deduce
also, by applying this result to K T (instead of K) as ground field (in this
case Gz = GT = G), that R'/~ is a purely inseparable extension of
RT/~T and that S = RT/~T' Thus the relative degree of ~T over ~z
isfo = [S:Rz/Pz], and Theorem 21 shows that its reduced ramification
index is 1.

On the other hand, from [L:KzJ = ef = efop' and from [KT:Kz] = fo,
we deduce that [L:KTJ = eps. Since RT/~T = S, the relative degree
of ~ over ~T is ps. Hence its reduced ramification index is e, by
Theorem 21. This completes the proof of Theorem 24.

COROLLARY. The assumptions and notations being as in Theorem 24,
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we suppose furthermore that R'/1J3 is a separable extension of R/tJ. Then
R'/'$ = RT/'$T' [L:KTJ = e, and the relative degree of '$ over '$T is l.

The proof of the corollary is immediate. .
The conclusions of Theorem 24 may be summarized in Table 1.

TABLE I

Fields K Kz KT L
Degrees. g 10 ep<
Prime ideals tJ '$z '$T '$
Relative degrees 1 10 p'
Reduced ramification indices 1 1 e

If R'/'$ is separable over R/tJ, we take, in this table,fo =fandp' = l.

It may be shown by examples that R'I'$ is not necessarily separable over RltJ.
But this separability condition is fulfilled in the important cases of the rings of
algebraic integers, and of the rings of integral functions of one variable over a
finite ground field: in fact, in these cases the residue fields are finite, and hence
perfect (II, § 4, Theorem 5).

The integers fo and ep' are respectively called the reduced relative degree
and the ramification index of '$ over tJ. A prime ideal '$ of R' whose
ramification index is > 1 is said to be ramified.

We can go farther than the inertia group GT • For every integer
n > 1, the set of all automorphisms s in G such that s(x) == x (mod '$")
for every x in R' is obviously a subgroup of GT ; this subgroup is called
the n-th ramification group of '$ over tJ, and is denoted by Gv . We have
Gv = GT • (The index V is customary. It stands for the initial of
Ve:.zweigung, the German word for" ramification.") It is clear that the
subgroups Gv form a decreasing sequence of subgroups of G. Since

n
ron '$" = (0), their intersection is reduced to the identity. Thus, since

"=0
G is a finite group, there are only a finite number of distinct Gv , and

n

Gv is reduced to the identity for n large enough. The indices n (finite
n

in number) for which Gv < Gv are called the rami/;cation numbers
n+l n "'J"

of '$ over b.

For any s in Gv , any t in Gz and any x in R', we have t-1(x) E R',
whence st-1(x) - 't-1(x) E '$". Since t('$) = '$ and t('$") = '$", this
implies that tst-1(x) - x = t(st-1(x) - t-1(x)) E '$". Therefore we
have tst- 1E Gv , and hence the ramification group Gv is an invariant

n n

subgroup of Gz .
We now take s in GVq and t in Gv" and study the commutator str1t-1;

We first consider s(y) - y for yin '$' and prove that s(y) - y E '$q+,-l.
It is sufficient to consider the case in which y .. X1'XZ ' •• x, with Xj in



§ 10 DECO:vrPOSITIO~ GROVP 295

~, since every element in ~r is a finite sum of such products. Then
r

the element s(y) - y = s(xi ... xr) - Xl ••• Xr = .2 s(xl ) •.• s(xj_ l )·

j=!

[s(Xj) - x j]· x
J
+l ... Xr is an element of ~q+r-l since sex;) E ~, Xk E ~,

and s(Xj) - x j E ~q. Similarly, we have t(z) - z E ~q+r-l for z in ~q.

This being so, we take any X in R' and set y = t(x) ...0.. X and z = sex) - x.
Since y E ~r and z E ~q, we have

s(y) - y = st(x) - sex) - t(x) + X E ~q+r-l,

t(z) - Z = tS(X) - t(X) - SeX) + X E ~q+r-l;

whence, by subtraction, st(x) - ts(x) E ~q+r-l. Replacing x by
rlt-l(x), we get strlt-l(x) - x E ~q+r-l. We have thus proved:

LEMMA 1. The commutator strlt- l of elements s of Gv and t of Gvq r

belonus to Gv . In particular it follows (in the case q = r = n) that
b' <l+r-l

the factor groups Gv /Gv are abelian, and that consequently also the
n 2n-l

groups Gv)Gvn+., for n > 2, are abelian.
More precise results about the structure of these last factor groups

can be given:
THEOREM 25. The groups G l = GT/GV and Gn = Gv /Gv2 n n+l

(n > 2) contain invariant subgroups G'l and G'n whose orders are powers of
the characteristic p of Rf>;>. The factor group Gl/G'l is isomorphic with a
multiplicative subgroup of R'/~, and is therefore cyclic. The factor groups
Gn/G'n (n > 2) are isomorphic with additive subgroups of R'/~. The
subgroups G'l' G'n are reduced to the identity if R'/~ is separable over
R/>;>.

PROOF. We can replace Rand R' by the quotient rings R M and R'M
(M = complement of >;> in R) without changing anything. In other
words, we may suppose that ~ is a principal ideal (Theorem 16 of § 7).
Let u be a generator of this ideal.

For s in GT, we have s(u) E ~; furthermore s(u) rt ~2, for in the con­
trary case u = rl(s(u)) would be in ~2. Wemay thus writes(u) = xsu,
withxs in R', X

S
not in~. For t in GT, we havest(u) = s(xtu) = s(xt)xsu,

whence Xst = s(xt)xs' Since s is in GT, we have s(xt) == Xt (mod ~),

whence Xst = XtXs (mod ~), and by passage to the residue classes
mod ~, we find xst = x/Xt. Therefore the mapping s ----:>- Xs is a homo­
morphism of GT into the multiplicative subgroup of R'/~. Its kernel
is the group HI of all automorphisms s in GT such that X s = 1 (mod ~),

that is, such that s(u) - u E ~2.

Similarly, for s in Gv (n ~ 2), we have s(u) - u E ~n, and we can
n

write s(u) - u = ysun with Ys in R'. For t in Gv , we have YstUn =
n
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st(u) - u = s(YtUn + u) - u = s(Yt)s(un) + s(u) - u = s(Yt)(u + y.un)n
+ y.un. Dividing by un we get Y.t = s(Yt)(1 + y.un- 1)n + Y" since
n > 2. Since s(Yt) == Yt (mod ~n), and since all the terms of the ex-·
pansion of (1 + y.un- 1)n are in ~ except the first one, it follows that
Y.t =Yt + Y. (mod ~). By passage to the residue classes mod ~, we
thus have Y.t = Y. + Yt, and the mapping s --+ Y. is a homomorphism of
Gv into the additive group of R'/~. Its kernel Hn is the set of all s

in Gv such that Y. =0 (mod ~), that is, such that s(u) - u E ~n+l.
n

The kernels HI' H n contain Gv and Gv respectively, and we intend
2 n+l ..

to compare these groups. Suppose that-s is an element of GVn (n > 1)
such that s(u) - u E ~n+l. Then we have s(z) - z E ~n+l for all z in
~: in fact, we have z = au (a E R'), whence s(z) - z = s(au) - au =
(s(a) - a)u + s(a)(s(u) - u);herewehaves(a) - a E ~n(sinces E Gv ),
u E ~, and s(u) - U E ~n.q, and our assertion is proved. We now take
any x in R' (not necessarily in ~), and write sP(x) - x = SP-l(S(X) - x)
+ SP-2(S(X) - x) + ... + s(s(x) - x) + (s(x) - x). Here sex) - x is
an element z of ~n and, a fortiori, of~. From what has been proved
above, we know that z is congruent modulo ~n+l to s(z), whence z is
also congruent modulo ~n+l to each of the terms S2(Z), ... , SP-l(Z) of
the above sumsP(x) - x. Hence sP(x) - x =pz (mod ~n+l). We have
p. 1 E ~ in R', since p is the characteristic of R'I~, and we also have
z E ~n. Therefore sP(x) - x E ~n+\ whence sP E Gv . In other

n+,

words, in the factor group Gv IGv (n ~ 1), all the elements of the
n n+l

subgroup G'n = HnlGvn+, are of order p. Thus the order of G'n is a
power of p. From what has been seen above, the factor group GTIH'~

(= Gv IH'l) is isomorphic with a multiplicative subgroup of R'I~, and
the factor group Gv)Hn (n > 2) is isomorphic with an additive sub­
group of R'I~. This proves our assertion in the general case.

In the case where R'I~ is separable over Rip, it remains to be proved
that we have H n = Gv for every n> 1, that is, that the relation

n+1 -

S E H n implies sex) - x E ~n+l for every x in R'. We already know that
this is true if x is in ~. But, in the separable case, the fields R'I~ and
RT/~T are equal (Corollary to Theorem 24). Hence any element x of
R' may be written in the form x = Y + z, withy E RT and z E~. Then
sex) - x = s(y) - Y + s(z) - z is in ~n+\ since s(y) = Y (s being in
GT) and since s(z) - z E ~n+l. This completes the proof.

COROLLARY. If R'I~ is a field of characteristic 0, then Gv is reduced
n

to the identity for n > 2.
In fact we are in the separable case, whence G'n is reduced to the

identity. Since (0) is the only finite additive subgroup of R'I~, we
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have Gv = Gv ,and from this the corollary follows, since the inter-
n n+1 ..

section of the groups GVn~q is reduced to the identity.

REMARKS.

1) In the inseparable case, the p-groups G'n are abelian for n > 2,
since they are subgroups of the abelian group Gv (Gv . We now

n n+1
prove that G'I is also abelian. Any element of G'l is the (Gv )-
residue of an element s of GT such that s(u) - u E ~2. We have se~n
in the proof of Theorem 25 that we then have s(z) - z E ~2 for
every z in~. Furthermore, since any element y of ~2 may be written
in the form y = zz' with z and z' in ~, and since s(y) - y = s(z)(s(z')
- z') + z'(s(z) - z), we have s(y) - y E ~3 for any y in ~2. Con­
sider now two elements sand t of GT such that s(u) - u and t(u) - u
lie in ~2. Then, for any z in ~, the difference st(z) - ts(z) is the dif­
ference of the two elements s(t(z) - z) - (t(z) - z) and t(s(z) - z)
- (s(z) - z); since y = t(z) - z is in ~2, the first element s(y) - y is
in ~3, and similarly the second also. Thus st(z) - ts(z) E ~3 for all z
in ~, whence sts-It-1(Z) - z E ~3 for all z in~. Let us denote by c
the commutator sts-It-I. We need only to prove that c is in Gv ,that is,,
that c(x) - x E ~2 for every x in R'. This is already true for x in ~.

If x is not in ~, it is a unit in R'. (We recall that we have replaced
R' by a quotient ring having only one prime ideal.) We may write
x = z'(z, with z and z' in ~ but not in ~2. Then c(x) - x is equal to
(z(c(z') - z') - z'(c(z) - z))(zc(z). The numerator is in ~4, and the
denominator is in ~2 but not in ~3. Therefore c(x) - x is in ~2, and
our assertion is proved.*

2) The homomorphism s~ Xs of GT into the multiplicative group of
R'(~ defined in the proof of Theorem 25 is independent of the choice of
the generator u of~. In fact, any other generator u' of ~ may be writ­
ten in the form u' = au, where a is a unit in R'. If we set s(u) = xsu
and s(u') = x'su', an easy computation shows that x's = xs·s(a)·a- I.
Since sea) - a E~, we have s (a)a- 1=1 (mod ~), whence x's =X s
(mod ~), and x = x's'

3) On the contrary, the homomorphism s~ Ys of Gv n (n > 2) into
the additive group of R'(~, is only determined modulo a multiplication
in R'(~ if one changes the generator u of ~. In fact, taking another
generator u' = au of ~ (a, a unit), and setting s(u) - u = ysun and
( ') , " . h hs u - u = y sU n, an easy computatIOn sows t at

y's = (s(a)-a)·u-<n-I) + Ys·s(a)·a-n.

The first term is in ~, as sea) - a E ~n. Thus Y's = b·ys' where
* It can be shown by examples that GTIGv , = G1 need not be abelian.
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b is the ~-residue of s(a)a-n, that is, of a-(n-I), SInce sea) =
a (mod ~).

§ 11. Different and discriminant. Let R be an integrally closed
ring, K its quotient field, K' a finite algebraic separable extension of K,
and R' an integral extension of R admitting K' as quotient field. We
denote by T, or TK' /K' the mapping of K' into K defined by the trace
(II, § 10). The set qj of all z in K' such that T(zR') C R is obvious:y
an R'-module; it is called the complementary module of R' with respect to
R. Since R is integrally closed, the trace of any element of R' lies ~n

R (§ 3, Theorem 4), and the complementary module qj contains R'.
THEOREM 26. The complementary module qj of R' with respect to R

is a fractionary ideal of R'.
PROOF. By definition of a fractionary .ideal (§ 6, p. 271), we need

only show that qj is contained in a finite R'-module, and for this it will
be sufficient to see that it is contained in a finite R-module. Since
K' = R'R (see proof of Theorem 7, § 4), there exists a K-basis {e1, •• " en}
of K' all the elements of which are in R'. We take an element z of qj,

and write z = 'Laiei (ai E K). We have T(zei) = 'LajT(ejei) E R for
i j

i = 1, ... ,n. As K' 1S separable over K, the determinant
d = det (T(eh» is different from 0 (II, § 11). By the usual computa­
tion leading to Cramer's rule, and since T(ejei) E R, we get dai E R for
i = 1, ... , n, whence qj C 'L(edd)R. Q.E.D.

i

The different of R' over R is the set of all elements x in K' such that
zx E R' whenever T(zR') C R. In other words, the different ~s the
ideal (R' :qj). Since qj is a fractionary ideal containing R', we have:

COROLLARY. The different of R' over R is an ideal #:- (0) contained
inR'.

The different of R' over R is denoted by 'Il, or by 'IlR'/R (or by 'IlK'/K'

whenever it is clear from the context which rings play the role of R
and R').

In the case where R is a Dedekind domain and if one takes for R' its
integral closure in K', R' is also a Dedekind domain, and the different
'IlR'iR may be factored into prime ideals:

(1) 'IlR'/R = II ~m('ll).

ill

The exponent m(~) is called the differential exponent of ~ over R. It is
positive or zero. The prime ideals ~ for which m(~) #:- 0 are finite in
number. We show that the different 'IlR'/R is determined by "local
data"; more precisely:
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THEORE~ 27. Let R be a Dedekind domain, and R' its integral closure
in a finite algebraic separable extension K' of the quotient field K of R.
Let tJ be a proper prime ideal in R, M the complement of tJ in R, ~ a prime
ideal in R' lying over tJ, and m(~) its differential exponent. Then the dif­
ferential exponent of ~R'M over R M is m(~).

PROOF. Under an equivalent form, our assertion is to the effect that
the different of R'M over R M is the ideal II ~r(\I\)R'M' (where the ~j

j

denote the prime ideals of R' lying over tJ), that is, the ideal ':DR'/RR'M'
We take any element x of ':DR'/RR'M: x = x'im with x' in ':D and m in M.
If z is an element of the complementary module of R'M (with respect to
R M), we have T(zR'M) C R M; in particular, for any r' in R', the element
T(zr') may be written in the form rim', with r in Rand m' in M,
whence T(m'zr') = r since T(m'zr') = m'T(zr') as m' E K. Since R'
is a finite R-module (Corollary 1 to Theorem 7 of § 4), a common
denominator m' in M may be found for all elements T(zr') (r' E R'),
and if m' 0 is such a common denominator then we have T(m' oZR') CR.
Therefore m' oz is an element of the complementary module of R',

h " R" , "" W h h ' , I ' R'w ence x m oZ E SInce x E "'-'. e t us ave xz = x m oZ mm 0 E M'
and this proves that x belongs to the different of R'M over R M. In other
words, ':DR'/~'M C ':DR' /R ., M M

Conversely, we show that every element x of ':DR'M/R
M

is in ':DR'/RR'M'
We take an element z such that T(zR') C R, and we study zx. Since
M is contained in K, we have T(zR'M) C R M, and z is in the comple­
mentary module of R'M' Thus, by definition of the different ':DR'M/RM'
we have zx E R'M' and there exists an element m(z) of M such that
zm(z)x E R for every z in the complementary module 'C of R'. Since
'C is a finite R-module, we may suppose that m(z) is an element m of
M independent of z. Then, from z(mx) E R' for every z in 'C, we
deduce that mx E ':DR'/R' whence x E ':DR'/~'M' Q.E.D.

Before proving an important relation between reduced ramification
indices and differential exponents, we need a useful formula about
traces:

LE~~A 1. Let R be a Dedekind domain, K its quotient field, K' a
finite algebraic separable extension of K, and R' the integral closure of R in
K'. Let tJ be a proper prime ideal in R, and {~;} the finite family ofprime
ideals of R' lying over tJ. Denote by e j the reduced ramification index of
~j over tJ, by k the residue field RltJ, by h the canonical homomorphism of R
onto k, by k j the residue field R'I~i' and by h j the canonical homomorphism
of R' onto k j • Then we have, for x in R',
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h( TK'IK(X)) = 2./;' Tk;lk(h;(x)),,

Ch. V

PROOF. Let f(X) be the field polynomial of x, relative to K (see II,
§ 10, p. 87):

f(X) = Xn + aIXn-I + ... + an' n = [K':K].

Since x is integral over Rand R is integrally closed in K, the coefficients
of the minimal polynomial of x over K belong to R (§ 3), and as f(X)
is a power of this minimal polynomial (see II, § 10, relation (10)) it fo1.­
lows that also the a; belong to R. Let iii = h(a;),!(X) = Xn + ii1Xn-I
+ ... +iin. We have TK'IK(X) = - aI' NK'IK(X) = (- l)nan, and
hence

h(TK'IK(X)) = - iiI'
h(NK'IK(X)) = (- l)nan·

Let .leX) be the field polynomial of h;(x), relative to k, h;(x) being
regarded as an element of k;. To prove the lemma we shall prove the
following stronger result:

_ K

f(X) = II [.l(X)]';.
;=1

We recall the definition of the field polynomialf(X). The mapping M:
z -+ ZX, Z E K', of K' into itself is a K'-linear additive transformation.
If K' is regarded as a vector space over K, then M is also a linear trans­
formation of K'/K into itself, and the field polynomial f(X) is the char;'
acteristic polynomial of M.

The ring R'/R' tJ is a vector space over the field k = R/ 'fJ (of dimension
n = J.eJ;; see Theorem 21, § 9). The transition from R' to R'/R'p
leads from M to a k-linear transformation M of the vector space R'/R' 'fJ,
defined as follows: if z is the R'tJ residue of an element z of R' then
M(z) = R'p-residue of M(z) (note that since x E R', the element
M(z) = zx belongs to R' if z belongs to R'). If oX is the R''fJ-residue of
x then we have for any element z of R'/R' 'fJ: M(z) = zx. In the proof
one may replace R by Rp ; when that is done, then R' will have an
R-basis consisting precisely on n elements (Corollary 2, p. 265). If
{ZI' Z2" • " zn} is an R-basis of R', then {ZI' Z2" • '-, zn} is a vector
basis of K' /K, and if Zv denotes the R' 'fJ-residue of Zv' then {z l' Z2" •• , Zn}
is a vector basis of R'/R''fJ. If M(zJ = J.cv,.z,., cv,. E K, then the cv,.
belong to R (since M(R') C R' = J.RzJ and we have f(X) =
:OV,.X - cv,. ~. On the other hand, we also have M(zJ = J.cv,.z,.,
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where CVI-' = ~-residue of CVI-' (= R'.\J-residue of cv,,)' and leX) =
:8vl-'X - CVI-':' It follows that leX) is the characteristic polynomial of
the linear transformation M, and the lemma will be proved if we show
that the characteristic polynomial of M is equal to the power product

of the field polynomials of the elements h;(x).
The vector space R'/R'~ is the direct sum Sl + S2 + ... + Sg of

the subspaces S; = ( n IJ;!/j)/R'~, and each of these subspaces S; is an
j#

invariant space of M (since each prime ideal lJ;!i is invariant under M).
Hence if M i denotes the restriction of M to Si' then M is the direct sum
M l +M 2+... +M g of the linear transformations M i, and the
characteristic polynomial of M is the product of the characteristic poly­
nomials of the Mi' Hence, in order to prove our lemma, it will be
sufficient to show that the characteristic polynomial of M i is equal to the
ei-th power (fi(x))et of the field polynomial I;(X) of hi(x).

If Xl + X2 + ... + xg is the direct decomposition of X (x = R'~­

residue of x; Xi E Si)' then it is clear that for any zi in Si we have
Mi(Zi) = Zixi (since Mi(Zi) = M(Zi) = ZiX = ZiX;). We now replace
the ring Si by the canonically isomorphic replica L i = R' /IJ;!/t. The
canonical isomorphism rpi of Si onto L i is as follows: if Z = Zl + Z2
+ ... +Zg (Zi E Si) is the R'~-residue of an element z of R', then
rpi(Zi) = IJ;!/t-residue of z (see II, § 13, Theorem 32, relation (14)).
Also L i is a vector space over k = R/~, and the isomorphism rpi is k­
linear. We may now replace Mi by the similar linear transformation
M'i' of L i into itself, where M'i = rpi -1Mif{!i, since M i and M'i have the
same characteristic polynomial. It is clear that M'i is the transformation
which carries every element' of R' /IJ;!/t into the element 'x, where
xdenotes the IJ;!/t-residue of x.

We denote by L ij the subspace IJ;!//IJ;!/t, 0 <j < ei of L i (LiD = L i).
The L ij are invariant spaces of M'i and they form a descending chain:
L i = LiD> L il > ... > Li,et- l > Li,et = O. For each j, the linear
transformation M'i determines in a natural fashion a linear transforma­
tion M'ij in the factor space Lij/Li, j+l (0 < j < ei_ 1); M'ij sends each
coset U + L i, j+l (u E L iJ) into the coset M'i(U) + L i, j+l' Ifwe choose
as basis of L i a set of elements uj, qj (j = 0, 1, ... , ei_l; qj = 1, 2, ... ,

dim Lij/Li: j+l) such that, for each j, the cosets uj, qj + L i, j+l form a
basis of Lij/Li, j+I' and use this basis for the purpose of finding the
characteristic polynomial of M'i' we see at once that this polynomial is
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equal to the product of the characteristic polynomials of the ei linear
transformations M'iO' M'il' "', M'i,e;_l' We shall now complete the
proof of the lemma by showing that the characteristic polynomial of each
M'ij is equal to the field polynomial of hi(x).

The factor space Lij/Li, j+l is canonically isomorphic to ~//~/+l,

and we may identify M'i, j with the linear transfonnation in ~//~/+ I
which carries every element u of this ring into the element UXj' where x)
denotes the ~/+ I-residue of x. On the other hand, the vector space
~//~/+l (over k) is isomorphic with R'/~i' and a particular iso­
morphism if; between these spaces is obtained as follows:

We fix an element U o in ~/, not in ~/+l. Then ~/+l< ~/+l

+ R'uo C ~/, and hence ~/+l + R'uo = W/(since there are no ~deals

between ~/ and ~ii+l). Consequently, if u E ~/, we can write
u =u'uo (mod ~ii+l), u' E R', and it is clear that the element u' is
uniquely detennined mod ~i by the element u. The mapping if;:
~/+l-residue of u -+ ~i-residue of u', is a k-linear isomorphism of
~//~/+1 onto R'/~i' The if;-transfonn if;-lM'ij if; of M'ij ~s the lineao
transfonnation in R'/Wi given by the multiplication z' -+ z'hi(x).
Consequently, the characteristic polynomial of if;-IM'ij if;, and hence
also of M'ij' is precisely the field polynomial of the element hi(x) of
the field ki = R'/~i' relative to the ground field k = R/'.p. This com­
pletes the proof of the lemma.

THEOREM 28. The notations and hypotheses being as in Theorem 27,
and e(~) denoting the. reduced ramification index of ~ over '.p, we have the
inequality m(~) > e(~) - 1. In this formula the equality holds if and
only if

a) e(~) is not a multiple of the characteristic of R/~, and
b) R'/~ is separable over R/'.p.

PROOF. By Theorem 27 we may assume that '.p is the only proper
prime ideal in R. Then '.p is a principal ideal '.p = Ru, and R' has only
a finite number of proper prime ideals ~i' all of them lying over '.p; we
set ~ = ~l' mi = m(~;). As the complementary module "t' of R' is
II ~i-m;, the inequality mi > ei - 1 will be proved if we show that

i
IIm/-e;c "t'. Let then z be any element in II%/-e;. AsR'u = I:!:~/;,
iii

we have zu E II~i' whence zu E ~i for every i. From this conclusion
i

that zu belongs to all the prime ideals lying over '.p it follows at once that
the same conclusion remains valid if K' is replaced by the least nonnal
extension of K containing K' and zu is replaced by any of its conjugates
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over K. Therefore TK./K(ZU), which is a sum of such conjugates, is an
element of V, and we have uT(z) = T(zu) E Ru, whence T(z) E R. As
this is true for every element z of II$/-e t , we also have T(zR') C R for

i

every element zofII$/-et (since II$/-e l is an R-module). Hence the
i i

inclusion II~/-el C rc is proved.
i

If a) and b) are fulfilled, there exists (by b» an element y of R'j$
whose trace in Rjv is not zero. Since the ideals $/I(i > 2), $1 are
pairwise comaximal, there exists a representative y of y in R' such that
y E $/1 for i > 2. Then, by Lemma 1, the v-residue of TK./K(y) is
e($)· T(R·/'ll)/(R/V)(y); it is =F 0 by a) and by the choice of y. Therefore
the element yju, which belongs to $-e('ll), admits a trace T(y)ju which
is not in R. Thus yju f!. rc, and m($) = e($) - 1.

Conversely, suppose that either a) or b) is not true. Take then any
element z of the fractional ideal 53' = $-e('ll). II $/-el • The element

i;oel
zu is in $i for i =F 1. Then, by Lemma 1, the i1-residue of the trace of zu
is e($)· T(R·/'ll)/(R/P)(zii). Under either hypothesis this v-residue is zero,
trivially if a) is false, by the Corollary to Theorem 20 of II, § 10,
if b) is false. Hence uT(z)(= T(uz» is an element of the ideal Ru
(= v), and consequently T(z) is in R. Since this holds for every
element z of the R'-module 53' it follows that 53' C rc, and consequently
m($) > e($). Q.E.D.

COROLLARY. The ramified prime ideals in R' are those which divide
the different ~R'/R.

In fact, if $ divides the different, we have m($) > 1. This implies
e($) > 1, a.nd thus that $ is ramified, unless either a) or b) is false. In
the first case e($) is a multiple of the characteristic of Rjv, and is there­
fore> 1. In the second case R'j$ is inseparable over Rjv, and we
made the convention to call $ ramified in that case. Conversely, if
$ is ramified, we have either e(~) > 1, or R'j$ is inseparable over
Rjv; in either case this implies m($) > 1.

The ramified primes in R' are therefore finite in number.

THEOREM 29. Let R be a Dedekind domain, K its quotient field, K'
a finite algebraic and separable extension of K, and R' the integral closure
of R in K'. Let y be an element ofR' such that K' = K(y), and let F(X)
be the minimal polynomial ofy over K. Then the derivative F'(y) belongs
to the different ~R'/R' and we have ~R'/R = R'F'(y) if and only if
R' = R[y}, that is, if the set {l,y,· .. ,yn-l} (where n = [K':KJ) is a
basis of R' over R.
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PROOF. Let z be any element of K'. As {1,y,'" ,yn - l } is a basis
of K' over K, we have z = g(y), where g(X) is a polynomial of degree
< n - 1 over K, uniquely determined by z. We denote by Y i .

(i = 1, ... , n) the conjugates of y over K. We have the interpolation
formula of Lagrange:

(2) g(X) = "Lg(Yi)F(X)jF'(Yi)(X - Yi)'
i

[The right-hand side is a polynomial of degree < n - 1 since F(X) is a
multiple of X - Yi' Its coefficients are in K by Galois theory, and for
X = Yi' its value reduces to One term~namely, to the result of the sub­
stitution X = Yi ing(Yi)F(X)jF'(Yi)(X - Yi); but an easy computation
shows that F'(Yi) = II (Yi - Yj), that is, that F'(Yi) is the value of

Y;;O<Y/

the polynomial F(X)j(X - Yi) for X = Yi' Hence the value of the
right-hand side for X = Yi is g(Yi)' This proves formula (2).] If we
define the trace of a polynomial coefficientwise, (2) may be written

(3) g(X) = TK'IK(zF(X)jF'(y)(X - y)).

Take any element z' in the complementary module re, and take for z the
element z'F'(y). By the division algorithm all the coefficients of
F(X)j(X - y) are in R', and hence all the coefficients of g(X) are in R
by the definition of re and by the choice of z. Thus F'(y)z' = z =
g(y) is in R'. As this is true for every z' in re, we have F\y) E 'J:JR'IR'
by definition of the different.

Suppose now that 'J:JR'IR = R'F'(y). Since every fractional ideal of
the Dedekind domain R' is invertible, we have re = R' ·F'(y)-l. Thus
for every z in R', zjF'(y) is in reo As F(X)j(X - y) is a polynomial
with coefficients in R', formula (3) shows that the polynomial g(X) has
its coefficients in R. In other words, z (= g(y)) is in the R-module
generatedby1,y,'" ,yn- 1• ThereforeR' = R + Ry + ... + Ryn- l

= R[y].
Conversely, suppose that {1,y,'" ,yn- l } is a basis of R' overR.

Since the coefficient of Xn-l in (3) is obviously T(zjF'(y)), we have
T(zjF'(y)) E R for every z in R', for in that case z = g(y), where g(X)
is a polynomial with coefficients in R. In other words, 1jF'(y) belongs
to the complementary module reo Since F'(y) is in the different 'J:J, it
is a common denominator for the elements of reo Therefore
re = (1jF'(y))R' and 'J:J = F'(y)R'. Q.E.D.

[REMAR..1C DIFFERE~T A!\"'D CO~DUCTOR. Let R be an integrally closed
domain, K its quotient field, K' a finite algebraic and separable exten­
sion of K, R' an overring of R integral over R and having K' as quotient
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field, and R" the integral closure of R in K'. Every element z of R" is
contained in the complementary module 'f?R' /R' since for any element
x in R' we have that zx is integral over R and hence T(zx) E R. We
therefore have TJR'/R·R" C R'; in other words, the different of R' over R
is contained in the conductor iJ of the integral closure of R'. In particular,
iJ is #- (0) in this case since the different of R' over ]J.. is #- (0) (Theorem
26, Corollary). The first part of the proof of Theorem 29 is applicable
also to the case in which R is not a Dedekind domain (but is integrally
closed) and shows that F'(y) belongs to iJ.

On the other hand, since T(zR") C R implies T(zR') C R, we have
'f?R"/R C CCR'/R. Hence, by the definition of the different, we have
TJR'/R C TJW /R. It may be pointed out that in spite of the fact that the
different TJR' /R is contained in the conductor iJ it need not be an
ideal in R".]

Again let R be a Dedekind domain, K its quotient field, K' a finite
algebraic and separable extension of K, and R' the integral closure of R
in K'. For every proper prime ideal ~ in R' we denote byf(~), e(~),

and m(~) its relative degree, its reduced ramification index, and its
differential exponent. Given an ideal Sll of R', we factor it:

Sll = II~n('P).

jjl

The ideal a = II(~ nR)n(jjl)f(jjl), which is defined since there is only a
jjl

finite number of exponents n(~) which are different from zero, is called
the norm of Sll (with respect to R) and is denoted by N K' /K(Sll), or simply
by N(Sll).

We have the following formulae:

(5) N(Sll· 55) = N(Sll)· N(55); if Sll C 55 then N(Sll) C N(55).

(6) NK'/K(NK"/K'(Sll)) = NK"/K(Sll) if K C K' C K".

(7) NK'/K(R'a) = an (a-ideal of R, n = [K':K]).

In fact, (5) is evident. Formula (6) follows from the multiplicativity of
the relative degrees. Finally, it suffices to prove (7) for a prime ideal
V of R; in this case we have R'V = r[~e(jjl), and (7) follows from the

jjl

formula Le(~)f(~) = n (Corollary to Theorem 21 of § 9).
LEMNIA 2. For x in R', we have N(R'x) = R.N(x).
PROOF. We first suppose that K' is normal over K. We write

R'x = II~v('P;x). Let G denote the Galois group of K' over K. We
jjl

have v(~; N(x)) = 2: v(~; s(x)) = 2: V(S-l(~); x). Denoting by
sEG SEG
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~1' ••• , \.'Gg the distinct conjug~.tes of \.'G (that is, the prime ideals of R'
lying over IE nR), each ~i occurs e(lJ,3)f('J;,) times :J.ffiong the S-l(~)

(Theorem 22, § 9). Thus v(lE; N(x» = e(lJ,3)f('J;,){.LV(\lSi; x»). If we
\ i I

denote by t1 the ideal IJ,3 nR, the exponent v(.p; N(x» in the factoriza-
tion of R.N(x) is therefore .L v(lJ,3; x)f('J;,); ane the exponent of pin

jpnR=p

N(R'x) is the same integer, by definition. This proves our assertion in
the normal case.

In the general c~.se, we introduce the least nO:':"n:lal extension K" of K
containing K', and the integral closure R" of R (or R') in K". Since K"
is nor!n~.I over :>oth Kane K', we have, for any x in R", N KN/K(R"x) =
R.NKH/K(X) and NKN/K,(R"x) = R'NKN/K'(X). 1: we take x i'J. R', we
have (R'x)q = NKH/K,(R"x), where q = ~K":K'J, by (7). Then
(NK'/K(R'x»q = NK'/K(R'xq) (by (5» = NK'/K(NKN/K,(R"x» =
NKH/K(R"x) (by (6» = R·NKN/K(X) = R.NK'/K(NKH/K'(X» =
R.NK'/K(~) = (R.NK'/K(X»q (II, § 10). CO!llparing the ext:':"e!'J.e
terms of these equalities, we conduce that NK'/K(R'x) = R.NK'/K(X)
Sy !he unia.ue factoriz~.tion of ideals in R.

LEMMA 3. The ideal N(9I) is generated by the norms of the elements
of 91..

:O~OOF. By Lemma 2, and fO:':"!'J.ula (5), we have, for any a in W,
R·N(a) = N(R'a) C N(W). It re!lla~ns to show, for every p:':"!~e ideal
b ~n R, the existence of an element a of ~ such that the exponent o! b

in the factorization of R .N(a) is equal to the exponent of b in N(91.). If
91. = ~~n('13), the exponent of .p in N(91.) is .L f(lJ,3)n(IJ,3). 3y the

'l3 jpnR=p

Chinese rema!nde!" theorem (Theorem 17, § 7), there exists an element
a of 1)1. wh;.ch does not lie in any IJ,3n('13)+ 1 for \lS lying over .p: in fact, for
every s:s which lies over .p there exists an eIe!llent xjp in 91. which does
not lie in ~n(jp)+l, and 6e congruences x == xjp (mod ~n(\ll).Ll) (for
\lS r'.R = j;) and x == 0 (mod ~r) are obviously pai:':"Wise compatible.
Thus 6e exponent of IJ,3 in R'a is n(~) for s:s ly;.ng over P, whence the
expone'."\t of .0 in R.N(a) is .L f(~)n(~) by Lemma 2. Q.:3.D.

mnR=:p

With the same hy?otheses ane. notations, the norm of the different
CJ)R'/R;S an ideal in R. :t is called the discriminant of R' over R, and is
denoted Sy bR'/R' or simply by b. The exponent of .p in b is

.L f(lJ,3)m(~). By the Corol!ary to Theorem 28 the prime ideals .p
mnR=p

of R which" ramify in R'" (that is, those for which there exists a rami-
fied prime ieeal ~ in R' sech t:1.at ~ nR = .'p) a:':"e those wh!ch con­
tain 6e discriminant bR' /R; their number is therefore finite. The dis-
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crim;.~,ll.'J.t 'oR'IR is closely related to ~he ciscriminants of the bases of K'
over K (II, § 11); ~o!"e p!"ecisely:

THEOREM 30. For any basis {u I , ... , un} of K' over K which is con­
tained in R', the element d(u), discriminant of the basis {u I , ... ,un}' is
contained in the ideal 'oR' IR' discriminant of R' over R. The ideal 'oR' IR
is generated by the elements d(u). In order that 'oR'IR = R·d(u), it is
necessary and sufficient that {u I , ... , un} be a basis of R' over R.

PROOF. By definition of the disc~iminant, ll..'1.d by the analogous
property of the different, the discrimina~t is determined by local cata.
:vIore precisely, if we denote by M the complement of a p6!!le ideal V
in R, then the discriminant 'oM of R'M over R M is 'oRM. In particu~ll.r.,

the exponents of V in '0 and of :pRM in 'oM are both eq'.lal to
2.: f(\l3)m(\l3).

'llOR=1J

, Since RM i~ a PID, R'M admits a basis {u I , ... ,un} over RM (Coro~-

lary 2 to Theorem 7, § 4). We consider n elements VI' ... 'Vn of K',
and the equations T(UiVj) = 0ij (Oij being the Kronecker symbols). If
we set v j = 2.:ajsUs (ajs E K), this system of equations becomes

s

2.:ajsT(uiUs) = 0ij' and for fixed j we get n linear equations oetween
s

the n elements ajs' Since K' is separable, the determinant det (T(uiu s))
of this system is :if 0, (II, § 11) ane the above system admits one and
only one solution {a j .} in K. In other words, there exists one and only
one system of elements VI' ... 'Vn of K' which satisfies the relations
T(UiVj) = 0ij' We show that if {u I , ... , un} is a basis of R'M over RM,
then {VI' ... ,vn} is a basis of the complementary module ~M of R'M' In
fact, we have 2.: T (uiu)vj = 2.: T(uiuj)ajsus = 2.:0isUs = Ui' In

j j, s s

particular, {VI"'" v n} is a basis of K' over K. For an element
z = 2.:ajV j (a j E K) to belong to ~M it is necessary ane sufficient that

j

T(zx) E RM for every x in R'M' that is, that T((4ajvj)' (4biui\ \ E R M
J / , II

for all systems {b l , "', bn}ofnelementsofRM. ButsinceT(uivj) = 0ij'
this condition may be written 2.:a} j E RM for every system {b l , ••• ,bn}

j

of n elements of RM . If we take bj = 1 and bj' = 0 for j' ¥:- j, this
condition implies that aj E RM; and conve!"sely, if aj E RM for every j,
then our cO'1.dition is obviously verified. T~is proves that {VI' ... ,vn}

is a basis of ~M'

We now notice two sil':1ple facts, whic:'l wie be 'Jseful later in the
proof: .

(a) If {U'I"", u'n} and {u// I,"', u//n} are two ~ases of K' over K
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such that every U"i is in the R-module (or RM-module) generated by the
U'j then the relation d(u") E R·d(u') [or d(u") E RMd(u')J holds between
their discriminants. This is an immediate consequence of formula (2)
in II, § 11, relating the discriminants of two bases of K' over K.

(b) In particular if the above two bases generate the same R-mod'Jle
(or RM-module), the quotient d(u')jd(u") is a unit in R (or in RM)­
that is, d(u') and d(u") generate the same principal fractionary ideal.

This being so, the complementary module '{/M is a principal fraction­
ary ideal, since R'M is a PID. If we set '{/M = R'MY' then {yu1,

... ,YUn} is a basis of '{/Mover RM. ,Using the expression of the dis­
criminant of a basis as the square of a determinant, given in II, § 11,
formula (5), the discriminant of this basis is (N(y))2d(u). Thus,
by (b), (N(y»)2d(u)jd(v) is a unit in RM. But the above proved
formula Ui = 2,T(u;uj )Vj shows (formula (2), II, § 11) that d(u) =

j

(det (T(uiu)))2d(v)-that is, that d(u)d(v) = 1, since det (T(uiu j)) =
d(u). Hence (N(y)d(u))2 is a unit in RM, whence also N(y)d(u) is a
unit in RM • By Lemma 3 and the definition of the discriminant,
N(y)-l generates bM. Thus bM = RMd(u).
~ow let {U'l' ... ,u'n} be a basis of K' over K composed of elements

of R'. By (a), its discriminant d(u') is an RM-multiple of d(u), whence
d(u') E bM for every prime ideal l:J. Thus the exponent of l:J in Rd(u')
is at least equal to the exponent of l:J in b. This proves that d(u') E b.

The basis {u 1, •• " un} of R'M over RM may be chosen, after multi­
plication by a unit in RM , in such a way that U i E R' for every i. If we
take one such basis for every b, the discriminants of these bases generate
an ideal b in R. It is contained in b as we just saw. On the other hand,
the exponent of l:J in b is at most equal to the exponent of l:J in Rd(u),
that is, to the exponent of l:J in b. Therefore b = b, and our second
assertion is proved.

Suppose that we have a basis {u 1, ••• , un} of R' over R. Then it is a
basis of R'M over RM, and we have RMd(u) = bM as has been proved
above. Since this holds for every prime ideal l:J, we conclude that
Rod(u) = b.

Suppose conversely that we have a basis {u' '.' ... , U'n} of K' over K,
which is contained in R', and such that R·d(u') = b. Then, if
{u 1, • " un} is a basis of R'M over RM, the elements d(u) and d(u')
generate the same ideal bM in RMo If we set u'i = 2,a;jU; (aij E RM),

j

the formula d(u') = (det (a;))2d(u) (II, § 11 (2)) shows that (det (a;j))2
is a unit in RMo Thus det (a;j) is also a unit in RM, and Cramer's
formulae show that every U; belongs to the RM-module generated by the
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U'j' In other words, {U'I"", u'n} is also a basis of R'M over RM •

Since this holds for every prime ideal iJ, {U'I' ... , U' n} is a basis of R'
over R: in fact, if, for x in R', we write x = '2.aiu'i' we have ai E RM for

,
every .p since x E R'M; thus the exponent of.p in aiR is > 0 for every .p,
and this proves that ai E R. The proof of Theorem 30 is now complete.

REMARKS.

1) Suppose that {u I, ... , un} is a basis of R' over R. Then it is a
basis of R'M over RM for every .p; and hence the basis {VI' ... , vn}
of K' over K constructed in the proof of Theorem 30 is a basis of the
complementary module 'flM of R'M for every .p. As the complementary
module 'fl is determined by local data, we see, as at the end of the proof
of Theorem 30, that {VI' ... , vn} is a basis of 'fl over R.

2) The assumption of separability in Theorem 30-that is, the
assumption that det (T(uiuJ) :rf 0 for every basis of K' over K-means
that the bilinear form T(xy) on K' considered as a vector space over K,
is non-degenerate. It establishes therefore a duality between the vector
space K' and itself, that is, an isomorphism between K' and its dual
vector space. The basis {VI' ... ,vn} constructed in the proof of
Theorem 30 is the dual basis of the basis {u I, ... , un}.

3) The discriminant d of a basis {I, y, ... ,yn-I} (y: primitive ele­
ment of K' over K) is N(F'(y)), where F is the minimal polynomial of y
over K: this follows from formula (6) of II, § 11, which gives, by expan­
sion of the Vandermonde determinant,

d = II (Yi - yj) = N((YI - Y2) ... (YI - Yn)) =
i'T'j

N(F'(YI)) = N(F'(y)).

This establishes a link between Theorems 29 and 30.
THEOREM 31 (TRA..,,\SITIVITY FORMULAE). Let R be a Dedekind

domain, K' and K" two finite algebraic and separable extensions of the
quotient field K of R, such that K' C K", and R' and R" the integral
closures of R in K' and K". Then we have:

'J)R"/R = 'J)R"/R·(R"'J)R'/R)' bR"/R = Nx'/x(bRh/R,)·(bR'/R)[Xh:X'l.
PROOF. We first prove the formula for the differents, or rather, the

formula relating their inverses-that is, the complementary modules:
'flRh/R = 'flRh/R,·(R"'flR'/R)' For z in R" the following relations are
equivalent: z E 'flR"/R' TX"/x(zR") C R, Tx'/x(Tw/x,(zR")) C R,
Tx'/x(Tw/x,(zR").R')CR (if one multiplies an element ofK" by
x E R', its trace TX"/X' is multiplied by x), T x"/x,(zR") C 'flR' /R'
('flR'/R)-I. Tw/x,(zR") = 'J)R'/R' Tx"/x,(zR") = Tw/x'(z. <£JR~/RR")
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CR', Z:tJR'/R C f(5'R'/R" ZE't'R'/R,·'t'R'/R. Thus the formula for the
different is proved. For getting the formula for discriminants, we take
the norm N K'/K of both sides in the formula for the cEfferents. We get
bR'/R = NK'/K(:tJR'/R'(R":tJR'/R)) = NK'/K(:tJR'/R')· NK'/K(R":tJR'/R}
~formula (5)J = NK'/K(bR'/R,)·NK'/K(NK'/K,(R":tJR'/R») ~fonnula (6)J
= NK'/K(bR"/R,)·NK'/K«:tJR'/R)n) ~by formula (7)J = NK'/K(bR'/R')·
(bR'/R)n, where n = ~K":K'~, by formula (5). Q.E.D.

In the case of a normal and separable extension K' of K, the differentia!
exponent m(~) of a prime ~d.eal \.lS of R' may be computed if one knows
the orders of the ramification groups of~. As in § 10 we denote by
Gz , GT , GVi the decomposition, inertia, anc i-th ramification gro'.lpS
(Gv = GT) and by K z , Kr. K i the corresponding subfields of K'; Ie':

1

ni be the degree LK' : KiJ, that is, the order of Gi. We suppose that
R'M is separable over Rib (p=Rn~). Then ~Kz:KJ=g,

~KT:Kz: = f, ~K':KTJ = e = n l . For any two extensions L, L' of K
such that K C L C L' C K', we denote by meL', L) the differential ex­
ponent over L of the prime ideal ~L', which is the contraction of ~ in tb.e
integral closure RL' of R in L'.

For any i > 1, the residue field RK;!~Ki is equal to R'/~, and 1.13 is
the only prime ideal in R' lying over ~K. (CoroJ1.ary to Theorem 24,

I .

§ 10). By "localization" we may supp'ose that RK1 has only one prime
ideal ~Ki' which is then principal; then ~ is the only prime ideal of R';
it is a principal ideal, say ~ = R'u; we have R'\.lSK. = ~ni. For any x
in K', we denote ~y vex) the exponent of ~ = R'u i~ the factorization of
R'x. We assert t'.1at {I, u, ... , Uni-~} consthutes a basis of R' over R K..,
This is a consequence of the following lemma:

LE:\1MA 4. Let R be a discrete valuation ring, and R' the integral
closure of R in a finite algebraic and separable extension K' of the quotient
field K of R. We suppose that 'the prime ideal p of R is completely ramified
in R', that is, that there is only one prime ideal ~ of R' lying over p, and
that R'I~ = RI'fJ. Then, if u denotes a generator of ~ and n the degree of
K' over K, {1, u, ... , un-I} is a basis of R' over R.

PROOF. By Corollary to Theorem 21 of § 9, we have R'J;J = \.lSn.
Since ~ is the only prime ideal of R', ~ is actually a principal ideal R'u
(Theorem 15 of § 6). For any x in K', we C:enote by vex) the exponent
of ~ in R'x. Then if a is in K, v(a) is a mu16ple of n since, if we denote
by s the exponent of p in Ra, we have R'a = R'b S = ~ns. In order to
prove that the elements {I, u, ... , un-l} form a basis of R' over R, we
first prove that they are linearly independent. In fact, if we have a non­
trivial Enear re1atiop 0 = ao + alu + ... + an_1un-l(aj E K) the
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integers v(ajuj) = j -I- v(aj) are all distinct, since the integers ·v(a.) are
multiples of n. Thus, if v(aquq) = r is the smallest one, the s~m ~~ the
other terms is in ~rH, in contradiction with the fact that it is eq'..la! to
- aquq. Therefore {I, u, ... , un-~} is a basis of K' over K. For any

n-~

X in R' we write x = L bjuj w~th bj in K. As above the !'1tegers
j=l

v(bjuj) are all distinct. Thus, if r denotes the smaI:est one, the sum
Lbjui is in IJ3r but no! in IJ3r.l..l. Since x is;n R', we have r > 0, whence
j

j + v(bj) = v(bpj) > 0 for j = 1, ... , n - 1. As the integers v(bj)
are m'..lltiples of n, this implies v(bj) > 0, whence bj E R. This proves
the lemma.

We may thus use Theorem 29 for computing the different of R' over
R Ki : it is the ideal R'F'(u). But F'(u) = Il(u - uj) where the uj are the
conjugates of u which are distinct from u. As K' is a normal and
separable extension of K i with Gv . as Galois group we have
F'(u) = II (u - s(u)). Thus the differential expO'1ent m(K', K i ) is

sEGvi,s 7'fl

equal to L v(u - s(u)). Therefore we have
sEGvi,s;el

m(K', K i - 1) - m(K', K i) = L v(u - s(u)).
SEGvi_l,s"cvi

But, since R' j'iJ,3 is separable over Rjp, we have seen in the proof of
Theorem 25, § 10, that, for an element s of GVi _

1
which is not in GVi '

we have v(u - s(u)) = i - 1. Therefore m(K', K i _ 1) - m(K', K i ) =
(i - l)(n i _ l - lli)' But the transitivity formula for the cifferents
(Theorem 31) shows, by repeated applications, that we have

m(K', K T ) = (n l - n2) + 2(n2 - n 3) + ... + j(nj - njH) + ... ,
the sum having only a finite number of non-zero terms, since nj = 1­
tha: is, Gv . = (1 )-for j large enough. Furthermore the prime ideal

)

p of R does not ramify in the inertia field K T (Corollary to Theorem 24-).
Hence the differential exponent m(KT , K) is equal to 0 by Theorem 28.
Therefore the transitivity formula for the differents gives the following
relation, called Hilbert's formula:

(8) m(K', K) = m(~) = n l - n 2 + 2(n 2 - n3)

+ ... + j(nj - nj+l) + ....
We can now compute the exponent of p in the discriminant 'DR'fR- As

seen before, this exponent is L f(\l3)m(\l3). But the prime ideals ~
~nR=p

of R' lying over p are the conj-'Jgates of one of them; therefore all their
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differential exponents mt'..13) are equal, and so are their relative degrees
f(IJ,3). Since there are g = nlef (e = n1) of them, the exponent of p
in bR'IR is gf·m('..13) = ne- 1m(IJ,3), and therefore:

(9) n·nl-1«n1 - n2) + 2(n2 - lla) + ... +j(nj - nj+l) + ...).

§ 12. Application to quadratic fields and cyclotomic fields.
A quadratic field K is an extension of degree 2 of the rational number
field Q. The classroom solution of the quadratic equation shows that
it is generated over Qby the square root of a rational number. :vIulti­
plying (or dividing) this rational number by the square of a suitable
integer, we may assume that it is a "square-free" integer m, that is, an
integer m without square factors. Let K = Q(e) where e2 = m. Any
element x of K is of the form x = a + be with a and b in Q. The map­
ping a + be --+ a - be is an automorphism of Kover Q. Thus K is a
normal extension of Q (with a cyclic group of order 2 as Galois group).
For x = a + be to be an algebraic integer, it is necessary and sufficient
that its trace 2a and its norm a 2 - mb 2 be ordinary integers. This im­
plies that a = la' (a' an integer) and that (2b)2m is an integer. As m
is square-free, 2b must be an integer, whence b = lb' where b' is an
integer. Our condition now reduces to a'2 - mb'2 =0 (mod 4). If m
is congruent to 2 or to 3 modulo 4, a simple examination of cases shows
that our condition is satisfied if and only if a' and b' are both even. If m
is congruent to 1 modulo 4, then it is easily verified that our condition is
satisfied if and only if a' and b' are either both even or both odd. ~ote

that m cannot be =0 (mod 4) as it is square-free. To summarize: the
ring R of algebraic integers has the following bases over the ring J of
rational integers:

m =2 or 3 (mod 4): {I, e} is a basis;

m =1 (mod 4): {I, HI + e)} is a basis.

By Theorems 29 and 30 the different and the discriminant of Rover J
are the Ukals~,

m = 2 or 3 (mod 4): different = 2eR, discriminant = 4mJ

m == 1 (mod 4): different = eR, discriminant = mj.

Extending the terminology introduced for the gaussian integers
(§ 9, p. 288), we first see that the ramified prime numbers p are those
which divide the discriminant. In particular, the prime 2 is always
ramified if m == 2 or 3 (mod 4), and in no other case.

Among the unramified odd primes, some are decomposed and some
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are inertial. As in the case of gaussian integers, we see that b is decom­
posed if m is a square modulo p, and inertial if m is not a square modulo

p. We introduce the Legendre symbol (~) for every integer s which is

not a multiple ofp: by definition it is + 1 if the p-residue of s is a square
in ]f(p), and - 1 if the p-residue of s is not a square in 1/(p). As the
multiplicative group of 1/(p) is a cyclic group of order p - 1 (II, § 9),

the relation (~) = 1 is equivalent to SHp-l) = 1 (mod p), and the rela-

tion (~) = - 1 to SHp-l) == - 1 (modi)). It follows that (~)(~) =

~).
It remains to investigate, in the case where 2 is unramified-that is,

in the case m == 1 (mod 4)-whether the prime 2 is inertial or decom­
posed. Since {I, HI + en is a basis of R over I, the residues modulo
2R of these elements form a basis of R/2R over 1/(2). As the minimal
polynomial of HI + e) over Q is X2 - X - (m - 1)/4, we have to
investigate whether this polynomial is irreducible or not over ]f(2). It
is clear that it is reducible over 1/(2) if and only if (m - 1)/4 is even.

We can now state our results:
THEOREM 32. In the quadratic field K = Q(v'm) (m, a square-free

integer),
a) the ramified primes are the odd prime divisors of m, and also 2 if

m =2 or 3 (mod 4);
b) the inertial primes are the odd primes p which do not divide m and

which are such that (i) = - 1, and also 2 if m =5 (mod 8);

c) the decomposed primes are the odd primes p which do not divide m

and which are such that (~) = 1, and also 2 if m =1 (mod 8).

One usually sets (1) = 1 if m = 1, 7 (mod 8), and (1) = - 1 if

m =3,5 (mod 8). In other words, for an odd m, we have (~) =

(_ l)(m'-l)/B.

We now study, for an odd prime p, the cyclotomic field of the p-th
roots of unity, that is, the splitting field of the polynomial ZP - lover
the field Q of rational numbers. The roots of this polynomial form a
group uhder multiplication, of prime order p. Hence if z is any root
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of ZP - 1, other than 1, then the other roots of Zp-l will be then
Z2, Z3, ... , Zp-l and zP = 1. Therefore the cyclotomic field of p-th
roots of unity is the simple extension Q(z) of Q. For computing the
degree [Q(z): Q], we first notice that z, Z2, ... , Zp-l are the roots of the
polynomial F(Z) = Zp-l + ... + Z + 1, whence we have F(Z) =
(Z - z)(Z - Z2) ... (Z - ZP-l). Let R' be the ring of algebraic
integers in Q(z); we have z E R'. For r = 2, 3, ... ,p - 1, the ele­
ment (1 - zr)/(l - z) is in R', since it is equal to 1 + z + ... + zr-l.
Its inverse (1 - z)/(l - zr) is also in R', for if we denote by r' an integer
such that rr' == 1 (modp), we have z =, (zr)", whence (1 - z)/(l - zr)
= 1 + zr + z2r + ... + z(r'-l)r. Therefore (1 - zr)/(l - z) is a
unit in R'. This being so, the formula p = F(l) = (1 - z)(l - Z2)
... (1 - ZP-l) shows that the ideal R'p is equal to R'(l - Z)P-l. The
formula 'ieJi = [Q(z):Q] (Corollary to Theorem 21 of § 9) about the
decomposition of R'p in R' thus shows that p - 1 < [Q(z): QJ. As z
is a root of the polynomial F(Z) of degreep - 1, the degree [Q(z):Q] is
exactly p - 1. Hence the polynomial F(Z) = Zp-l + ... + Z + 1 is
irreducible. Also the formulae e(p)f(p)g(P) = P - 1 (§ 9, Theorem 22)
and R'p = R'(1 - Z)P-l show that e(p) = p - 1, f(p) = g(p) = 1
(one says then that pis" completely ramified" in R') and that R'(l - z)
is a prime ideal.

Since Q(z) is a normal extension of degree p - 1 of Q, there are
p - 1 conjugates of z over Q, and these conjugates are obviously
z, Z2, ... ,Zp-l. The Galois group of Q(z) over Q, whose elements Sj
are defined by sJ(z) = zj for j = 1, ... ,p - 1 and obviously satisfy
the relations SiSj = Sk if k == ij (modp), is therefore isomorphic to the
multiplicative group of ] /(P); hence it is a cyclic group of order p - 1.

Let us now compute the discriminant of R' over]. We have
(Z - l)F(Z) = zp - 1 and hence F'(z) = pZP-l/(Z - 1). As z is in
R', this number pZP-l/(Z - 1) is contained in the different of R' over]
(Theorem 29). As the minimal polynomial of z - lover Q is
(X + l)P-l + ... + (X + 1) + 1, the norm N(z - 1) is p; since
N(z) = 1, we have N(F'(z» = pP-~/p = pp-2. Thus the discriminant
of R' over] divides pp-2, and p is the only prime number which may
ramify in R'. On the other hand we have seen that p is "completely
ramified" in R', and that R'(l - z) is the unique prime divisor of
R'p in R'. Then Lemma 4- (§ 11) shows that the powers (1 - z)j
(j = 0, 1, ... ,p - 2), whence also the powers zj, form a basis of
R'R'(l-z) over }(P)' Thus, by Theorem 30, the discrimimintof R'R'(l-Z)
over](P) is the discriminant of this basis, that is,pP-2, as has already been
computed. Therefore, since p is the only prime number which rami-
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fies in R', pp-2 is also the discriminant of R' over J; and {1, z, ... ,ZP-2}
is an integral basis of R' (Theorem 30).

Since p is odd, the Galois group of Q(z), which is a cyclic group of
order p - 1, contains Oile and only one subgroup of index 2. To this
subgroup corresponds a quadratic subfield K of Q(z), uniquely deter­
mined by p. By the transistivity formula for discriminants (Theorem
31), the discriminant of the ring R of algebraic integers of Kover J
divides pp-2. Then the formulae for the discriminant of a quadratic
field imply that K = Q(vP) if p =1 (mod 4) and K = Q(V - p) if
P=3 (mod 4). At any rate the discriminant of Rover J is p.

We now study the decomposition of a prime q =;!:. pin Q(z). Let g be
the number of its prime factors, and f their common relative degree
(Theorem 22 of § 9). We havefg = p - 1, as q is unramified. If 0
is any prime ideal of R' lying over (q), then R'I0 is obtained by adjoining
to JI(q) the p-th roots of unity. This implies that f is the smallest
positive integer for which q! =1 (mod p): in fact if ap-throot zof unity
belongs to the field with q! elements, we have zqf-l = 1, whence p
divides q! - 1; conversely, if ql' =1 (mod p) for l' < f, any p-th root
z of unity (over JI(q)) satisfies zqf'-l = 1, hence belongs to the field with
ql' elements. The decomposition field L of q is of degree g = (p - 1)If
over Q. Since Q(z) is an abelian extension of Q, all prime ideals of R'
lying over (q) have the same decomposition group and the same decom­
position field; we can thus talk of the decomposition group and the
decomposition field of (q), or of q, by a remark made in the beginning
of § 10. As the quadratic field K has only Q as proper subfield, we have
either K nL = Q, or K nL = K, that is, K C L. If q is inertial in K,
then K cannot be con:tained in L, as is easily seen by examining the
residue fields; thus K nL = Q in this case. Conversely if K nL = Q,
then the compositum L(K) is a quadratic extension of L; if 0 is a prime
ideal of L lying over (q), then 0 is inertial in L(K) since it can be neither
decomposed nor ramified (Theorem 24, § 10); if we denote by 0' the
only prime ideal of L(K) lying over 0, by 0" the prime ideal 0' nK,
and by ho, h, h', h" the residue fields corresponding to the prime ideals
(q), 0, 0', 0", then h = ho, [h' :h] = 2, and h' is the compositum of h
and h"; therefore h" = h', and q is inertial in K. If the prime q is
decomposed into two prime ideals q', q" in the quadratic field K, q'
and q" a..-e conjugate over Q; thus they decompose into the same num­
ber of prime ideals in Q(z), and the number g must be even. Con­
versely, if g is even, the decomposition group of q is a subgroup of
even index in the cyclic Galois group G of Q(z) over Q; therefore it
must be' contained in the unique subgroup of index 2 of G; in other



316 DEDEKI~D DOMAI~S Ch.V

words the decomposition field L contains the quadratic field K, and
the prime q is decomposed in K.

We now compare these results with those given in Theorem 32. In
the notation of this theorem, we have m = (- 1)HP-l)p. If q is decom-

(
(- 1)!(P-l)p)

posed in K, we have q = 1; on the other hand g is even,

whence qHP-l) = (qf)!g =1 (modp), and therefore (~) = 1 as has

been seen just after the definition of Legendre's symbol. If q is

(
(_ 1)HP-l)P) ,

inertial in K, then q = - 1; on the other hand, since g is

odd and p - 1 even, f must be even, whence qt(P-l) = (q!f)g, but by the
above given characterization of f, we have q!f == - 1 (mod p), whence

qHP-l) =- 1 (modp) since g is odd, and (~) = - 1. We have

now almost proved the following theorem:
THEOREM 33 ("QUADRATIC RECIPROCITY LAW"). IfP and q are dis­

tinct odd primes, we have

(*). (~) = (_ 1)HP-l)!(q-l).

If P is an odd prime, we have (~) = (- 1)(P'-1)/8.

PROOF. Just before stating Theorem 33, we saw that

for any prime q and any odd prime p. Hence

If q is also odd, we get by permutation of p and q,

Taking p = 3, and comparing these equalities, we get

(- 1) ((- 1)Hq-l») (- 1) leq-I)q = 3 = -3- = (- 1)Hq-l).
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Therefore

(~) (~) = ( - l~!CP-I») = ( q 1rcp
-

I
) = (_ l)!CP-l)!(q-I\

and our first formula is proved.
On the other hand, for q = 2, we have

Since, by definition, (I) = (- 1ym'-I)/8 for any odd number m, and

since m = (- l)!CP-I) P in the case which now interests us, we have

m2 - 1 = p2 - 1, whence (~) = (- 1YP·-I)/8. Q.E.D.

§ 13. A theorem of Kummer. In the last section, we have seen
that, both in the quadratic and in some cyclotomic fields, the rings of
algebraic integers admit integral bases of the form {I, y, ... ,yn-I} over
the ring J of rational integers. We have also been able to get useful
information about the decomposition of prime numbers in these fields.
We shall now prove a theorem which shows how some information about
the decomposition of prime ideals may be derived from the existence of
an integral basis of the above-mentioned type:

THEOREM 34 (KCMMER). Let R be an integrally closed doma£n, K
its quotient field, K' a finite algebraic extension of K, R' the integral
closure of R £n K'. We suppose that there eX£sts an element y of R' such
that R' = R + Ry + ... + Ryn-I (n = [K' :K]) (y is then a primitive
element of K' over K). Let F( Y) be the minimal polynomial of y over
K. (F(Y) has its coefficients in R, by Theorem 4 of § 3.) Let V be a
maX£mal ideal in R; for every polynomial G(X) over R, we denote by
G(X) the polynomial over R/V whose coefficients are the v-residues of the

g

corresponding coefficients of G. Let F(X) = II (f;(X))e(i) be the fac-
;=1

torization of F(X) into distinct irredUC£ble factors f;(X) over R/v; for
i = 1, ... ,g we denote by F;(X) a polynomial over R such that F;(X) =
f;(X). Then the ring R' has exactly g maximal ideals ~; which lie over V,
and we have

~, = R'v + R'F;(y).
Furthermore we have

R'v = 0In°2... n Og = 01·02· .. ·Og,

where 0; = R'v + R' .(F;(y))'(i).
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PROOF. We denote by k the field R/p. We consider the homo­
morphisms

R[X] -+ k[X] -+ k[X]/(fj(X»

(the first homomorphism being defined by G(X) -+ G(X». The kernel
of the composite homomorphism is (pR[X], Fj(X» and obviously con­
tains F(X). By passage to residue class rings, we have thus defined a
homomorphism h j of R' = R[y] = R[X]/F(X). onto the ring
k[X]/(fj(X», this ring being a field, since fj(X) is irreducible over k.
The kernel ~j of hj is therefore a maximal ideal of R'. As ~j contains
p, and as :p is maximal, we have ~,j nR = p. Since the g irreducible
polynomials fj(X) are distinct. the fields k[X]/Uj(X» are also distinct,
and so are the g maximal ideals ~j' The kernel ~j is clearly
equal to R'p + Fj(y)R'.

When the coefficients of the product of the g polynomials (Fj(X»e(i)
are reduced modulo b, the resulting polynomial is equal to P(X).
Since F(y) = 0, it follows that the product of the h elements (Fj(y»e(i)
belongs to R'p. Hence the product 01' Oz, .. " Og is contained in
R'b, if we set OJ = R'p + R' .(Fj(y»e(i). On the other hand the inter­
section 01 n ... n Og contains R'p. In order to prove our second
assertion, it will be sufficient to show that the intersection and the pro­
duct of the OJ coincide, and for this it'suffices to prove that OJ and OJ
are comaximal for i ::;!: j. But in this case we have an identity of the
form aj(XXfj(X»e(i) + aiX)(fiX»'(j) = 1, where aj(X) and aiX)
are polynomials over k. Hence if Aj(X) and AiX) are polynomials
over R such that Aj(X) = aj(X) and AiX) = aiX), then .

Aj(y)(Fj(y»'(i) + Aiy)(Fiy»'(j)

is congruent to 1 modulo R'b. But this is an element of OJ + OJ' .
As R'to is contained in OJ + OJ' this proves that OJ + OJ = R', and
consequently our second assertion is proved.

Every maximal ideal ~ of R' which contracts to p contains R'p. Thus
it must contain one of the ideals OJ' But, since ~/(j) C OJ, ~ must
also contain ~j' As the ~j are maximal ideals, ~ must be one of them.
This completes the proof of Theorem 34.

EXAMPLES.

1) Case of a Dedekind ring. The degree f(i) of fj(X) is obviously
the relative degree of ~j' Since ~/j) C OJ, we have e(i) > e'(i), where
e'(i) is the reduced ramification index of ~j' But as R' is a finite
R-module, we have J/(i)f(i) = n (Theorem 21 of § 9); since we

j
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obviously have 'J.e(i)f(i) = n, we conclude that e(i) is the reduced
i

ramification index of ~i'

2) Case of a quadratic field Q(vm) (m = 2 or 3 (mod 4)). We know
that {1, e} (e 2 = m) is an integral basis of this field. Hence F(X) =
X2 - m, and we have to study its decomposition in j /(p) (p:prime).
The only cases in which it is a square are p = 2 (since j /(2) is perfect),
and p'm. In the other cases (p an odd prime, pfm), the polynomial
X2 -'m factors into two distinct factors over j /(p) or is irreducible over
j /(p), according as m is or is not a square modulo p.

3) Case of a quadratic field Q(Ym) (m =1 (mod 4». We know that
{I, HI + e)} (e 2 = m) is an integral basis for this field. Hence
F(X) = X2 - X - (m - 1)/4. For F(X) to be a square in
U /(p»[XJ it is necessary and sufficient that the only root s of its
derivative F'(X) = 2X - 1 be a root of f(X); this implies p ¢ 2, and,
in this' case, we must have 4F(s) = 2(2s) - (m - 1) = - m = 0,
whence pi m; in other words the ramified primes are those which divide
m. Give~ any other prime p, for deciding whether it is inertial or de­
composed, we have to decide whether the polynomial X2 - X
-em - 1)/4 is or is not irreducible over j /(p). In case p = 2 it is
irreducible if and only if (m - 1)/4 is even. Ifp is odd, the classroom
method for solving quadratic equations reduces the question about the
irreducibility of X2 - X - (m - 1)/4 to the same question about
Z2 - m. Thus p is inertial if and only if m is a square modulo p.

4) Case of a cyclotomic field Q(z) (zP = 1, z ¢ 1). To make the
method more elementary, we shall prove that {I, z, ... , ZP-2} is an in­
tegral basis without using the theory of differents and discriminants.
We set F(Z) = Zp-l + ... + Z + 1 = (Z - z) ... (Z - ZP-l).
We first see that p = F(l) is a multiple of (1 - z) in the ring R' of
integers of Q(z), and is equal to N(l - z). Thus (1 - z) cannot be a
unit in R', and R'(l - z) contracts to (p) in j. Now, if x E R',
T((z - l)x) = (z - l)x + (Z2 - 1)x2+ ... +(ZP-l - 1)xp_1 (where
Xi is the conjugate of x defined by si (x) = Xi' Si being the auto­
morphism of Q(z) defined by Si(Z) = Zi) belongs to R'(z - 1) nj,
and is therefore a multiple of p. Finally, if we write any x in R'
in the form x = a o + a1z + ... + ap_ 2z

p- 2 a simple computation,
using T(z) = T(Z2) = ... = T(ZP-l) = - 1 and T(l) = P - 1, shows
that T((z - l)x) = - pao' whence a o is a rational integer. Replacing
x by xz2, ... ,xzP-\ which are also algebraic integers, we see that
ap_2, ap- 3, ••• , a1 are also rational integers. Thus {I, z, ... , ZP-2}
is a basis of R' over j.
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~ow, for studying the decomposition of a prime q in R', we have to
study the factorization of Xp-l + ... + X + 1 over the field] /(q), or
what amounts trivially to the same thing, the factorization of XP - l.
The only case in which this polynomial has a multiple factor (that is, in
which it is not relatively prime to its derivative pXP-l) is the case q = p.
For q #- P the p-th roots of unity over] /(q) lie in the field with qf ele­
ments, where / is the smallest positive integer such that qf = 1 (mod p)
(proof as in §12, p. 315). Then the polynomical Xp-l+ ... +X + 1
factors over] /(q), into (p - 1)//distinct irreducible factors of degree/.
The remaining part of the study is as in § 12.
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a-I: inverse of a, 1,2,4
S' C S: inclusion, 1,10,12
S' < S: proper inclusion, 1,10,12
GjH: factor (or quotient) group, 1,11,15
'" denotes homomorphism, 1,12,17
"'-' denotes isomorphism, . 1,12,17
(a, b): greatest common divisor of a and b, 1,14,22
oj: degree of polynomialJ, 1,16,25 and 1,18,35
R[X]: polynomial ring in one indeterminate over R, 1,16,26
R[x]: ring generated by x over R, 1,17,28
I: the set of non-negative integers, 1,18,34
R[XI , ••• , X,J: polynomial ring in n indeterminates over R, 1,18,35
R[xI , ••• , xn]: ring generated by Xl' ••• , Xn over R, 1,18;37
J: ring of integers, 1,20,48
RM : quotient ring of R with respect to the multiplicative system M,

1,20,46 and IV,9,221.
[V :F]: dimension of the vector space V over the field F, 1,21,53
dim V: dimension of the vector space V, 1,21,53
k(x I , ••• , xn): field generated by Xl' ••• , Xn over k, II,1,55
k(x): field generated by X over k (sometimes (x) denotes a finite family

of elements), II,1,55
[K:k]: degree of the field K over the subfield k, II,3,60
Jp : prime field of characteristic p :;t. 0, II,4,63
kP, II,4,64
~x, II,4,64
j'(X): derivative of the polynomial J(X), II,5,65
k(L), k[L], II,5,69
[K:kJ,: separable factor of the degree [K:k], II,5,71
[K:kJ;: inseparable factor of the degree [K:k], II,5,71
G(Kjk): Galois group of Kover k, II,7,80
GF(pn): Galois field with pn elements, II,8,83
NK/k(X): norm of X from Kto k, II,10,87
TK/k(x): trace of x from K to k, II,10,87

321



322 INDEX OF XOTATIO~S

dK/k{W I , ••• , wn}: discriminant of the basis {WI' •.• , wn} of Kover h,
II,II,92

tr. d. Klh: transcendence degree of Kover h, II,12,100
hP-t, hP- n, hP-oo, II,H,108
(A, B): subfield generated by A and B, II, 16, IH
[hex) :h]i: order of inseparability of hex) over h, II,16,116
[R, R'J: subring generated by Rand R', II,16,117
[D, D']: bracket of two derivations, II,17,122
'1)K or '1)K(L): vector space of derivations of K with values in L, II,17,

122
'1)K/K': vector space of derivations of K which are trivial on K',

II,17,122
(a): smallest ideal containing a, III,I,132
AL: product of a subset A of a ring R and of a subset L of an R-module,

III,2,137
M - N: difference module, III,3,140
MIN: factor module, III,3,140
a =b (AT): congruence modulo N, III,S, 14-2
RIN: residue class ring, III,s,H3
2l:lB: quotient ideal, III,7,H7
vm: radical of the ideal 2l, III,7,H7
l(M): length of the module M, III,11,160
E9: denotes direct sum, III,12,164nGa : complete direct product of the groups Ga, III,12bi., 172
aEA

~ Ga : complete direct sum of the groups Ga, III,12bi·,173
aEAn Ga : weak direct product of the groups Ga, III,12bi., 173
aEA

A x B: set product (or cartesian product) of A and B, III,H,182
A 0 B or A 0 B: tensor product of the algebras A, B over h,

k
III, H,183

ne : extension of the ideal n, IV,8,218
2le : contraction of the ideal 2l, IV,8,218
Rp : quotient ring of R with respect to the prime ideal p, IV,11,228
"(a): length of the ideal n, IV,13,233
'1)R'/R: different of R' over R, V,11,298
N K' /K(2l): norm of the ideal 2l, V, 11 ,305
'oR'/R: discriminant of R' over R, V,11,306

G): Legendre symbol for quadratic residues, V,12,313
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The numbers opposite each entry refer to chapter, section, and page respectively.
Thus the entry "Perfect field, II, 4-, 64-" means that a definition of perfect fields
may be found in Chapter II, § 4-, page 64-. In the text, all newly defined terms
are usually either introduced in a formal DEFINITION or italicized.

Abelian extension (of a field), V, 10, I
290

Abelian group, I, 4-, 6
Absolute zero divisor, I, 17, 31
Adjoin (elements to a field), II, 1, 55
Algebra (over a field), II I, 14-, 179
Algebraic closure (of afield), II, 14-,

106
Algebraic closure (of k in K), II, 3,

61
Algebraic element (over a ring), I,

17, 28
Algebraic extension, II, 3, 60
Algebraic integer, V, 4-, 265
Algebraically closed field, II, 14-, 106
Algebraically closed (in K), II, 3, 61
Algebraically dependent elements, I,

18, 37
Algebraically independent elements,

I, 18, 37
Ann;!lilator (of a subset of a module),

III, 6, 14-4-
Ascending chain condition (or a.c.c.),

III, 10, 155
Associate elements (in a ring), I, 14-,

21
Associated prime ideal (of a primary

ideal), III, 9,152
Associated prime ideal (of an ideal In

a noetherian ring), IV,S, 211
Associative (binary operation), I, 1,

Automorphism, I,ll, 14­
Automorphism (of a vector space), I,

21, 53

Basis (of a module), III, 10, 157
Basis (of a vector space), I, 21, 50
Binary operation, I, 1, 1

Cancellation law, I, 2, 4-
Canonical homomorphism (of a group

onto a factor group), I,ll, 15
Canonical homomorphism (for mod­

ules), III, 3, 14-0
Canonical homomorphism (for rings),

III,S, 14-3
Canonical homomorphism (of a ring

into a quotient ring), IV, 9, 222
Characteristic p (of a field), II, 4-, 63
Characteristic polynomial, II, 10, 87
Characteristic zero (of a field), II, 4-,

62
Chinese remainder theorem, V, 7, 279
Closed ideal, IV, 7, 217
Coefficient (of a polynomial), I, 16,

25
, Comaximal ideals, III, 13, 176

Commutative (binary operation), I, 1,
1

Commutative group, I, 4-, 6
Commutative ring, I, 5, 7
Complement (of a submodule), Ill,

12, 167
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Complementary module, V, 11, 298
Complete direct product, Ill, 12bis,

172
Complete direct sum, Ill, 12bis, 173
Completely ramified prime ideal, V,

ll, 310
Completely ramified prime number, V,

12, 314
Completely reducible module, Ill, 12,

167
Component (of an element in a prod-,

uct), Ill, 12bis, 173
Composition differences, Ill, 11, 162
Composition series, Ill, ll, 159
Composition series between M and N,

Ill, 11, 163
Conductor, V, 5, 269
Congruence, congruence modulo N,

Ill, 5, 142
Conjugate elements, II, 2, 57
Constants, I, 16, 27
Content (of a polynomial), 1,17, 32
Contracted ideal, IV, 8, 218
Contraction of an ideal, IV, 8, 218
Coset, 1, 3, 5
Cyclic group, 1, 2, 4
Cyclic module, Ill, 10, 157

Decomposed prime number, V, 9, 288
Decomposition field, V, 10, 290
Decomposition group, V, 10, 290
Dedekind domain, V, 6, 270
Dedekind-Noether isomorphism theo-

rems, Ill, 4, 140
Dedekind ring, V, 6, 270
Degree (of a field extension), II, 3,

60
Degree (of a monomial), 1, 18, 35
Degree (of a polynomial in one inde­

terminate), 1, 16, 25
Degree (of a polynomial in several in­

determinates), I, 18, 35

, Degree of inseparability (of a field
extension), 11, 5, 71

Degree of inseparability (of a poly­
nomial), II, 5,67

Degree of separability (of a polyno­
mial), II, 5, 67

i Degree of separability (of a field ex­
tension), II, 5,- 71

Depth (of a proper prime ideal), IV,
14, 240

Deriyation, II, 17, 120
Derivative (of a polynomial), II, 5,

65
Descending chain condition (or

d.c.c.), Ill, 10, 155
Difference, 1, 4, 7
Difference module, III, 3, 140
Different (of R' with respect to R),

V, 11, 298
Differential exponent, V, 11, 298
Dimension (of a vector space), I, 21,

53
Direct product, lII, 12bis, 173
Direct sum, Ill, 12bis, 173
Direct sum of ideals, Ill, 13, 174

i Direct sum of modules, Ill, 12, 163
, Discrete valuation ring, V, 6, 278
I Discriminant of a basis, lI, 11, 92

Discriminant (as an ideal), V, 4, 266
and V, 11, 306

Distributive law, 1, 5, 7
I Divisible, I, 14, 21

Division, 1, 8, 10
Divisor, I, 14, 21
Domain (integral d.), 1, 6, 9
Dual basis, V, 4, 265

Endomorphism (of a group), 1, 11, 14
Endomorphism (of a module), Ill, 3,

138
En domorphism (of a vector space), I,

21, 53
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Equation of integral c:ependence, V,
1, 254-

Equivalent free joins, III, 15, 188
Equivalent normal series, III, 11, 162
Equivalent products of two algebras,

III, 14-, 179
Euclidean domain, I, 15, 22
Exchange property, I, 21, 50
Exponent (of a primary ideal), III, 9,

153
Exponent of inseparability (of a poly-

nomial), II, 5, 67
Extended ideal, IV, 8, 218
Extension field, II, 1, 55
Extension of an ideal, IV, 8, 218

Factor group, 1, 11, 15
Factor module, III, 3, 14-0
Field, 1, 8, 10
Field discriminant, II, 11, 93
Field extension, II, 1, 55
Field of characteristic zero (or p), II,

4-, 62, 63
Field of algebraic functions, II, 13,

102
Field of rational functions in n inde-

terminates, II, 12, 95
Field polynomial, II, 10, 87
Finite basis, III, 10, 157
Finite basis condition, IV, 1, 199
Finite extension, II, 3, 60
Finite group, I, 2, 4-
Finite integral domain (over a field),

V, 4-,' 266
Finitely generated field extension, II,

1, 55
Fixed field (of a group of automor-

phisms), II, 7, 80
Form, I, 18,35
Fractionary ideal, V, 6, 271
Free (subset of a vector space), I, 21,

50

Free extension (of k relative to k(x»,
II, 16, t 17

Free join of two fields, III, 15, 187
Free join of two integral domains, III,

15, 187
Free over (rings free over a field), II,

16, 117

Galois field, II, 4-, 64-
Galois group (of Kover k), II, 7, 80
Gauss (lemma of), I, 17, 32
Gaussian integers, V, 9, 287
Generating set (of a polynomial ring),

I, 18, 37
Generator (of a polynomial ring), I,

17, 28
Greatest common divisor (or GCD),

I, 14-, 22
Group, I, 2, 3
Group with a ring of operators, III,

1, 135

Height (of a proper prime ideal), IV,
14-, 24-0

Hilbert basis theorem, IV, 1, 200
Homogeneous polynomial, I, 18, 35
Homomorphism (for groups), I, 11,

13
Homomorphism (for modules), III, 3,

138
Homomorphism (for rings), I, 12, 16
Homomorphism (for vector spaces), I,

21, 53

Ideal, III, 1, 132
Ideal-length of an ideal, IV, 13, 233
Idempotent, III, 13, 176
Identification, I, 13, 20
Identity (of a ring), I, 6, 8
Identity element, I, 1, 2
Identity mapping, I, 10, 13
Image, I, 10, 12
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Imbedded primary component (of an
ideal), IV,S, 211

Imbedded prime ideal (of an ideal),
IV,S, 211

Improper divisor, I, 14, 21
Improper refinement of a normal

series, III, 11, 159
Indecomposable module, III, 12, 169
Independent (polynomial indo of some

variable), I, 18, 36
Independent submodules, III, 12, 163
Indeterminate, I, 16, 26
Index of nilpotency, IV, 15, 245
Indexed by a set A, III, 12bis, 172
Inductive set, II, 12, 98
Inertia field, V, 10, 292
Inertia group, V, 10, 292
Inertial prime number, V, 9, 288
Inseparable element (over k), II,S,

67
Inseparable factor of the degree, II,S,

71
Inseparable field extension, II,S, 68
Inseparable polynomial (over k), II,S,

65
Integral (over a ring), V, 1, 254
Integral basis, V, 4, 266
Integral closure (of A in B), V, 1, 256
Integral domain, I, 6, 9
Integral function (in a function field),

V, 4, 265
Integral ideal, V, 6, 271
Integrally closed (in can overring), V,

1, 256
Integrally closed domain, V, 1, 256
Integrally dependent element, V, 1,

254-
Invariant subgroup, I, 3, 5
Inverse, I, 1, 2
Inverse transformation, I, 10, 13
Invertible ideal, V, 6, 271
Irreducible element (of a ring), I, 14,

21

Irreducible ideal, IV, 4, 208
Irreducible module, III, 11, 159
Irredundant primary representation,

IV, 4, 209
Isolated idea1 comf>Onent, IV,S, 212
Isolated primary component, IV,S,

211
, Isolated prime ideal, IV,S, 211

Isolated system of prime ideals, IV,S,
212

Isomorphic extensions (over k), II, 1,
55

Isomorphism (case of group's), I,ll,
14

Isomorphism (case of modules), III, 3,
138

Isomorphism (case of vector spaces) l I,
21, 53

Jordan theorem, III, 11, 159

Kernel (of a homomorphism), I, 11,
14

Lasker-Noether decomposition the­
orem, IV, 4, 208

Leading coefficient (of a polynomial
in one indeterminate), I, ! 6, 25

, Legendre symbol, V, 12, 313
Length of an ideal, IV, 13, 233
Length of a module, III, 11, 160
Length of a normal series, III, 11, 159
Linear combination, I, 21, 49
Linear disjointness, II, 15, 109
Linear polynomial, I, 17, 29
Linear transformation, I, 21, 53 and

III, 3, 138
Linearly disjoint extensions, II, 15,

109
Linearly independent elements, I, 21,

51
Local ring, IV, ! I, 228
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and

13,

p-basis, II, 17, 129
p-independent set, II, 17, 129
Pairwise comaximal ideals, III,

176
I Pairwise compatible congruences, V, 7,

279
Partial derivation, II, 17, 121
Partial derivative, II, 17, 121
Partially ordered set, II, 12, 98
Perfect closure of a field, II, 14, 108
Perfect field, II, 4, 64
Polynomial III one indeterminate, I,

16, 25
Polynomial in several indeterminates,

I, 18, 34-
Polynomial ring, I, 17, 28 and I, 18,

37
Primary ideal, III, 9, 152
Primary ideal belonging to a prime

ideal, III, 9, 152
Primary representation of an ideal, IV,

4,209
Primary ring, IV, 3, 204

One to one, I, 10, 13
Onto (transformation onto), I, 10, 12
Operator, III, I, 135
Operator homomorphism, III, 3, 138
Order of a finite group, I, 2, 4

i Order of an element in a group, I, 3,
6

Order of a subset of a module, III, 6,
144

Order of inseparability, II, 16, t 16
Orthogonal idempotents, III, 13, 176
Overring, I, 9, II

I ~ormal series between a module
a submodule, III, II, 163

~ormal subgroup, I, 3, 5
n-th upper Loewy invariant of an

ideal, IV, 16,251
~ul1ring, I, 5-, 8

~atural homomorphism (of a group
onto a factor group), I, II, 15

~atural homomorphism (for modules),
III, 3, 140

~atural homomorphism (for rings),
III, 5, 143

~atural homomorphism (of a ring into
a quotient ring), IV, 9, 222

~egative (of a subset of a module),
III, 2, 136

~ilpotent element, III, 7, 148
~ilpotent ideal, IV, 3bis, 207
~oetherian ring (or domain), IV, I,

199
~oetherian module, IV, App., 252
~orm of an element, II, 10, 87
~orm of an ideal, V, 11,305
~ormal differences, III, I I, 162
~ormal extension, II, 6, 74
~ormal series, III, I I, 159

\1acLane theorem, II, 13, 104­
Mapping, I, 10, 13
Maximal element, II, 12, 98
Maximal ideal, III, 8, 14-9
\1aximal separable extension, II, 5, 71
Max!mally algebraic in K (or m.a.),

III, 15, 196
Maximum condition, III, 10, 156
Minimal polynomial, II, 2, 56 and

V, 3, 261
Minimum condition, III, 10, 156
Modular law, III, 2, 137
Module, III, I, 134
Module basis, III, 10, 157
Monic polynomial, I, 16, 25
Monomial, I, 18, 35
Multiple, I, 14, 21
Multiple root, II, 5, 68
Multiplication, I, I, I
Multiplicative system (or m.s.), I, 20, j

46
Multiplicity of a root, II, 5, 68
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Primary submodule, IV, App., 252
Prime field, II, 4, 62
Prime ideal, III, 8, 149
Prime to an ideal (element or sub-

set ...), IV, 10, 223
PrimitiVe element, II, 9, 84
Primitive polynomial, I, 17, 32
Principal ideal, III, 1, 132
Principal ideal domain (or PID), IV,

15, 242
Principal ideal ring (or PIR), IV, 15,

242
Product, I, 1, 1
Product (in a module), III, 1, 134
Product of ideals in a ring, III, 7, 146
Product of subsets of a ring and a

module, III, 2, 137
Product of two algebras, III, .14, 179
Product of two transforri:lations, I, 10,

12
Proper ideal, I II, 1, 132
Proper submodule, III, 2, 136
Proper subset, I, 10, 12
Proper zero divisor, I, 5, 8
Pure transcendental extension, II, 12,

95
Purely inseparable element, II, 5, 68
Purely inseparable extension, II, 5, 68

Quadratic field, V, 12, 312
Quadratic reciprocity law, V, 12, 316
Quasi algebraically closed in an exten-

sion field, II, 5, 71
Quasi linearly disjoint extensions, III,

15, 191
Quasi maximally algebraic (or q.m.a.),

III,15,196
Quotient, I, 8, 10
Quotient field, I, 19, 43
Quotient group, I,ll, 15
Quotient of ideals in a ring, III, 7,

147

Quotient ring with respect to a multi­
plicative system, I, 20, 46 and IV,
9, 221

Quotient ring with respect to a prime
ideal, IV, 11, 228

Radical of an ideal, III, 7, 147
Radical of a ring, III, 7, 148
Radical of a submodule, IV, App., 252
Ramification groups, V, 10, 294
Ramification index, V, 9, 284 and V,

10, 294
Ramification numbers, V, 10, 294
Ramified prime ideal, V, 10, 294
Ramified prime number, V, 9, 288
Reduced degree, II, 5, 67
Reduced primary representation, IV,

4, 209
Reduced ramification index, V, 9, 284
Reduced relative degree, V, 10, 294
Refinement of a normal series, III, 11,

159
Regular element of a ring, I, 5, 8
Relative degree (of a prime ideal over

another), V, 9, 285
Relative homomorphism, I, 12, 19
Relatively prime elements, I, 14, 22
Residue class, III, 5, 143
Residue class ring, III, 5, 143
Restriction of a transformation, I, 10,

12
Ring, I, 5, 7
Ring of operators, III, 1, 135
Root of a polynomial, I, 17, 31

Separable element, II, 5, 67
Separable factor of the degree, II, 5,

71
Separable field extension, II, 5, 68 and

II, 15, 113
Separable polynomial, II, 5, 65

i Separably generated extension, II, 13,
102
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Separating element, II, 13, 102
Separating transcendence basis, II, 13,

102
Set product, III, 12bis, 172
Set of generators of an ideal, IV, I, :

199
Simple extension, II, I, 55
Simple module, III, 11, 159
Simple root, II, 5, 68
Span, I, 21, 49
Special principal ideal ring, IV, 15,

245
Splitting field, II, 6, 72
Strongly primary ideal, III, 9, 153
Subfield, I, 9, II
Subgroup, I, 3, 4
Submodule, III, 2, 136
Subring, I, 9, 10
Subspace, I, 21, 49
Substitution (in a polynomial), I, 16,

26
Subtraction, I, 4, 7
Sum, I, 4, 6
Sum of ideals in a ring, III, 7, 146
Sum of s~bmodules, III, 2, 136
'Symbolic powers of a primary ideal,

IV, 12, 232
System of generators of a vector space,

I, 21, 50

Tensor product of two algebras, III,
14, 179

Total quotient ring, I, 19, 43
Totally ordered set, II, 12, 98
Trace, II, 10, 87
Transcendence basis, II, 12, 96
Transcendence degree (of a field or of

an integral domain), II, 12, 100
Transcendence set, II, 12, 95

Transcendental element (over a ring),
I, 17, 28

Transcendental extension, II, 3, 60
and II, 12, 95

Transform (of an element, of a sub~

set), I, 10, 12
Transformation, I, 'I Of 12
Transitivity law for norms and traces,

II, 10, 92
Trivial derivation, II, 17, 120
Trivial module, III, I, 134

Unique factorization domain (or
UFD), I, 14, 21

Unit (in a ring), I, 6, 8
Unitary module, III, I, 134
Unitary overring, I, 9, II
Unitary subring, I, 9, II
Univalent mapping, I, 10, 13
Universal mapping property of quo-

tient rings, IV, 9, 222
Universal mapping property of tensor

products, III, 14, 180
Upper bound, II, 12, 98
Upper Loewy series of an ideal, IV,

16, 251

Valuation (of a field), V, 6,275
Vandermonde determinant, II, II, 94
Vector, I, 21, 49
Vector basis, III, 12, 171
Vector space, I, 21, 49
Vector subspace, I, 21, 49

Weak direct product, III, 12bis, 173
Weak direct sum, III, 12bis, 173

Zero divisor, I, 5, 8
Zorn's lemma, II, 12, 98


