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Preface to the Second Edition 

In the quarter century since the first edition of this book appeared, tremendous 
development has occurred in operator theory and the topics covered here. However, 
the new edition remains unchanged except that several mistakes and typographical 
errors have been corrected. Further, a brief report on the current state of the double­
asterisk, open, problems is given along with references. No attempt is made to 
describe other progress that has been made in the study ofToeplitz operators and 
related topics nor has the bibliography been updated. 

Still, it is hoped that a new generation of students will find useful the introduction 
to operator theory given here. 

College Station, Texas 
July 1997 

Ronald G. Douglas 
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Preface to the First Edition 

Operator theory is a diverse area of mathematics which derives its impetus and 
motivation from several sources. It began as did practically all of modem analysis 
with the study of integral equations at the end of the last century. It now includes 
the study of operators and collections of operators arising in various branches 
of physics and mechanics as well as other parts of mathematics and indeed is 
sufficiently well developed to have a logic of its own. The appearance of several 
monographs on recent studies in operator theory testifies both to its vigor and 
breadth. 

The intention of this book is to discuss certain advanced topics in operator 
theory and to provide the necessary background for them assuming only the 
standard senior-first year graduate courses in general topology, measure theory, 
and algebra. There is no attempt at completeness and many "elementary" topics 
are either omitted or mentioned only in the problems. The intention is rather to 
obtain the main results as quickly as possible. 

The book begins with a chapter presenting the basic results in the theory of 
Banach spaces along with many relevant examples. The second chapter concerns 
the elementary theory of commutative Banach algebras since these techniques are 
essential for the approach to operator theory presented in the later chapters. Then 
after a short chapter on the geometry of Hilbert space, the study of operator theory 
begins in earnest. In the fourth chapter operators on Hilbert space are studied and 
a rather sophisticated version of the spectral theorem is obtained. The notion of 
a C*-algebra is introduced and used throughout the last half of this chapter. The 
study of compact operators and Fredholm operators is taken up in the fifth chapter 
along with certain ancillary results concerning ideals in C*-algebras. The approach 
here is a bit unorthodox but is suggested by modem developments. 

The last two chapters are of a slightly different character and present a systematic 
development including recent research of the theory of Toeplitz operators. This 
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viii Preface to the First Edition 

latter class of operators has attracted the attention of several mathematicians 
recently and occurs in several rather diverse contexts. 

In the sixth chapter certain topics from the theory of Hardy spaces are developed. 
The selection is dictated by needs of the last chapter and proofs are based on the 
techniques obtained earlier in the book. The study of Toeplitz operators is taken 
up in the seventh chapter. Most of what is known in the scalar case is presented 
including Widom's result on the connectedness of the spectrum. 

At the end of each chapter there are source notes which suggest additional read­
ing along with giving some comments on who proved what and when. Although 
a reasonable attempt has been made in the latter chapters at citing the appropriate 
source for important results, omissions have undoubtedly occurred. Moreover, 
the absence of a reference should not be construed to mean the result is due to 
the author. 

In addition, following each chapter is a large number of problems of varying 
difficulty. The purposes of these are many: to allow the reader to test his under­
standing; to indicate certain extensions of the theory which are now accessible; to 
alert the reader to certain important and related results of which he should be aware 
along with a hint or a reference for the proof; and to point out certain questions for 
which the answer is not known. These latter questions are indicated by a double 
asterisk; a single asterisk indicates a difficult problem. 

Stony Brook, New York 
August 1971 

Ronald G. Douglas 
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Chapter 1 

Banach Spaces 

1.1 We begin by introducing the most representative example of a Banach space. 
Let X be a compact Hausdorff space and let C(X) denote the set of continuous 
complex-valued functions on X. For /I and fz in C(X) and).. a complex number, 
we define: 

(1) (/I + fz)(x) = /I (x) + fz(x); 
(2) (A./l)(x) = A./1 (x); and 
(3) (/Ifz)(x) = /I (x)fz(x). 

With these operations C (X) is a commutative algebra with identity over the 
complex field C. 

Each function f in C(X) is bounded, since it follows from the fact that f is 
continuous and X is compact that the range off is a compact subset of C. Thus the 
least upper bound of If I is finite; we call this number the norm off and denote it by 

11/lloo = sup{lf(x)l : x EX}. 

The following properties of the norm are easily verified: 

(1) 11/lloo = 0 if and only iff = 0; 
(2) IIA/IIoo = IA.III/IIoo; 
(3) II/+ glloo ::S 11/lloo + llglloo; and 
(4) 11/glloo ::S 11/lloollglloo· 

We define a metric p on C(X) by p(f, g) = II/- glloo· The properties of a 
metric, namely, 

(1) p(f, g) = 0 if and only iff= g, 
(2) p(j, g)= p(g, f), and 
(3) p(j, h):::: p(j, g)+ p(g, h), 

follow immediately from properties (1)-{3) of the norm. It is easily seen that 
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2 Banach Algebra Techniques in Operator Theory 

convergence with respect to the metric pis just uniform convergence. An important 
property of this metric is that C (X) is complete with respect to it. 

1.2 Proposition. If X is a compact Hausdorff space, then C(X) is a complete 
metric space. 

Proof If Un }~ 1 is a Cauchy sequence, then 

1/n(X)- fm(X)I S 11/n- fmlloo = P<fn, fm) 

for each x in X. Hence, Un (x) }~1 is a Cauchy sequence of complex numbers for 
each x in X, so we may define f (x) = limn->oo fn (x ). We need to show that f is in 
C (X) and that limn->oo II f- fn lloo = 0. To that end, givens > 0, choose N such 
that n, m ~ N implies II fn - f m II 00 < e. For xo in X there exists a neighborhood 
U of x0 such that 1/N(xo)- /N(x)l < e for x in U. Therefore, 

lf(xo)- f(x)l S lim 1/n(Xo)- /N(xo)l + lim 1/N(xo)- !N(x)l 
n ..... oo n----+oo 

+ lim 1/N(x)- fn(x)l 
n->00 

which implies f is continuous. Further, for n ~ Nand x in X, we have 

1/n(X)- f(x)l = lfn(X)- lim fm(x)l = lim lfn(X)- fm(X)I 
m-+oo m--}o-00 

S lim sup 11/n - fm lloo S e. 
m->oo 

Thus limn->oo 11/x- flloo = 0 and hence C(X) is complete. • 
We next define the notion of Banach space which abstracts the salient properties 

of the preceding example. We shall see later in this chapter that every Banach space 
is isomorphic to a subspace of some C (X). 

1.3 Definition. A Banach space is a complex linear space g{; with a norm II II 
satisfying 

(1) 11/11 = 0 if and only iff= 0, 
(2) I lVII = IA.III/11 for A. inC and fin g{;, and 
(3) II/+ gil :S II/II+ llgll for f and gin:<£, 

such that g{; is complete in the metric given by this norm. 

1.4 Proposition. Let g{; be a Banach space. The functions 

a: g{; x :<£--+ :<£defined a(f, g) = f + g, 
s: C x :<£--+ :<£defined s(A., f) = A.f, and 
n: X--+ IR+ defined n(f) = 11/11 

are continuous. 



Banach Spaces 3 

Proof Obvious. • 

1.5 Directed Sets and Nets The topology of a metric space can be described in 
terms of the sequences in it that converge. For more general topological spaces 
a notion of generalized sequence is necessary. In what follows it will often be 
convenient to describe a topology in terms of its convergent generalized sequences. 
Thus we proceed to review for the reader the notion of net. 

A directed set A is a partially ordered set having the property that for each pair 
a and {3 in A there exists y in A such that y ~a andy ~ {3. A net is a function 
a ~ Aa on a directed set. If the Aa all lie in a topological space X, then the net is 
said to converge to A in X if for each neighborhood U of A there exists au in A such 
that Aa is in U for a ~ au. Two topologies on a space X coincide if they have the 
same convergent nets. Lastly, a topology can be defined on X by prescribing the 
convergent nets. For further information concerning nets and subnets, the reader 
should consult [71]. 

We now consider the convergence of Cauchy nets in a Banach space. 

1.6 Definition. A net Ua laeA in a Banach space X is said to be a Cauchy net if for 
every e > 0, there exists ao in A such that a., az ~ ao implies II /a1 - /a2 ll < e. 

1.7 Proposition. In a Banach space each Cauchy net is convergent. 

Proof Let UalaeA be a Cauchy net in the Banach space~- Choose a1 such that 
a~ a1 implies lila- /a1 11 < 1. Having chosen {ak}k=l in A, choose an+l ~an 
such that a ~ an+l implies 

1 II fa - fan+ I II < n + 1 

The sequence {/a. };!1 is clearly Cauchy and, since~ is complete, there exists f 
in ~ such that limn-+oo fa. = f. 

ltremainstoprovethatliiDaeA fa= f.Givene > O,choosensuchthat1/n < ef2 
and 11/a. -/II < ej2. Then for a~ an we have 

11/a- /II ::5 II fa- fanll +II fa.- !II < 1/n + e/2 < 8. • 

We next consider a general notion of summability in a Banach space which will 
be used in Chapter 3. 

1.8 Definition. Let {/a }aeA be a set of vectors in the Banach space ~- Let 
?Ji = {F c A : F finite}. If we define F1 :::: F2 for F1 c F2 , then ?Ji is a 
directed set. For each Fin ?Ji, letgp = LaeF fa· If the net {gF}Fe~ converges to 
someg in~. then the sum LaeA fa is said to converge and wewriteg = LaeA fa· 

1.9 Proposition. If {/a }aeA is a set of vectors in the Banach space ~ such that 
LaeA II Ia II converges in the real line IR, then LaeA fa converges in ~-
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Proof It suffices to show, in the notation of Definition 1.8, that the net {g F} Fe'!J' 

is Cauchy. Since LaeA II fa II converges, fore > 0, there exists F0 in ?1' such that 
F ::: Fo implies 

~)I fall- I: lila"< e 
aeF aeFo 

Thus for Ft, Fz ::: Fo we have 

= II L fa - L fa II aeF1 \F2 aeF2\F1 

< .E II !a II + .E lila II 

< .E II !a II - .E II !a II < c. 
aeF1UF2 aeFo 

Therefore, {gf} Fe'!J' is Cauchy and LaeA fa converges by definition. • 
We now state an elementary criterion for a normed linear space (that is, a 

complex linear space with a norm satisfying (l)-(3) of Definition 1.3) to be 
complete and hence a Banach space. This will prove very useful in verifying 
that various examples are Banach spaces. 

1.10 Coronary. A normed linear space 2t' is a Banach space if and only if for 
every sequence Un}~1 of vectors in 2t' the condition .E;:1 iifn II < oo implies the 
convergence of .E;:1 fn· 

Proof If 2t' is a Banach space, then the conclusion follows from the preceding 
proposition. Therefore, assume that {gn}~ 1 is a Cauchy sequence in a normed 
linear space 2t' in which the series hypothesis is valid. Then we may choose a 
subsequence {gnk }~1 such that .E~1 ll8nk+t - 8nk II < oo as follows: Choose 
nt such that for i, j ::: n1 we have ijg;- gj II < 1; having chosen {ndt=i' 
choose nN+I > nN such that i,j > nN+I implies llg; -gjll < 2-N. If we 
set fk = 8nk - 8nk-I fork > 1 and /1 = 8n 1 , then .E~1 11/k II < oo, and the 
hypothesis implies that the series .E~1 fk converges. It follows from the definition 
of convergence that the sequence {gnk }~1 converges in 2t' and hence so also does 
{gn }~1 • Thus 2t' is complete and hence a Banach space. • 

In the study of linear spaces the notion of a linear functional is extremely 
important. The collection of linear functionals defined on a given linear space is 
itself a linear space and this duality is a powerful tool for studying both spaces. In 
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the study of Banach spaces the corresponding notion is that of a continuous linear 
functional. 

1.11 Definition. Let 2e be a Banach space. A function ({J from 2e to C is a bounded 
linear functional if: 

(1) ({J(AJ/1 + A2/2) = A1 ({J(/!) + A2({J(/2) for j 1, h in 2£ and AI, A2 inC; and 
(2) There exists M such that I({J(f)l ~ M 11!11 for every fin 2£. 

1.12 Proposition. Let qJ be a linear functional on the Banach space 2£. The 
following statements are equivalent: 

( 1) qJ is bounded; 
(2) ({J is continuous; 
(3) qJ is continuous at 0. 

Proof (1) implies (2). If Ua }aEA is a net in 2£ converging to j, then 
limaEA II fa - f II = 0. Hence, 

lim I({JCfa)- ({J(f)l =lim 1(/JCfa -f) I ~lim M II fa- /II = 0, 
aEA aEA aEA 

which implies that the net {({J(fa)}aEA converges to qJ(j). Thus qJ is continuous. 

(2) implies (3). Obvious. 

(3) implies ( 1 ). If ({J is continuous at 0, then there exists 8 > 0 such that II f II < 8 
implies lrp(f)l < 1. Hence, for any nonzero gin X we have 

211gll I ( 8 ) I 2 I({J(g)l = - 8 - (/J 211811 g < 8 llgll, 

and thus ({J is bounded. • 
We next define a norm on the space of bounded linear functionals which makes 

it into a Banach space. 

1.13 Definition. Let 2£* be the set of bounded linear functionals on the Banach 
space 2£. For ({J in 2£*, let 

11</JII - { I({J(f)l ·! i= o} 
-sup 11!11 · · 

Then 2£* is said to be the conjugate or dual space of 2e. 

1.14 Proposition. The conjugate space 2£* is a Banach space. 

Proof That 2£* is a linear space is obvious, as are properties (1) and (2) for the 
norm. To prove (3) we compute 
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II + II l(q1, + (/12)(/)1 l(q1, (f)+ (/12(/)1 
(/)I (/12 =~~~ 11/11 =~~n 11/11 

< 1((/)J (f) I + 1(/12(/)1 
sup sup---

- NO 11/11 NO 11/11 

= 11(/)III + 11(/1211. 

Finally, we must show that 2t* is complete. Thus, suppose {qJn}~ 1 is a Cauchy 
sequence in 2t*. For each f in 2t we have lr/Jn (f) - (/Jm (f) I ,:::: 11(/)n - (/Jm II II f II 
so that the sequence of complex numbers {(/)n(/)}~1 is Cauchy for each fin~­
Hence, we can define q1(/) = limn->oo (/in(/). The linearity of qJ follows from 
the corresponding linearity of the functionals (/Jn. Further, if N is chosen so that 
n, m ::: N implies II (/Jn - (/Jm II < 1, then for f in 2t we have 

lr/J(f)l,:::: lq1(/)- (/JN(/)1 + 1(/)N(/)1 

,:::: lim 1(/Jn<f)- (/JN(f)l + 1(/)N(/)1 
n->oo 

,::::lim sup 11(/)n- (/)Nil 11/11 + 11(/)NII 11/11 
n->oo 

.:::: (1 + 11(/)NII) 11/11. 

Thus qJ is in 2t* and it remains only to show that limn->oo llq1- (/Jn II = 0. Given 
e > 0, choose N such that n, m ::: N implies 11(/)n - IPm II < e. Then for fin~ 
and m, n ::: N, we have 

Since limm->oo I(IP- lfJn)(f)l = 0, we have IIIP- (/)mil < e. Thus the sequence 
{(/)n}~ 1 converges to I{J and 2t* is complete. • 

The reader should compare the preceding proof to that of Proposition 1.2. 
We now want to consider some further examples of Banach spaces and to 

compute their respective conjugate spaces. 

1.15 EXAMPLES. Let [ 00 (~+) denote the collection of all bounded complex func­
tions on the nonnegative integers~+. Define addition and multiplication pointwise 
and set II f II 00 = sup{ If (n) I : n E ~+}.It is not difficult to verify that zoo(~+) is a 
Banach space with respect to this norm, and this will be left as an exercise. Further, 
the collection of all functions fin !00 (~+) such that limn->oo f(n) = 0 is a closed 
subspace of ! 00 (~+) and hence a Banach space; we denote this space by co(~+). 

In addition, let 11 (~+) denote the collection of all complex functions IP on ~+ 
such that .E~o llfJ(n) I < oo. Define addition and scalar multiplication pointwise 
and set llqJII 1 = .E~o llfJ(n)l. Again we leave as an exercise the task of showing 
that 11 (~+) is a Banach space for this norm. 
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We consider now the problem of identifying conjugate spaces and we begin 
with c0 (J::+). For ({J in 11 (1::+) we define the functional ij; on co(J::+) such that 
ij;(f) = L::o ((J(n) f (n) for f in c0(J::+); the latter sum converges, since 

liPU>I = ~n~ ((J(n)f(n)l :S n~ i((J(n)iif(n)i 

00 

:S llflloo L i({J(n)i = llflloo li({Jiit · 

Moreover, since ij; is obviously linear, this latter inequality shows that ij; is in 
co(£:+)* and that li({Jiit 2: lliPII. where the latter is the norm of ij; as an element of 
c0 (J::+)*. Thus the map a(({J) = ij; from it(£:+) to co(£:+)* is well defined and is 
contractive. We want to show that a is isometric and onto co(J::+)*. 

To that end let L be an element of co(J::+)* and define the function (/JL on J::+ 
so that (/JL (n) = L(en) for n in J::+, where en is the element of co(£:+) defined to 
be 1 at n and 0 otherwise. We want to show that ij; L = L, and that II ({J L II 1 :S II L II. 
For each N in 1::+ consider the element 

~ L(en) 
fN = ~ IL(en)l en 

of c0(J::+), where 0/0 is taken to be 0. Then li!N lloo :S 1 and an easy computation 
yields 

IlLII 2: IL(fN)i =~~~~~::~I L(en)l = n~ IL(en)i = n~ i({JL(n)i; 

hence(/JL isinit(J::+) and li({JL!I 1 :S IlLII. Thusthemap,B(L) = (/JL from co(£:+)* 
to 11 (£:+) is also well defined and contractive. Moreover, let L be in c0 (J::+)* and 
g be in co(J::+); then 

lim llg- f. g(n)en II = 0 
N-+oo n==O oo 

and hence we have 

L(g) = lim {f. g(n)L(en)} = lim {f. g(n)qJL{n)} 
N-+oo n=O N-+oo n=O 
N 

= L g(n)qJL(n) = ij;L(g). 
n=O 

Therefore, the composition a o ,8 is the identity on c0 (1::+)*. Lastly, since ij; = 0 
implies ({J = 0, we have that a is one-to-one. Thus a is an isometric isomorphism 
of it (J::+) onto co(J::+)*. 

Consider now the problem of identifying the conjugate space of 11 (£:+). For 
f in /00 (1::+) we can define an element j of 11(£:+)* as follows: j(({J) = 
L::;'==O f (n )((J(n). We leave as an exercise the verification that this identifies / 1 (£:+)* 
as /oo(J::+). 
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1.16 We return now to considering abstract Banach spaces. If a sequence of 
bounded linear functionals {cpn}~=O in 2£* converges in norm to cp, then it must 
also converge pointwise, that is, limn-+oo cpn(f) = cp(f) for each f in 2£. The 
following example shows that the converse is not true. 

Fork in z+ and fin 11(Z+) define Lk(f) = j(k). Then Lk is in 11(Z+)* 
and IILkll = 1 for each k. Moreover, limk-+oo Lk(f) = 0 for each fin 11(Z+). 
Thus, the sequence {Lk}~0 converges "pointwise" to the zero functional 0 but 
IILk -Oil= 1 foreachkinz+. 

Thus, pointwise convergence in 2£* is, in general, weaker than norm conver­
gence; that is, it is easier for a sequence to converge pointwise than it is for it 
to converge in the norm. Since the notion of pointwise convergence is a natural 
one, we might expect it to be useful in the study of Banach spaces. That is indeed 
correct and we shall define the topology of pointwise convergence after recalling 
a few facts about weak topologies. 

1.17 Weak Topologies. Let X be a set, Y be a topological space, and '!1' be a 
family of functions from X into Y. The weak topology on X induced by '!1' is the 
weakest or smallest topology ~ on X for which each function in '!1' is continuous. 
Thus~ is the topology generated by the sets {f- 1(U) : f E '!1', U open in Y}. 
Convergence of nets in this topology is completely characterized by lilllaeA Xa = x 
if and only if limaeA f(xa) = f(x) for every fin '!1'. Thus~ is the topology of 
pointwise convergence. 

If Y is Hausdorff and '!1' separates the points of X, then the weak topology is 
Hausdorff. 

1.18 Definition. For each f in 2£ let j denote the function on 2£* defined 
j(cp) = cp(f). The w*-topology on 2£* is the weak topology on 2£* induced by the 
family of functions {] : f E 2£}. 

1.19 Proposition. The w*-topology on 2£* is Hausdorff. 

Proof If cp1 =I= (/)2, then there exists f in 2£ such that cp1 (f) =I= f{J2(f). Hence, 
j(cp1) =I= j(f/J2) so that the functions{]: f E 2£} separate the points of2£*. The 
proposition now follows from the remark at the end of Section 1.17. • 

We point out that the w* -topology is not, in general, metrizable (see Problem 
1.13). Next we record the following easy proposition for reference. 

1.20 Proposition. A net {cpa }aeA in 2£* converges to cp in 2£* in the w* -topology 
if and only if liffiaeA cpa <f) = cp(f) for every f in 2£. 

The following shows that the w*-topology is determined on bounded subsets 
of 2£* by a dense subset of 2£ and this fact will be used in subsequent chapters. 

1.21 Proposition. Suppose M is a dense subset of2£ and {cpalaeA is a uniformly 
bounded net in 2£* such that limaeA cpa (f) = cp(f) for f in .M.. Then the net 
{cpa}aeA converges to cp in the w*-topology. 
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Proof Given g in:?£ and e > 0, choose f in .M such that II!- gil < ej3M, 
where M = sup{ II rp II , II 'Pa II : ot E A}. If oto is chosen such that ot :;: oto implies 
I'PaU)- rp(f)l < ej3, then for ot :;: oto, we have 

I'Pa(g)- cp(g)l :::: lcpa(g)- 'PaU)I + I'PaU) - rp(f)l + lcp(f) - cp(g)l 

::S II 'Pall II!- gil+ e/3 + llrpll II!- gil <e. 

Thus {cpa}aeA converges to cp in the w*-topology. • 
1.22 Definition. The unit ball of a Banach space :?£is the set {f E X : II f II ::S 1} 
and is denoted (:?f) 1 . 

1.23 Theorem. (Alaoglu) The unit ball (i!t'*)J of the dual of a Banach space is 
compact in the w*-topology. 

Proof The proof is accomplished by identifying (i!t'*)J with a closed subset of a 
large product space the compactness of which follows from Tychonoff's theorem 
(see [71]). 

For each fin (:?f) I let C{ denote a copy of the closed unit disk inC andletPdenote 

the product space Xte(X}I c{. By Tychonoff's theorem pis compact. Define A from 
(i!t'*) 1 toP by A(cp) = cpl(i!t') 1. Since A(cp1) = A (cp2 ) implies that the restrictions 
of cp1 and (/12 to the unit ball of 2!t' are identical, it follows that A is one-to-one. 
Further, a net { (/Ia }aeA in :?£* converges in the w* -topology to a cp in:?£* if and only 
if limaeA (/Ia(/) = cp(f) for fin:?£ if and only if limaeA A(cpa)(f) = A(cp)(f) 
for fin (i!t') 1• This latter statement is equivalent to limaeA A(cpa) = A(cp) in 
the topology of P. Thus, A is a homeomorphism between (i!t'*)J and the subset 
A[(i!t'*)d ofP. 

We complete the proof by showing that A[(i!t'*)d is closed in P. Suppose 
{A(cpa)laeA is a net in A[(:?f*)d that converges in the product topology to 1/r 
in P. Iff, g, and f + g are in (i!t')t, then 

1/f(f +g)= lim A(cpa)(f +g) =lim A(cpa)(f) +lim A(cpa)(g) 
aEA aeA aeA 

= 1/r(f) + 1/r(g). 

Further, if f and Af are in (:?f)J, then 

1/r(A.f) =lim A(cpa)(A.f) =lim 'Pa(A.f) =A. lim (/Ia(/) = A.1fr(f). 
aeA aeA aeA 

Hence 1/r determines an element {f of (:?£*) 1 by the relationship 

t(f) = 11/111/r(f/ 11/11) 

for f in i!t'. Since {f (f) = 1/1 (f) for f in (:?f) 1, we see not only that {f is in (i!t'*) 1 

but, in addition, A({f) = 1/f. Thus A[(:?f*)J] is a closed subset of P, and therefore 
(2t'*) 1 is compact in the w* -topology. • 
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The importance of the preceding theorem lies in the fact that compact spaces 
possess many pleasant properties. We shall also use it to show that every Banach 
space is isomorphic to a subspace of some C(X). Before doing this we need to 
know something about how many continuous linear functionals there are on a 
Banach space. This and more is contained in the Hahn-Banach theorem. Although 
we are only interested in Banach spaces in this chapter, it is more illuminating to 
state and prove the Hahn-Banach theorem in slightly greater generality. To do this 
we need the following definition. 

1.24 Definition. Let ~ be a real linear space and p be a real-valued function 
defined on~- Then p is said to be a sublinear functional on~ if p(j +g) < 
p(f) + p(g) for f and gin~ and p(Aj) = Ap(j) for fin~ and positive A. 

1.25 Theorem. (Hahn-Banach) Let ~ be a real linear space and let p be a 
sub linear functional on~- Let ?Jibe a subspace of~ and cp be a real linear functional 
on ?Ji such that cp(f) ~ p(j) for f in ?Ji. Then there exists a real linear functional 
<I> on'& such that <I> (f)= cp(f) for fin ?Ji and <l>(g) ~ p(g) for gin~-

Proof We may assume without loss of generality that ?Ji f= {0}. Take f not in ?1' 
and let CS = {g + Af : A E !R, g E IJ'}. We first extend cp to CS and to do this it 
suffices to define <I> (f) appropriately. We want <l>(g + Aj) ~ p(g + Aj) for all A 
in IR and g in IJ'. Dividing by IAI this can be written <l>(f -h) ~ p(f -h) and 
(j)(- f +h) ~ p(- f +h) for all h in ?1' or equivalently, 

- p(- f +h)+ cp(h) ~ <I> (f) ~ p(f- h)+ cp(h) 

for all h in ?Ji. Thus a value can be chosen for <I> (f) such that the resultant <I> on 
CS has the required properties if and only if 

sup{-p(-f +h)+ cp(h)} ~ infke~{p(f- k) + cp(k)}. 
hE~ 

However, for h and k in ?Ji, we have 

cp(h)- cp(k) = cp(h - k) ~ p(h - k) ~ p(f- k) + p(h- f), 

so that 

- p(h -f)+ cp(h) ~ p(f- k) + cp(k) 

Therefore, cp can be extended to <I> on CS such that <l>(h) ~ p(h) for h in CS. 

Our problem now is to somehow obtain a maximal extension of cp. To that end let 
CfP denote the class of extensions of cp to larger subspaces satisfying the required 
inequality. Hence an element of CfP consists of a subspace CS of~ which contains ?Ji 

and a linear functional <l>'fl on CS which extends cp and satisfies <l>'fl (g) ~ p (g) for g 
in CS. There is a natural partial order defined on C!P, where (CSI, <l>'fl1) ~ (CS2, <l>'fJ2 ) if 
% C CS2 and <l>'flz (f) = <l>'f) 1 (f) for fin CS1. To apply Zorn's lemma to the class CfP, 

we must show that for every chain { (CSa, <l>'fla) }aeA in CfP there is a maximal element 
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in CfP. (Recall that a chain is just a linearly ordered set.) If {('&a, <l>'!la) }aEA is a chain 
in CfP, let<:& = UaEA '&a and define <I> on'& by <I> (f) = <l>'!la (/),where f is in 
'&a. It is easily verified that CfJ is a subspace of~ which contains~; that <I> is well 
defined, linear, and satisfies <I> (f) ::=: p (f) for f in'§; and that ('&a, <l>'!la) ::=: (CfJ, <I>) 
for each a in A. Thus the chain has a maximal element in CfP and Zorn's lemma 
implies that CfP itself has a maximal element (CfJ0 , <1>0 ). If C§o were not~. then the 
argument of the preceding paragraph would yield a strictly greater element in (/} 
which would contradict the maximality of (CfJ0 , <I><!Jo). Thus '&0 = ~ and we have 
the desired extension of cp to~- • 

The form of this result which we need in this chapter is the following. 

1.26 Theorem. (Hahn-Banach) Let M be a subspace of the Banach space 9£. 
If cp is a bounded linear functional on .M, then there exists <t> in 9£* such that 
<t>(f) = cp(f) for fin .M and II <I> II = llrpll-

Proof If we consider 9£ as the real linear space ~. then the norm is a sublinear 
functional on ~ and 1/1 = Rerp is a real linear functional on the real subspace At. It 
is evident that 111/111 ::=: II cp 11. Setting p (f) = II cp II II f II we have 1/1 (f) ::=: p (f) and 
hence from the preceding theorem we obtain a real linear functional Ill on ~ that 
extends 1/1 and satisfies IV(/) ::=: llrpll 11/11 for fin 9£. If we now define <I> on 9£ 
by <I> (f) =Ill (f)- illl(if), then we want to show that <t> is a bounded complex 
linear functional on 9£ that extends qJ and has norm II cp 11. 
For f and g in 9£, we have 

<t>(f +g)= W(f +g)- illl(i(f +g)) 

=IV (f)+ \ll(g)- illl(if)- i\ll(ig) 

= <t>(f) + <t>(g) 

Further, if A1 and A2 are real and f is in 9£, then <t>(if) = W(if)- i\11(- f)= 
i <I> (f) and hence 

<I>((AI + iA2)/) = <I>(AI/) + <l>(iA2f) = A1 <I> (f)+ iA2<I>(f) 

= (AI + iA2)<I>(f). 

Thus, <I> is a complex linear functional on 9£. Moreover, for f in M we have 

<t>(f) = \ll(f)- illl(if) = 1/f(f)- i1/f(if) = Rerp(f)- iRerp(if) 

= Rerp(f)- iRe(irp(f)) = Rerp(f)- i(-lmrp(f)) = rp(f). 

Lastly, to prove II <I> II = II Ill II it suffices to show that II <I> II ::=: II \II II in view of the 
fact that II \II II = 111/111 and <I> is an extension of rp. For f in 9£ write <I> (f) = reie. 
Then 
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I <l>(f) I = r = e-ie <l>(f) = <l>(e-ie f) = \II (e-ie f) 

.:::: 1'11(e-i!J nl .:::: 11¢1111111, 

so that <l> has been shown to be an extension of cp to ge having the same norm. • 

1.27 Corollary. Iff is an element of a Banach space ge, then there exists cp in ge* 
of unit norm so that cp(f) = II f 11. 

Proof We may assume f -1= 0. Let M = {)..f : }.. E C} and define 1/f on .M 
by 1/f(A.f) = A.llfll. Then 111/fll = I and an extension of 1/f to ge given by the 
Hahn-Banach theorem has the desired properties. • 

1.28 Corollary. If cp(f) = 0 for each cp in ge*, then f = 0. 

Proof Obvious. • 
We give two applications of the Hahn-Banach theorem. First we prove a theorem 

of Banach showing that C(X) is a universal Banach space and then we determine 
the conjugate space ofthe Banach space C([O, 1]). 

1.29 Theorem. (Banach) Every Banach space ge is isometrically isomorphic to 
a closed subspace of C (X) for some compact Hausdorff space X. 

Proof Let X be (ge*) 1 with the w*-topology and define f3 from ge to C(X) by 
({3f)(cp) = cp(f) For !1 and hinge and A., and A.2 inC, we have 

f3(A.J!, + A.2fz)(cp) = cp(A.J!, + A.2fz) = A.tcpCf,) + A2cp(f2) 

= A.,f3(j,)(cp) + A.zf3(f2)(cp), 

and thus f3 is a linear map. Further, for f in ge we have 

llf3(f)ll 00 = sup lf3(f)(cp)l = sup l(f)(cp)l .:=: sup llcpllllfll .:=: 11!11, 
cpe(~), cpe(lr*h cpe{lr*), 

and since by Corollary 1.27 there exists cp in (ge*)I such that cp(f) = llfll, we 
have that llf3Cf)ll 00 = llfll. Thus f3 is an isometric isomorphism. • 

The preceding construction never yields an isomorphism of ge onto C((ge*)J) 
even if ge is C(Y) for some Y. If ge is separable, then topological arguments can 
be used to show that X can be taken to be the closed unit interval. 

Although this theorem can be viewed as a structure theorem for Banach spaces, 
the absence of a canonical X associated with each ge vitiates its usefulness. 

1.30 We now consider the problem of identifying the conjugate space of C([O, 1]). 
By this we mean finding some concrete realization of the elements of C([O, 1])* 
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analogous with the identification obtained in Section 1.15 of the conjugate space 
of l1(Z+) as the space /00 (.:2':+) of bounded complex functions on z+. We shall 
identify C([O, 1])* with a space of functions of bounded variation on [0, 1]. We 
shall comment on C(X)* for general X later in the chapter. We begin by recalling 
a definition. 

1.31 Definition. If q; is a complex function on [0, 1], then q; is said to be of 
bounded variation if there exists M ::: 0 such that for every partition 0 = to < 
t1 < · · · < tn < tn+I = 1, it is true that 

n 

L lq;{t;+J)- q;(t;)l ~ M. 
i=O 

The greatest lower bound of the set of all such M will be denoted by llq;ll v· 

An important property of a function of bounded variation is that it possesses 
limits from both the right and the left at all points of [0, 1]. 

1.32 Proposition. A function of bounded variation possesses a limit from the left 
and right at each point. 

Proof Let q; be a function on [0, 1] not having a limit from the left at some t in 
(0, 1]; we shall show that q; is not of bounded variation on [0, 1]. 

If q; does not have a limit from the left at t, then for some e > 0, it is true that 
for each 8 > 0 there exists s and s' in [0, 1] such that t - 8 < s < s' < t 
and lq;(s) - q;(s')l 2: e. Thus we can choose inductively sequences {sn}~ 1 and 
{s~}~1 such that 0 < St < s; < · · · < Sn < s~ < t and lq;(sn)- q;(s~)l 2: e. 
Now consider the partition to = 0; tzk+I = sk for k = 0, 1, ... , N - 1; t2k = s~ 

fork= 1, 2, ... , N; and tzN+I = 1. Then 

2N N 

L iq;(tk+t)- q;(tk)i 2: L lq;(s~)- q;(sn)l 2: Ne, 
k=O n=l 

which implies that q; is not of bounded variation on [0, 1]. The proof that q; has a 
limit from the right proceeds analogously. • 

Thus, if q; is a function of bounded variation on [0, 1], the limit q;(t-) of q; from 
the left and the limit q;(t+) of q; from the right are well defined fort in [0, 1]. (We 
set q;(O-) = q;(O) and q;(l +) = q;(l).) Moreover, a function of bounded variation 
can have at most countably many discontinuities. 

1.33 Corollary. If q; is a function of bounded variation on [0, 1], then q; has at 
most countably many discontinuities. 

Proof Observe first that q; fails to be continuous at t in [0, 1] if and only if 
q;(t) =? q;(t+) or q;(t) =? q;(t-). Moreover, if to, ft, ... , tn are distinct points 
of [0, 1], then 
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N N 
.L lrpCt;)- rpCtt)l + .L lrp<t;)- rp(t;-)1 ~ llrpllv. 
i=O i=O 

Thus for each 8 > 0 there exists at most finitely many points t in [0, 1] such that 
lrp(t) - rp(t+) I + lcp(t) - rp(t-) I ~ 8. Hence the set of discontinuities of cp is at 
most countable. • 

We next recall the definition ofthe Riemann-Stieltjes integral. For fin C([O, 1]) 

and rp of bounded variation on [0, 1], we denote by Jd f dcp, the integral off with 

respect to rp; that is, Jd f dcp is the limit of sums of the form .E7=o f(t[)[cp(t;+I)­
rp(t; )], where 0 = to < ti < · · · tn < tn+I = 1 is a partition of [0, 1] and t[ 
is a point in the interval [t;, t;+Il· (The limit is taken over partitions for which 
maxi:9:on lt;+I - t;l tends to zero.) In the following proposition we collect the 
facts about the Riemann-Stieltjes integral which we will need. 

1.34 Proposition. Iff is in C([O, 1]) and cp is of bounded variation on [0, 1], 

then Jd f dcp exists. Moreover: 

(1) Jd () .. I !I +'A2f2) drp = AI foi !I drp+'A2 Jd h dcp for !I and h in C([O, 1]), 
AI and 'A2 inC, and rp of bounded variation on [0, 1]; 

(2) foi f d('AI f/II + 'A2rp2) = AI fd f dcpi + 'Az foi f dcpz for fin C([O, 1]), AI 
and 'Az inC, and cpi and cpz of bounded variation on [0, 1]; and 

(3) iJd f drpi ~ llflloo llfllllv for fin C([O, 1]) and rp of bounded variation on 

[0, 1]. 

Proof Compare [65, p. 107]. • 
Now for rp of bounded variation on [0,1], let iJ be the functional defined by 

fJ(f) = Jd f drp for f in C([O, 1]). That fJ is an element of C([O, 1])* follows 
from the preceding proposition. However, if rp is a function of bounded variation 
on [0,1], to is a point in [0,1), and we define the function 1/J on [0,1] such that 
1/J(t) = rp(t) fort =F to and 1/J(to) = cp(t-), then an easy computation shows 

that J0I f dcp = Jd f d1fl for fin C([O, 1]). Thus if one is interested only in the 
linear functional that a function of bounded variation defines on C([O, 1]), then 
cp and 1/J are equivalent, or more precisely, iJ = {/1. In order to avoid identifying 
the conjugate space of C([O, 1]) with equivalence classes of functions of bounded 
variation, we choose a normalized representative from each class by requiring that 
the distinguished function be left continuous on (0, 1 ). 

1.35 Proposition. Let rp be of bounded variation on [0, 1] and 1/J be the function 
defined 1/J(t) = cp(t-) fort in (0,1), 1/J(O) = cp(O), and 1/1(1) = cp(1). Then 1/J is 
of bounded variation on [0, 1], 111/111 v ~ II rp II v, and 
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fo' f dcp = fo' f dl/1 for f in C([O, 1]). 

Proof From Corollary 1.33 it follows that we can list {sd;:::l the points of [0,1] 
at which cp is discontinuous from the left. Moreover, from the definition of 1/1 we 
have 1/f(t) = cp(t)for t f. s; fori =::: 1. Now let 0 =to < t, < · · · < tn < tn+l = 1 
be a partition of [0,1] having the property that if t; is inS = {sk : k =::: 1}, then 
neither t;_1 nor ti+! is. To show that 1/1 is of bounded variation and 111/lllv ~ llcpllv• 
it is sufficient to prove that 

n 

L 11/l(ti+!) -1/J(t;)l ~ IICfJIIv · 
1=0 

Fix e > 0. If t; is not in S or i = 0 or n + 1, then set t[ = t;. If t; is in S and 
i f. 0, n + 1, choose t[ in (t;_,, t;) such that lcp(t;-)- cp(t[)l < ej2n + 2. Then 
0 = t~, r; < · · · < t~ < t~+' = 1 is a partition of [0, 1] and 

n n 

:E 11/!Cti+,) -1/l(t;)l = :E lcp<ti~.,)- cp(t;-)1 
i=O i=O 

n n 

~ :E lcp<t;~,)- cp(t[+,)l + :E lcp<t[+l)- cpU!) I 
i=O i=O 

n 

+ :E lcp<ti) - cp(t;-) I 
i=O 

~ ej2 + IICfJIIv + ej2. 

Since e is arbitrary, we have that 1/1 is of bounded variation and that 111/111 v ~ II cp II v. 

To complete the proof, for Nan integer let IJN be the function defined TJN(t) = 0 
fort not in {s1, s2 , ••• , sN} and TJN(s~ = cp(s;)- 1/f(s;) for 1 ~ i ~ N. Then it 

is easy to show that limN--+oo llcp- (1/1 + TJN )llv = 0 and / 0
1 f dTJN = 0 for fin 

C([O, 1]). Thus, we have from Proposition 1.34 that 

r' f dcp = r' f d1/f + lim 1' f di]N = 1' f d1/f. • 
Jo Jo N-..oo o o 

Let BV[O, 1] denote the space of all compiex functions on [0,1] which are of 
bounded variation on [0, 1], which vanish at 0, and which are continuous from the 
left on (0, 1 ). With respect to pointwise addition and scalar multiplication, B V[O, 1] 
is a linear space, and II II v defines a norm. 

1.36 Theorem. The space BV[O, 1] is a Banach space. 

Proof We shall make use of Corollary 1.10 to show that BV[O, 1] is complete and 
hence a Banach space. Suppose {cpn}~ 1 is a sequence of functions in B V[O, 1] 
such that :E:;:, IICfJn llv < oo. Since 
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fort in [0,1], it follows that L~I fPn(t) converges absolutely and uniformly to a 
function rp defined on [0, 1 ]. It is immediate that rp(O) = 0 and that rp is continuous 
from the left on (0,1). It remains to show that rp is of bounded variation and that 

limN-+oo II f{J - L~=l fPn II v = 0. 

If 0 = t0 < t1 < · · · < tk < tk+I = 1 is any partition of [0, 1 ], then 

k 00 

:S L L lrpn(ti+I)- fPn(t;)l 
i=On=l 

Therefore, rp is of bounded variation and hence in BV[O, 1]. Moreover, since the 
inequality 

k 00 00 

:S L L lfPn(ti+I)- fPn(t;)l :S L lllfJnllv 
i=O n=N+I n=N+l 

holds for every partition of [0,1], we see that 

llf{J- n~ fPnt :S n=~+llllfJnllv 
for every integer N. Thus rp = L~I fPn in the norm of BV[O, 1] and the proof is 
complete. • 

Recall that for rp of bounded variation on [0, 1], we let (j; be the linear functional 
defined (/J(f) = Jd f drp for fin C([O, 1]). 

1.37 Theorem. (Riesz) The mapping rp ~ (j; is an isometric isomorphism 
between BV[O, 1] and C([O, 1])*. 

Proof The fact that (j; is in C([O, 1])* follows immediately from Proposition 1.34 
and we have, moreover, that lliPII :s llrpll v· To complete the proof we must, given 

an L in C([O, 1])*, produce a function 1/1 in BV[O, 1] such that {j, = L and 
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111/111 v :::: II L II and show 1/1 is unique. To do this we first use the Hahn-Banach 
theorem to extend L to a larger Banach space. 

Let B[O, 1] be the space of all bounded complex functions on [0, 1]. It is by now 
routine to verify that B[O, I] is a Banach space with respect to pointwise addition 
and scalar multiplication, and the norm IIIIIs = sup{lf(t)l : 0:::: t:::: 1}. ForE a 
subset of [0, 1], let h denote the characteristic (or indicator) function onE, that 
is, IE(t) is 1 if tis in E and 0 otherwise. Then for every E the function his in 
B[O, 1]. 

Since C([O, 1]) is a subspace of B[O, 1] and since Lis a bounded linear functional 
on C([O, 1]), we can extend it (but not necessarily uniquely) to a bounded linear 
functional L' on B[O, 1] such that IlL' II = IlLII. Moreover, L' can be chosen to 
satisfy L' (1101) = 0, since we may first extend it in this manner to the linear span 
of 1101 , and C([O, 1]) in view of the inequality 

IL'(j + u(OJ)I = IL(f)l:::: IILIIIIflloo:::: IlLII II!+ u,odls 

which holds for fin C([O, 1]) and A in C. 

Now for 0 < t :::: 1 define q;(t) = L'U(o,tJ). where (0, t] is the half open interval 
{s : 0 < s S t} and set q;(O) = 0. We want first to show that q; is of bounded 
variation and that llq;llv S IlLII. 

Let 0 =to < t1 < · · · < tn < tn+I = 1 be a partition of [0,1] and set 

if q;(tk+I) =I= q;(tk) and 0 otherwise. Then the function 

n 

f = L Akl(tk,lk+tl 
k=O 

is in B[O, 1] and IIIIIs S 1. Moreover, we have 

n n 

L lq;(tk+I)- q;(tk)l = L Ak(q;(tk+I)- q;(tk)) 
k=O k=O 

n 

= L AkL'(l(lk,tk+ll) 
k=O 

= L'(f):::: IIL'II = IlLII, 

and hence q; is of bounded variation and llq;llv S IlLII. 

We next want to show that L(g) = J0
1 g dq; for every function g in C([O, 1]). To 

that end, let g be in C([O, 1]) and£ > 0; choose a partition 0 = to < t1 < · · · < 
tn < tn+l = 1 such that 

lg(s)- g(s')l < 211~'11 
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for sands' in each subinterval [tb tk+d and such that 

Then we have for f = L~=O g(tk)l(tk.t<+ll + g(O)IroJ the inequality 

IL(g) -11 gd<pl:::: IL(g)- L'(f)l + IL'(f) -11 gdcpl 

S IlL' Illig- fils+ lkto g(tk)(cp(tk+l)- <p(tk)) -1 1 
gdcpl 

B B 
<-+-=B. 
- 2 2 

Thus L(g) = Jd g dcp for gin C([O, 1]). 

Now the cp obtained need not be continuous from the left on (0, 1 ). However, 

appealing to Proposition 1.35, we obtain 1/1 in B V[O, 1] such that 111/lllv S llcp llv S 

IlLII and 

~(g) = 11 g d1f! = 11 g dcp = L(g) 

for gin C([O, 1]). Thus~ = L, and combining the inequality obtained in the first 

paragraph of the proof with the one just above, we obtain 111/111 v = II L 11. All that 

remains now is to show that 1/1 is unique, and this amounts to showing that the 

mapping cp -+ cjJ is one-to-one. 

Let cp be in B V[O, 1]. Fix to such that 0 < to s 1 and let fn be the sequence of 

functions in C([O, 1]) defined such that 

{

1 O;::t;::(n~ 1 )to, 

fn(t)= n0 (1-~) (n~ 1 )to<tSt0 , 

to< t s 1. 

Then the function I(o,tol - fn is zero outside the open interval ((n~l )t0 , t0 ). If we 

define 

<p ((n~l) to) 0 S t S (n~l) to, 

(/)n(t) = { cp(t) (n~l) to < t S to, 

cp(to) to< t s 1, 

then 



11' (/(O,Io]- fn)drpl = 11' (J(O,to]- fn)drpnl 

~ llrpnllv· 
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Now we claim that limn->oo llrpn llv = 0. Since rp is left continuous at to, there exists 
8 > 0 such that 0 <to-t < 8 implies irp(to)- rp(t)l < e/2. Let 0 =to < t, < 
.. · < tk+I = 1 be a partition of [0, 1] for which llrp II v - I::=o irp(t;+J) - rp(t;) I < 
ej2. We can assume that to = t;0 for some io and that 1;0 - t;0 -1 < 8. Then 
lrp(t;0)- rp(t;0-dl < ~·and the variation of rp on the interval [t;0 -I, to] is less than 
e, which implies llfPnllv < e if~ < 8. Thus 

rp(to) = r' J(O,tol drp = lim {' fn drp Jo n->oo Jo 
and~= Oimpliesrp = 0, whichcompletestheproof. Thus BV[O, 1] = C)[O, 1])* . 

• 

1.38 The Conjugate Space of C(X). If X is an arbitrary compact Hausdorff 
space, then the notion of a function of bounded variation on X makes no sense. 
Thus one must search for a different realization of the elements of C(X)*. It can 
be shown with little difficulty that each countably additive measure defined on the 
Borel sets of X gives rise to a bounded linear functional on C(X). Moreover, just 
as in the preceding proof we can extend a bounded linear functional on C(X) to 
the Banach space of bounded Borel functions by the Hahn-Banach theorem and 
then obtain a Borel measure by evaluating the extended functional at the indicator 
functions for Borel sets. This representation of a bounded linear functional as 
a Borel measure is not unique. If one restricts attention to the regular Borel 
measures on X, then the pairing is unique and one can identify C(X)* with the 
space M(X) of complex regular Borel measures on X. We do not prove this in 
this book but refer the reader to [65]. This result is usually called the Riesz­
Markov representation theorem. We shall need it at least for X a compact subset 
of the plane. 

1.39 Quotient Spaces. Let 2t be a Banach space and .M. be a closed subspace 
of :lt. We want to show that there is a natural norm on the quotient space :ltj.M 
making it into a Banach space. Let :ltj.M. denote the linear space of equivalence 
classes {[f] : f E :lt}, where [f] = {f + g : g E .M}, and define a norm on :ltj.M 
by 

ll[fJII = infgEM.IIf +gil= infhE[J]IIhll. 

Then II[!JII = 0 implies there exists a sequence {gn}~1 in .M. with 
limn-> co II f + 8n II = 0. Since .M is closed, it follows that f is in .M. so that 
[f] = [0]. Conversely, if [f] = [0], then f is in .M. and 0 ~ ll[f] II ~ 
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II f - f II = 0. Thus, II [f] II = 0 if and only if [/] = [0]. Further, if / 1 and 
h are in 2t' and A. is in C, then 

IIA.[/IJII = II[A./dll = inf8 e.M.IIA./J +gil= IA.Jinfhe.M.II!I +hll = IA.III[/dll 

and 

ll[fd + [/z]ll = 11[/J + !z]ll = infge.M.Ii/I + h +gil 

:::; IIUIJ II + 11[/2111 

Therefore, 11·11 is a norm on '!£j.M and it remains only to prove that the space is 
complete. 

If Ufn]}~1 is a Cauchy sequence in 2t'j.M, then there exists a subsequence 
Unk }~1 such that II Unk+ 1 ] - [fnk] II < 1 /2k. If we choose hk in Unk+ 1 -Ink] such 
that llhk II < 1f2k, then .L:~1 llhk II < 1 and hence the sequence {hk} is absolutely 
summable. Therefore, h = .L:~1 hk exists by Proposition 1.9. Since 

k-1 k-1 

Unk- fn,] = LUni+l - fn;] = L[h;], 
i=! i=1 

we have limk-+oo[fnk- fn 1] = [h]. Therefore, limk-+ooUnkl = [h + fn 1 ] and 'l£j.M 
is seen to be a Banach space. 

We conclude by pointing out that the natural map :rr(f) = [/] from '!£ to 
2t'j.M is a contraction and is an open map. For suppose f is in 2t', s > 0, and 
Ne<f) = {g E '!£: II/- gil < s}. If [h] is in 

Ne([f]) = {[k] E 2t'j.M: ll[f]- [k]ll < s}, 

then there exists ho in [h] such that II/- holl < s. Hence [h] and, in fact, all of 
N8 ([f]) is in the image of N8 (f) under the natural map. Therefore, the natural 
map is open. 

1.40 Definition. Let '!£ and U!J be Banach spaces. A linear transformation T from 
2t' to U!J is said to be bounded if 

IITfll 
II Til=~~~ 11fT < oo. 

The set of bounded linear transformations of 2t' to U!J is denoted E('!£, U!J) with 
2('1£, 2t') abbreviated E('l£). A linear transformation is bounded if and only if it is 
continuous. 

1.41 Proposition. The space E(2t', U!J) is a Banach space. 

Proof The only thing that needs proof is the completeness of 2('1£, U!J) and that is 
left as an exercise. • 
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Although an essential feature of a Banach space is that it is complete in the 
metric induced by the norm, we have not yet made any real use of this property. 
The importance of completeness is due mainly to the applicability of the Baire 
category theorem. We now present two of the principal applications, namely the 
open mapping theorem and the uniform boundedness theorem. 

1.42 Theorem. If ge and ~ are Banach spaces and T in .2(gf, ~) is one-to-one 
and onto, then T-1 exists and is bounded. 

Proof The transformation T-1 is well defined and we must show it to be bounded. 
For r > 0 let (gf)r = {f E ge : II! II ~ r}. To show that T-1 is bounded, it is 
sufficient to establish T-1 (~)t c (gf)r for some r > 0 or equivalently, that 
(~h C T(gf)N for some integer N. 

Since T is onto, we have U:1 T[(gfn)l = ~- Further, since ~ is a complete 
metric space, the Baire category theorem states that ~ is not the countable union 
of nowhere dense sets. Thus, for some N the closure clos{T[(gf)N]} of T[(gf)N] 
contains a nonempty open set. It follows that there is an h in (gf) N and an e > 0 
such that 

Th + (~)e = {f E ~: II!- Thll < e} C clos{T[(gf)N]}. 

Therefore, (~)e C -T + clos{T[(gf)N]} C clos{T[(gfhNll so that (~)1 C 
clos{T[(gf)r ]}, where r = 2N /e. Except for the fact that this is the closure, this is 
what we need to prove. Thus we want to remove the closure. 

Let f be in (~)t. There exists g1 in (gf)r with II!- Tg1ll < ~-Since f- Tg1 is 
in (~h/2• there exists 82 in ('l£)rf2 with II!- Tg1 - Tg2ll < i· Since f- Tg1-

T 82 is in (~h/4• there exists 83 in (gf)r/4 with II f - T 81 - T 82 - T 8311 < k· 
Continuing by induction, we obtain a sequence {gn}~1 such that llgnll ~ r/2"-1 

and II!- I:7=1 Tgdl < 1/2". Since 
00 00 

L lignll ~ L 2:_1 = 2r, 
n=1 n=1 

the series I::1 8n converges to an element g in (gfhr· Further, 

Tg = T (lim t 8k) = lim t Tgk =f. 
n~oo k=1 n~oo k=1 

Therefore, (~) 1 c T[(gfhr] which completes the proof. • 
1.43 Corollary. (Open Mapping Theorem) If ge and~ are Banach spaces and 
Tis an onto operator in .2(gf, ~).then Tis an open map. 

Proof Since Tis continuous, the set .M. = {f E ge : T f = 0} is a closed subspace 
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of :;Jt'. We want to define a transformation S (see accompanying figure) from the 
quotient space :;Jt'j.M to Ci!J as follows: for[/] in :;Jt'j.M set 

S[f] = T 8 for 8 in [f). Since 8t and 82 in [/]imply that 8t - 82 is in .M, we have 
T g1 = T g2 and hence S is well defined. Obviously, Sis linear and the inequality 

IJS[f]IJ = infge!niJTgiJ::::: II Til infge!n11811 = IITIIII[JJIJ, 

which holds for [f) in :;Jt'j .M, shows that Sis bounded. Moreover, if S[f] = 0, then 
Tf = 0, which implies that f is in .M and [f] = [0). Therefore, Sis one-to-one. 
Lastly, S is onto, since T is, and hence the preceding theorem demonstrates that S 
is an open map. Since the natural homomorphism rr from :;Jt' to :;Jt'j.M is open and 
T = Srr, we obtain that Tis open. • 

1.44 Theorem. (Uniform Roundedness Theorem) If :;Jt' is a Banach space and 
{cpn}~ 1 is a sequence in 2e* such that sup{lcp(f)l : n E z+} < oo for fin x, then 
sup{IJcpniJ : n E z+} < 00. 

Proof Let u be the real-valued function defined for f in :;Jt' such that u(f) 
sup{ I cpn (f) I : n E 7l.+}, and let rtlk be the subset of :;Jt' defined fork in z+ such that 
rtlk = {f E :;Jt' : u(f) :::=: k}. Because the cpn are continuous, it follows that each 
rtlk in closed. Moreover, since f is in rtlk fork 2: u(f), we have Ukel+ rtlk = 2e. 
Now, the Baire category theorem implies that some rtlko contains an open ball 
{f E :;Jt': II/- foil < 8} for fo in ge and 8 > 0. 

Now calculating, we obtain 

I I I 
IJcpnll = sup -; lcpn(g)l ::S 8 sup lcpn(g + fo)l + "ilcpn(/o)l 

geXJ 0 gEXJ 

and therefore 

ko I 
sup {llcpn II : n E z+} ::::: 8 + 8u(fo), 

nez+ 

which completes the proof. • 
We conclude this chapter with some classical examples of Banach spaces due 

to Lebesgue and Hardy. (It is assumed in what follows that the reader is familiar 
with standard measure theory.) 
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1.45 The Lebesgue Spaces Let f..L be a probability measure on a <1 -algebra :J of 
subsets of a set X. Let ;£1 denote the linear space of integrable complex functions 
on X with pointwise addition and scalar multiplication, and let N be the subspace 
of null functions. Hence, a measurable function f on X is in ;£1 if fx 1/1 df..L < oo 

and is in N if fx If I d It = 0. We let L 1 denote the quotient space :£}I .N with 
the norm ll[fllh = fx Ill dJL. That this satisfies the properties of a norm (that is, 
(1)-(3) of Section 1.1) is easy; the completeness is only slightly more difficult. 

Let Hfn1l~1 be a sequence in L 1 such that L:,l IIUnllh :S M < oo. 
Choose representatives In from each [fnl; then the sequence {L~=I lin I}~=I is 
an increasing sequence of nonnegative measurable functions having the property 
that the integrals 

L (~Ifni) df..L = n~ ll[fnJIIJ :S M 

are uniformly bounded. Thus, it follows from Fatou's lemma that the function 
h = 2::,1 Ifni is integrable. Therefore, the sequence lE~=I fn}~1 converges 
almost everywhere to an integrable function k in ~1 • Finally, we have that 

ll[k]- E[lnJt = L ~n~ fn- n~ fnl df..L 

:S E { Ifni df..L :S f 11[/nJIIJ • 
n=N+I lx n=N+I 

and hence E:,,[fn] = [k]. Thus, L 1 is a Banach space. 
For 1 < p < oo let ;£P denote the collection of functions fin ;£1 which satisfy 

fx lfiP df..L < oo and set ,NP = N n ;£P. Then it can be shown that ~Pis a linear 

subspace of ~1 and that the quotient space LP = ~P jNP is a Banach space for 
the norm 

ll[f]llp = (i IJIP dJL) lfp 

The details of this will be carried out for the case p = 2 in Chapter 3; we refer the 
reader to [65] for details concerning the other cases. 

Now let ;eoo denote the subspace of ~1 consisting of the essentially bounded 
functions, that is, the functions f for which the set 

{x E X : lf(x)l > M} 

has measure zero forM sufficiently large, and let II f II 00 denote the smallest such M. 
Ifwesetr = Nn~oo. then wecaneasilyshowthatfor fin~"" we have 11/1100 = 
0 if and only iff is in r. Thus 1111 00 defines a norm on the quotient space L 00 = 
r fN"". To show that L00 is a Banach space we need only verify completeness 
and we do this using Corollary 1.10. Let {[fn]}~1 be a sequence of elements of 
L 00 such that L:,l II UnJ lloo :S M < oo. Choose representatives fn for each 1/n I 
such that I In I is bounded everywhere by II Un] II 00 • Then for x in [0, 1] we have 
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00 00 

L lfn(x)l:::: L 11[/nJIIoo:::: M. 
n=l n=l 

Therefore the function h(x) = 2:~ 1 fn(x) is well defined, measurable, and 
bounded since 

lh(x)l = ~n~ fn(x)l:::: n~ 1/n(x)l::;: M. 

Thus,h is in~00 and we omit the verification thatlimN_,.oo II [h) - 2::=1[/n] II = 0. 

Hence, L 00 is a Banach space. 
Although the elements of an LP space are actually equivalence classes of 

functions, one normally treats them as functions. Thus when we write f in L 1, we 
mean f is a function in ~1 and f denotes the equivalence class in L 1 containing 
f. Hereafter, we adopt this abuse of notation. 

We conclude by showing that ( L 1 )* can be identified as L 00 • This result should 
be compared with that of Example 1.15. We indicate a different proof of this result 
not using the Radon-Nikodym theorem in Problem 3.22. 

For rp in L 00 we let (jJ denote the linear functional defined by 

{jJ(f) = fx frpdf..L for fin L 1 • 

1.46 Theorem. The map rp -+ (jJ is an isometric isomorphism of L 00 onto (L 1 )*. 

Proof If rp is in L 00 , then for fin L 1 we have l(rpf)(x) I :::: llrpll 00 1/(x)l for almost 
every x in X. Thus f rp is integrable, (jJ is well defined and linear, and 

liPU>l = j£ frpdf..LI:::: lllfJIIoo fx 111 dJ.L:::: lllfJIIoo 111111. 

Therefore, (jJ is in (L 1 )* and II (jJ II :::: II rp II oo. 

Now let L be an element of (L 1 )*. For E a measurable subset of X the indicator 
function his in L 1 and llhll 1 = fx /Edf..L = J.L(E). If we set A.(E) = L(IE). 
then it is easily verified that A. is a finitely additive set function and that lA.( E) I :::: 
J.L(E) IlLII. Moreover, if {En}~1 is a nested sequence of measurable sets such that 

n~1 En = (/), then 

I lim A.(En) I ::;: lim lA.( En) I :::: II L II lim J.L(En) = 0. 
n~oo n---+oo n---+oo 

Therefore, A. is a complex measure on X dominated by f..L. Hence by the Radon­
Nikodym theorem there exists an integrable function rp on X such that A.(£) = 
fx ferp dJ.L for all measurable E.lt remains to prove that rp is essentially bounded 
by IlLII and that L(f) = fx frpdJ.L for fin L 1• 

For N an integer, set 

EN= {x EX: IlLII + ~:::: lrp(x)l:::: N}. 
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Then EN is measurable and /eNl{J is bounded. Iff = E;=l c;IE; is a simple 
step function, then it is easy to see that L(f) = fx flpdJ.L. Moreover, a simple 
approximation argument shows that iff is in L 1 and supported on EN, then again 
L(f) = fx jlpdf-t. Let g be the function defined to be f{J(x)/ lf{J(x)l if x is in 
EN and f{J(x) =I= 0 and 0 otherwise. Then g is in L1, is supported on EN and 
llglb = t-t(EN). Therefore, we have 

t-t(EN) IlLII ::: IL(g)l = ll glpdt-tl = llf{JI/eN dt-t::: (IlLII + ~) t-t(EN) 

which implies J.L(E N) = 0. Hence, we obtain t-t(U~=I EN) = 0, which implies f{J 
is essentially bounded and llf{J II 00 ~ II L 11. Moreover, the above argument can be 
used to show that 

L(f) = l /l{J dJ.L for all f in L 1, 

which completes the proof. • 
We now consider the Banach spaces first studied by Hardy. Although these 

spaces can be viewed as subspaces of the LP spaces, this point of view is quite 
different from that of Hardy, who considered them as spaces of analytic functions 
on the unit disk. Moreover, although we study these spaces in some detail in later 
chapters, here we do little more than give the definition and make a few elementary 
observations concerning them. 

1.47 The Hardy Spaces. If 1r denotes the unit circle in the complex plane and J.L 
is the Lebesgue measure on 1r normalized so that J.L(lr) = 1, then we can define 
the Lebesgue spaces L P (lr) with respect to J.L. The Hardy space H P will be defined 
as a closed subspace of LP(lf). As in the previous section, we consider only the 
cases p = 1 or oo. 

For n in 7l. let Xn denote the function on 1r defined Xn (z) = zn. If we define 

I { I 1 {21r: } H = f E L (lr): 2rr Jo !Xn dt = 0 for n = 1, 2, 3, ... , , 

then H 1 is obviously a linear subspace of L1(1r). Moreover, since the set 

{ f E L 1 (lr) : 2~ 121r: f Xn d t = 0} 
is the kernel of a bounded linear functional on L 1 (lr), we see that H 1 is a closed 
subspace of L 1 (lr} and hence a Banach space. 

For precisely the same reasons, the set 

H 00 = {f{J E L00 (1r): 2~ Lln: l{JXn dt = 0 for n = 1, 2, 3, · · ·,} 

is a closed subspace of L 00 (lr). Moreover, in this case 
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{ cp E L 00(f) : 2~ 121r f/JXn dt = 0} 
is the null space or kernel of the w* -continuous function 

Xn('P) = 2~ 121r 'PXn dt 

and hence is w*-closed. Therefore, H 00 is a w*-closed subspace of L00{lf). 
If we let H000 denote the closed subspace 

{cp E H 00 : 2~ 121r cpdt = o}, 
then the conjugate space of H 1 can be shown to be naturally isometrically 
isomorphic to L 00 (If) I H0 . We do not prove this here but consider this question 
in Chapter 6. 

Notes 
The basic theory of Banach spaces is covered in considerable detail in most textbooks 

on functional analysis. Accounts are contained in Bourbaki [7], Goffman and Pedrick [44], 
Naimark [80], Riesz and Sz.-Nagy [92], Rudin [95], and Yoshida [117]. The reader may 
also find it of interest to consult Banach [5]. 

Exercises 
Assume in the following that X is a compact Hausdorff space and that 2t' is a 

Banach space. 

1.1 Show that the space C(X) is finite dimensional if and only if X is finite. 

1.2 Show that every linear functional on ~ is continuous if and only if ~ is finite 
dimensional. 

1.3 If .M. is a normed linear space, then there exists a unique (up to isomorphism) Banach 
space 2t' containing .M. such that clos.M. = ~. 

1.4 Complete the proof begun in Section 1.15 that 1 1 (~_+)* = l 00 (1L+). 

1.5 Determine whether each of the following spaces is separable in the norm topology: 
Co(~+),J 1 (~+),[00 (~+), and [00 (~+)*. 

Definition An element f of the convex subset K of~ is said to be an extreme point of K 
if for no distinct pair !1 and h inK is f = !U1 + f2). 

1.6 Show that an element f of C(X) is an extreme point of the unit ball if and only if 
lf(x)l = I for each x in X. 

1.7 Show that the linear span of the extreme points of the unit ball of C(X) is C(X). 

1.8 Show that the smallest closed convex set containing the extreme points of the unit 
ball of C([O, 1]) is the unit ball. Show that the same is true for C(X).* 

1.9 Show that the unit ball of c0 (~+) has no extreme points. Determine the extreme points 
of the unit ball of 11 (~+).What about the extreme points of the unit ball of L 1([0, 1])? 
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1.10 If K is a bounded w*-closed convex subset of 2e*, then {rp(f) : rp E K} is a 
compact convex subset of IC for each f in 2e. Moreover, if A.o is an extreme point 
of {rp(f0) : rp E K}, then any extreme point of the set {rp E K : rp(fo) = A.o} is an 
extreme point of K. 

1.11 If K is a bounded w*-closed convex subset of2e*, then K contains an extreme point.* 
(Hint: If UalaeA is a well-ordering of2t', define nested subsets {KalaeA such that 

Ka = lrp En Kp: rp(fa) = A.al· 
fJ<a 

where Aa is an extreme point ofthe set {rp(fa) : rp E nt:l<a Kp}. Show that naeA Ka 
consists of a single point which is an extreme point of K.) 

1.12 (Krein-Mil'man) A bounded w*-closed convex subset of2e* is the w*-closed convex 
hull of its extreme points.* 

1.13 Prove that the relative w• -topology on the unit ball of 2e* is metrizable if and only if 
2e is separable. 

1.14 Let .N' be a subspace of2e, x be in 2e, and set 

d = inf{llx- yll : y E .N'}. 

If d > 0, then show that there exists rp in 2e* such that rp (y) = 0 for y in .N', cp(x) = I, 
and llcpll = 1/d. 

1.15 Show that if we define the function j(cp) = cp(f) for fin 2t' and cp in 2e*, then j is 
in 2{;'** and that the mapping f - j is an isometric isomorphism of 2e into 2{;'**. 

Definition A Banach space is said to be reflexive if the image of 2e is all of 2e**. 

1.16 Show that 2e is reflexive for 2e finite dimensional but that none of the spaces 
c0 (.~+),/ 1 (~+),/00 (~+), C([O, 1], and L 1 ([0, 1]) is reflexive. 

1.17 Let 2e and cry be Banach spaces. Define the 1-norm II! E9 gll 1 = 11/11 + llgll and the 
oo-norm II! E9 glloo = sup{ll/11. II gil} on the algebraic direct sum 2e E9 au. Show that 
2e E9 cry is a Banach space with respect to both norms and that the conjugate space of 
2{;' E9 cry with the 1-norm is 2e* E9 cw• with the oo-norm. 

1.18 Let 2{;' and cry be Banach spaces and 1111 be a norm on 2e E9 cry making it into a Banach 
space such that the projections rr1 : 2e E9ty - 2e and rr2 : 2e Eery ~ CW are continuous. 
Show that the identity map between 2e E9 cry in the given norm and 2e E9 cry with the 
1-norm is a homeomorphism. Thus the norm topology on 2e E9 cry is independent of 
the norm chosen. 

1.19 (Closed Graph Theorem) If T is a linear transformation from the Banach space 2e to 
the Banach space CW such that the graph { (f, T f) : f E 2r} ofT is a closed subspace 
of 2e E9 au, then T is bounded. (Hint: Consider the map f ~ (f, T f).) 

1.20 Give an example of a closed subset K of the plane IR2 satisfying Une:z+ nK = IR2 for 
which the origin is not an interior point. If we assume further that K contains the line 
segment joining a point of K to the origin, is such an example still possible? 



28 Banach Algebra Techniques in Operator Theory 

1.21 lf2t'isaBanach space and {rpn}~ 1 is a sequence in X* such that {rpn(/)}~1 is a Cauchy 
sequence for each f in X, then limn~oo fPn exists in the w* -topology. Moreover, the 
corresponding result for nets is false. 

1.22 Show that if 2f is a Banach space and rp is a (not necessarily continuous) linear 
functional on X, then there exists a net {rpalaeA in ge• such that liiDaeA fPa<f) = 
rp(f) for f in X. 

1.23 Let X and O!J be Banach spaces and T be a bounded linear transformation from X onto 
O!J. Show that if .M. = ker T, then X I .M. is topologically isomorphic to O!J. 

Definition If Xis a Banach space, then the collection of functions {rp EX*} defines a weak 
topology on 2f called thew-topology. 

1.24 Show that a subspace .M. of the Banach space X is norm closed if and only if it 
is w-closed. Show that the unit sphere in 2f is w-closed if and only if X is finite 
dimensional.* 

1.25 Show that if 2f is a Banach space, then X is w• -dense in ge••. 

1.26 Show that a Banach space X is reflexive if and only if thew- and w*-topologies 
coincide on x·. 

1.27 Let X and O!J be Banach spaces and T be in 2(2f, ti!J). Show that if rp is in O!J* then 
f -+ rp(Tf) defines an element 1/1 of2t'*. Show that the map T*rp = 1/1 is in 2(ti!J*, 2f*). 
(The operator T* is called the adjoint ofT.) 

1.28 If 2f and O!J are Banach spaces and T is in 2(2f, ti!J), then Tis one-to-one if and only 
if T* has w• -dense range. 

1.29 If 2f and O!J are Banach spaces and T is in 2(X, ti!J), then T has a closed range if and 
only if T* has a closed range. (Hint: Consider first the case when Tis one-to-one and 
onto.) 

Definition If .M. is a subspace of the Banach space X, then the annihilator .M..l of .M. is 
defined as .M..l = {rp EX*: rp(x) = 0 for X E .M.}. 

1.30 If 2t' is a Banach space and .M. is a closed subspace of 2f, then .M. • is naturally 
isometrically isomorphic to ge• I .M. .J... 

1.31 If 2t' is a Banach space and .N" is a subspace of 2f*, then there exists a subspace .M. of 
2f such that .M..J.. = .N" if and only if .N" is w• -closed. 

1.32 If the restriction of a linear functional rp on the Banach space M(X) of complex 
regular Borel measures on X to the unit ball of M(X) is continuous in the relative 
w*-topology, then there exists a function fin C(X) such that 

rp(p,) =if dJJ- for p, in M(X).* 

(Hint: Obtain f by evaluating rp at the point measure flx at x and use the fact that 
measures of the form L7=1 ai8x1 for L7= 1 la1l :5 1 are w*-dense in the unit ball of 
M(X).) 

1.33 (Grothendieck) A linear functional rp in X** is w*-continuous if and only if the 
restriction of rp to (2f*) 1 is continuous in the relative w• -topology.* (Hint: Embed X 
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in C(X), extend q; to M(X) via the homomorphism from M(X) to M(X)/'!fj_ = '!£*, 
and show that the function f obtained from the preceding problem is in'!£.) 

1.34 (Kreln-Smul'yan) If '!f is a Banach space and .At is a subspace of'!£*, then .At is w*­
closed if and only if M n ('!£*) 1 is w* -closed.* (Hint: Show that M is the intersection 
of the null spaces of a collection of w* -continuous linear functionals on'!£*.) 

1.35 (Banach) If '!f is a separable Banach space and .At is a subspace of'!£*, then .At is 
w* -closed if and only if .At is w* -sequentially complete. 

1.36 Let '!f and rJy be Banach spaces and '!f ®a fJY be the algebraic tensor product of'!£ and 
rJy as linear spaces over C. Show that if for w in'!£ ®a fJY we define 

II W ll,r = inf { i~ llx; 1111 Yi II : X(, ... , Xn E '!£; Yi, ... , Yn E rJy, W = i~ X; ® Yi} , 
then 11·11,.. is a norm on '!f ®a fJY. The completion of '!f ®a fJY is the projective tensor 
product of '!f and fJY and is denoted '!f®CW. 

1.37 Let '!f and fJY be Banach spaces and '!f ®a fJY be the algebraic tensor product of '!f and 
fJY as linear spaces over C. Show that if for w in '!f ®a fJY we define 

llwll; =supH~q;(x;)l{l(y;)l :x(, ... ,Xn E'!f;yl,····Yn E'Y; 

q; E ('!f*)I; 1{1 E ('Y*)I; W = i~ X;® Yl} , 

then 11·11; is a norm on'!£ ®a 'Y. The completion of'!£ ®a 'Y is the inductive tensor 
product of'!£ and fJY and is denoted '!f®CW. 

1.38 For '!f and fJY Banach spaces, show that the identity mapping extends to a contractive 
transformation from '!f®rw to '!f®rJy. 

1.39 For X andY compact Hausdorff spaces show that C(X)®C(Y) = C(X x Y). (Hint: 
Show that it is sufficient in defining II II;, to take rp and 1{1 to be extreme points of the 
unit ball of'!£* and fJY*.) 

1.40 For X and Y compact Hausdorff spaces show that 

C(X)®C(Y) = C(X x Y) 

if and only if X or Y is finite. (Hint: show that there are functions h(x, y) 
L:7=1 /; (x )g; (y) for which llh lloo = I but llh II,.. is arbitrarily large.) Thus the tensor 
product of two Banach spaces is not unique. 
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Banach Algebras 

2.1 In Chapter 1 we showed that C(X) is a Banach space and that every Banach 
space is, in fact, isomorphic to a subspace of some C(X). In addition to being a 
linear space, C(X) is also an algebra and multiplication is continuous in the norm 
topology. In this chapter we study C(X) as a Banach algebra and show that C(X) 
is a "universal" commutative Banach algebra in a sense which we will later make 
precise. We shall indicate the usefulness and power of this result in some examples. 

2.2 Recall that in Section 1.1 we observed that C(X) is an algebra over C 
with pointwise multiplication and that the supremum norm satisfies llfgll00 :=:: 
II flloo llgll 00 for f and gin C(X). These properties make C(X) into what we will 
call a Banach algebra. 

In the study of Banach spaces the notion of bounded linear functional is 
important. For Banach algebras and, in particular, for C(X) the important idea 
is that of a multiplicative linear functional. (We do not assume the functional to be 
continuous because we show later that such a functional is necessarily continuous.) 
Except for the zero functional, which is obviously both multiplicative and linear, 
every multiplicative linear functional q~ satisfies q~ (1) = 1 since q~ ¥= 0 means there 
exists an f in C(X) with q~(f) =I= 0, and then the equation q~(1)q~(f) = q~(f) 
implies q~(1) = 1. Thus we restrict our attention to the set Mqx) of complex 
multiplicative linear functionals q~ on C(X) which satisfy q~(1) = 1. For each x in 
X we define the complex functional (/lx on C(X) such that (/lx<f) = f(x) for fin 
C(X). It is immediate that (/lx is in Mc(X)• and we let 1{! denote the mapping from 
X to Mc(X) defined 1/J(x) = (/lx· The following proposition shows that 1{! maps 
onto Mc(X)· 

2.3 Proposition. The map 1/J defines a homeomorphism from X onto Mqx)• 
where Mc(X) is given the relative w*-topology on C(X)*. 

30 
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Proof Let <p be in Mqx) and set 

ffl = ker <p = {f E C(X) : <p(f) = 0}. 

We show first that there exists Xo in X such that f(xo) = 0 for each f in m. 
If that were not the case, then for each x in X, there would exist fx in ffl such 
that fx(x) f. 0. Since fx is continuous, there exists a neighborhood Ux of x 
on which fx f. 0. Since X is compact and {Ux lxex is an open cover of X, 
thereexistUx., ... ,UxN with X= u:=1 Ux •. lfwesetg = L:=tfx.fx.,then 

<p(g) = L:=l <p<fx.)<p<fx.) = 0, implying that g is in ffl. But g f. 0 on X and 
hence is invertible in C(X). This in tum implies rp(l) = rp(g) · rp(l/g) = 0, which 
is a contradiction. Thus there exists Xo in X such that f(xo) = 0 for fin m. 
Iff isinC(X), then/ -<p(/)·1 isinfflsincerp(f -<p(/)·1) = rp(f)-rp(f) = 0. 
Thus 

f(xo) - rp(f) = (f- <p(f) · l)(xo) = 0, 

since f- rp(f). 1 is in m and therefore(/} = 'Pxo· 

Since each <pin Mc(X) is bounded (in fact, of norm one), we can give Mqx) the 
relative w*-topology on C(X)* and consider the map 1/1 : X ~ Mc(X)· If x and 
yare distinct points of X, then by Urysohns's lemma there exists fin C(X) such 
that f(x) f. f(y). Thus 

1/f(x)(f) = (/}x(f) = f(x) f. f(y) = (/}y(f) = 1/J(y)(f), 

which implies that 1/1 is one-to-one. 

To show that 1/1 is continuous, let {xalaeA be a net in X converging to x. Then 
limaeA f(xa) = f(x) for fin C(X) orequivalentlylimaeA 1/f(xa)(f) = 1/f(x)(f) 
for each f inC(X). Thus the net {1/f(xaHaeA converges in the w*-topology to 1/f(x) 
so that 1/1 is seen to be continuous. Since 1/1 is a one-to-one continuous map from 
a compact space onto a Hausdorff space, if follows that 1/1 is a homeomorphism. 
This completes the proof. • 

We next state the definition of Banach algebra and proceed to show that the 
collection of multiplicative linear functionals on a general Banach algebra can 
always be made into a compact Hausdorff space in a natural way. 

2.4 Definition. A Banach algebra ~ is an algebra over IC with identity 1 which 
has a norm making it into a Banach space and satisfying IIlii = 1 and the inequality 
11/gll :S 11/11 llgll for f andg in~-

We let).. denote the element of~ obtained upon multiplying the identity by the 
complex number .A. 

The following fundamental proposition will be used to show that the collection 
of invertible elements in ~ is an open set and that inversion is continuous in the 
norm topology. 
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2.5 Proposition. If f is in the Banach algebra 18 and Ill - f II < 1, then f is 
invertible and 

Proof If we set TJ = Ill - f II < 1, then for N ::: M we have 

t~o (1 - nn - n; (1 - nn II = II n=t+Y - nn II ~ n=t+l Ill - nn 
N TJM+! 

= L TJn ~ --n=M+! 1 - TJ 
and the sequence of partial sums {L~=O(l - f)n}~=O is seen to be a Cauchy 
sequence. u g = L::,oo - nn, then 

fg = [1- (1- f)] c~(l- nn) = J~oo ([1- (1- f)] n~(l- f)n) 
= lim (1- (1- f)N+l) = 1, 

N-oo 

since limN_oo II (1 - f)N+lll = 0. Similarly, gf = I so that f is invertible with 
f- 1 =g. Further, 

llgll = lim 11 to- nnll ~ lim t 111- nn = 1 . • 
N-oo n=O N-oo n=O 1 - ill- fll 

2.6 Definition. For 18 a Banach algebra, let<§ denote the collection of invertible 
elements in 18 and let%, respectively, <§r denote the collection of left, respectively, 
right invertible elements in 18 that are not invertible. 

The following result will be of interest in this chapter only as it concerns <§but 
we will need the results about <§I and<§, in Chapter 5 when we study index theory. 

2.7 Proposition. If 18 is a Banach algebra, then each of the sets<§,%. and<§, is 
open in 18. 

Proof Iff is in<§ and II/- gil < 11 ll!- 1 11· then 1 > ll!-1 1111!- gil ::: 
III - /-1 g II· Thus the preceding proposition implies that f- 1 g is in<§ and hence 
g = f u-1 g) is in<§. Therefore<§ contains the open ball of radius 1 I II f- 1 II about 
each element off in<§. Thus<§ is an open set in 18. 

If f is in <§I, then there exists h in 18 such that h f = 1. If II f - g II < 1 I II h II , then 
1 > llhll II!- gil ::: llhf- hgll = Ill - hgll. Again the proposition implies that 
k = hg is invertible and the identity (k- 1 h)g = I implies that g is left invertible 
so that <§1 is seen to contain the open ball of radius 11 llh II about f. Thus% is 
open. The proof that <§r is open proceeds in the same manner. • 
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2.8 Corollary. If )8 is a Banach algebra, then the map on'§ defined f ~ f- 1 is 
continuous. Thus,'§ is a topological group. 

Proof If f is in '§, then the inequality II/- gil < 1/2llt-1 ll implies that 
Ill - /-1 g II < ! and hence 

llg-1 11 :s llg-1 t II II t-1 11 = II u-1 g)-1 11 II t-1 11 :s 2llt-1 11 . 

Thus the inequality 

llt-1 - g-1 11 = llt-1<f- g)g-1 11 :s 2llt-1 ll 2 II/- gil 

shows that the map f ~ f- 1 is continuous. • 
There is another group which is important in some problems. 

2.9 Proposition. Let~ be a Banach algebra,'§ be the group of invertible elements 
in )8, and~ be the connected component in'§ which contains the identity. Then~ 
is an open and closed normal subgroup of'§, the cosets of '§0 are the components 
of'§, and '§j'§0 is a discrete group. 

Proof Since '§ is an open subset of a locally connected space, its components are 
open and closed subsets of'§. Further, iff and g are in '§o, then f'§o is a connected 
subset of'§ which contains f g and f. Therefore, '§o U f'§o is connected and hence 
is contained in '§o. Thus f g is in '§o so that '§o is a semigroup. Similarly, f- 1 '§o U~ 
is connected, hence contained in '§o, and therefore '§o is a subgroup of'§. Lastly, 
iff is in'§, then the conjugate group f'§0 f- 1 is a connected subset containing 
the identity and therefore f'§of- 1 = '§o. Thus, '§o is a normal subgroup of'§ and 
'§ f'§o is a group. 

Further, since f'§o is an open and closed connected subset of'§ for each f in '§, 
the cosets of '§o are the components of'§. Lastly, '§f'§o is discrete since '§o is an 
open and closed subset of'§. • 

2.10 Definition. If )8 is a Banach algebra, then the abstract index group for )8, 
denoted AQJ, is the discrete quotient group '§j'§0 • Moreover, the abstract index is 
the natural homomorphism y from'§ to AQJ. 

We next consider the abstract index group for a Banach algebra in a little more 
detail. 

2.11 Definition. If )8 is a Banach algebra, then the exponential map on~. denoted 
exp, is defined 

00 l 
expf= "-r. ~n! 

n=O 

The absolute convergence of this series is established just as in the scalar case 
from whence follows the continuity of exp. If m is not commutative, then many 
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of the familiar properties of the exponential function do not hold. The following 
key formula is valid, however, with the additional hypothesis of commutativity. 

2.12 Lemma. If '8 is a Banach algebra and f and g are elements of '8 which 
commute, then exp(f + g) = exp f exp g. 

Proof Multiply the series defining exp f and exp g and rearrange. • 
In a general Banach algebra it is difficult to determine the elements in the 

range of the exponential map, that is, the elements which have a "logarithm." The 
following lemma gives a sufficient condition. 

2.13 Lemma. If '8 is a Banach algebra and f is an element of '8 such that 
Ill- !II < 1, then f is in exp'8. 

Proof If we set g = 'L:.1 -(1/n)(l- f)n, then the series converges absolutely 
and, as in the scalar case, substituting this series into the series expansion for exp g 
yields exp g = f. • 

Although it is difficult to characterize exp '8 for an arbitrary Banach algebra, 
the collection of finite products of elements in exp '8 is a familiar object. 

2.14 Theorem. If '8 is a Banach algebra, then the collection of finite products 
of elements in exp '8 is~-

Proof Iff= expg, then f ·exp(-g) = exp(g- g)= 1 = exp(-g)f,and hence 
f is in <B. Moreover, the map qJ from [0, 1] to exp '8 defined by qJ(A.) = exp(A.g) 
is an arc connecting 1 to f, and hence f is in <!30• Thus exp )l3 is contained in 'Bo. 
Further, if <!Ji denotes the collection of finite products of elements of exp ~. then 
<!Ji is a subgroup contained in 'Bo. Moreover, by the previous lemma <!Ji contains an 
open set and being a subgroup hence <!Ji is an open set. Lastly, since each of the 
left cosets of <!Ji is an open set, it follows that CJF is an open and closed subset of<B0 • 

Since 'Bois connected we conclude that 'Bo = CJF, which completes the proof. • 

The following corollary shows that the problem of identifying the elements of 
a commutative Banach algebra which have a logarithm is much easier. 

2.15 Corollary. If )l3 is a commutative Banach algebra, then exp )l3 = ~-

Proof By Lemma 2.12 if )l3 is commutative, then exp )l3 is a subgroup. • 

Before continuing, we identify the abstract index group for C(X) with a more 
familiar object from algebraic topology. This identification is actually valid for 
arbitrary commutative Banach algebras but we will not pursue this any further 
(see [40]). 
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2.16 Let X be a compact Hausdorff space and let~ denote the invertible elements 
of C(X). Hence a function fin C(X) is in~ if and only if f(x) =I= 0 for all x in 
X, that is,~ consists of the continuous functions from X to C* = C\{0}. Since 
~ is locally arcwise connected, a function f is in ~o if there exists a continuous 
arc {f._hE[0,11 of functions in~ such that fo = 1 and It = f. If we define the 
function F from X x [0, 1] to C* such that F(x, A.) = j._(x), then F is continuous, 
F (x, 0) = 1 and F (x, 1) = f (x) for x in X. Hence f is homotopic to the constant 
function 1. Conversely, if g is a function in ~ which is homotopic to 1, then g 
is in ~0• Similarly, two functions g1 and g2 in ~ represent the same element of 
A = ~/~o if and only if g1 is homotopic to g2• Thus A is the group of homotopy 
classes of maps from X to C*. 

2.17 Definition. If X is a compact Hausdorff space, then the first cohomotopy 
group rr 1 (X) of X is the group of homotopy classes of continuous maps from X 
to the circle group lr with pointwise multiplication. 

2.18 Theorem. If X is a compact Hausdorff space, then the abstract index group 
A for C(X) and rr 1(X) are naturally isomorphic. 

Proof We define the mapping <I> from rr 1 (X) to A as follows: A continuous 
function f from X to T determines first an element {f} of rr 1 (X) and second, 
viewed as an invertible function on X, determines a coset f + ~0 of A. We define 
<l>({f}) = f +~o- To show, however, that <I> is well defined we need to observe that 
if g is a continuous function from X to T such that { f} = {g}, then f is homotopic 
tog and hence f +~ = g+~o- Moreover, sincemultiplicationinbothrr1(X) and 
~ is defined pointwise, the mapping <I> is obviously a homomorphism. It remains 
only to show that <I> is one to-one and onto. 

To show <I> is onto let f be an invertible element of C(X). Define the function F 
from X x [0, 1] to C* such that F(x, t) = f(x)j lf(x)lt. Then F is continuous, 
F(x, 0) = f(x) for x in X, and g(x) = F(x, 1) has modulus one for x in X. 
Hence, f + ~o = g + ~o so that <l>({g}) = f + ~o and therefore <I> is onto. 

Iff and g are continuous functions from X toT such that <l>({f}) = <l>({g}), then 
f is homotopic tog in the functions in~. that is, there exists a continuous function 
G from X x [0, l] to C* such that G(x,O) = f(x) and G(x, 1) = g(x) for x 
in X. If, however, we define F(x, t) = G(x, t)/ IG(x, t)j, then F is continuous 
and establishes that f and g are homotopic in the class of continuous functions 
from X to T. Thus {f} = {g} and therefore <I> is one-to-one, which completes 
the proof. • 

The preceding result is usually stated in a slightly different way. 

2.19 Corollary. If X is a compact Hausdorff space, then A is naturally isomorphic 
to the first Cech cohomology group H 1(X, £':)with integer coefficients. 
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Proof It is proved in algebraic topology (see [67]) that n 1 (X) and H 1 (X, 7L.) are 
naturally isomorphic. • 

These results enable us to determine the abstract index group for simple 
commutative Banach algebras. 

2.20 Corollary. The abstract index group of C (If) is isomorphic to 7L.. 

Proof The first cohomotopy group of lr is the same as the first homotopy group 
of lr and hence is 7L.. • 

We now return to the basic structure theory for Banach algebras. 

2.21 Definition. Let \B be a Banach algebra. A complex linear functional rp on 
\B is said to be multiplicative if: 

(1) rp(fg) = rp(f)rp(g) for f and gin \B; and 
(2) rp(l) = 1. 

The set of all multiplicative linear functionals on \B is denoted by M = MIJ3. 

We will show that the elements of M are bounded and that M is a w* -compact 
subset of the unit ball of the conjugate space of \B. We show later that M is 
nonempty if we further assume that \B is commutative. 

2.22 Proposition. If \B is a Banach algebra and rp is in M, then II rp II = 1. 

Proof Let lJt = kerrp = {f E \B : rp(f) = 0}. Since rp(f- rp(f) · 1) = 0, it 
follows that every element in \B can be written in the form A. + f for some A. in C 
and fin m. Thus 

llrpll =sup lrp(g)l = sup lrp(A. +f) I = sup lA. I 
c#o llgll te!R IIA. +/II te!R IIA. +/II 

1 
=sup = 1 

hE!Jt Ill +hll 
<#0 <#0 

because Ill + h II < 1 implies that h is invertible by Proposition 2.5, which implies 
in tum that his not in m. Therefore llrpll = 1 and the proof is complete. • 

Whenever we deduce topological properties from algebraic hypotheses, com­
pleteness is usually crucial; the use of completeness in the proof of Theorem 1.42 
was obvious. Less obvious is the role played by completeness in the preceding 
proposition. 

2.23 Proposition. If \B is a Banach algebra, then M is a w* -compact subset of 
(\B*)J. 

Proof Let { f/Ja }aEA be a net of multiplicative linear functionals in M that converges 
in the w* -topology on (IB*)J to a rp in (\B*)J. To show that M is w* -compact, it is 
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sufficient in view of Theorem 1.23 to prove that qJ is multiplicative and qJ ( 1) = 1. 
To this end we have qJ(1) = liiDaeA ({Ja(l) = limaeA 1 = 1. Further, for f and g 
in 18, we have · 

qJ(fg) = lim({Ja(/g) = lim({Ja(/)({Ja(g) 
aeA aeA 

= lim({Ja(/) lim({Ja(g) = ({J(f) • qJ(g). 
aeA aeA 

Thus qJ is in M and the proof is complete. • 
Thus M is a compact Hausdorff space in the relative w* -topology. Recall that 

for each f in 18 there is a w* -continuous function j : (18*), ~ C given by 
j(({J) =({)(/).Since M is contained in (18*)!, then iiM is also continuous. We 
formalize this in the following: 

2.24 Definition. For the Banach algebra 18, if M ::j:. lf>, then the Gelfand transform 
is the function r: 18 ~ C(M) given by r(f) = iiM, that is, r(f)(({J) = ({J(f) 
for qJ in M. 

2.25 Elementary Properties of the Gelfand 'fransform. If 18 is a Banach 
algebra and r is the Gelfand transform on 18, then: 

(1) r is an algebra homomorphism; and 
(2) IW/11 00 :=:: 11/11 for fin 18. 

Proof The only nonobvious property needed to conclude that r is an algebra 
homomorphism is that r is multiplicative and that argument goes as follows: For 
f and g in 18 we have 

r(fg)(({J) = qJ<fg) = qJ<f)qJ(g) = r(f)(qJ) . r(g)(({J) = [r(f). r(g)](qJ), 

and hence r is multiplicative. To show that r is a contractive mapping we let f 
be in 18 and then 

Thus r is a contractive algebra homomorphism and the proof is complete. • 

2.26 Before proceeding we want to make a few remarks about the Gelfand 
transform. Note first that r sends all elements of the form f g - gf to 0. Thus, if 
18 is not commutative, then the subalgebra of C(M) that is the range of r may 
fail to reflect the properties of 18. (In particular, we indicate in the problems at the 
end of this chapter an example of a Banach algebra for which M is empty.) In the 
commutative case, however, M is not only not empty but is sufficiently large that 
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the invertibility of an element f in 18 is determined by the invertibility of r f in 

C(M). This fact alone makes the Gelfand transform a powerful tool for the study 

of commutative Banach algebras. 
To establish this further property of the Gelfand transform in the commutative 

case, we must first consider the basic facts of spectral theory. We will not assume, 

in what follows, that 18 is commutative until this assumption is actually needed. 

2.27 Definition. For 18 a Banach algebra and f an element of 18 we define the 

spectrum of f to be the set 

a9.3(/) = {A. E C: f-A. is not invertible in 18}, 

and the resolvent setoff to be the set 

P9.3(/) = C\a9.3(/). 

Further, the spectral radius of f is defined 

r9.3(f) = sup{IA.I :A. E a9.3(/)}. 

When no confusion will result we omit the subscript 18 and write only a (f), 

p(f), and r(f). 
The following elementary proposition shows that a (f) is compact. The fact 

that a (f) is nonempty lies deeper and is the content of the next theorem. 

2.28 Proposition. If 18 is a Banach algebra and f is in 18, then a (f) is compact 

and r(f) ~ 11/11. 

Proof If we define the function q> : C -+ 18 by q>(A.) = f-A., then q> is continuous 

and p(f) = q>- 1(';§) is open since';§ is open. Thus the set a(f) is closed. 

If IA.I > 11/11, then 

1 > 
111{111 = llfll = 11~- (~- f)ll · 

so that 1 - f j A. is invertible by Proposition 2.5. Thus f-A. is invertible. Therefore, 

A. is in p(f), a (f) is bounded and hence compact, and r(f) ~ 11/11- • 

2.29 Theorem. If 18 is a Banach algebra and f is in 18, then a(/) is nonempty. 

Proof Consider the function F : p{f) -+ 18 defined by F(A.) = (f- A.)-1• We 

show that F is an analytic 18-valued function on p(f) which is bounded at infinity 

and use the Liouville theorem to obtain a contradiction. 

First, since inversion is continuous we have for A.o in p(f) that 

hm = hm 
. { F(A.)- F(A.o)} . { (f- A.o)- 1[(/- A.o)- (f-A.)](/- A.)- 1 } 

>.--->->.o A. - A.o A.--->-A.o A. - A.o 
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In particular, for ((J in the conjugate space fB*, the function ((J(F) is a complex 
analytic function on p(f). 

Further, for lA. I > 11/11 we have, usingProposition2.5, that 1- f/A. is invertible and 

Thus it follows that 

lim IIF(A.)II= lim II.!.(L-1)-1
11 

l.~oo l.~oo A. A. 

< . _I 1 -O 
ll.~~oo sup IA.I 1 - 11!/A.II - · 

Therefore for ((J in fB* we have liml.~oo ((J(F(A.)) = 0. 

If we now assume that a (f) is empty, then p(f) = C. Thus for ((J in fB* it follows 
that ((J(F) is an entire function which vanishes at infinity. By Liouville's theorem 
we have ((J(F) = 0. In particular, since for a fixed A. inC we have ((J(F(A.)) = 0 
for each ((J in fB*, it follows from Corollary 1.28 that F (A.) = 0. This, however, is 
a contradiction, since F(A.) is by definition an invertible element of fB. Therefore 
a(/) is nonempty. • 

Note that although f8 is not assumed to be commutative, the subalgebra of f8 
spanned by 1, f, and elements ofform (f- A.)-1 is commutative, and the result 
really concerns only this subalgebra. 

2.30 The following theorem is an immediate corollary to the preceding and is 
crucial in establishing the desired properties of the Gelfand transform. Recall that 
a division algebra is an algebra in which each nonzero element is invertible. 

2.31 Theorem. (Gelfand-Mazur) If f8 is a Banach algebra which is a division 
algebra, then there is a unique isometric isomorphism of f8 onto C. 

Proof Iff is in fB, then a (f) is nonempty by the preceding theorem. If A.1 is in 
a(/), then f -A.t is not invertible by definition. Since f8 is a division algebra, then 
f- A.t = 0. Moreover, for A. =I= A.1 we have f-A.= A.1 -A. which is invertible. 
Thus a(/) consists of exactly one complex number A.1 for each fin fB. The map 
1/1 : f8 ~ C defined Y,{f) = A.1 is obviously an isometricisomorphism of f8 onto 
C. Moreover, if Y,' were any other, then Y,' (/) would be in a (f) implying that 
1/1(/) = Y,'(/). This completes the proof. • 

2.32 Quotient Algebras. We now consider the notion of a quotient algebra. Let 
f8 be a Banach algebra and suppose that IDl is a closed two-sided ideal of fB. Since 



40 Banach Algebra Techniques in Operator Theory 

IDe is a closed subspace of m, we can define a norm on m /ID'l following Section 
1.39 making it into a Banach space. Further, since IDl is a two-sided ideal in m, 
we also know that m /ID'l is an algebra. There remain two facts to verify before we 
can assert that m /ID'l is a Banach algebra. 

First, we must show that 11[1111 = 1, and this proof proceeds as follows: 
11[1111 = inf8emlll- gil = 1, for if Ill- gil < 1, then g is invertible by 
Proposition 2.5. 

Secondly, for f and g in m we have 

ll[f][g111 = Jl[fg111 = infheiD?JI/g- hll 

= 11[!111 Jl[g111 

so that Jl[f][g111 ~ Jl[f]JI Jl[g111. Thus m;IDC is a Banach algebra. Moreover, the 
natural map f --+ [f] is a contractive homomorphism. 

2.33 Proposition. If m is a commutative Banach algebra, then the set M of 
multiplicative linear functionals on m is in one-to-one correspondence with the 
set of maximal two-sided ideals in m. 

Proof Let rp be a multiplicative linear functional on m and let 9t = ker rp = {f E 

m : rp(f) = 0}. The kernel m of a homomorphism is a proper two-sided ideal and 
if f is not in m. then 

Since ( 1 - f I rp (f)) is in m. the linear span of f with 9t contains the identity 1. 
Thus an ideal containing both m and f would have to be all of m so that m is seen 
to be a maximal two-sided ideal. 

Suppose IDe is a maximal proper two-sided ideal in m. Since each element f of 
IDe is not invertible, then Ill - f II ~ 1 by Proposition 2.5. Thus 1 is not in the 
closure of IDe. Moreover, since the closure IDe of IDe is obviously a two-sided ideal 

and IDe c IDe ~ m. then IDe = IDe and IDe is closed. The quotient algebra m /ID'l is a 
Banach algebra which because IDl is maximal and m is commutative, is a division 
algebra. Thus by Theorem 2.31, there is a natural isometric isomorphism 1fJ of 
m jiDl onto C. If rr denotes the natural homomorphism of m onto m j'ffJC, then the 
composition rp = 1/IJr is a nonzero multiplicative linear functional on m. Thus cp 
is in M and IDe = ker cp. 

Lastly, we want to show that the correspondence rp +7 ker rp is one-to-one. If lfJI 
and lfJ2 are in M with ker lfJI = ker rpz = m. then 
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is both in ID1 and a scalar multiple of the identity for each f in ~ and hence must 
be 0. Therefore ker cp1 = ker cpz implies cp1 = cpz and this completes the proof. • 

This last proposition is the only place in the preceding development where the 
assumption that ~ is commutative is required. 

Hereafter, we refer to MIJJ as the maximal ideal space for~. 

2.34 Proposition. If~ is a commutative Banach algebra and f is in ~. then f 
is invertible in~ if and only if r(f) is invertible in C(M). 

Proof Iff is invertible in ~. then r(/-1) is the inverse of r(f). Iff is not 
invertible in ~. then ID1o = {gf : g E ~} is a proper ideal in ~ since 1 is 
not in ID?o. Since ~ is commutative, ID1o is contained in some maximal ideal ID1. 
By the preceding proposition there exists cp in M such that ker cp = ID1. Thus 
r(f)(cp) = cp(f) = 0 so that r(f) is not invertible in C(M). • 

We summarize the results for the commutative case. 

2.35 Theorem. (Gelfand) If ~ is a commutative Banach algebra, M is its 
maximal ideal space, and r: ~ ~ C(M) is the Gelfand transform, then: 

(1) M is not empty; 
(2) r is an algebra homomorphism; 
(3) llrtlloo :s 11/11 for fin~; and 
(4) f is invertible in~ if and only if r(f) is invertible in C(M). 

The crucial fact about statement (4) is that it refers to r(f) being invertible in 
C ( M) rather than in the range of r. 

We obtain two corollaries before proceeding to a result concerning the spectral 
radius. 

2.36 Corollary. If ~ is a commutative Banach algebra and f is in ~. then 
a(/)= range rt andr(f) = llfflloo· 

Proof If A is not in a (f) then f -A is invertible in ~ by definition. This implies 
that f(f) -A is invertible in C(M), which in tum implies that (f/ -A)(cp) ::f= 0 for 
cp in M. Thus (rf)(cp) ::f= A for cp in M. If A is not in the range of r[, then rt- A 
is invertible in C(M) and hence, by the preceding theorem, f-A is invertible in 
~. Therefore, A is not in a (f) and the proof is complete. • 

If cp(z) = L::O anzn is an entire function with complex coefficients and f is an 
element of the Banach algebra~. then we let cp(f) denote the element L::::o an r 
of~. 

2.37 Corollary. (Spectral Mapping Theorem) If~ is a Banach algebra, f is in 
~. and cp is an entire function on C, then 
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a(rp(f)) = rp(a(f)) = {rp(A): A E a{f)}. 

Proof If rp(z) = L~o anzn is the Taylor series expansion for rp, then rp{f) = 
I:~o an r can be seen to converge to an element of )8. u )Bo is the closed 
subalgebra of )8 generated by 1, f, and elements of the form (f - A)-1 for 
A in p(f) and (rp{f)- ttr1 for tt in p(rp{f)), then )80 is commutative and 
asa(f) = asa0 (f) and asa(rp{f)) = asa0 (rp{f)). Thus, we can assume that )8 is 
commutative and use the Gelfand transform. 

Using the preceding corollary we obtain 

a(rp{f)) = range r(rp(f)) = range rp(rf) 

= rp{range rf) = rp(a(f)). 

since r (rp{f)) = rp(r f) by continuity; thus the proof is complete. • 
We next prove a basic result due to Beurling and Gelfand relating the spectral 

radius to the norm. 

2.38 Theorem. If )8 is a Banach algebra and I is in m. then rsa(f) = limn-HXl 
11r11'1n. 

Proof If mo denotes the closed subalgebra of m generated by the identity,/, and 
{(r - ).r' : A. E Psa(r). n E z+}, then )Bois commutative and a580(r) = 
asa(r) for all positive integers n. From the preceding corollary, we have 
asa0 (r) = asa0 (f)n and hence rsa(f)n = rsa(r) ~ llrll; thus the inequality 
rsa{f) ~ liminfHoo llrll'fn follows. 

Next consider the analytic function 

co In 
G(A.) =-A. L )._n' 

n=O 

which converges to (f- A.)- 1 for IA.I > IIIII by Proposition 1.9. For rp in )8* 
the function - I:~0rp{A 1-n r> is analytic for lA. I > r58 (f), since it equals 
rp((f- A)-1). The convergence of this series implies limn ...... oo rp(A 1-n r> = 0 for 
each rp in m*. Hence, the uniform boundedness theorem (Theorem 1.44) implies 
the existence of a number MJ.. such that IIA 1-n In II ~ MJ.. for all n. Therefore, 

lim sup llrll'1n ~ limsupM~/n IA.nl'fn = IAI. 
n---+oo n-+-oo 

Thus 

from which the result follows. • 
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2.39 Corollary. If ~ is a commutative Banach algebra, then the Gelfand trans­
form is an isometry if and only if llf2 ll = llfll 2 for every fin~-

Proof Since r(f) = llr~aflloo for fin~ by Corollary 2.36, we see that r~a is an 
isometry if. and only if r(f) = llfll for fin~- Moreover, since r(f2 ) = r(f)2 

by Corollary 2.37, the result now follows from the theorem. • 

We now study the self-adjoint subalgebras of C (X) for X a compact Hausdorff 
space. We begin with the generalization due to Stone of the classical theorem 
of Weierstrass on the density of polynomials. A subset U of C(X) is said to be 
self-adjoint if f in U implies 7 is in U. 

2.40 Theorem. (Stone-Weierstrass) Let X be a compact Hausdorff space. If U 
is a closed self-adjoint subalgebra of C(X) which separates the points of X and 
contains the constant function 1, then U = C(X). 

Proof If Ur denotes the set of real functions in U, then Ur is a closed subalgebra 
of the real algebra Cr (X) of continuous functions on X which separates points and 
contains the function 1. Moreover, proof of the theorem reduces to showing that 
Ur = Cr(X). 

We begin by showing that fin Ur. implies that ifi is in Ur. Recall that the binomial 
series for the function(/l(t) = (1-t) 112 is I:~ antn, where an = ( -1)n( 1~2 ). It is 
an easy consequence of the comparison theorem that the sequence {'L:~=O antn }N=I 
converges uniformly to (/1 on the closed interval [0, 1 - 8] for 8 > 0. (The sequence 
actually converges uniformly to (/1 on [-1, 1].) Let f be in Ur such that llflloo ~ 1 
and set g8 = 8 + (1 - 8)f2 for 8 in (0, 1]; then 0 ~ 1 - g8 ~ 1 - 8. For fixed 
8 > 0, set hN = L~=oanO- g8)n. Then hN is in Ur and 

llhN- (g8) 112 lloo =!~~In~ an(1- g8(x)r- (/1(1- g8(x))l 

~ sup II:. antn- (/l(t)l. 
re[O,l-8) n=O 

Therefore, limN-->oo llhN- (g8) 112 lloo = 0, implying that (g8) 112 is in Ur. Now 
since the square root function is uniformly continuous on [0,1], we have lim8_.0 

llifi- (g8) 112 11,"' =O,andthus ifi isinUr. 

We next show that Ur is a lattice, that is, for f and g in Ur the functions f v g 
and f 1\ g are in Ur. where (f v g)(x) = max{f{x), g(x)}, and (f 1\ g)(x) = 
min{f(x), g(x)}. This follows from the identities 

f v g = tu + g +if- gil. and f 1\ g = tu + g- if- gl} 

which can be verified pointwise. 

Further, if x and y are distinct points in X and a and b arbitrary real numbers, and 
f is a function in Ur such that f(x) ::/= f(y), then the function g defined by 
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-a b- a f(z) - f(x) 
g(z) - + ( ) f(y)- f(x) 

isinUr and has the property thatg(x) =a andg(y) =b. Thus there exist functions 
in Ur taking prescribed values at two points. 

We now complete the proof. Take fin Cr(X) and£> 0. Fix x0 in X. For each x 
in X, we can find a gx in Ur such that gx(xo) = f(xo) and gx(x) = f(x). Since f 
and g are continuous, there exists an open set Ux of x such that gx(y) :::: f(y) + £ 
for ally in Ux. The open sets {Ux}xex cover X and hence by compactness, there 
is a finite subcover Ux 1 , Ux2 , ••• , Ux •. Let hx0 = gx1 1\ gx2 1\ · · · 1\ gx •. Then hx0 

is in Ur, hx0 (Xo) = f(xo), and hx0 (y) :S f(y) +£for yin X. 

Thus for each Xo in X there exists hx0 in Ur such that hx0 (xo) = f(xo) and 
h xo (y) :::: f (y) + £ for y in X. Since h xo and f are continuous, there exists an 
open set Vx0 of Xo such that hx0 (y) 2: f(y)- £for yin Vxo· Again, the family 
{ Vx0 }x0 ex covers X, and hence there exists a finite subcover Vx1 , Vx2 , ••• , Vxm. If 
we set k = hxp V hx2 V · · · V hxm• then k is in Ur and f(y)- £ :S k(y) :S f(y) +£ 
for y in X. Therefore, II f - k II 00 :::: £ and the proof is complete. • 

2.41 If [a, b] is a closed interval of~. then the collection of polynomials {L:=o 
ant"} with complex coefficients is a self-adjoint subalgebra of C([a, b]) which 
separates points and contains the constant function 1. Thus its closure must be 
C([a, b]), and this is the statement of the Weierstrass theorem. 

We now consider the closed self-adjoint subalgebras of C(X) containing the 
constant function 1 that do not separate points and show that they can be identified 
as C(Y) for some compact Hausdorff spaceY. 

Let X be a compact Hausdorff space and U be a closed subalgebra of C(X) 
which contains the constant functions. For x in X we let f/Jx denote the multiplicative 
linear functional in Mu defined rpx(f) = f(x). The following proposition is of 
interest even in the nonself-adjoint case. 

2.42 Proposition. If 11 is the map defined from X to Mu so that ry(x) = f/Jx, then 
11 is continuous. 

Proof If {xa}aeA is a net in X which converges to x, then limaeA f(xa) = f(x) 
for fin U. Therefore, limaeA f/Jxa (f) = rpx(f) and hence limaeA TJ(Xa) = TJ(x) in 
the topology of Mu. Thus, 11 is continuous. • 

In general, 11 is neither one-to-one nor onto. The latter property, however, holds 
if U is self-adjoint. 

2.43 Proposition. IfU is self-adjoint, then 11 maps X onto Mu. 
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Proof Fix cp in Mu and set K1 = {x E X : f(x) = cp(f)}. First of all, each Kt is 
a closed subset of X, since f is continuous. Secondly, we want to show that not 
only is each Kt nonempty but that the collection of sets {Kf : f E U} has the 
finite intersection property. Suppose 

Kt1 n Kh n · · · n Kt" = C/J 

for some functions /1. h . ... , fn in U. Then the function 
n 

g(x) = L i.fi(x)- cp(/;)12 

i=l 

does not vanish on X. Moreover, g is in U since the latter is a self-adjoint algebra. 
Butg(x) > Oforx in X andthefactthatX is compact implies thatthereexistse > 0 
such that 1 :=: g(x)/ llgll 00 :=: e, and hence such that Ill- (g/ llglloo) lloo < 1. But 
then g-1 is in U by Proposition 2.5 which implies cp(g) f. 0. However, 

n 

cp(g) = :E (cpCJ;)- cp(J;))(cp<fd- cp(J;)) = o. 
i=l 

which is a contradiction. Thus the collection {K1 : f E U} has the finite 
intersection property. If X is in nfeU Kt, then TJ(X) = cp and the proof is 
complete. • 

The reader should consider carefully how the self-adjointness of U was used in 
the preceding proof. We give an example in this chapter of a subalgebra for which 
7J is not onto. Even for examples where 7J is onto, the Gelfand transform r need 
not be onto. It is, however, for self-adjoint subalgebras. 

2.44 Proposition. lfll is a closed self-adjoint subalgebra of C(X) containing the 
constant function 1, then the Gelfand transform r is an isometric isomorphism 
from U onto C(Mu). 

Proof For f inll thereexistsxo in X such that f(xo) = 11/11 00 , since X is compact. 
Therefore, 

llflloo :=: llfflloo = sup l(rf)(cp)i :=: l(rf)(TJXo)l = f(xo) = 11/lloo, 
q>EMu 

and hence r is an isometry. Since r is known to be an algebraic homomorphism, it 
remains only to prove that r is onto. The range of r is a subalgebra of C (Mu) that 
contains 1 since r 1 = 1' is uniformly closed since r is an isometry, and separates 
points. Moreover, since by the preceding proposition for cp in Mu there exists x in 
X such that TJX = cp, we have for f in U that 

(rf)(cp) = (rf)(cp) = (rf)(TJx) = f(x) = f(x) = r<f)(TJx) = r<f)(cp). 
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Therefore, rt = r<f) and rU is self-adjoint because U is. By the Stone­
Weierstrass theorem, we have rU = C(Mu) and the proof is complete. • 

2.45 Lemma. Let X and Y be compact Hausdorff spaces and () be a continuous 
map from X onto Y. The map()* defined by()* f = f o () from C(Y) into C(X) 
is an isometric isomorphism onto the subalgebra of continuous functions on X 
which are constant on the closed partition {8-1 (y) : y E Y} of X. 

Proof That ()* is an isometric isomorphism of C(Y) into C(X) is obvious. 
Moreover, it is clear that a function of the form f o e is constant on the partition 
{()-I (y) : y E Y}. Now suppose g is continuous on X and constant on each 
of the sets ()- 1(y) for yin Y. We can unambiguously define a function f on Y 
such that f o () = g; the only question is whether this f is continuous. Suppose 
{ya}aEA is a net of points in Y andy is in Y such that liffiaEA Ya = y. Choose 
X a in ()-I (Ya) for each a in A and consider the net {xa} aEA. In general, limaEA X a 
does not exist; however, since X is compact there exists a subnet {xafi }.BEB and an 
x in X such that lim.BEB Xafi = x. Since() is continuous, we have O(x) = y and 
lim.BEB g(Xap) = g(x) = f(y); thus f is continuous and the proof is complete. • 

2.46 Proposition. If U is a closed self-adjoint subalgebra of C(X) containing 
the constant function 1, and 17 a continuous map from X onto Mu, then 17* is an 
isometric isomorphism of C(Mu) onto U which is the left inverse of the Gelfand 
transform, that is, 17* 0 r = 1. 

Proof For fin U and x in X, we have ((17* o r)f)(x) = (r/)(17x) = f(x). 
Therefore 17* is the left inverse of the Gelfand transform. Since r maps U onto 
C(Mu) by Proposition 2.44, we have that 17* maps C(Mu) onto U. • 

We state and prove the generalized Stone-Weierstrass theorem after introducing 
the following terminology. For X a set and U a collection of functions on X, 
define the equivalence relation on X such that two points x 1 and xz are related if 
f(xJ) = f(xz) for every fin U. This relation partitions X into the sets on which 
the functions in U are constant. Let Ilu denote this collection of subsets of X. 

2.47 Theorem. Let X be a compact Hausdorff space and U be a closed self­
adjoint subalgebra of C(X) which contains the constants. Then U is the collection 
of continuous functions on X which are constant on the sets of Ilu. 

Proof This follows by combining Lemma 2.45 and Proposition 2.46. • 

If U separates the points of X, then Ilu consists of one-point sets and the usual 
Stone-Weierstrass theorem follows. 

2.48 As we have just seen, the self-adjoint subalgebras of C(X) are all of the 
form C(Y) for some compact Hausdorff space Y. This is far from true, however, 



Banach Algebras 47 

for the nonself-adjoint subalgebras. Let U be a closed subalgebra of C(X) which 
contains the constant functions. If we let m denote the smallest closed self-adjoint 
subalgebra of C(X) that contains U, then m is isometrically isomorphic to C(Y), 
where Y is the maximal ideal space of m, and the Gelfand transform r implements 
the isomorphism. Then rU is a closed sub algebra of C ( Y) that contains the constant 
functions and, more importantly, separates the points of Y. Therefore, rather than 
study U as a subalgebra of C(X), we choose to study rU as a subalgebra of C(Y). 
Thus we make the following definition. 

2.49 Definition. Let X be a compact Hausdorff space and U be a subset of C (X). 
Then U is said to be a function algebra if U is a closed subalgebra of C (X) which 
separates points and contains the constant functions. 

The theory of function algebras is very extensive and draws on the techniques of 
approximation theory and complex function theory as well as those of functional 
analysis. In this book we will be limited to considering only a few important 
examples of function algebras. 

2.50 ExAMPLE. Let lr denote the circle group {z E C : lzl = 1}. For n in 7L let 
Xn be the function on lr defined by Xn(Z) = zn. Then Xo = 1, X-n = Xn• and 
XmXn = Xm+n for nand min 7L. The functions in the set 

CJP = LiN an Xn : an E C} 
are called the trigonometric polynomials. Since CJP is a self-adjoint subalgebra 
of C (lr) which contains the constant functions and separates points, the uniform 
closure of CJP is C (lr) by the Stone-Weierstrass theorem. 

Let <JP + = u::::=O anXn : an E C}; the functions in <JP + are called analytic 
trigonometric polynomials. If we let A denote the uniform closure ofCJP +in C(lr), 
then A is a function algebra, but at this point it is not obvious that A =F C(lr). We 
prove this by showing that the maximal ideal space of A is not lr. For this we need 
a lemma. 

2.51 Lemma. If L::=O anxn is in CJP +and w is inC, lwl < 1, then 

E anwn = -21 f21r (~ anxn) (ei') 1 . dt. 
-o 7r Joo ~ 1 - we-'' n- n=O 

Proof Expand 1/(1 -we-i') = L::=O(we-i')m, where the series converges 
uniformly fort in [0, 27r]. Therefore, 

1 121r ( N ) . 1 1 N 
00 121r . - I: anxn <e") _. dt = -'"'a"'"' wm e•<n-m)t dt 

27r o 1 - we '' 21r ~ ~ 0 n=O n=O m=O 

1 N 
=-'"'a w" 27r ~ n ' 

n=O 
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since (1/21r) J~rr eikr dt = 1 fork= 0 and 0 otherwise. • 
For w in C and I w I < 1, define rpw on (/J> + such that 

rpw {f. CXnXn) = f. CXnWn. 
\,:=0 n=O 

It is clear that rpw is a multiplicative linear functional on (/J> +· However, since (/J> + 
is not a Banach algebra, that is, r;; + is not complete, we cannot conclude apriori 
that rpw is continuous. That follows, however, from the preceding lemma since 

lrpw c; CXnXn) I = IE CXn wn I = I~ 1~ (~ CXnXn) (ei') 1 - ~e-it dt I 
:o ;, ita·x-L t it- ~r"l dt. 

Therefore, rpw is bounded on (/J> + and hence can be extended to a multiplicative 
linear functional on A. Now for win C and lwl = 1, let rpw denote the evaluation 
functional on A, that is, rpw(/) = f(w) for fin A. The latter is well defined, since 
A C C(f). 

Now set[}= (z E C: lzl ::: 1}, let M denote the maximal ideal space of A, 
and let t/J be the function from[} toM defined by t/J(z) = rpz. 

2.52 Theorem. The function t/1 is a homeomorphism of [} onto the maximal 
ideal space M of A. 

Proof By the remarks preceding the theorem, the function t/1 is well defined. If z1 

and Z2 are in ID, then t/J{Zt) = t/J(Z2) implies that Zt = rpz1 (Xt) = rpz2{Xt) = z2; 
thus t/J is one-to-one. 

If rp is in M, then II X til = 1 implies that z = rp(xt) is in ID. Moreover, the identity 

rp (~ CXnXn) = n~ an(rp(Xt)r 

= f. CXnZn = rpz {f. CXnXn) 
n=O \,:=0 

proves that rp agrees with rpz on the dense subset llP + of A. Therefore, rp = rpz and 
t/J is seen to be onto M. 

Since both [} and M are compact Hausdorff spaces and t/1 is one-to-one and onto, 
to complete the proof it suffices to show that t/J is continuous. To this end suppose 
(zp}peB is a net in[} such that limpeB Zp = z. Since SUPpe8 {jjrpz11 IIJ = 1 and llP + 
is dense in A, and since 



Banach Algebras 49 

for every function 'L~=O an Xn in !J> +, it follows from Proposition 1.21 that 1/1 is 
continuous. • 

2.53 From Proposition 2.3 we know that the maximal ideal space of C(lr) is just 
lr. We have just shown that the maximal ideal space of the closed subalgebra A of 
C(lr) is[)). Moreover, if f{Jz is a multiplicative linear functional on A, and lzl = 1, 
then f/Jz is the restriction to A of the "evaluation at z" map on C(lr). Thus the 
maximal ideal space of C(lr) is embedded in that of A. This example also shows 
how the maximal ideal space of a function algebra is, at least roughly speaking, 
the natural domain of the functions in it. In this case although the elements of A 
are functions on lr, there are "hidden points" inside the circle which "ought" to be 
in the domain. In particular, viewing XI as a function on lr, there is no reason why 
it should not be invertible; on [)),however, it is obvious why it is not-it vanishes 
at the origin. 

Let us consider this example from another viewpoint. The element XI is 
contained in both of the algebras A and C(lr). In C(lr) we have accn(XI) = lr, 
while in A we have a A (xi) = [)).Hence not only is the "A-spectrum" of XI larger, 
but it is obtained from the C(lr)-spectrum by "filling in a hole." That this is true, 
in general, is a corollary to the next theorem. 

2.54 Theorem. (Silov) If 58 is a Banach algebra, U is a closed subalgebra of 58, 
and f is an element of U, then the boundary of au (f) is contained in the boundary 
of am(f). 

Proof If (f-A) has an inverse in U, then it has an inverse in 58. Thus au(/) 
contains am(f) and hence it is sufficient to show that the boundary of au (f) c 
am(f). If Ao is in the boundary of au (f), then there exists a sequence {An}~1 
contained in PU (f) such that limn-..oo An = Ao· If for some integer n it were true 
that IICJ- An)- 1 11 < 11/(Ao- An) I, then it would follow that 

ll{f-Ao)-(/-An)ll < 1/IIC/-An)-III 

and hence f - Ao would be invertible as in the proof of Proposition 2. 7. Thus we 
have limn-..oo IICJ- An)-' II = oo. 

If Ao were not in am(f), then it would follow from Corollary 2.8 that II(/- A)-'ll 
is bounded for A in some neighborhood of Ao, which is a contradiction. • 

2.55 Corollary. If 58 is a Banach algebra, U is a closed subalgebra of 58, and 
f is an element of U, then au (f) is obtained by adding to am (f) certain of the 
bounded components of C\am{f). 
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Proof Elementary topology and the theorem yield this result. • 
2.56 ExAMPLE. We next consider an example for which the Gelfand transform is 
not an isometry. 

In Section 1.15 we showed that /t(z+) is a Banach space. Analogously, if we 

let It (.Z) denote the collection of complex functions f on .Z such that E~-oo 
If (n) I < oo, then with pointwise addition and scalar multiplication and the norm 

II flit = E:-oo lf(n)l < oo, /t(.Z) is a Banach space. Moreover, /t(.Z) can also 
be made into a Banach algebra in a nonobvious way. For f and g in zt (.Z) define 

the convolution product 
00 

(fog) = E f(n- k)g(k). 
k=-oo 

To show that this sum converges for each n in .Z and that the resulting function is 
in zt(.Z), we write 

nfoo l(f o g)(n)l = nj;Jkfoo f(n- k)g(k)l :S nfookfoolf(n- k)l lg(k)l 

00 00 00 

= E lg(k)l E lf<n- k)l =II flit E lg(k)l 
k=-oo n=-00 k=-oo 

= llfllt 11811t· 
Therefore, f o g is well defined and is in zt (.Z), and II f o g lit :::: II flit II g lit· We 
leave to the reader the exercise of showing that this multiplication is associative 
and commutative. Assuming this, then /1 (.Z) is a commutative Banach algebra. 

For n in .Z let en denote the function on .Z defined to be 1 at n and 0 otherwise. 

Then eo is the identity element of 11 (.Z) and en 0 em = en+m for n and m in .z. 
Let M be the maximal ideal space of 11 (.Z). For each z in lr, let rp, be the function 

defined on 11(.Z) such that rp,(j) = E:-oo f(n)z". It is easily verified that rp, 
is well defined and in M. Thus we can define a function from lr to M by setting 

1/l(z) = rp,. 

2.57 Theorem. The function 1/1 is a homeomorphism from lr onto the maximal 

ideal space M of / 1 (.Z). 

Proof If Zt and Z2 are in lr, and f{Jz 1 = rp,2 , then Zt = f/Jz 1(et) = f{Jz2 (et) = zz; 
hence 1/1 is one-to-one. Suppose rp is an element of M and z = rp(e1); then 

1 1 1 
1 = lletllt::: lrp(et)l = lzl = lz-•l = lrp(e-t)l 2: lie-til= 1, 

which implies that z is in lr. Moreover, since rp(en) = [rp(etW = z" = rp,(en) 
for n in .Z, it follows that rp = rp, = 1/l(z). Therefore, again '1/1 is one-to-one and 
onto and it remains only to show that 1/1 is continuous, since both M and lr are 

compact Hausdorff spaces. Thus, suppose {zp}fJeB is a net of points in lr such that 

limpeB Zp = z. Then for f in 11 (.Z) we have 
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1(/l~p(/)- (/lzCf)i ::S L if(n)ilzp- znl + L lf(n)ilzp- znl 
lni:;:N lni>N 

::S 11!11, sup lzp- znl + 2 L 1/(n)l. 
lni:::N lni>N 

Hence fore > 0, if N is chosen such that Llni>N 1/(n)l < e/4 and f3o is then 
chosen in B such that fJ > f3o implies suplni:::N lzp - znl < B/211/lb, then 
lq~z11 (f)- (/lz(/)1 < e for {J ::: f3o. Therefore, limpeD qJz11 (f) = qJz(j) and 1/1 
is continuous and the proof is complete. • 

2.58 Using the homeomorphism 1/1 we identify the maximal ideal space of 11 (~) 
with lr. Thus the Gelfand transform is the operator r defined from 1 1 (~) to C(ll) 
such that (r/)(z) = E:-oo f(n)zn for z in lr, where the series converges 
uniformly and absolutely on lr tor f. The values off on~ can be recaptured from 
r f, since they coincide with the Fourier coefficients 'Jf r f. More specifically, 

1 121r . . f(n) = - (rf)(e' 1 )e-•nr dt 
2rr 0 

for n in~. 

since 

_1 {2rr (r f)(eit)e-inr dt = _1 {21r f f(m)ei(m-n)t dt 
2rr lo 2rr lo m=-00 

1 00 {27r 
= - L f(m) Jo ei(m-n)t dt = f(n), 

2rr m=-oo o 

where the interchange of integration and summation is justified since the series 
converges uniformly. In particular, rp in C (lr) is in the range of r if and only if the 
Fourier coefficients of rp are an absolutely convergent series, that is, if and only if 

00 11 r21r . . I n~oo 2rr Jo rp(eu)e-mt dt < 00. 

We leave to the exercises the task of showing that this is not always the case. 
Since not every function rp in C (lr) has an absolutely convergent Fourier series, 

it is not obvious whether 1 /rp does if rp does and rp(z) -1- 0. That this is the case is a 
nontrivial theorem due to Wiener. The proof below is due to Gelfand and indicates 
the power of his theory for commutative Banach algebras. 

2.59 Theorem. If rp in C(lr) has an absolutely convergent Fourier series and 
rp(z) -1- 0 for z in lr, then 1/rp has an absolutely convergent Fourier series. 

Proof By hypothesis there exists f in 1 1 (~) such that rt = rp. Moreover, it 
follows from Theorem 2.35 that rp(z) f= 0 for z in the maximal ideal space lr of 
I 1 (~) implies that f is invertible in I 1 (~).If g = f- 1, then 
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1 = f(eo) = f(g of) = fg · q; 
1 

or - = fg. 
(/) 

Therefore, 1/q; has an absolutely convergent Fourier series and the proof is 
complete. • 

2.60 EXAMPLE. We conclude this chapter with an example of a commutative 
Banach algebra for which the Gelfand transform is as nice as possible, namely an 
isometric isomorphism onto the space of all continuous functions on the maximal 
ideal space. 

In Section 1.45 we showed that L 00 is a Banach space. If f and g are elements 
of L 00 , then the pointwise product is well defined, is in L 00 , and II f g lloo ::::: 
11/lloo 11811 00 • (That is,.N00 is an ideal in~00 .) Thus L 00 is a commutative Banach 
algebra. Although it is not at all obvious, L 00 is isometrically isomorphic to 
C(Y) for some compact Hausdorff spaceY. We prove this after determining the 
spectrum of an element of L 00 • For this we need the following notion of range for 
a measurable function. 

2.61 Definition. Iff is a measurable function on X, then the essential range 
<!ft(f) off is the set of all A. inC for which {x E X : lf(x)- 'AI < e} has positive 
measure for every e > 0. 

2.62 Lemma. Iff is in L 00 , then <!A (f) is a compact subset of C and II f lloo = 
sup{IA.I: A. E ffi(f)}. 

Proof If A.0 is not in <!A(/), then there exists e > 0 such that the set {x E X : 
lf(x)- A.ol < e} has measure zero. Clearly, then each A. in the open disk of radius 
e about A.o fails to be in the essential range of f. Therefore, the complement of 
<!ft(f) is open and hence <!A (f) is closed. If A.0 in C is such that A.o :::: If (x) I + 8 
for almost all x in X, then the set {x E X: 1/(x)- A.ol < 8/2} has measure zero, 
and hence sup{ I A. I : A. E <!A(/)} ::::: 11/11 00 • Thus <lk(f) is a compact subset of C for 
fin L00 • 

Now suppose f is in L00 and no A. satisfying IA.I = 11/lloo is in <lk(f). Then 
about every such A. there is an open disk DJ.. of radius 8J.. such that the set 
{x E X : lf(x)- 'AI < 8J..} has measure zero. Since the circle {A. E C : IA.I = 
II f llool is compact, there exists a finite subcover of open disks DJ.. 1 , DJ..2 , ••• , DJ... 
such that the sets {x E X : f(x) E DJ..;} have measure zero. Then the set 
{x E X : f(x) E U7=1 DJ..;} has measure zero, which implies that there exists 
an e > 0 such that the set {x E X : 1/(x)l > 11/lloo- c} has measure zero. This 
contradiction completes the proof. • 

2.63 Lemma. If f is in L 00 , then a (f) = <!A(/). 

Proof If A. is not in a (f), then 1 I (f-A.) is essentially bounded, which implies that 
the set {x EX: 1/(x)- A.l < 1/2jj(f- A.)-1 jj 00 } has measure zero. Conversely, 



Banach Algebras 53 

if {x E X : lf(x)- AI < 8} has measure zero for some 8 > 0, then 1/{j- ).) is 
essentially bounded by 1/8, and hence). is not in u(j). Therefore u (f) = C!A(f) . 

• 
2.64 Theorem. If M is the maximal ideal space of L 00 , then the Gelfand 
transform r is an isometric isomorphism of L 00 onto C (M). Moreover, r f = r (j) 
for fin L 00 • 

Proof We show first that r is an isometry. For f in L 00 we have, combining the 
previous lemma and Corollary 2.36, that range r f = C!A(j), and hence 

l!r(f)ll 00 = sup{IAI :). E range rf} = sup{IAI:). E C!A{j)} = 11/lloo. 

Therefore r is an isometry and r(L 00 ) is a closed subalgebra of C(M). 

For fin L 00 set f = ft + i/2, where each of !I and his real valued. Since 
the essential range of a real function is real and range r /I = C!A{jJ) and range 
r h = C!A(/2), we have 

rj = rfi + irh = r11- irh = r(f). 

Therefore r L 00 is a closed self-adjoint subalgebra of C(M). Since it obviously 
separates points and contains the constant functions, we have by the Stone­
Weierstrass theorem that r L 00 = C(M) and the theorem is proved. • 

Whereas in preceding examples we computed the maximal ideal spaces, in this 
case the maximal ideal space is a highly pathological space having 22K0 points. We 
shall have reason to make use of certain properties of this space later on. 

2.65 It can be easily verified that zoo (Z+) (Section 1.15) is also a Banach algebra 
with respect to pointwise multiplication. It will follow from one of the problems 
that the Gelfand transform is an onto isometric isomorphism in this case also. 
The maximal ideal space of l 00 {.l+) is denoted {JZ+ and is called the Stone-Cech 
compactification of z+. 

Notes 
The elementary theory of commutative Banach algebras is due to Gelfand [41] but the 

model provided by Wiener's theory of generalized harmonic analysis should be mentioned. 
Further results can be found in the treatises of Gelfand, Raikov and Silov [42], Naimark 
[80], and Rickart [89]. The determination of the self-adjoint subalgebras of C(X) including 
the generalization of the Weierstrass approximation theorem was made by Stone [1 05]. The 
literature on function algebras is quite extensive but two excellent sources are the books of 
Browder [10] and Gamelin [40]. 

Exercises 

2.1 Let qn = (f E C([O, 1]): f' E C([O, 1])} and define llflld = llflloo +II!' lloo· Show 
that qj) is a Banach algebra and that the Gelfand transform is neither isometric nor 
onto. 
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2.2 Let X be a compact Hausdorff space, K be a closed subset of X, and 

~ = {/ E C(X) : f(x) = 0 for X E K}. 

Show that~ is a closed ideal in C(X). Show further that every closed ideal in C(X) 
is of this form. In particular, every closed ideal in C(X) is the intersection of the 
maximal ideals which contain it.* 

2.3 Show that every closed ideal in q]J is not the intersection of the maximal ideals which 
contain it. 

2.4 Let X be a Banach space and E(X) be the collection of bounded linear operators on 
X. Show that E(X) is a Banach algebra. 

2.5 Show that if X is a finite(> 1) dimensional Banach space, then the only multiplicative 
linear functional on E(X) is the zero functional. 

Definition An element T of E(X) is finite rank if the range of T is finite dimensional. 

2.6 Show that if Xis a Banach space, then the finite rank operators form a two-sided ideal 
in E(X) which is contained in every proper two-sided ideal. 

2.7 Iff is a continuous function on [0,1] show that the range off is the essential range 
of f. 

2.8 Let f be a bounded real-valued function on [0, 1] continuous except at the point !· 
Let U be the uniformly closed algebra generated by f and C([O, 1]). Determine the 
maximal ideal space of U. * 

2.9 If X is a compact Hausdorff space, then C(X) is the closed linear span of the 
idempotent functions in C(X) if and only if X is totally disconnected. 

2.10 Show that the maximal ideal space of 200 is totally disconnected. 

2.11 Let X be a completely regular Hausdorff space and B(X) be the space of bounded 
continuous functions on X. Show that B(X) is a commutative Banach algebra in 
the supremum norm. If {JX denotes the maximal ideal space of B(X), then the 
Gelfand transform is an isometric isomorphism of B(X) onto C({JX) which preserves 
conjugation. Moreover, there exists a natural embedding f3 of X into {JX. The space 
fJX is the Stone-Cech compactification of X. 

2.12 Let X be a completely regular Hausdorff space, Y be a compact Hausdorff space, and 
rp be a continuous one-to-one mapping of X onto a dense subset of Y. Show that there 
exists a continuous mapping 1/J from {JX onto Y such that rp = 1/J o {3. (Hint: Consider 
the restriction of the functions in C(Y) as forming a subalgebra of C({JX).) 

2.13 Let \8 be a commutative Banach algebra and 

ffi = {f E \8: 1 + Af E ~for>.. E C}. 

Show that ffi is a closed ideal in \8. 

Definition If \8 is a commutative Banach algebra, then 

ffi = {f E \8 : 1 + Aj E ~for.\. E C}. 

is the radical of IB and \8 is said to be semisimple if ffi = {0}. 
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2.14 If 58 is a commutative Banach algebra, then ffi is the intersection of the maximal ideals 
in 58. 

2.15 If 58 is a commutative Banach algebra, then 58 is semisimple if and only if the Gelfand 
transfonn is one-to-one. 

2.16 If 58 is a commutative Banach algebra, then 58 /ffi is semisimple. 

2.17 Show that L 1 ([0, l])EBIC with the 1-nonn (see Exercise 1.17) is a commutative Banach 
algebra for the multiplication defined by 

[u EB A)(g EB J.L) ](f)= {J.Lt(t) + Ag(t) + L f(t- x)g(x) dx} EB AJ.L. 

Show that L1 ([0, 1]) EB IC is not semisimple. 

2.18 (Riesz Functional Calculus) Let 58 be a commutative Banach algebra, x be an element 
of 58, Q be an open set in IC containing cr(x), and A be a finite collection of rectifiable 
simple closed curves contained in Q such that A fonns the boundary of an open subset 
of IC which contains cr(x). Let A(Q) denote the algebra of complex holomorphic 
functions on Q. Show that the mapping 

<p 4- i <p(z)(x - z)- 1 dz 

defines a homomorphism from A(Q) to 58 such that cr(<p(x)) = <p(a(x)) for <pin 

A(Q). 

2.19 If 58 is a commutative Banach algebra, x is an element of 58 with a (x) c Q, and there 
exists a nonzero <pin A(Q) such that <p(x) = 0, then a(x) is finite. Show that there 
exists a polynomial p(z) such that p(x) = 0. 

2.20 Show that forno constant M is it true that L::=-N ian I .:::: M II p II 00 for all trigonometric 

polynomials p = L::=-N anxn on T. 

2.21 Show that the assumption that every continuous function on T has an absolutely 
convergent Fourier series implies that the Gelfand transfonn on 11 (.l) is invertible, 
and hence conclude in view of the preceding problem that there exists a continuous 
function whose Fourier series does not converge absolutely.* 

Definition If 58 is a Banach algebra, then an automorphism on 58 is a continuous isomor­
phism from 58 onto 58. The collection of all automorphisms on 58 is denoted Aut(58). 

2.22 If X is a compact Hausdorff space, then every isomorphism from C(X) onto C(X) is 
continuous. 

2.23 If X is a compact Hausdorff space and <p is a homeomorphism on X, then (¢>f) (x) = 
j(<px) defines an automorphism ¢>in Aut[C(X)]. Show that the mapping <p 4- ¢> 
defines an isomorphism between the group Hom( X) of homeomorphisms on X and 
Aut[C(X)]. 

2.24 If U is a function algebra with maximal ideal space M, then there is a natural 
isomorphism of Aut(U) into Hom(M). 

2.25 If A is the disk algebra with maximal deal space the closed unit disk, then the range 
of Aut( A) in Hom(iO) is the group offractionallinear transfonnations on []l, that is, 
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the maps z -+ {3(z - a)/(1 - az) for complex numbers a and {3 satisfying Ia I < l 

and 1.81 = l.* 

Definition If U is a function algebra contained in C(X), then a closed subset M of X is a 

boundary for U if 11/11 00 = sup{lf(m)l :mE M} for fin U. 

2.26 If U is a function algebra contained in C(X); M is a boundary for U; f 1, ••• , fn are 

functions in U; and U is the open subset of M defined by 

{x EX: l.fi(x)l < l fori= 1,2, ... ,n}, 

then either M\ U is a boundary for U or U intersects every boundary for U. 

2.27 (Silov) If U is a function algebra, then the intersection of all boundaries for U is a 

boundary (called the Silov boundary for U). * 
2.28 Give a functional analytic proof of the maximum modulus principle for the functions 

in the disk algebra A. (Hint: Show that 

' ·o l r" '(} 
f(re') = 2:rr Jo k,(O- t)f(e' )dt, 

where the function k,(t) = L~-oo rneint is positive.) 

2.29 Show that the Silov boundary for the disk algebra A is the unit circle. 

2.30 Show that the abstract index group for a commutative Banach algebra contains no 

element of finite order. 

2.31 If \!h and IB2 are Banach algebras, then IB 1 ®IB2 and IB 1 ®~h are Banach algebras. 

Moreover, if IB 1 and IB2 are commutative with maximal ideal spaces M1 and M2 , 

respectively, then Mt x M2 is the maximal ideal space of both IB 1 ®IB2 and IB1 ®IB2 
(see Exercises 1.36 and 1.37 for the definition of® and ®.) 

2.32 If IB is an algebra over C, which has a norm making it into a Banach space such that 

11/gll .:S 11/11 llgll for f and gin IB, then IB EB Cis a Banach algebra in the !-norm 

(see Exercise 1.17) for the multiplication 

(f $ A.)(g ffiJ.t) = (fg + A.g + J.tf) EB AJ.t 

with identity 0 $ l. 

2.33 If rp is a multiplicative linear functional on m. then rp has a unique extension to 

an element of MIBeC· Moreover, the collection of nonzero multiplicative linear 

functionals on IB is a locally compact Hausdorff space. 

2.34 Show that L1 (IR) is a commutative Banach algebra without identity for the multipli­

cation defined by 

(f o g)(x) = j_: f(x - t)g(t) dt for f and g in L 1 (IR). 

2.35 Show that for t in IR the linear function on L 1 (IR) defined by 

rfJr<f) = i: f(x)eixt dx 

is multiplicative. Conversely, every nonzero multiplicative linear functional in L 1 (IR) 

is of this form.* (Hint: Every bounded linear functional on L 1 (IR) is given by a rp in 

L 00 (IR). Show for f and g in L 1 (IR) that 
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i: i: j(x- t)g(t){q:~(x - t)q:~(t) - q:~(x)} dt dx = 0 

and that implies q:~(x -t)rp(t) = rp(x) for (x, t) not in a planar set of Lebesgue measure 
0.) 

2.36 Show that the maximal ideal space of L 1 (~) is homeomorphic to ~ and that the 
Gelfand transform coincides with the Fourier transform. 



Chapter 3 

Geometry of Hilbert Space 

3.1 The notion of Banach space abstracts many of the important properties of 
finite-dimensional linear spaces. The geometry of a Banach space can, however, 
be quite different from that of Euclidean n-space; for example, the unit ball of 
a Banach space may have comers, and closed convex sets need not possess a 
unique vector of smallest norm. The most important geometrical property absent 
in general Banach spaces is a notion of perpendicularity or orthogonality. 

In the study of analytic geometry we recall that the orthogonality oftwo vectors 
was determined analytically by considering their inner (or dot) product. In this 
chapter we introduce the abstract notion of an inner product and show how a linear 
space equipped with an inner product can be made into a normed linear space. If 
the linear space is complete in the metric defined by this norm, then it is said to be 
a Hilbert space. This chapter is devoted to studying the elementary geometry of 
Hilbert spaces and to showing that such spaces possess many of the more pleasant 
properties of Euclidean n-space. We will show, in fact, that a finite dimensional 
Hilbert space is isomorphic to Euclidean n-space for some integer n. 

3.2 Definition. An inner product on a complex linear space :£ is a function ({J 
from :£ x :£ to C such that: 

(1) ({J(adi +azfz, g)= CXJ((J(/J, g) +az({J(/z, g) fora1, az inC and /J, fz, g 
in:£; 

(2) ((J(/, fJ181 + fJzgz) = ""fiJ({J(/, 81) + ""fi2({J(f, gz) for fh, fJz inC and f, gi, g2 
in:£; 

(3) ((J(/, g)= ({J(g, f) for f and gin:£; and 
( 4) ({J(/, f) ::=: 0 for f in:£ and ({J(/, f) = 0 if and only if f = 0. 

A linear space equipped with an inner product is said to be an inner product 
space. 

58 
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The following lemma contains a useful polarization identity, the importance of 
which lies in the fact that the value of the inner product ffJ is expressed solely in 
terms of the values of the associated quadratic form tfr defined by tfr (f) = f{J(/, f) 
for fin f£. 

3.3 Lemma. If:£ is an inner product space with the inner product ffJ, then 

f{J(/, g)= ~{f{J(/ + g, f +g)- f{J(f- g, f- g)+ ilp(j + ig, f + ig) 

- ilp(j- ig, f-ig)} 

for f and g in f£. 

Proof Compute. • 
An inner product is usually denoted(,), that is, (/, g) = ffJ(f, g) for f and g in 

f£. 

3.4 Definition. Iff£ is an inner product space, then the norm II II on f£ associated 
with the inner product is defined by 11/11 = (f, !) 112 for fin f£. 

The following inequality is basic in the study of inner product spaces. We show 
that the norm just defined has the required properties of a norm after the proof of 
this inequality. 

3.5 Proposition. (Cauchy-Schwarz Inequality) If f and g are in the inner 
product space f£, then 

I (f. g) I~ 11/11 llgll. 

Proof For f and g in f£ and A in C, we have 

IAI2 11gll2 + 2Re[J:(f, g)]+ 11!112 = (f + Ag,! + Ag) 

=11/+Agll2 2:0. 

Setting A = tei0 , where tis real and ei0 is chosen such that e-i0 (f, g) 2: 0, we 
obtain the inequality 

Hence the quadratic equation 

in t has at most one real root, and therefore its discriminant must be nonpositive. 
Substituting we obtain 
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from which the desired inequality follows. • 

3.6 Observe that the property (f, f) = 0 implies that f = 0 was not needed in 
the preceding proof. 

3.7 Proposition. If:£ is an inner product space, then 11·11 defines a norm on :£. 

Proof We must verify properties (1)-(3) of Definition 1.3. The fact that II f II = 0 
if and only iff= 0 is immediate from (4) (Definition 3.2) and thus (1) holds. 

Since 

\IA.fll = (Aj, A/) 112 = (A.I(f, f)) 112 = IA.I \If \I for A. inC and fin:£, 

we see that (2) holds. Lastly, using the Cauchy-Schwarz inequality, we have 

\If+ g\1 2 = (j + g, f +g)= (j, f)+ (f, g)+ (g, f)+ (g, g) 

= \lfll 2 + llg\1 2 + 2Re(f, g) :'S llf\1 2 + \lgll 2 + 21(/, g) I 

:::; 11/11 2 + \lgll 2 + 211!11 llgll :::; (\1/11 + llg\1)2 

for f and g in :£. Thus (3) holds and 11·11 is a norm. 

3.8 Proposition. In an inner product space, the inner product is continuous. 

• 

Proof Let:£ be an inner product space and Ua }aeA and {ga }aeA be nets in:£ such 
that limaeA fa = j and 1imaEA 8a = g. Then 

l(f, g)- Cfa, ga)l :'S l(f- fa, g)l +I <fa, 8- 8a)l 

:'S \If- fall llgll + 11/all llg- 8all • 

and hence limaeA<fa, 8a) = (f, g). • 
3.9 Definition. In the inner product space :£ two vectors f and g are said to be 
orthogonal, denoted f ..l g, if (f, g) = 0. A subset :J of:£ is said to be orthogonal 
iff ..l g for f and gin :J and orthonormal if, in addition, 11/11 = 1 for fin :f. 

This notion of orthogonality generalizes the usual one in Euclidean space. It is 
now possible to extend various theorems from Euclidean geometry to inner product 
spaces. We give two that will be useful. The first is the familiar Pythagorean 
theorem, while the second is the result relating the lengths of the sides of a 
parallelogram to the lengths of the diagonals. 

3.10 Proposition. (Pythagorean Theorem) If {/J, fz, ... , fn} is an orthogo­
nal subset of the inner product space :£, then 

It fir~ til!· II' 
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Proof Computing, we have 

n n 

= E<.ti. fi) = E ntdl2 • 

i=l i=l 

• 
3.11 Proposition. (Parallelogram Law) Iff and g are in the inner product 
space ;£, then 

Proof Expand the left-hand side in terms of inner products. • 
As in the case of normed linear spaces the deepest results are valid only if the 

space is complete in the metric induced by the norm. 

3.12 Definition. A Hilbert space is a complex linear space which is complete in 
the metric induced by the norm. 

In particular, a Hilbert space is a Banach space. 

3.13 EXAMPLES. We now consider some examples of Hilbert spaces. 
For n a positive integer let en denote the collection of complex ordered n­

tuples {x : X = (X/, Xz, ... 'Xn). X; E e}. Then en is a complex linear space 
for the coordinate-wise operations. Define the inner product (,) on en such that 
(x, y) = L:7=1 X;Y;· The properties of an inner product are easily verified and 

the associated norm is the usual Euclidean norm llxll 2 = (L:7=1 Ix;l 2 f 12• To 
verify completeness suppose {xk}~ 1 is a Cauchy sequence in en. Then since 
lxt - xj I ~ llxk- xm 11 2 • it follows that {xt}~1 is a Cauchy sequence in e for 
I ::::: i ::::: n. If we set X = (XJ' Xz, ... 'Xk). where X; = limk-->oo xt' then X is in en 
and limk-->00 xk = X in the norm of en. Thus en is a Hilbert space. 

The space en is the complex analog of real Euclidean n-space. We show later 
in this chapter, in a sense to be made precise, that the en's are the only finite­
dimensional Hilbert spaces. 

3.14 We next consider the "union" of the en·s. Let ;£ be the collection of 
complex functions on JE+ which take only finitely many nonzero values. With 
respect to pointwise addition and scalar multiplication, ;£ is a complex linear 
space. Moreover, (f, g) = L::.o f(n)g(n) defines an inner product on;£, where 
the sum converges because all but finitely many terms are zero. Is ;£ a Hilbert 
space? It is if :£ is complete with respect to the metric induced by the norm 

11/11 2 = ( L::.O lf(n)l 2 ) 112• Consider the sequence {fd~1 contained in:£, where 
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/k(n) = { ur n ~ k, 
0 n > k. 

One can easily show that {fk}~ 1 is Cauchy but does not converge to an element 
of 5£. We leave this as an exercise for the reader. Thus:£ is not a Hilbert space. 

3.15 The space 5£ is not a Hilbert space because it is not large enough. Let us 
enlarge it to obtain our first example of an infinite-dimensional Hilbert space. 
(This example should be compared to Example 1.15.) 

Let lz(ll.+) denote the collection of all complex functions cp on ll.+ such that 
L~o icp(n)l 2 < oo. Then l2 (7l.+) is a complex linear space, since 

l(f + g)(n)lz ~ 21/(n)lz + 2lg(n)lz. 

For f and gin l2 (7l.+), define (f, g) = L~o f(n)g(n). Does this make sense, 
that is, does the sum converge? For each N in ll.+, the n-tuples 

FN = (1/(0)1, 1/(l)l, ... , if(N)i) and GN = (ig(O)!, !g(l)l, ... , ig(N)i) 

lie in CN. Applying the Cauchy-Schwarz inequality, we have 
N 

L lt(n)g(n)l = IFN, GN)i ~!IFNI! IIGNII 
n=O 

~ (t lf(n )I')"' (t lg(n)l') 'I' :5 IIIII, II gil,. 

Thus the series L~o f(n)g(n) converges absolutely. That(,) is an inner product 
follows easily. 

To establish the completeness of l2 (7l.+) in the metric given by the normll liz, 
suppose {fk}~ 1 is a Cauchy sequence in lz(ll.+). Then for each n in ll.+, we have 

ifk(n)- fj(n)j ~ ll!k- fjllz 

and hence {fk(n)}~1 is a Cauchy sequence inC for each n in ll.+. Define the 
function f on ll.+ to be f(n) = limk~oo j*(n). Two things must be shown: that f 

is in l2 (7l.+) and that limk-oo II f- fk 11 2 = 0. Since {fk}~ 1 is a Cauchy sequence, 
there exists an integer K such that fork 2: K we have II fk- jK liz ~ 1. Thus we 
obtain 

:5 .".~It IJ'(n)- f'(n)l2 r +It, IJK(n)l' r 
~lim sup litk- !Kiiz + iltKIIz ~ 1 + lltKIIz, 

k-oo 
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and hence f is in /2 (~+). Moreover, given 8 > 0, choose M such that k, j ~ M 
implies II fk - f i II < 8. Then for k ~ M and any N, we have 

N N 

L lf(n)- fk(n)l 2 =lim L IJi(n)- fk(n)l 2 

n=O J-+OO n=O 

::s lim sup 11 t j - tk 11~ ::s 8 2• 
j--+00 

Since N is arbitrary, this proves that II f- fk 11 2 ~ 8 and therefore /2 (~+) is a 
Hilbert space. 

3.16 The Space L 2 In Section 1.45 we introduced the Banach spaces L 1 and 
L 00 based on a measure space (X, ::1, J.L). We now consider the corresponding L 2 

space, which happens to be a Hilbert space. 
We begin by letting 3!2 denote the set of all measurable complex functions f on 

X which satisfy fx 1/12 dJ.,L < oo. Since the inequality 1/ + gl2 ~ 21/12 + 2lgl2 

is valid for arbitrary functions f and g on X, we see that 3!2 is a linear space for 
pointwise addition and scalar multiplication. Let .N'2 be the subspace of functions 
f in 3!2 for which fx 1/12 dJ.,L = 0, and let L2 denote the quotient linear space 
:tz I .wz. 

If f and g are 3!2, then the identity 

lfgl = t {(1/1 + lgi)2 -1/12 -lgl2} 

shows that the function j"g is integrable. If we define q;(f, g) = fx fgdJ.,L for f 

and g in 3!2, then rp has all the properties of an inner product except one; namely, 
rp(f, f) = 0 does not necessarily imply f = 0. By the remark following the proof 
of the Cauchy-Schwarz inequality, that inequality holds for rp. Thus, iff, f', g, 
and g' are functions in 3!2 such that f - f' and g - g' belong to .N'2, then 

lrp(f, g)- rp(f', g')l ::s lrp(f- !'.g) I+ lrp(f', g- g')l 

~ rp(f- f', f- f')rp(g, g) 

+ rp(f'' f')rp(g - g'. g - g') = 0. 

Therefore, rp is a well-defined function on L 2 • Moreover, if rp((f], (/]) = 0, then 
J x If 12 d J.L = 0 and hence [f) = [0]. Thus rp is an inner product on L 2 and we will 
denote it from now on in the usual manner. Furthermore, the associated norm on 
L 2 is defined by 11[/]112 = <fx l/12 dJ.,L) 112. The only problem remaining before 
we can conclude that L 2 is a Hilbert space is the question of its completeness. This 
is slightly trickier than in the case of L 1• 

We begin with a general inequality. Take f in 3!2 and define g on X such that 
g(x) = f(x)/ lf(x)l if f(x) i= 0 andg(x) = 1 otherwise. Then g is measurable, 
lg(x)l = 1, and fg = 1/1. Moreover, applying the Cauchy-Schwarz inequality, 
we have 

11/11, = fx Ill dJ.,L = L fg dJ.,L = l(f, g) I~ 11/11211gll2 = 11/112. 
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Therefore, II f 11 1 :5 II f liz for f in ;ez. 
We now prove that Lz is complete using Corollary 1.10. Let {[fn]}~1 be a 

sequence in L 2 such that I:~1 II Unl liz :5 M < oo. By the preceding inequality 

I:~1 11Unlll 1 :5 M, and hence, by the proof in Section 1.45, there exists fin ;£1 

such that I:~ 1 fn(x) = f(x) for almost all x in X. Moreover 

i ltr"l' d~ ~ i (t, It"')' d~ ~ i[t.lf"IJ[ 
~ (t 11[["]11, )' ~ M', 

and since limN-->oo II:~=l fn(x)l 2 = if(x)iz for almost all x in X, it follows 

from Fatou's lemma that 1/12 is integrable and hence f is in ;£2• Moreover, 

since the sequence { (I:~= I ifni )z}::=l is monotonically increasing, it follows 

that k = limN-->oo (I:~= I ifnI )2 is an integrable function. Therefore, 

J~oo ~[fl- t,ut ~ J!"oo (i lr- t,r"l' d~) ''' 
= J~oo ( r 1 f fnlz dJ-L) 

112 

= o Jx n=N+! 

by the Lebesgue dominated convergence theorem, since IL~N+l fn j2 :5 k for all 

Nand limN-->oo II::N+l fn(x)j 2 = 0 for almost all x in X. Thus L2 is a Hilbert 
space. Lastly, we henceforth adopt the convention stated in Section 1.45 for the 
elements of L 2; namely, we shall treat them as functions. 

3.17 The Space H2• Let lr denote the unit circle, J-L the normalized Lebesgue 
measure on lr, and L2(lr) the Hilbert space defined with respect to J.L. The 
corresponding Hardy space Hz is defined as the closed subspace 

{/EL2(lr): 2~12" fxndt=O for n=1,2,3, ... J. 
where Xn is the function Xn (eit) = eint. A slight variation of this definition is 

{! E L2(lr): (f, Xn) = 0 for n = -1, -2, -3, ... } . 

3.18 Whereas in Chapter 1 after defining a Banach space we proceeded to deter­
mine the conjugate space, this is unnecessary for Hilbert spaces since we show in 
this chapter that the conjugate space of a Hilbert space can be identified with the 
space itself. This will be the main result of this chapter. 
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We begin by extending a result on the distance to a convex set to subsets of 
Hilbert spaces. Although most proofs of this result for Euclidean spaces make use 
of the compactness of closed and bounded subsets, completeness actually suffices. 

3.19 Theorem. If 'J{ is a nonempty, closed, and convex subset of the Hilbert 
space 7Jf, then there exists a unique vector in 'X of smallest norm. 

Proof If~ = inf{lllll : I E 'X}, then there exists a sequence Un}~ in 'X such 
that limn-->oo II In II = ~. Applying the parallelogram law to the vectors In /2 and 
lm/2, we obtain 

Since 'X is convex, Un+ lm)/2is in 'X and hence ll(fn + lm)/2112 ::: 82 • Therefore, 
we have II In - lm 11 2 ~ 2llln 11 2 + 2lllm 11 2 -402, which implies 

lim sup II In - lm 11 2 ~ U 2 + 282 - 402 = o. 
n,m-+oo 

Thus Un}~1 is a Cauchy sequence in 'X and from the completeness of 7JC and the 
fact that 'X is a closed subset of 7JC we obtain a vector I in 'X such that limn-->oo In = 
I. Moreover, since the norm is continuous, we have II I II = limn-->oo II In II = 8. 

Having proved the existence of a vector in 'X of smallest norm we now consider 
its uniqueness. Suppose I and g are in 'X with IIIII = llgll = 8. Again using the 
parallelogram law, we have 

since ll(f + g)/211 ::: 8. Therefore, 1 = g and uniqueness is proved. • 

If 1r is a plane and l is a line in three-space perpendicular to 1r and both 1r and 
l contain the origin, then each vector in the space can be written uniquely as the 
sum of a vector which lies in 1r and a vector in the direction of l. We extend this 
idea to subspaces of a Hilbert space in the theorem following the definition. 

3.20 Definition. If .M, is a subset of the Hilbert space 7Jf, then the orthogonal 
complement of .M, denoted .M, .L, is the set of vectors in 7JC orthogonal to every 
vector in .M. 

Clearly .M. .L is a closed subspace of7Jf, possibly consisting of just the zero vector. 
However, if .M. is not the subspace {0} consisting of the zero vector alone, then 
.M. _L i= 7JC. 

3.21 Theorem. If .M. is a closed subspace of the Hilbert space 7JC and 1 is a vector 
in 7Jf, then there exist unique vectors gin .M, and h in .M,.L such that I= g +h. 
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Proof If we set 'X = {f - k : k E .M.}, then 'X is a nonempty, closed and convex 
subset of 'lie. Let h be the unique element of 'X with smallest norm whose existence 
is given by the previous theorem. If k is a unit vector in .M., then h - (h, k)k is in 
'X, and hence 

llhll2 ::::; llh- (h, k)kll 2 = llhll2 - (h, k)(h, k)- (h, k)(h, k) + (h, k)(h, k) llk11 2 . 

Therefore, l(h, k)l 2 ::::; 0, which implies (h, k) = 0, and hence his in .M.j_. Since h 
is in 'X, there exists g in .M. such that f = g + h and the existence is proved. 

Suppose now that f = g1 + h1 = g2 + h2, where g1 and g2 are in .M while h1 
and h2 are in .Mj_. Then gz- g1 = ht - hz is in .M n .Mj_, and hence g2 - g1 
is orthogonal to itself. Therefore, llg2- g1 11 2 = (gz- g1, g2 - g1) = 0 which 
implies g1 = g2. Finally, h1 = h2 and the proof is complete. • 

3.22 Corollary. If .M. is a subspace of the Hilbert space 'lie, then .M. u = clos .M.. 

Proof That clos .M. C .M.u follows immediately for any subset .M. of 'Je. Iff is in 
.M.u, then by the theorem f = g + h, where g is in clos .M. and h is in .M.j_. Since 
f is in .M. j_j_, we have 

0 = (f, h)= (g + h, h)= (h, h)= llhll 2 • 

Therefore, h = 0 and hence f is in clos .M. • 
If g is a vector in the Hilbert space 'Je, then the complex functional defined 

({Jg(f) = (f, g) for fin 'lie is clearly linear. Moreover, since 1({)8 (/)1 ::S 11/11 llgll 
for all f in 'lie, it follows that ({Jg is bounded and that II ({Jg II ::::; II g II. Since 

llgll 2 = ({J8 (g) ::S 11(/Jsllllgll we have llgll::::; 11({)8 11 and hence 11({)8 11 = llgll. 
The following theorem states that every bounded linear functional on 'Je is of this 
form. 

3.23 Theorem. (Riesz Representation Theorem) If ({J is a bounded linear 
functional on 'Je, then there exists a unique g in 'Je such that ({)(/) = (f, g) for f 
in 'Je. 

Proof Let 'X be the kernel of({), that is, 'X = {f E 'Je : ({)(/) = 0}. Since ({J is 
continuous, 'X is a closed subspace of 'lie. If 'X = 'Je then ({)(/) = (f, 0) for f in 'Je 
and the theorem is proved. If 'X =I= 'lie, then there exists a unit vector h orthogonal 
to 'X by the remark following Definition 3.20. Since his not in 'X, then ({J(h) =I= 0. 
For fin 'lie the vector f- (({J(/)/({J(h))h is in 'X since({)(/- (({J(/)/({J(h))h) = 0. 
Therefore, we have 

({)(/) = ({J(f)(h, h)= (({)(/) h, ({J(h)h) 
({J(h) 

= (t- ({)(/) h (h)h) + (({)(/) h (h)h) 
({J(h) '(/) ({J(h) '(/) 
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= (f,f{J(h)h 

for fin '/Ji, and hence '{J(f) = (f, g) for g = f{J(h)h. 

If (f, g,) = (f, g2) for f in '/Ji, then, in particular, (g, - g2, g, - g2) = 0 and 
hence g1 = g2. Therefore, f{J(f) = (f, g) for a unique gin '/Ji. • 

Thus we see that the mapping from '/Ji to '/Ji* defined g ~ f/Jg is not only norm 
preserving but onto. Moreover, a straightforward verification shows that this map 
is conjugate linear, that is, f/Ja1g1+a282 = l:rtf/Jg1 + fi2f{J82 for a, and a2 inC and g, 
and g2 in '/Ji. Thus for most purposes it is possible to identify '/Ji* with '/Ji by means 
of this map. 

3.24 In the theory of complex linear spaces, a linear space is characterized up to 
isomorphism by its algebraic dimension. While this is not true for Banach spaces, it 
is true for Hilbert spaces with an appropriate and different definition of dimension. 
Before giving this definition we need an extension of the Pythagorean theorem to 
infinite orthogonal sets. 

3.25 Theorem. If Ua laeA is an orthogonal subset of the Hilbert space '/Ji, 
then LaeA fa converges in '/Ji if and only if LaeA II fa 11 2 < oo and in this case 

IILaeA fall 2 = LaeA llfall 2 • 

Proof Let :!F denote the collection of finite subsets of A. If LaeA fa converges, 
then by Definition 1.8, the continuity of the norm, and the Pythagorean theorem 
we have 

=lim L llfall 2 = L llfall 2 • Fe':Ji aeF aeA 

Therefore, if LaeA fa converges, then LaeA II fa 11 2 < oo. 

Conversely, suppose LaeA ll!all 2 < oo. Given e > 0, there exists Fo in :!F such 
that F :::: Fo implies LaeF II fa 11 2 - LaeFo II fa 11 2 < e2 • Thus, for F, and Fz in :!f 
such that F1, F2 :::: Fo, we have 

2 

~ L llfall 2 - L llfall 2 < e2 , 

aeF1UF2 aeFo 

where the first equality follows from the Pythagorean theorem. Therefore, the net 
{ LaeF fa} Fe'9i is Cauchy, and hence LaeA fa converges by definition. • 
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3.26 Corollary. If {ea}aEA is an orthonormal subset of the Hilbert space 'JC and 
.M. is the smallest closed subspace of 'JC containing the set { ea : a E A}, then 

.M. = {LAaea: Aa E C, L l>..al2 < oo}. 
aEA aEA 

Proof Let '!f denote the directed set of all finite subsets of A. If {>..a }aEA is a choice 
of complex numbers such that LaEA l>..a 12 < oo, then { >..aea} aEA is an orthogonal 
set and LaEA ll>..aea 11 2 < oo. Thus LaEA >..aea converges to a vector f in 'JC by 
the theorem and since f = limFE~ LaEF >..aea, the vector is seen to lie in 

.N' = {L>..aea: Aa E C, L l>..al2 < oo}. 
aEA aEA 

Since .N' contains {ea : a E A}, the proof will be complete once we show that .N' 
is a closed subspace of 'JC. If {>..a }aEA and {J.La }aEA satisfy LaEA l>..a 12 < oo and 
LaEA IJ.Lal2 < oo, then 

L l>..a + J.Lal2 :S 2 L l>..al2 + 2 L IJ.Lal2 < 00. 

aEA aEA aEA 

Hence .N' is a linear subspace of 'JC. 

Now suppose fr }~1 is a Cauchy sequence contained in .N' and that r 
LaEA )..~n>ea. Then for each a in A we have 

and hence Aa = limn->-elo )..~n) exists. Moreover, for F in '!f we have 

E 1>.."' 12 = nli~ E l>..~n> 12 :S n~ E l>..~n> 12 = n~~ II r 11
2 < oo. 

aEF aEF aEA 

Hence, f = LaEA Aaea is well defined and an element of .N'. Now given e > 0, 
if we choose N such that n, m ~ N implies II r - fm II < e then for F in '!f, we 
have 

Therefore, for n > N, we have 

and hence }{ is closed. • 
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3.27 Definition. A subset { ea }aeA of the Hilbert space 'Je is said to be an or­
thonormal basis if it is orthonormal and the smallest closed subspace containing 
it is 'Je. 

An orthonormal basis has especially pleasant properties with respect to repre­
senting the elements of the space. 

3.28 Corollary. If { ea }aeA is an orthonormal basis for the Hilbert space 'Je and f 
is a vector in 'Je, then there exist unique Fourier coefficients p .. a laeA contained in 
C such that f = LaeA Aaea. Moreover, Aa = (f, ea) for a in A. 

Proof That {A.alaeA exists such that f = LaeA A.aea follows from the preceding 
corollary and definition. Moreover, if <!J' denotes the collection of finite subsets of 
A and f3 is in A, then 

(/, ep) = (LA.aea, ep) = 1~ (LA.aea, ep) 
aeA aeF 

(The limit is unaffected since the subsets of A containing f3 are cofinal in '!JP.) 
Therefore the set {A.a}aeA is unique, where Aa = (/, ea) for a in A. • 

3.29 Theorem. Every Hilbert space(#= {0}) possesses an orthonormal basis. 

Proof Let ~ be the collection of orthonormal subsets E of 'Je with the partial 
ordering E1 ~ E2 if E1 c E2. We want to use Zorn's lemma to assert the 
existence of a maximal orthonormal subset and then show that it is a basis. To 
this end let {E.,heA be an increasing chain of orthonormal subsets of 'Je. Then 
clearly u._eAE., is an orthonormal subset of 'Je and hence is in '(g, Therefore, each 
chain has a maximal element and hence '(g itself has a maximal element EM. Let 
.M. be the smallest closed subspace of 'Je containing EM. If .M. = 'Je, then EM is an 
orthonormal basis. If .M. ;6 'Je, then fore a unit vector in .M. J., the set EM U { e} is an 
orthonormal subset of 'Je greater than EM. This contradiction shows that .M. = 'Je 
and EM is the desired orthonormal basis. • 

Although there is nothing unique about an orthonormal basis, that is, there 
always exist infinitely many if 'Je ;6 {0}, the cardinality of an orthonormal basis is 
well defined. 

3.30 Theorem. If {ea }aeA and {fp }peB are orthonormal bases for the Hilbert 
space 'Je, then card A = card B. 

Proof If either of A and B is finite, then the result follows from linear algebra. 
Assume, therefore, that card A :::: ~o and card B :::: ~o. For a in A set Ba = 
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{,8 E B : (ea, /p) f. 0}. Since ea = Lpe8 (ea. /p)fp by Corollary 3.28 and 

1 = Ilea 11 2 = LpeB j(ea. /p)j 2 by Theorem 3.25, it follows that card Ba S tl;o. 
Moreover, since fp = LaeA (ea. fp)ea, it follows that (ea, fp) f. 0 for some a 
in A. Therefore, B = UaeABa and hence card B S LaeA card Ba S LaeA tl;o = 
card A since card A ~ t~;0 . From symmetry we obtain the reverse inequality and 
hence card A = card B. • 

3.31 Definition. If 'lJf is a Hilbert space, then the dimension of '!JC, denoted dim 
'lff, is the cardinality of any orthonormal basis for 'lff. 

The dimension of a Hilbert space is well defined by the previous two theorems. 
We now show that two Hilbert spaces 'lJf and 'X of the same dimension are 
isomorphic, that is, there exists an isometric isomorphism from 'lJf onto 'X which 
preserves the inner product. 

3.32 Theorem. Two Hilbert spaces are isomorphic if and only if their dimensions 
are equal. 

Proof If 'lJf and ':/{ are Hilbert spaces such that dim 'lJf = dim 'X, then there 
exist orthonormal bases {ealaeA and UalaeA for '11e and 'X, respectively. Define 
the map <l> from '!JC to 'X such that for g in 'Je, we set <l>g = LaeA (g, ea )fa. 
Since g = LatA (g, ea )ea by Corollary 3.28, it follows from Theorem 3.25 that 
LaeA l(g, ea)l = llgll 2• Therefore, <l>g is well defined and 

lf<l>gU 2 = L l(g, ea)l2 = lfgll 2 • 

aeA 

That <l> is linear is obvious. Hence, <l> is an isometric isomorphism of '!JC to 'X. 
Thus, <l>'!JC is a closed subspace of 'X which contains Ua : a E A} and by the 
definition of basis, must therefore be all of 'X. Lastly, since (g, g) = lfgll 2 = 
ll<l>gll 2 = (<l>g, <l>g) for gin '1Je, it follows from the polarization identity that 
(g, h)= (<l>g, <l>h) for g and h in 'lff. • 

3.33 We conclude this chapter by computing the dimension of Examples 3.13, 
3.15, 3.16, and 3.17. For Cit is clear that then-tuples 

{(1,0, ... ,0), (0, 1, ... '0), ... '(0, 0, ... '1)} 

form an orthonormal basis, and therefore dim en = n. Similarly, it is easy to 
see that the functions {en}~0 in l 2 (il+) defined by en(m) = 1 if n = m and 0 
otherwise, form an orthonormal subset of l2 (Z+). Moreover, since f in l2(Z+) 
can be written f = L:;:o f(n)en, it follows that {en}~0 is an orthonormal basis 
for l2 (Z+) and hence that dim [l2 (Z+)] = tl;o. 

In the Hilbert space L2 ([0, 1]), the set kbrinx}neZ is orthonormal since 
J0

1 ebrinx dx = 1 if n = 0 and 0 otherwise. Moreover, from the Stone-Weierstrass 
theorem it follows that C ([0, 1]) is contained in the uniform closure of the subspace 
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spannedbytheset{e2>rinx: n E .Z}andhenceC([O, 1])iscontainedinthesmallest 
closed subspace of L2([0, 1]) containing them. For fin L2([0, 1]) it follows from 
theLebesguedominatedconvergencetheoremthatlimk-+oo II/- fkll 2 = O,where 

{ 
f(x), lf(x)l ~ k, 

fk(x) = 
0, 1/(x)l > k. 

Since C([O, 1]) is dense in L1([0, 1]) in the L 1-norm, there exists for each k 
in .z+, a function (/Jk in C([O, 1]) such that I({Jk(x)l ~ k for x in [0, 1] and 
II !k - ({Jkil 1 ~ I I k2• Hence 

lim sup (1 1 
I !k - (/Jk 12 dx) 112 ~ lim sup (k 11 

I fk - (/Jk I dx) 112 

k-+oo 0 k-+oo 0 

(1) 1/2 
~lim sup - = 0. 

k-+00 k 

Thus, C([O, 1]) is a dense subspace of L2([0, 1]) and hence the smallest closed sub­
space of L2 ([0, 1]) containing the functions {e2n"inx: n E .Z} is L2([0, 1]). There­
fore, {e2JrinxlneZ is an orthonormal basis for L 2 ([0, 1]). Hence, dim {L2 ([0, 1])} = 
~0 and therefore despite their apparent difference, 12(-l+) and L2 ([0, 1]) are 
isomorphic Hilbert spaces. 

Similarly, since a change of variables shows that {XnlneZ is an orthonormal 
basis for L2(lf), we see that {Xnlnez+ is an orthonormal basis for H 2 and hence 
dim H 2 = ~0 also. 

We indicate in the exercises how to construct examples of Hilbert spaces for 
all dimensions. 

Notes 
The definition of a Hilbert space is due to von Neumann and he along with Hilbert, Riesz, 

Stone, and others set forth the foundations of the subject. An introduction to the geometry 
of Hilbert space can be found in many textbooks on functional analysis and, in particular, 
in Stone [104], Halmos [55], Riesz and Sz.-Nagy [92], and Akhieser and Glazman [2]. 

Exercises 

3.1 Let A be a nonempty set and let 

P(A) = {t: A~ C: L lf(a)l 2 < oo}. 
aEA 

Show that !2(A) is a Hilbert space with the pointwise operations and with the inner 
product (f, g) = LaEA f(a)g(a). Show that dim l2 (A) =card A. 

3.2 Let f£ be a normed linear space for which the conclusion of the parallelogram law is 
valid. Show that an inner product can be defined on f£ for which the associated norm 
is the given norm. 

3.3 Show that the completion of an inner product space is a Hilbert space. 



72 Banach Algebra Techniques in Operator Theory 

3.4 Show that C([O, 1]) is nota Hilbert space, that is, there is no inner product on C([O, 1]) 
for which the associated norm is the supremum norm. 

3.5 Show that C([O, 1]) is not homeomorphically isomorphic to a Hilbert space.* 

3.6 Complete the proof begun in Section 3.14 that the space ;;£ defined there is not 
complete. 

3.7 Give an example of a finite dimensional Banach space containing a closed conve~ set 
which contains more than one point of smallest norm.* 

3.8 Give an example of an infinite dimensional Banach space and a closed convex set 
having no point of smallest norm.* 

3.9 Let cp be a bounded linear functional on the subspace .M. of the Hilbert space 'ile. Show 
that there exists a unique extension of 1fJ to 'iJe having the same norm. 

3.10 Let 'iJe and X be Hilbert spaces and 'iJe $X denote the algebraic direct sum. Show that 

((hJ,kJ), (h2,k2)) = (hJ,h2) + (kJ,k2) 

defines an inner product on 'iJe $X, that 'iJe $X is complete with respect to this inner 
product, and that the subspaces 'iJe $ {0} and {0} $X are closed and orthogonal in 
'ile$X. 

3.11 Show that each vector of norm one is an extreme point of the unit ball of a Hilbert 
space. 

3.12 Show that the w*-closure of the unit sphere in an infinite-dimensional Hilbert space 
is the entire unit ball. 

3.13 Show that every orthonormal subset of the Hilbert space 'iJe is contained in an 
orthonormal basis for 'i/e. 

3.14 Show that if .M. is a closed subspace of the Hilbert space 'i/e, then dim M :::; dim 'i/e. 

3.15 (Gram-Schmidt) Let Unl~1 be a subset of the Hilbert space 'iJe whose closed linear 
span is 'i/e. Set e1 =It/ lift II and assuming {ek}k=I to have been defined, set 

en+l = (fn+l- ~Un+l• ek)ek) I lkn+l- ~Un+l• ek)ek II, 
where en+ I is taken to be the zero vector if 

n 

fn+l = LUn+l• ek)ek. 
k=l 

Show that {en}~ 1 is an orthonormal basis for 'ile. 

3.16 Show that L2 ([0, l)) has an orthonormal basis lenl~o such that en is a polynomial of 
degree n. 

3.17 Let :£ be a dense linear subspace of the separable Hilbert space 'Je. Show that :£ 
contains an orthonormal basis for 'i/e. Consider the same question for nonseparable 
'ile.* 

3.18 Give an example of two closed subspaces M and .N' of the Hilbert space 'iJe for which 
the linear span 
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.M, + j{ = {f + g : f E .M,, g E Jf} 

fails to be closed. • (Hint: Take .M to be the graph of an appropriately chosen bounded 
linear transformation from 'X to 'X and Jf to be 'X E9 {0}, where 'Je ='X E9 'X.) 

3.19 Show that no Hilbert space has linear dimension ~o. (Hint: Use the Haire category 
theorem.) 

3.20 If 'Je is an infinite-dimensional Hilbert space, then dim 'Je coincides with the smallest 
cardinal of a dense subset of 'Je. 

3.21 Let ex and 'X be Hilbert spaces and let 'Je~'X denote the algebraic tensor product of 
ex and 'X considered as linear spaces over C. Show that 

(t.·· ,,.,, t,•; @kj) ~ t;t,<•·· hj)(k;, kj) 

defines an inner product on ex~ 'X. Denote the completion of this inner product space 
by ex® 'X. Show that if {ea}aeA and {fp}peB are orthonormal bases for ex and 'X, 
respectively, then {ea i8) fp ha,{J)EA x B iS an OrthOnOrmal baSiS for ex i8) 'X. 

3.22 Let (X,~. 1-L) be a measure space with 1-L finite and rp be a bounded linear functional 
on L 1 (X). Show that the restriction of rp to L 2(X) is a bounded linear functional on 
L 2 (X) and hence there exists gin L 2 (X) such that rp(f) = fx fg di-L for fin L 2 (X). 
Show further that g is in L 00 (X) and hence obtain the characterization of L 1 (X)* as 
L 00 (X). (Neither the result obtained in Chapter 1 nor the Radon-Nikodym theorem is 
to be used in this problem.) 

3.23 (von Neumann) Let 1-L and v be positive finite measures on (X,~) such that v is 
absolutely continuous with respect to 1-L· Show that f -+ fx f d 1-L is well defined and 
a bounded linear functional on L 2 (1-L + v ). If rp is the function in L 2 (1-L + v) satisfying 
fx frpd(!-L + v) = fx fdi-L, then (1- rp)/rp is in L 1(!-L) and 

v(E) = { 1 - rp di-L 
JE rp 

forE in~-

3.24 Interpret the results of Exercises 1.30 and 1.31 under the assumption that~ is a Hilbert 
space. 



Chapter 4 

Operators on Hilbert Space 
and C*-Algebras 

4.1 Most of linear algebra involves the study of transformations between linear 
spaces which preserve the linear structure, that is, linear transformations. Such is 
also the case in the study of Hilbert spaces. In the remainder of the book we shall be 
mainly concerned with bounded linear transformations acting on Hilbert spaces. 
Despite the importance of certain classes of unbounded linear transformations, we 
consider them only in the problems. 

We begin by adopting the word operator to mean bounded linear transformation. 
The following proposition asserts the existence and uniqueness of what we shall 
call the "adjoint operator." 

4.2 Proposition. If T is an operator on the Hilbert space 'JC, then there exists a 
unique operator S on 'JC such that 

(Tf, g)=(/, Sg) for f and gin 'JC. 

Proof For a fixed g in 'JC consider the functional rp defined by rp{j) = (T f, g) 
for f in 'JC. It is easy to verify that rp is a bounded linear functional on 'JC, and 
hence there exists by the Riesz representation theorem, a unique h in 'JC such that 
rp{j) =(/,h) for fin 'JC. Define Sg =h. 

Obviously, S is linear and (T f, g) = (/, Sg) for f and g in 'JC. Setting f = Sg 
we obtain the inequality 

11Sgll 2 = (Sg, Sg) = (T Sg, g) :S II Til IISgll II gil for gin 'JC. 

Therefore, II S II ::; II T II and S is an operator on 'JC. 

To show that Sis unique, suppose So is another operator on 'JC satisfying (/, S0g) = 
(Tf, g) for f and g in 'JC. Then (/, Sg- Sog) = 0 for f in 'JC which implies 
Sg - S0g = 0. Hence S = So and the proof is complete. • 

74 
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4.3 Definition. If T is an operator on the Hilbert space 'X, then the adjoint ofT, 
denoted T*, is the unique operator on 'X satisfying (T f, g) = (f, T* g) for f and 
gin 'X. 

The following proposition summarizes some of the properties of the involution 
T -+ T*. In many situations this involution plays a role analogous to that of the 
conjugation of complex numbers. 

4.4 Proposition. If 'X is a Hilbert space, then: 

(1) T** = (T*)* = T forT in E('X); 
(2) II T II = II T* II for T in E('X); 
(3) (aS+ {JT)* = aS* + {jT* and (ST)* = T* S* for a, fJ inC and S, T in 

E('X); 
(4) (T*)- 1 = (T- 1)* for an invertible Tin E('X); and 
(5) II Tll 2 = II T*TII for T in E('X). 

Proof (1) Iff and g are in 'X, then 

(f, T**g) = (T* f, g)= (g, T* f)= (Tg, f)= (f, Tg), 

and hence T** = T. 

(2) In the proof of Proposition 4.2 we showed II T** II ::::: II T* II ::::: II T 11. Combining 
this with (1), we have II Til= liT* II. 

(3) Compute. 

(4) Since T*(T- 1)* = (T- 1T)* =I= (TT-1)* = (T- 1)*T* by (3), it follows 
that T* is invertible and (T*)-1 = (T-1)*. 

(5) Since II T* Til ::::; II T* II II Til = II T11 2 by (2), we need verify only that II T*TII 2': 
II T 11 2• Let Un }~ 1 be a sequence of unit vectors in 'X such that limn--..oo II T fn II = 
liT II. Then we have 

IIT*Tjj2': lim sup jjT*Tfnll2': limsup(T*Tfn, fn) = lim 11Tfnll2 = IIT11 2 , 
n--+oo n~oo n--+oo 

which completes the proof. • 
4.5 Definition. If T is an operator on the Hilbert space 'X, then the kernel of T, 
denoted ker T, is the closed subspace {f E 'X: Tf = 0}, and the range ofT, 
denoted ran T, is the subspace { T f : f E 'X}. 

4.6 Proposition. If T is an operator on the Hilbert space 'X, then ker T = 
(ran T*).l and ker T* = (ran T).l. 

Proof It is sufficient to prove the first relation in view of ( 1) of the last proposition. 
To that end, iff is in kerT, then (T*g, f) = (g, Tf) = 0 for gin 'X, and 
hence f is orthogonal to ran T*. Conversely, if f is orthogonal to ran T*, then 
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(TJ, g) = (J, T*g) = 0 for gin 'JC, which implies Tf = 0. Therefore, f is in 
ker T and the proof is complete. • 

We next derive useful criteria for the invertibility of an operator. 

4.7 Definition. An operator Ton the Hilbert space 'lJC is bounded below if there 
exists e > 0 such that II T !II 2: e II f II for f in 'JC. 

4.8 Proposition. If T is an operator on the Hilbert space 'lie, then T is invertible 
if and only if T is bounded below and has dense range. 

Proof If T is invertible, then ran T = 'lJC and hence is dense. Moreover, 

for fin 'lie 

and therefore T is bounded below. 

Conversely, if T is bounded below, there exists e > 0 such that II T f II 2:: e II f II 
for fin 'lie. Hence, if {Tfn}~1 is a Cauchy sequence in ranT, then the inequality 

1 
llfn- fmil :S- IITfn- Tfmll 

e 

implies Un}~1 is also a Cauchy sequence. Hence, if f = limn~oo fn, then 
T f = limn->-oo T fn is in ran T and thus ran T is a closed subspace of '/JC. If we 
assume, in addition, that ran T is dense, then ran T = 'lie. Since T being bounded 
below obviously implies that T is one-to-one, the inverse transformation r-I is 
well defined. Moreover, if g = T f, then 

IIT-1gll = 11/11 :S ~ IITfll = ~ ilgll 
B B 

and hence r-I is bounded. • 
4.9 Corollary. If T is an operator on the Hilbert space 'lJC such that both T and 
T* are bounded below, then T is invertible. 

Proof 1fT* is bounded below, then ker T* = {0}. Since (ran T)J. = ker T* = {0} 
by Proposition 4.6, we have (ran T)J. = {0}, which implies clos [ran T] = 
(ran T)J.J. = {O}J. = 'lJC by Corollary 3.22. Therefore, ranT is dense in 'lJC and the 
result follows from the theorem. • 

4.10 If T is an operator on the finite dimensional Hilbert space en and { e; }7=1 is 
an orthonormal basis for en, then the action ofT is given by the matrix {aij l?,j=l, 
where aij = (Te;, ei ). The adjoint operator T* has the matrix {bij l?,j=I, where 
bij = 7ij; fori, j = 1, 2, ... , n. 
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The simplest operators on en are those for which it is possible to choose an 
orthonormal basis such that the corresponding matrix is diagonal, that is, such that 
a;i = 0 for i "I= j. An operator can be shown to belong to this class if and only if 
it commutes with its adjoint. In one direction, this result is obvious and the other 
is the content of the so called "spectral theorem" for matrices. 

For operators on infinite dimensional Hilbert spaces such a theorem is no 
longer valid. Hilbert showed, however, that a reformulation of this result holds 
for operators on arbitrary Hilbert spaces. This "spectral theorem" is the main 
theorem of this chapter. 

We begin by defining the relevant classes of operators. 

4.11 Definition. If T is an operator on the Hilbert space <Je, then: 

(1) Tis normal if TT* = T*T; 
(2) T is self-adjoint or hermitian if T = T*; 
(3) T is positive if (T f, f) ~ 0 for fin <Je; and 
(4) Tis unitary if T*T = TT* =I. 

The following is a characterization of self-adjoint operators. 

4.12 Proposition. An operator T on the Hilbert space <Je is self-adjoint if and 
only if (T f, f) is real for fin <Je. 

Proof If T is self-adjoint and f is in <Je, then 

(Tf, f)= (f, T* f)= (f, Tf) = (Tf, f) 

and hence (Tf, f) is real. If (Tf, f) is real for fin <Je, then using Lemma 3.3, we 
obtain for f and g in <Je that (T f, g) = (T g, f) and hence T = T*. • 

4.13 Corollary. If P is a positive operator on the Hilbert space <Je, then P is 
self-adjoint. 

Proof Obvious. • 
4.14 Proposition. If T is an operator on the Hilbert space <Je, then T* T is a 
positive operator. 

Proof For f in <Je we have (T*Tf, f) = JIT/11 2 ~ 0, from which the result 
follows. • 

When we speak of the spectrum of an operator T defined on the Hilbert space <Je, 
we mean its spectrum when T is considered as an element of the Banach algebra 
E(<Je) and we use a(T) to denote it. On a finite-dimensional space ). is in the 
spectrum of T if and only if ). is an eigenvalue for T. This is no longer the case 
for operators on infinite-dimensional Hilbert spaces. 
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In linear algebra one shows that the eigenvalues of a hermitian matrix are real. 
The generalization to hermitian operators takes the following form. 

4.15 Proposition. If Tis a self-adjoint operator on the Hilbert space 'lie, then the 
spectrum of T is real. Furthermore, if T is a positive operator, then the spectrum 
of T is nonnegative. 

Proof If A =a+ i{J with a, {J real and {J I= 0, then we must show that T -A is 
invertible. The operator K = (T - a) I {J is self-adjoint and T - A is invertible if 
and only if K- i is invertible, since K- i = (T- A)/fJ. Therefore, in view of 
Proposition 4.9, the result will follow once we show that the operators K - i and 
(K - i)* = K + i are bounded below. However, for f in 'lie, we have 

liCK± i)/112 = (CK ± i)j, (K ± i)f) = IIK/11 2 =t= i(Kf, f)± i(f, Kf) + 11/11 2 

= IIK/11 2 + 11/11 2 2: 11/11 2 

and hence the spectrum of a self-adjoint operator is real. 

If we assume, in addition, that T is positive and A < 0, then 

Since (T - A)* = (T - A), then T - A is invertible by Proposition 4.9 and the 
proof is complete. • 

We consider now a special class of positive operators which form the building 
blocks for the self-adjoint operators in a sense which will be made clear in the 
spectral theorem. 

4.16 Definition. An operator P on the Hilbert space 'lie is a projection if P is 
idempotent ( P 2 = P) and self-adjoint. 

The following construction gives a projection and, in fact, all projections arise 
in this manner. 

4.17 Definition. Let .M, be a closed subspace of the Hilbert space 'lie. Define P.M. 
to be the mapping P.M.!= g, where f = g + h with gin .M. and h in .Mj_. 

4.18 Theorem. If .M. is a closed subspace of 'lie, then P.M. is a projection having 
range .M. Moreover, if P is a projection on 'lie, then there exists a closed subspace 
.M.( = ran P) such that P = P.M.· 

Proof First we prove that P.M. is an operator on 'iJC. If !1 , h are vectors in 'lie and 
A1, Az complex numbers, then !1 = g1 + h1 and h = g2 + hz, where g1, gz are 
in .M. and h 1, hz are in .M. j_. Moreover 
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where AI8I + J.. 2gz is in.M, and (J..Ihi + J..zhz) is in .M,J.. By the uniqueness of such 
a decomposition, we have 

and hence P.M. is a linear transformation on 'lie. Moreover, the inequality 

shows that P.M. is bounded and has norm at most one. Therefore, Pis an operator 
on 'lie. Moreover, since 

we see that PM is self-adjoint. Lastly, iff is in .M., then f = f + 0 is the required 
decomposition off and hence P.M./ = f. Since ran P.M. = .M, it follows that 
Pl = P.M. and hence PM is idempotent. Therefore PM is a projection with range 
.M,, 

Now suppose P is a projection on 'lie and set .M = ran P. If { P fn } ~I is a Cauchy 
sequence in 'lie converging to g, then 

g = lim Pfn = lim P2 fn = P[ lim Pfn] = Pg. 
n_,.oo n_,.oo n_,.oo 

Thus g is in.M andhence.M. is a closed subspace of 'lie. If g is in.MJ., then 11Pgll2 = 
(Pg, Pg) = (g, P2g) = 0, since P2g is in .M, and hence Pg = 0. Iff is in 'lie, 
then f = Pg + h, where his in .MJ. and hence P.M./= Pg = P 2g +Ph = Pf. 
Therefore, P = P.M.· • 

Many geometrical properties of closed subspaces can be expressed in terms of 
the projections onto them. 

4.19 Proposition. If 'lie is a Hilbert space, {.M; J7=I are closed subspaces of 'lie, and 
{ P;}?=t are the projections onto them, then P1 + P2 + · · · + Pn = I if and only if 
the subspaces {.M; J?=t are pairwise orthogonal and span 'lie.,. that is, if and only if 
each f in 'lie has a unique representation f = /1 + fz + · · · + fn, where f; is in 
.M;. 

Proof If P1 + Pz + · · · + Pn = I, then each f in 'lie has the representation 
f = P1 f + Pzf + · · · + Pn f and hence the .M; span 'fli. Conversely, if the {.M; J?=I 
span 'lie and the sum P1 + P2 + · · · + Pn is a projection, then it must be the identity 
operator. Thus, we are reduced to proving that PI + P2 + · · · + Pn is a projection if 
and only if the subspaces {.M; }7=1 are pairwise orthogonal, and for this it suffices 
to consider the case of two subspaces. 

Therefore, suppose PI and Pz are projections such that PI + Pz is a projection. 
For fin .Mt, we have 
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= (Ptf, Ptf) + (Ptf, P2f) + (Pzf, Ptf) + (Pzf, P2f) 

= (Ptf, f) + (f, P2f) + (Pd, f) +(Pd. f) 

=((PI+ P2)f, f)+ 2(Pzf, f), 

since Pd = f and thus 211 Pz/112 = 2(Pzf, P2f) = 2(Pzf, f) = 0. Hence, f 
and therefore .M1 is orthogonal to ..«2. 

Conversely, if P1 and P2 are projections such that the range of P1 is orthogonal to 
the range of P2, then for f in "Je, we have 

(PI+ P2)2 f =(PI+ Pz)Pif +(PI+ P2)Pd = P12 f + P~f 

={PI+ P2)j, 

• 
The proof shows that the sum of a finite number of projections onto pairwise 

orthogonal subspaces is itself a projection. 
We next consider some examples of normal operators other than those defined 

by the diagonalizable matrices on a finite-dimensional Hilbert space. 

4.20 EXAMPLE. Let (X, ;J, JL) be a probability space. For rp in L00 (JL) define the 
mapping M'P on L2(JL) such that M'Pf = rpf for f in L2(JL), where rpfdenotes 
the pointwise product, and let IDl = {Mrp : rp E L00 (JL)}. Obviously Mrp is linear 
and the inequality 

IIM'Pfllz = (fx irpfi 2 dJL) 
112 

S (fx (llrplloo lfli dJL) 
112 

S ilrplloo llfllz 

shows that Mrp is bounded. Moreover, if En is the set 

{x EX: irp(x)l:::: llrplloo- 1/n}, 

then 

I M.h. II, ~ (fxi~/ E. I' dp. r "' [f. (ll~lloo - D 2
11 E.l' dp. r 

:::: (llrplloo- ~) II h. ll2 

and hence liM 'I' II = llrpll 00 • For f and gin L 2(JL) and rp in L 00 (JL) we have 

(Mrpf, g)= fx irpfi g dJL = fx f(qig)dJL = (f, Mq;g), 

which implies M; = Mq;. Lastly, the mapping defined by \ll(rp) = M'P from 
L 00 (JL) to IDl is obviously linear and multiplicative. Therefore, \II is a *-isometric 
isomorphism of L00 (JL) onto IDl. (The terminology*- is used to denote the fact 
that conjugation in L 00 (JL) is transformed by \II to adjunction in E(L 2 (JL) ).) 
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Since L 00 (J.L) is commutative, it follows that Mrp commutes with M; and hence 
is a normal operator. For rp in L 00 (J.L} the operator Mrp is self-adjoint if and only 
if Mrp = M; and hence if and only if rp = rp or rp is real. Since M; = Mrpz, the 
operator Mrp is idempotent if and only if ({Jz = rp or rp is a characteristic function. 
Therefore, the self-adjoint operators in IDl are the Mrp for which rp is real, and the 
projections are the Mrp for which qJ is a characteristic function. 

Let us now consider the spectrum of the operator Mrp. If rp -A is invertible in 
L 00 (J.L), then Mrp-). = M(rp-J..) is invertible in E(LZ(J.L)) with inverse M(rp-J..)-1• 
and hence a(Mrp) c ffi(rp). To assert the converse inclusion we need to know that 
if Mrp - A is invertible, then its inverse is in IDl. There are at least two different 
ways of showing this which reflect two important properties possessed by IDl. 

4.21 Definition. If ~ is a Hilbert space, then a subalgebra IDl of E(~ is said 
to be maximal abelian if it is commutative and is not properly contained in any 
commutative subalgebra of E(~}. 

4.22 Proposition. The algebra IDl = {Mrp: qJ E L""(J.L)} is maximal abelian. 

Proof Let T be an operator on L 2 (J.L) that commutes with IDl. If we set 1/f = T 1, 
then 1/f is in L z(J.L) and Trp = T Mrpl = MrpTl = 1/frp for rp in L 00 (J.L). Moreover, 
if En is the set {x EX: 11/f(x)l :::: II Til+ 1/n}, then 

II Til II IE. liz :::: II TIE. liz = II l/1 h. liz = (fxlt hJ d!-L Y;z 

:::: (un + ~) (£liE. 12 d~-L) 11z :::: (un + ~) II h. liz. 
Therefore, II h. liz = 0 and hence the set {x E X: 11/f(x)l > II Til} has measure 
zero. Thus 1/f is in L00 (/L} and Trp = Mtrp for rp in L 00 (/L). Since C(X) is dense 
in Lz(J.L) as proved in Section 3.33 and C(X) c L00 (/L), it follows that T = Mt 
is in IDl. Therefore, IDl is maximal abelian. • 

4.23 Proposition. If~ is a Hilbert space and '2!: is a maximal abelian subalgebra 
of E(.M.), then a(T) = a~(T) forT in '2!:. 

Proof Clearly a(T) C a~(T) for T in '2!:. If A is not in a(T), then (T - >.)-1 

exists. Since (T - >.)-1 commutes with '2!: and '2!: is maximal abelian, we have 
(T - >.)-1 is in '2!:. Therefore). is not in a~(T) and hence a~(T) = a(T). • 

4.24 Corollary. If rp is in L00 (/L), then a(Mrp) = ffi(rp). 

Proof Since IDl = {Mt : 1/f E L 00 (J.L)} is maximal abelian, it follows from the 
previous result that a!III(T} = a(T). Since IDl and L00 (/L) are isomorphic, we have 
a!III(T) = aL""(JL)(T) and Lemma 2.63 completes the proof. • 
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We offer the alternate approach after giving an example of a subalgebra W of 
E(~) and an operator T in W for which a~ (T) i= a (T). 

4.25 ExAMPLE. Let 12(l) denote the Hilbert space consisting of the complex 
functions f on 7L such that L~-oo lf(n)l 2 < oo. Define U on 12(7L) such that 
(U f)(n) = f(n- 1) for fin 12 (7L). The operator U is called the bilateral shift. It 
is clearly linear and the identity 

00 00 

IIUJII~ = L I(Uf)(n)l2 = L lf(n- 1)12 = 11/11~ 
n=-oo n=-oo 

for fin l2 (7L) shows that U preserves the norm and, in particular, is bounded. If 
we define A on l2 (7L) such that (Af)(n) = f(n + 1) for fin l 2(7L), we have 

00 00 

(Uf, g)= L (Uf)(n)g(n) = L f(n- l)g(n) 
n=-oo n=-oo 

00 

= L f(n)g(n + 1) = (f, Ag). 
n=-oo 

Therefore, A = U* and a computation yields UU* = U*U =I or u-t = U*. 
Thus U is a unitary operator. 

From Proposition 2.28 we have a(U) c [)) and a(U-1) = a(U*) c [)). 
If A. is in[)), 0 < IA.I < 1, then (U- A.)U- 1 = A.(O/A.)- u-1). Since 1/A. 

is not in [)), the operator A.( (1/A.) - u-1) is invertible and hence so is U - A.. 
Therefore a(U) is contained in lf. For fixed(} in [0, 2rr] and n in 7L+, let fn 

be the vector in l 2 (7L) defined by fn(k) = (2n + 1)-!fZe-ikl! for lkl ~ nand 0 
otherwise. A straightforward calculation shows that fn is a unit vector and that 
limn_. 00 (U - ei0 ) fn = 0. Therefore U - eili is not bounded below, and hence eil! 

is in a(U). Thus a(U) = lf. 
Let W denote the smallest closed subalgebra of E(l2 (7L)) containing I and U. 

Then ~+ is the closure in the uniform norm of the collection of polynomials in U, 
that is, 

W+ = clos { t CXn U" : CXn E C} . 
n=O 

If .M denotes the closed subspace 

{f E l2(7L) : f(k) = 0 fork < 0} 

of l2 (7L), then U .M. c .M., which implies p(U).M c .M for each polynomial 
p. If for A in W+ we choose a sequence of polynomials {Pnl~ 1 such that 
limn--00 Pn(U) = A, then Af = limn-><x> Pn(U)f implies Af is in .M, iff 
is, since each Pn(U)f is in .M. Therefore A.M. c .M for A in W+. We claim that 
u-1 is not in W+. If e0 is the vector in z2(7L) defined to be 1 at 0 and 0 otherwise, 
then 

(U- 1eo)(-1) = (U*eo)(-l) = 1 i= 0. 
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Hence u-1.,« '/.. .M. which implies that u-1 is not in~+· Therefore, 0 is in u~+ (U), 
implying u~+ (U) =f. u(U). 

The algebra~+ can be shown to be isometrically isomorphic to the disk algebra 
defined in Section 2.50 with U corresponding to x1 and hence u~+ (U) = []). We 
return to this later. 

The algebra ~+ is not maximal abelian, since it is contained in the obviously 
larger commutative algebra {M<P : cp e £CXl(lf)}. Equally important is that~+ is 
not a self-adjoint subalgebra of 2(12 (Z)), since, as we will soon establish, such 
algebras also have the property of preserving the spectrum. We consider the abstract 
analog of a self-adjoint subalgebra. 

4.26 Definition. If ~ is a Banach algebra, then an involution on ~ is a mapping 
T ~ T* which satisfies: 

(i) T** = T for T in ~; 
(ii) (aS+ {3T)* =aS*+ flT* for S, T in~ and a, {3 inC; and 

(iii) (ST)* = T* S* for S and T in ~-

If, in addition, liT* Til = IIT11 2 forT in~. then~ is a C*-algebra. 
A closed self-adjoint subalgebra of 2(j¥f) for '1Je a Hilbert space is a C* -algebra in 

view of Proposition 4.4. Every C* -algebra can, in fact, be shown to be isometrically 
isomorphic to such an algebra (see Exercise 5.26). 

All of the various classes of operators whose definitions are based on the 
adjoint can be extended to a C* -algebra; for example, an element T in a C*­
algebra is said to be self-adjoint if T = T*, normal if T T* = T* T, and unitary jf 
T*T = TT* =I. 

We now give a proof of Proposition 4.15 which is valid for C*-algebras. Our 
previous proof made essential use of the fact that we were dealing with operators 
defined on a Hilbert space. 

4.27 Theorem. In a C* -algebra a self-adjoint element has real spectrum. 

Proof Observe first that if T is an element of the C* -algebra~. then the inequality 

implies that II T II :::: II T* II and hence II T II = II T* 11. since T** = T. Thus the 
involution on a C* -algebra is an isometry. 

Now let H be a self-adjoint element of~ and set U = exp i H. Then from the fact 
that H is self-adjoint and the definition of the exponential function, it follows that 
U* = exp(iH)* = exp( -i H). Moreover, from Lemma 2.12 we have 

UU*=exp{iH) exp(-iH)= exp(iH- iH)=l= exp(-iH) exp(iH)=U*U 

and hence U is unitary. Moreover, since 1 = IIIII = IIU*UII = IIU11 2 we see 
thatiiUII = IIU*II = IIU-1 11 = 1,andthereforeu(U)iscontainedinlf.Since 
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a ( U) = exp (i a (H)) by Corollary 2.37, we see that the spectrum of H must 
~~- . 
4.28 Theorem. If Q3 is a C* -algebra, ~ is a closed self-adjoint subalgebra of Q3, 
and T is an element of ~, then a~ ( T) = am ( T). 

Proof Since a2l (T) contains am (T), it is sufficient to show that if T-).. is invertible 
in Q3, then the inverse (T- Ar1 is in~- We can assume)..= 0 without loss of 
generality. Thus, Tis invertible in IB, and therefore T*T is a self-adjoint element 
of~ which is invertible in~- Since a2l(T*T) is real by the previous theorem, we 
see that a2I(T*T) = am(T*T) by Corollary 2.55. Thus, T*T is invertible in~ 
and therefore 

is in ~ and the proof is complete. • 
We are now in a position to obtain a form of the spectral theorem for normal 

operators. We use it to obtain a "functional calculus" for continuous functions as 
well as to prove many elementary results about normal operators. 

Our approach is based on the following characterization of commutative C*­
algebras. 

4.29 Theorem. (Gelfand-Naimark) If~ is a commutative C* -algebra and M is 
the maximal ideal space of~. then the Gelfand map is a* -isometric isomorphism 
of~ onto C(M). 

Proof If r denotes the Gelfand map, then we must show that f(T) = f(T*) 
and that llf(T)IIoo = IITII. The fact that r is onto will then follow from the 
Stone-Weierstrass theorem. 

If T is in~. then H = 4 (T + T*) and K = (T - T*) j2i are self-adjoint operators 
in~ such that T = H +iK and T* = H- iK. Since the sets a(H) anda(K) are 
contained in IR, by Theorem 4.27, the functions f(H) and f(K) are real valued 
by Corollary 2.36. Therefore, 

f(T) = f(H) + if(K) = f(H)- if(K) = f(H- iK) = f(T*), 

and hence r is a* -map. 

To show that r is an isometry, letT be an operator in~- Using Definition 4.26, 
Corollary 2.36, Theorem 2.38, and the fact that T*T is self-adjoint, we have 

1/2k 1/2k 

IITII2 = IIT*TII = II<T*T)2kll = k~~ II<T*T) 2kll 

= llrcT*T)IIoo = llrcr*>r<T)IIoo = lllfCT)12 IIoo = urCT)II~. 

Therefore r is an isometry and hence a* -isometric isomorphism onto C (M). • 
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If m:: is a commutative C* algebra and T is in m::, then T is normal, since T* is 
also in m:: and the operators in m:: commute. On the other hand, a normal operator 
generates a commutative C* -algebra. 

4.30 Theorem. (Spectral Theorem) If 'lie is a Hilbert space and T is a normal 
operator on 'lie, then the C* -algebra !rT generated by T is commutative. Moreover, 
the maximal ideal space of !rT is homeomorphic to a(T), and hence the Gelfand 
map is a *-isometric isomorphism of !rT onto C(a(T)). 

Proof Since T and T* commute, the collection of all polynomials in T and T* 
forms a commutative self-adjoint subalgebra of E('lle) which must be contained in 
the C* -algebra generated by T .It is easily verified that the closure of this collection 
is a commutative C* -algebra and hence must be !rT. Therefore !rT is commutative. 

To show that the maximal ideal space M of!rT is homeomorphic to a(T), define 
1/1 from M to a(T) by 1/l(cp) = r(T)(cp). Since the range of r(T) is a(T) by 
Corollary 2.36, 1/1 is well defined and onto. If CfJt and CfJ2 are elements of M such 
that 1/l(cpt) = 1/I(Cfl2), then 

Cflt (T) = cpz(T), 

and 

cp1(T*) = r(T*)(cpt) = r(T)(cp1) = r(T)(Cfl2) = r(T*)(CfJ2) = CfJ2(T*), 

and hence cp1 and CfJ2 agree on all polynomials in T and T*. Since this collection 
of operators is dense in !rT it follows that cp1 = cpz and therefore 1/1 is one-to-one. 
Lastly, if {cpa }aeA is a net in M such that limaeA Cfla = cp, then 

and hence 1/1 is continuous. Since Manda (T) are compact Hausdorff spaces, then 
1/1 is a homeomorphism and the proof is complete. • 

4.31 Functional Calculus. If T is an operator, then a rudimentary functional 
calculus for T can be defined as follows: for the polynomial p(z) = L~=O anzn, 

define p(T) = L~=O an rn. The mapping p ~ p(T) is a homomorphism from 
the algebra of polynomials to the algebra of operators. If 'tie is finite dimensional, 
then one can base the analysis of T on this functional calculus. In particular, the 
kernel of this mapping, that is, {p(z) : p(T) = 0}, is a nonzero principal ideal 
in the algebra of all polynomials and the generator of this ideal is the minimum 
polynomial for T. If 'lie is not finite dimensional, then this functional calculus may 
yield little information. 

The extension of this map to larger algebras of functions (see Exercise 2.18) is 
a problem of considerable importance in operator theory. 
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If T is a normal operator on the Hilbert space '/1£, then the Gelfand map estab­
lishes a *-isometric isomorphism between C(a(T)) and C£r. Forrp in C(a(T)), we 
define rp(T) = r-1rp. It is clear that if rp is a polynomial in z, then this definition 
agrees with the preceding one. Moreover, if A is an operator on '/1£ that commutes 
with T and T*, then A must commute with every operator in C£r and hence, in 
particular, with rp(T) for each rp in C(a(T)). 

In the remainder of this chapter we shall obtain certain results about operators 
using this calculus and then extend the functional calculus to a larger class of 
functions. 

4.32 Corollary. If T is a normal operator on the Hilbert space '/1£, then T is 
positive if and only if a (T) is nonnegative and self-adjoint if and only if a (T) is 
real. 

Proof By Proposition 4.15, the spectrum of T is nonnegative if T is positive. 
Conversely, if T is normal, a (T) is nonnegative, and r is the Gelfand transform 
from C£r to C(a(T)), then f(T) :::: 0. Thus there exists a continuous function cp 

on a(T) such that r(T) = JrpJ 2• Then 

T = [qi(T)][rp(T)] = cp(T)*cp(T) 

and hence T is positive by Proposition 4.14. 

If Tis self-adjoint, then the spectrum ofT is real by Proposition 4.15. If Tis normal 
and has real spectrum, then 1{1 = r (T) is a real-valued function by Corollary 2.36, 
and hence T = t/J(T) = l{I(T) = l{I(T)* = T*. Therefore, Tis self-adjoint. • 

The preceding proposition is false without the assumption that T is normal, 
that is, there exist operators with spectrum consisting of just zero which are not 
self-adjoint. 

The second half of the preceding proposition is valid in a C* -algebra, while 
the first half allows us to define a positive element of a C* -algebra to be a normal 
element with nonnegative spectrum. 

We now show the existence and uniqueness of the square root of a positive 
operator. 

4.33 Proposition. If P is a positive operator on the Hilbert space '/1£, then there 
exists a uniqu~ positive operator Q such that Q2 = P. Moreover, Q commutes 
with every operator that commutes with P. 

Proof Since the spectrum a (P) is positive, the square root function.;- is contin­

uous on a (P). Therefore -JP is a well-defined operator on '/1£ which is positive by 
Corollary 4.32, since a(-J[i) = ,Ja(P). Moreover, (-Jfi)2 = P by the definition 
of the functional calculus, and -JP commutes with every operator that commutes 
with P by Section 4.31. It remains only to show that -JP is unique. 
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Suppose Q is a positive operator on 'Je satisfying Q2 = P. Since Q P = 
QQ2 = Q2 Q = PQ, it follows from the remarks in Section 4.31 that the C*­
algebra ~generated by P, .../P, and Q is commutative. If r denotes the Gelfand 
transform of~ onto C(M~t), then f(.../P) and f(Q) are nonnegative functions 
by Proposition 2.36 and Theorem 4.28, while f(.../P)2 = f(P) = f(Q)2, since 
r is a homomorphism. Thus f(.../P) = f(Q) implying Q = ..jP and hence the 
uniqueness of the positive square root. • 

4.34 Corollary. If T is an operator on 'Je, then T is positive if and only if there 
exists an operator S on 'Je such that T = S* S. 

Proof If Tis positive, takeS= -/f. If T = S*S, then Proposition 4.14 yields 
that T is positive. • 

Every complex number can be written as the product of a nonnegative number 
and a number of modulus one. A polar form for linear transformations on en 
persists in which a positive operator is one factor and a unitary operator the other. 
For operators on an infinite-dimensional Hilbert space, a similar result is valid and 
the representation obtained is, under suitable hypotheses, unique. Before proving 
this result we need to introduce the notion of a partial isometry. 

4.35 Definition. An operator V on a Hilbert space 'Je is a partial isometry if 
IIV!II = IIIII for f orthogonal to the kernel of V; if, in addition, the kernel of V 
is {0}, then V is an isometry. The initial space of a partial isometry is the closed 
subspace orthogonal to the kernel. 

On a finite-dimensional space every isometry is, in fact a unitary operator. 
However, on an infinite-dimensional Hilbert space this is no longer the case. Let 
us consider an important example of this which is related to the bilateral shift. 

4.36 EXAMPLE. Define the operator U+ on /2 (Z+) by (U+f)(n) = f(n- 1) for 
n > 0 and 0 otherwise. The operator is called the unilateral shift and an easy 
calculation shows that U + is an isometry. Moreover, since the function e0 defined 
to be 1 at 0 and 0 otherwise is orthogonal to the range of U+, we see that U+ is 
not unitary. A straightforward verification shows that the adjoint u:;_ is defined by 
(U:;_j)(n) = f(n + 1). 

Let us next consider the spectrum of U+. Since U+ is a contraction, that is, 
IIU+II =I, we have a(U+) C u::D. Moreover, for z in [D the function fz is defined 
by fz(n) = z.n is in /2(7L+) and u:;_tz = zfz· Thus z is in a(U+) and hence 

O'(U+) = u::D. 
The question of whether a partial isometry exists with given subs paces for initial 

space and range depends only on their dimensions, as the following result shows. 

4.37 Proposition. If .M, and N are closed subspaces of the Hilbert space 'Je such 
that dim .M = dim N, then there exists a partial isometry V with initial space .M, 
and range X. 
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Proof If .M. and J{ have the same dimension, then there exist orthonormal bases 
{ea}aeA and {fa}aeA for .M. and .N with the same index set. Define an operator 
V on 7Jf. as follows: for g in 7Je write g = h + LaeA 'Aaea with h.l.M. and set 

Vg = LaeAAafa· Then the kernel of Vis .M.j_ and IIVgll = llgll for gin .M.. 
Thus, Vis a partial isometry with initial space .M., and range .N. • 

We next consider a useful characterization of partial isometries which allows 
us to define the notion of partial isometry in a C* -algebra. 

4.38 Proposition. Let V be an operator on the Hilbert space 'JC. The following 
are equivalent: 

( 1) V is a partial isometry; 
(2) V* is a partial isometry; 
(3) VV* is a projection; and 
( 4) V* V is a projection. 

Moreover, if V is a partial isometry, then V V* is the projection onto the range of 
V, while V* V is the projection onto the initial space. 

Proof Since a partial isometry V is a contraction, we have for f in 'lJe that 

(U- V*V)f, f)= (f, f)- (V*Vf, f)= 11!11 2 -11Vfll 2 ::: 0. 

Thus I-V* Vis a positive operator. Now iff is orthogonal to ker V, then II V f II = 

llfll which implies that (U- V*V)f, f) = 0. Since IIU- V*V) 112 fll 2 = 
(U- V*V)f, f) = 0, we have(/- V*V)f = 0 or V*Vf = f. Therefore, 
V* V is the projection onto the initial space of V. 

Conversely, if V* Vis a projection and f is orthogonal to ker(V* V), then V* V f = 
f. Therefore, 

11Vfll2 = (V*Vf, f)= (f, f)= 11/112 , 

and hence V preserves the norm on ker(V*V)j_. Moreover, if V*Vf = 0, then 
0 = (V*Vf, f)= 11Vfll2 and consequently ker(V*V) = ker V. Therefore, Vis 
a partial isometry, and thus (1) and (4) are equivalent. Reversing the roles of V 
and V*, we see that (2) and (3) are equivalent. Moreover, if V* V is a projection, 
then (VV*)2 = V(V*V)V* = VV*, since V(V*V) = V. Therefore, VV* is a 
projection, which completes the proof. • 

We now obtain the polar decomposition for an operator. 

4.39 Theorem. If T is an operator on the Hilbert space 'lie, then there exist a 
positive operator P and a partial isometry V such that T = V P. Moreover, V and 
P are unique if ker P = ker V. 

Proof If we set P = (T*T) 112 , then 
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IIP/112 = (Pf, Pf) = (P2 f, f)= (T*Tf, f)= IIT/112 for fin 'Je. 

Thus, if we define V on ran P such that V P f = T f, then V is well defined and 
is, in fact, isometric. Hence, V can be extended uniquely to an isometry from 
clos[ran P] to 'Je. If we further extend V to 'Je by defining it to be the zero operator 
on [ran P]l., then the extended operator Vis a partial isometry satisfying T = V P 
and ker V = [ran P]l. = ker P by Proposition 4.6. 

We next consider uniqueness. Suppose T = W Q, where W is a partial isometry, 
Q is a positive operator, and ker W = ker Q, then P 2 = T* T = Q W* W Q = Q2, 
since W* W is the projection onto 

[ker W]l. = [ker Q]J. = clos[ran Q], 

by Propositions 4.38 and 4.6. Thus, by the uniqueness of the square root, Propo­
sition 4.33, we have P = Q and hence W P = V P. Therefore, W = V on ran P. 
But 

[ran P]J. = ker P = ker W = ker V, 

and hence W = V on [ran P]l.. Therefore, V = W and the proof is complete. • 

Although the positive operator will be in every closed self-adjoint subalgebra 
of E('Je) which contains T, the same is not true of the partial isometry. Consider, 
for example, the operator T = MrpMt/1 in E(L2(lf)), where rp is a continuous 
nonnegative function on lr while 1/1 has modulus one, is not continuous but the 
product rpl/1 is. 

In many instances a polar form in which the order of the factors is reversed is 
useful. 

4.40 Corollary. If T is an operator on the Hilbert space 'Je, then there exists a 
positive operator Q and a partial isometry W such that T = QW. Moreover, W 
and Q are unique if ran W = [ker Q]J.. 

Proof From the theorem we obtain a partial isometry V and a positive operator 
P such that T* = V P. Taking ad joints we have T = P V*, which is the form we 
desire with W = V* and Q = P. Moreover, the uniqueness also follows from the 
theorem since ran W = [ker Q]J. if and only if 

ker V = ker W* =[ran W]l. = [ker Q]H = ker P. 

• 
It T is a normal operator on a finite-dimensional Hilbert space, then the subspace 

spanned by the eigenvectors belonging to a certain eigenvalue reduces the operator, 
and these subspaces can be used to put the operator in diagonal form. If T is a not 
necessarily normal operator still on a finite-dimensional space, then the appropriate 
subspaces to consider are those spanned by the generalized eigenvectors belonging 
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to an eigenvalue. These subspaces do not, in general, reduce the operator but are 
only invariant for it. 

Although no analogous structure theory exists for operators on an infinite­
dimensional Hilbert space, the notions of invariant and reducing subspace remain 
important. 

4.41 Definition. If T is an operator on the Hilbert space 'Je and .M. is a closed 
subspace of 'Je, then .M. is an invariant subspace for T if T .M. c .M. and a reducing 
subspace if, in addition, T (.M. .l) c .M. .L_ 

We begin with the following elementary facts. 

4.42 Proposition. If T is an operator on 'Je, .M. is a closed subspace of 'Je, and 
P .M is the projection onto .M, then .M is an invariant subspace for T if and only if 
PM T PM = T PM if and only if .M,.l is an invariant subspace for T*; further, .M. 
is a reducing subspace for T if and only if P .At T = T P .M if and only if .M. is an 
invariant subspace for both T and T*. 

Proof If .M is invariant forT, then for fin 'Je, we have T PM! in .M and hence 
P.MT P.M./ = T P.Mf; thus P.~.tT PM = T PJA.. Conversely, if P.MT PM= T P.~.t. then 
for f in.M,wehave Tf = TP.Mf = P.~.tTP.~.tf = P.M.Tf,andhence Tf is in 
.M.. Therefore, T .M c .M. and .M is invariant forT. Further, since I- PM is the 
projection onto .M .l and the identity 

is equivalent to P.MT* = P.MT* P.M. we see that.M..l is invariant forT* if and only 
if .M. is invariant forT. Finally, if .M. reduces T, then P.MT = P.MT PM= T P.~.t by 
the preceding result, which completes the proof. • 

4.43 In the remainder of this chapter we want to extend the functional calculus 
obtained in Section 4.31 for continuous functions on the spectrum to a larger 
algebra of functions. This larger algebra of functions is related to the algebra of 
bounded Borel functions on the spectrum. 

Before beginning let us give some consideration to the uses of a functional 
calculus and why we might be interested in extending it to a larger algebra of 
functions. Some of the details in this discussion will be omitted. 

Suppose T is a normal operator on the Hilbert space 'Je with finite spectrum 
a (T) = {A. It A2 , ••• , AN} and let qJ --* qJ(T) be the functional calculus defined for 
qJ in C(a(T)). If A; is a point in the spectrum, then the characteristic function 
Ip,;) is continuous on a(T) and hence in C(a(T)). If we let E; denote the 
operator Ip .. ;~(T), then it follows from the fact that the mapping qJ --* qJ(T) is 
a *-isomorphism from C(a(T)) onto ~r. that each E; is a projection and that 
E 1 + E2 + ... +EN = I. If .M; denotes the range of E;, then the {.M.;}f=1 are 
pairwise orthogonal, their linear span is 'Je, and .M.; reduces T by the preceding 
proposition. Moreover, since 
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T = z(T) = [t.A.;/p.;}] (T) = t.A.;E;, 

we see that T acts on each .M; as multiplication by A.;. Thus the space '3e decomposes 
into a finite orthogonal direct sum such that T is multiplication by a scalar on each 
direct summand. Thus the functional calculus has enabled us to diagonalize T in 
the case where the spectrum of T is finite. 

If the spectrum of T is not discrete, but is totally disconnected, then a slight 
modification of the preceding argument shows that '3e can be decomposed for such 
a T into a finite orthogonal direct sum of reducing subspaces for T such that the 
action of T on each direct summand is approximately (in the sense of the norm) 
multiplication by a scalar. Thus in this case T can be approximated by diagonal 
operators. 

If the spectrum of T is connected, then this approach fails, since C (a (T)) 
contains no nontrivial characteristic functions. Hence we seek to enlarge the 
functional calculus to an algebra of functions generated by its characteristic 
functions. We do this by considering the Gelfand transform on a larger commutative 
self-adjoint subalgebra of E('/fe). This algebra will be obtained as the closure of (§';T 

in a weaker topology. Hence we begin by considering certain weaker topologies 
on E('/fe). 

4.44 Definition. Let '3e be a Hilbert space and E('/fe) be the algebra of operators 
on '/Je. The weak operator topology is the weak topology defined by the collection 
of functions T --+ (T f, g) from E('JC) to C for f and g in '/Je. The strong operator 
topology on E('/Je) is the weak topology defined by the collection of functions 
T --+ T f from E('/Je) to '3e for f in 'Je. 

Thus a net of operators {Ta}aeA converges toT in the weak [strong] operator 
topology if 

lim(Taf. g)= (Tf, g) [lim Taf = Tf] for every f and gin '/Je. 
aeA aeA 

Clearly, the weak operator topology is weaker than the strong operator topology 
which is weaker than the uniform topology. We shall indicate examples in the 
problems to show that these topologies are all distinct. 

The continuity of addition, multiplication, and adjunction in the weak operator 
topology is considered in the following lemma. We leave the corresponding 
questions for the strong operator topology to the exercises. 

4.45 Lemma. If '3e is a Hilbert space and A and B are in E{'/fe), then the functions: 

(1) a(S, T) = S + T from E('/fe) x E('JC} to E('/fe), 
(2) {3(T) =AT from E('/Je) to E('JC}, 
(3) y(T) = T B from E('/fe) to E('JC}, and 
(4) 8(T) = T* from E('/fe) to E('Je), 

are continuous in the weak operator topology. 
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Proof Compute. • 
The enlarged functional calculus will be based on the closure of the C* -algebra 

~T in the weak operator topology. 

4.46 Definition. If ?Je is a Hilbert space, then a subset '2l of E(?Je) is said to be 
a W* -algebra on ?Je if '2l is a C* -algebra which is closed in the weak operator 
topology. 

The reader should note that a W*-algebra is a C* -subalgebra of E(?Je) which is 
weakly closed. In particular, a W* -algebra is an algebra of operators. Moreover, if 
cJ> is a *-isometric isomorphism from the W* -algebra '2l contained in E('(Jt) to the 
C* -algebra \8 contained in E(?Je), then it does not follow that \8 is weakly closed 
in E(?Je). We shall not consider such questions further and refer the reader to [27] 
or [28]. 

The following proposition shows one method of obtaining W* -algebras. 

4.47 Proposition. If ?Je is a Hilbert space and IDl is a self-adjoint subalgebra of 
E('(Jt), then the closure '2l of IDl in the weak operator topology is a W*-algebra. 
Moreover, '2l is commutative if IDl is. 

Proof That the closure of IDl is a W* -algebra follows immediately from Lemma 
4.45. Moreover, assume that is commutative and let {Sa}aeA and {Tp}fi€B be nets 
of operators in 'i1R which converge in the weak operator topology to S and T, 
respectively. Then for f and g in ?Je and {3 in B, we have 

(STpf, g) = lim(Sa Tpf, g) = lim(TpSaf, g) = (TpSf, g). 
aEA aEA 

Therefore, STp = TpS for each {3 in B and a similar argument establishes 
ST = T S. Hence, '2{ is commutative if IDl is. • 

4.48 Corollary. If?Je is a Hilbert space and T is a normal operator on ?Je, then the 
W*-algebra m5T generated by Tis commutative. Moreover, if AT is the maximal 
ideal space ofm3T, then the Gelfand map is a *-isometric isomorphism ofm5T onto 
C(AT). 

Proof This follows immediately from the preceding proposition along with The­
orem 4.29. • 

4.49 If T is a normal operator on the separable Hilbert space ?Je with spectrum A 
contained in IC, then we want to show that there is a unique L 00 space on A and 
a unique *-isometric isomorphism r• : m5T ~ L 00 which extends the functional 
calculus r of Section 4.31, that is, such that the accompanying diagram commutes, 
where the vertical arrows denote inclusion maps: 
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<£r ~C(A) 

1 r• 1 
~T----+ Leo 

Thus, the functional calculus forT can be extended to ~rand ~r = {q.J(T) : 
q.JEVX>}. 

We begin with some measure theoretic preliminaries concerning the following 
illustrative example. Let A be a compact subset of the complex plane and v be a 
finite positive regular Borel measure on A with support A. (The latter condition 
is equivalent to the assumption that the inclusion mapping of C(A) into UJO(v) is 
an isometric isomorphism.) Recall that for each qJ in L 00 (v) we define M"' to be 
the multiplication operator defined on L 2 ( v) by M"' f = qJ f and that the mapping 
qJ-+ M"' in a *-isometric isomorphism from L 00 (v) into E(L2(v)). Thus we can 
identify the elements of vx>(v) with operators in E(L2(v)). 

The following propositions give several important relationships between v, 
C(A), L 00 (v), and E(L2(v)). The first completes the presentation in Section 4.20. 

4.50 Proposition. If (X, g', J.l.) is a probability space, then L 00 (J.t) is a maximal 
abelian W* -algebra in E(L 2 (J.t) ). 

Proof In view of Section 4.19, only the fact that L 00 (J.t) is weakly closed remains 
to be proved and that follows from Proposition 4.47, since the weak closure is 
commutative and hence must coincide with L 00 (JJ-). • 

The next result identifies the weak operator topology on L 00 (J.t) as a familiar 
one. 

4.51 Proposition. If (X,[!, J.t) is a probability space, then the weak operator 
topology and the w*-topology coincide on L 00 (J.t). 

Proof We first recall that a function f on X is in L 1 (J.t) if and only if it can be 
written in the form f = gh, where g and hare in L 2 (J.t). 

Therefore a net {qia laeA in L 00 (J.t) converges in the w*-topology to qJ if and only 
if 

lim { qiafdJ.t = { qifdJJ-
aeA)x Jx 

if and only if 

lim(Mcpag, h)= lim { qiagh dJ.t = { q.Jgh dJ.t = (Mcpg, h) 
aeA aeA}x Jx 

and therefore if and only if the net {M'PalaeA converges toM"' in the weak operator 
topology. • 

The next proposition shows that the W* -algebra generated by multiplication by 
z on L 2(v) is L00 (v). 
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4.52 Proposition. If X is a compact Hausdorff space and p., is a finite positive 
regular Borel measure on X, then the unit ball of C (X) is w* -dense in the unit ball 
of V)O(p.,). 

Proof A simple step function 1/1 in the unit ball of L00(p.,) has the form 1/J = 
L:~=l a; h;, where Ia; I :S 1 fori = 1, 2, ... , n, the {E; l?=1 are pairwise disjoint, 
and U~=I E; = X. For i = 1, 2, ... , n, let K; be a compact subset of E;. By 
the Tietze extension theorem there exists ({J in C(X) such that II({JIIoo < 1 and 
({J(x) =a; for x inK;. Then for fin L 1(p.,), we have 

IL f(({J -1/l)dp.,l :s L 1/II({J -1/11 dp., 

= ;~ l;\K; 1/II({J- 1/11 dp., :S 2 ;~ l;\K; 1/1 dp.,. 

Because p., is regular, for /1, ... , fm in L 1 (p.,) and s > 0, there exist compact sets 
K; c E; such that 

for j = 1, 2, ... , m. 

This completes the proof. • 
4.53 Corollary. If X is a compact Hausdorff space and p., is a finite positive 
regular Borel measure on X, then C(X) is w*-dense in L00 (p.,). 

Proof Immediate. • 
We now consider the measure theoretic aspects of the uniqueness problem. We 

begin by recalling a definition. 

4.54 Definition. Two positive measures v1 and v2 defined on a sigma algebra 
(X,~) are mutually absolutely continuous, denoted v1 '"" v2, if v1 is absolutely 
continuous with respect to v2 and v2 is absolutely continuous with respect to v1. 

4.55 Theorem. If v1 and v2 are finite positive regular Borel measures on the 
compact metric space X and there exists a* -isometric isomorphism ci> : L 00 ( v1) ~ 

L00 (v2) which is the identity on C(X), then v1 ,....., v2, L00 (v1) = L00 (v2), and <l> 
is the identity. 

Proof If E is a Borel set in X, then cl>(/e) is an idempotent and therefore a 
characteristic function. If we set ci> (IE) = h, then it suffices to show that 
E = FV2-ae. (almost everywhere), since this would imply v1(E) = 0 if 
and only if fe = 0 in L 00 (v 1) if and only if IF = 0 in V"'(v2) if and only if 
v2(F) = 0, and therefore if and only if v2(E) = 0. Thus we would have v1 ,....., v2 
and L 00 (vJ) = L00(v2), since the L 00 space is determined by the sets of measure 
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zero. Finally, <I> would be the identity since it is the identity on characteristic 
functions and the linear span of the characteristic functions in dense in L 00 • 

To show that E = Fv2-a.e. it suffices to prove that F c EU2-a.e., since 
we would also have (X\F) c (X\E)U2-a.e. Further, we may assume that 
E is compact. For suppose it is known for compact sets. Since v1 and v2 are 
regular, there exists a sequence of compact sets {Kn}~1 contained in E such that 
E = U:,1 Knv1-a.e. and E = u:,1 Knv2-a.e. Thus, since <I> and <1>-1 are 
*-linear and multiplicative and hence order preserving, <I> preserves suprema and 
we have 

and therefore F is contained in Ev2-a.e. Therefore, suppose E is closed and for 
n in z+ let <fln be the function in C(X) defined by 

{ 

. 1 
1- n · d(x, E) If d(x, E)~ ;;• 

<fJn(X) = 
0 if d(x, E) 2:: .!.., 

n 

where d(x, E) = inf {p(x, y) : yEE} and pis the metric on X. Then IE ~ <fJn 
for each nand the sequence {<pn}~ 1 converges pointwise to fe. Since <I> is order 
preserving and the identity on continuous functions, we have h ~ <fJn v2-a.e. and 
thus F is contained in E v2-a.e. • 

After giving the following definition and proving an elementary lemma, we 
obtain the functional calculus we want under the assumption the operator has a 
cyclic vector. 

4.56 Definition. If 'lJe is a Hilbert space and ~ is a subalgebra of Q('lle), then a 
vector f in 'lJe is cyclic for ~ if clos [~ f] = 'lJe and separating for ~ if Af = 0 for 
A in ~ implies A = 0. 

4.57 Lemma. If 'lie is a Hilbert space, ~ is a commutative subalgebra of Q('lle), 
and f is a cyclic vector for ~. then f is a separating vector for ~-

Proof If B is an operator in~ and Bf = 0, then BAf = ABf = 0 for every A 
in ~- Therefore, we have ~ f c ker B, which implies B = 0. • 

The following theorem gives a spatial isomorphism between ~r and L 00 , if T 
is a normal operator on 'lJe having a cyclic vector. (Note that such an 'lJe is necessarily 
separable.) 

4.58 Theorem. If T is a normal operator on the Hilbert space 'lJe such that ~T 
has a cyclic vector, then there is a positive regular Borel measure v on C having 
support A = a(T) and an isometric isomorphism y from 'lJe onto L 2 (v) such that 
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the map f* defined from ~T to Q(L2 (v)) by f*A = yAy- 1 is a *-isometric 
isomorphism from ~Tonto L 00 (v). Moreover, f* is an extension of the Gelfand 
transform r from ~Tonto C(A). Lastly, if v1 is a positive regular Borel measure 
on c and rr is a *-isometric isomorphism from ~Tonto L00 (VJ) which extends 
the Gelfand transform, then VJ '""'v, L 00 (vJ) = L 00(v), and rr = f*. 

Proof Let f be a cyclic vector for ~T of norm one and consider the functional 
defined on C(M by l{!(rp) = (¢(T)f, f). Since 1{! is obviously linear and positive 
and 

there exists by the Riesz representation theorem (see Section 1.38) a positive 
regular Borel measure v on A such that 

[ cpdv = (cp(T), f, f) for cp in C(A). 

Now suppose that the support of vis not all of A, that is, suppose there exists an 
open subset V of A such that v(V) = 0. By Urysohn's lemma there is a nonzero 
function cp in C(A) which vanishes outside of V. Since, however, we have 

licp(T)fli 2 = (cp(T)f, cp(T)f) = (\cp\ 2(T)f, f)= [ lcp\ 2 dv = 0, 

and f is a separating vector for ~T by the previous lemma, we arrive at a 
contradiction. Thus the support of v is A. 

If we define Yo from ~T f to L 2(v) such that Yo(cp(T)f) = cp, then the computation 

licpli~ = [ \cp\ 2 dv = (\cpi2(T)f, f) = licp(T)f\\2 

shows that Yo is a well-defined isometry. Since ~T f is dense in 'JC by assumption 
and C(A) is dense in L2(v) by Section 3.33, the mapping Yo can be extended to a 
unique isometric isomorphism y from 'JC onto L 2 ( v). Moreover, if we define f* 
from~T intoE~L2(v)) by f*(A) = y Ay-1, then f* is a* -isometric isomorphism 
of~T into E(L (v) ). We want to first show that f* extends the Gelfand transform 
ron ~T· If 1{! is in C(A}, then for all cp in C(A), we have 

[f*(l/I(T))]cp = yl{!(T)y-1cp = yl{!(T)cp(T)f = y[(l{!cp)(T)f] = l{!cp = My,cp 

and since C(A) is dense in L2 (v), it follows that f*( l{!(T)) = My, = r( l{!(T) ). 
Thus f* extends the Gelfand transform. 

To show that f*(~T) = L 00 (v), we note that since f* is defined spatially by y, 
it follows from Proposition 4.51 that f* is a continuous map from ~T with the 
weak operator topology to L00 (v) with the w*-topology. Therefore, by Corollary 
4.53, we have 

f*(~T) = f*(weak Oper clos [~T]) 
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= w*-clos[C(A)] = L 00 (v), 

and thus f'* is a *-isometric isomorphism mapping m!r onto L 00 (v). 

Finally, if VI is a positive regular Borel measure on A and f'i is a *-isometric 
isomorphism from m!r onto L 00 (vi) which extends the Gelfand transform, then 
rirr-I is a *-isometric isomorphism from L 00 (vi) onto L 00 (v) which is the 
identity on C(A). Hence, by Theorem 4.55, we have VI "" v, L 00 (vi) = L00 (v), 
and r•rr-I is the identity. Therefore the proof is complete. • 

4.59 The preceding result gives very precise information concerning normal 
operators possessing a cyclic vector. Unfortunately, most normal operators do 
not have a cyclic vector. Consider the example: 

'1Je = L 2 ([0, 1]) E9 L 2 ([0, 1]) 

and T = M8 E9 M8 , where g(t) = t. It is easy to verify that ~r has no cyclic 
vector and this is left as an exercise. Thus the preceding result does not apply to 
T. Notice, however, that 

~r = {M91 E9 M91 : cp€C([O, 1])} and m!r = {M91 E9 M91 : cp€L00 ([0, 1])}, 

and thus there still exists a *-isometric isomorphism r• from m!r onto L00 ([0, 1]) 
which extends the Gelfand transform on ~r. The difference is that r• is no longer 
spatially implemented. 

To see how to obtain f'* in the general case, observe that f = 1 E9 0 is a separating 
vector for m!r and that the space .M = clos [m!r f] is just L2([0, 1]) E9 {0}; 
moreover, .M. is a reducing subspace for T and the mapping A -+ A i.M. defines a 
*-isometric isomorphism from m!r onto the W* -algebra generated by T i.M.. Lastly, 
the operator Ti.M is normal and ~TI.At has a cyclic vector; hence the preceding 
theorem applies to it. 

Our program is as follows: For a normal operator, T we show m!r has a separating 
vector, that m!r and 5illr1.At are naturally isomorphic where .M. = clos [m!r f], 
and that the theorem applies to Ti.M. Thus we obtain the desired result for 
arbitrary normal operators. To show that m!r has a separating vector requires 
some preliminary results on W* -algebras. 

4.60 Proposition. If m is an abelian C* -algebra contained in .2('1Je), then there 
exists a maximal abelian W*-algebra in .2('1Je) containing m. 

Proof The commutative C*-subalgebras of E('lJe) which contain mare partially 
ordered by inclusion. Since the norm closure of the union of any chain is a 
commutative C*-algebra of .2('1Je) containing m, then there is a maximal element 
by Zorn's lemma. Since the closure of such an element in the weak operator 
topology is commutative by Proposition 4.47, it follows that such an element is a 
W* -algebra. • 
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The following notion is of considerable importance in any serious study of 
W*algebras. 

4.61 Definition. If~ is a subset of E(~ then the commutant of~. denoted ~', 
is the set of operators in E(~ which commute with every operator in ~. 

It is easy to show that if~ is a self-adjoint subset of E(7ie), then~' is a W* -algebra. 

The following proposition gives an algebraic characterization of maximal abelian 
W* -algebras. 

4.62 Proposition. A C* -subalgebra ~ of E(7ie) is a maximal abelian W* -algebra 
if and only if~ = ~'. 

Proof If~ = ~~, then ~ is a W* -algebra by our previous remarks. Moreover, by 
definition each operator in ~' commutes with every operator in ~ and therefore 
~ is abelian. Moreover, if A an operator commuting with ~. then A is in ~' and 
hence already in ~. Thus ~ is a maximal abelian W* -algebra. 

Conversely, if ~ is an abelian W* -algebra, then ~ c ~'. Moreover, if T is in ~', 
then T = H + iK, where H and K are self-adjoint and in~'. Since the W*­
algebra generated by ~ and either H or K is an abelian W* -algebra, then for ~ to 
be maximal abelian, it is necessary for H and K to be in ~ and hence ~ = ~'. • 

4.63 Lemma. If ~ is a C* -algebra contained in E(~ and f is a vector in 7Je, 
then the projection onto the closure of ~ f is in ~'. 

Proof In view of Proposition 4.42 it suffices to show that clos [~f) is invariant 
for both A and A* for each A in ~. That is obvious from the definition of the 
subspace and the fact that~ is self-adjoint. • 

The following proposition shows one of the reasons for the importance of the 
strong operator topology. 

4.64 Proposition. If7ie is a Hilbert space and { Pa laeA is a net of positive operators 
on 7Je such that 0 ::: Pa ::: Pp ::: I and a and f3 in A with a ::: {3, then there exists 
Pin E(7Je) such that 0 ::: Pa ::: P ::: I for a and A and the net {Pa}aeA converges 
toP in the strong operator topology. 

Proof If Q is in E(~ and 0 ::: Q ::: I, then 0 ::: Q2 ::: Q ::: I since Q commutes 
with (I- Q) 112 by Proposition 4.33 and since 

(CQ- Q2)f, f)= (Q(I- Q) 112 f, (/- Q) 112 f) ?: 0 for fin 7Je. 

Further, for each f in 7Je the net { (Pa f, f)}aeA is increasing and hence a Cauchy 
net. Since for f3 ?: a, we have 

IICPp- Pa)fll 2 = ((Pp- Pa)2 f, f)::: ((Pp- Pa)f, f)= (Ppf, f)- (Paf, f), 
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it therefore follows that { Pa fJaEA is a Cauchy net in the norm of 'X. If we define 
Pf = limaEA Paf, then Pis linear, 

IIPfll ~lim IIPafll ~ 11!11. 
aEA 

and 0 ~ lim(Paf, f)= (Pf, f). 
aEA 

Therefore, P is a bounded positive operator, 0 ~ Pa ~ P ~ I, for a in A, and 
{ Pa laEA converges strongly to P, and the proof is complete. • 

The converse of the following theorem is also valid but is left as an exercise. 

4.65 Theorem. If~ is a maximal abelian W* -algebra on the separable Hilbert 
space 'X, then ~ has a cyclic vector. 

Proof Let cg denote the set of all collections of projections {EalaEA in ~ such 
that: 

( 1) For each a in A there exists a nonzero vector fa in 'X such that Ea is the 
projection onto clos [~fa]; and 

(2) the subspaces {clos [~fa1laEA are pairwise orthogonal. 

We want to show there is an element {EalaEA in cg such that the span of the ranges 
of the Ea is all of 'X. 
Order cg by inclusion, that is, {EalaEA is greater than or equal to {Fp}pEB if for 
each f3o in B there exists ao in A such that F Po = Ea0 • To show that cg is nonempty 
observe that the one element set {Pcios[~fl} is in cg for each nonzero vector fin 
'X. Moreover, since the union of a chain of elements in <g is in~. then~ has a 
maximal element {EalaEA by Zorn's lemma. 

Let ~ denote the collection of all finite subsets of the index set A partially 
ordered by inclusion and let {PF}Fd' denote the net of operators defined by 
PF = LaEF Ea. By the remark after Proposition 4.19, each PF is a projection 
and hence the net is increasing. Therefore, by the previous proposition there exists 
a positive operator P such that 0 ~ PF ~ P ~ I for every F in~ and {PF} FE'!F 

converges to P in the strong operator topology. Therefore, {P;}FE~ converges 
strongly to P 2 and P is seen to be a projection. 

The projection P is in ~ since ~ is weakly closed and the range .M of P reduces ~ 
since ~ is abelian. Thus, iff is a nonzero vector in .M. .L, then clos [~ f] is orthog­
onal to the range of each Ea. If we let Ep denote the projection onto clos [~/]. 
then {Ea}aEAUI.BJ is an element in~ larger than {Ea}aEA· This contradiction shows 
that .M. .L = { 0} and hence that P = I. 

Since 'X is separable, dim ran Ea > 0, and dim 'X = LaEA dim ran Ea. we 
see that A is countable. Enumerate A such that A = {a1, a2 , •. • } and set f = 
L;~ 1 2-i fa) II !a; II· Since EaJ = 2-i !a) II !a; II, we see that the range of Ea; is 
contained in clos [~/].Therefore, since the ranges of the Ea; span 'X, we see that 
f is a cyclic vector for ~ and the proof is complete. • 

The assumption that 'X is separable is needed only to conclude that A is countable. 
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The following result is what we need in our study of normal operators. 

4.66 Corollary. If ~ is an abelian C* -algebra defined on the separable Hilbert 
space 'iK, then ~ has a separating vector. 

Proof By Proposition 4.60 ~ is contained in a maximal abelian W* -algebra \8 
which has a cyclic vector f by the previous theorem. Finally, by Lemma 4.57 the 
vector f is a separating vector for \8 and hence also for the subalgebra ~- • 

The appropriate setting for the last two results is in W* -algebras having the 
property that every collection of pairwise disjoint projections is countable. While 
for algebras defined on a separable Hilbert space this is always the case, it is not 
necessarily true for W* -algebras defined on a nonseparable Hilbert space 'iK; for 
example, consider E('iK). 

Before we can proceed we need one more technical result concerning * -homomor­
phisms between C* -algebras. 

4.67 Proposition. If~ and \8 are C* -algebras and <I> is a *-homomorphism from 
~to \8, then II <I> II s 1 and <I> is an isometry if and only if <I> is one-to-one. 

Proof If H is a self-adjoint element of~. then !J:H is an abelian C*-algebra 
contained in ~ and <I> (!J: H) is an abelian *-algebra contained in \8. If 1/1 is a 
multiplicative linear functional on the closure of <I> (!J: H) then 1/1 o <I> defines a 
multiplicative linear functional on !J:H. If 1/1 is chosen such that 11/I(<I>(H))I = 
II<I>(H)II, which we can do by Theorem 4.29, then we have II Hll ~ 11/I(<I>(H)) I = 
II <I> (H) II and hence <I> is a contraction on the self-adjoint elements of~- Thus we 
have for T in ~ that 

and hence II <I> II S 1. 

Now for the second statement. Clearly, if <I> is an isometry, then it is one-to­
one. Therefore, assume that <I> is not an isometry and that T is an element of 
~for which II Til = 1 and II<I>(T)II < 1. If we set A = T*T, then IIAII = 1 
and II<I>(A)II = I - e withe > 0. Let f be a real-valued function in C([O, 1]) 
chosen such that f(l) = 1 and f(x) = 0 for 0 S x S 1 -e. Then using the 
functional calculus on !J:A we can define f(A) and since by Corollary 2.37 we 
have a(JCA)) =range r(f(A)) = f(a(A)), we conclude that 1 is in a(/(A)) 
and thus f(A) =!= 0. Since <I> is a contractive *-homomorphism, it is clear that 
<I>(p(A)) = p(<I>(A)) for each polynomial and hence <I>(JCA)) = f(<I>(A)). 
Since, however, we have li<I>(A)II = 1- e, it follows that a(<I>(A)) C [0, 1- e] 
and therefore 

a(<I>(f(A))) = f(a(<I>(A))) C /([0, 1- e]) = {0}. 

Since <l>(j(A)) is self-adjoint, we have <l>(f(A)) = 0, which shows that <I> is not 
one-to-one. • 
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Now we are prepared to extend the functional calculus for an arbitrary normal 
operator on a separable Hilbert space. 

4.68 Let 'Je be a separable Hilbert space and T be a normal operator on 'Je. By 
Corollary 4.66, the abelian W* -algebra illT has a separating vector f. If we set 
.M = clos [5!BT f], then .M is a reducing subspace for each A in illT, and hence 
we can define the mapping <I> from illT to E(.M) by <f>(A) = AI.M for A in illT. 
It is clear that <I> is a *-homomorphism. We use the previous result to show that <I> 
is a* -isometric isomorphism. 

4.69 Lemma. If 2l is a C* -algebra contained in .s:!('Je), f is a separating vector 
for 2l and .M is the closure of2lf, then the mapping <I> defined <f>(A) = AI.Mfor A 
in & is a *-isometric isomorphism from & into E(.M). Moreover, a(A) = a(Ai.M) 
for A in&. 

Proof Since <I> is obviously a *-homomorphism, it is sufficient to show that <I> is 
one-to-one. If A is in 2l and <f>(A) = 0, then Af = 0, which implies A = 0 since 
f is a separating vector for &. The last remark follows from Theorem 4.28, since 
we have 

• 
Finally, we shall need the following result whose proof is similar to that of Theorem 
1.23 and hence is left as an exercise. 

4.70 Proposition. If & is a W*-algebra contained in E('Je), then the unit ball of 
& is compact in the weak operator topology. 

Our principal result on normal operators can now be given. 

4.71 Theorem. (Extended Functional Calculus) If Tis a normal operator on 
the separable Hilbert space 'Je with spectrum A, and r is the Gelfand transform 
from ~Tonto C(A), then there exists a positive regular Borel measure v having 
support A and a* -isometric isomorphism r* from illr onto L 00 ( v) which extends 
r. Moreover, the measure v is unique up to mutual absolute continuity, while the 
space L 00 (v) and r* are unique. 

Proof Let f be a separating vector for illr, .M be the closure of illT f and <I> be 
the *-isometric isomorphism defined from illT into E(.M) by <f>(A) = AI.M as in 
Section 4.68. Further, let ill..« be the W*-algebra generated by TI.M. Since <I> is 
defined by restricting the domain of the operators, it follows that <I> is continuous 
from the weak operator topology on illr to the weak operator topology on E(.M), 
and hence <l>(illT) c ill..«. Moreover, it is obvious that if r 0 is the Gelfand 
transform from ~TIM onto C(A), then r = ro 0 <1>. 

Since T i.M is normal and has the cyclic vector f, there exist by Theorem 4.58 a 
positive regular measure v with support equal to a(Ti.M) = A by the previous 
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lemma and a *-isometric isomorphism r 0 from ~.M. onto L 00 (v) which extends the 
Gelfand transform r o on G£ri.M.· Moreover, r0 is continuous from the weak operator 
topology on ~.M. to the w*-topology on L 00 (v). Therefore, the composition 
f* = r 0 o <l> is a *-isometric isomorphism from ~T into L 00 (v) which is 
continuous from the weak operator topology on ~r to the w* -topology on L 00 ( v) 
and extends the Gelfand transform ron G£r. 
The only thing remaining is to show that f* takes ~r onto L 00 (v). To do this 
we argue as follows: Since the unit ball of ~r is compact in the weak operator 
topology, it follows that its image is w*-compact in L 00 (v) and hence w*-closed. 
Since this image contains the unit ball of C(A), it follows from Proposition 4.52 
that f* takes the unit ball of~r onto the unit ball of L 00 (v). Thus, f* is onto. 

The uniqueness assertion follows as in Theorem 4.58 from Theorem 4.55. X • 

4.72 Definition. If T is a normal operator on the separable Hilbert space 'lle, then 
there exists a unique equivalence class of measures v on A such that there is a 
*-isometric isomorphism f* from ~Tonto L 00 (v) such that f*(q~(T)) = q> for q> 
in C (A). Any such measure is called a scalar spectral measure for T. The extended 
functional calculus forT is defined for q> in L00 (v) such that r*(q~(T)) = q>. If 
his a characteristic function in L 00 (v), then lt:,.(T) is a projection in ~r called 
a spectral projection for T, and its range is called a spectral subspace for T. 

We conclude this chapter with some remarks concerning normal operators on 
nonseparable Hilbert spaces and a proposition which will enable us to make use 
of certain aspects of the extended functional calculus for such operators. We begin 
with the proposition which we have essentially proved. 

4.73 Proposition. If W is a norm separable C*-subalgebra of E('lle), then '1Je = 
LaEA $'11ea such that each 'llea is separable and is a reducing subspace for W. 

Proof It follows from the first three paragraphs of the proof of Theorem 4.65 that 
'1Je = LaEA $'11ea, where each 'llea is the closure ofWJa for some fa in 'lle. Since 
W is norm separable, each 'llea is separable and the result follows. • 

4.74 From this result it follows that if T is normal on 'lle, then each Ta = Tl'llea is 
normal on a separable Hilbert space and hence has a scalar spectral measure Va. 

If there exists a measure v such that each Va is absolutely continuous with respect 
to v, then Theorem 4.71 can be shown to hold for T. If no such v exists, then 
the functional calculus for T is usually based on the algebra of bounded Borel 
functions on A. In particular, one defines q>(T) = LaEA $q>(Ta) for each Borel 
function q> on A. The primary deficiencies in this approach are that the range of 
this functional calculus is no longer ~r and the norm of q>(T) is less accessible. 

Sometimes the spectral measure E ( ·) for T is made the principal object of study. 
If D. is a Borel subset of A, then the spectral measure is defined by 
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E(f:l.) = h(T) = L ffih(Ta) 
aeA 

and is a projection-valued measure such that ( E (!:!.) f, f) is countably additive for 
each f in 'iJ€. Moreover, the Stieltjes integral can be defined and T = fA z dE. We 
shall not develop these ideas further except to show that the range of each spectral 
measure for T lies in ~T. 

4.75 Proposition. If Tis a normal operator on the Hilbert space 'iJe and E(·) is a 
spectral measure forT, then E(l:!.) is in ~T for each Borel set!:!. in A. 

Proof Let T = LaeA ffiTa be the decomposition of T relative to which the 
spectral measure E ( ·) is defined, where each Ta acts on the separable space 'i1ta 
with scalar spectral measure /La. If '?I' denotes the collection of finite subsets of A, 
then U FE'.JO LaeF ffi'i1ta is a dense linear manifold in 'iJ€. Thus if!:!. is a Borel subset 
of A, it is sufficient to show that for f 1, f2, ... , fn lying in LaeFo ffi'i1ta for some 
Fo in :If and e > 0, there exists a continuous function rp such that 0 ::: rp ::: l, and 
II (cp(T)- E(!:!.))/; II < e fori = l, 2, ... , n. Since 

II (rp(T) - E{f:l.) }/; 11 2 = L II (rp(Ta) - h (Ta)) P:1ea/; 11 2 

aeFo 

this is possible using Proposition 4.52. • 
We conclude this chapter with an important complimentary result. The following 
ingenious proof is due to Rosenblum [93]. 

4.76 Theorem. (Fuglede) If Tis a normal operator on the Hilbert space 'iJe and 
X is an operator in E('iJ() for which TX = XT, then X lies in~~. 

Proof Since ~T is generated by T and T*, the result will follow once it is 
established that T*X = XT*. 

Since Tk X = XTk for each k ::: 0, it follows that exp(iiT)X = X exp(iiT) for 
each). in C. Therefore, we have X= exp(iiT)X exp( -ii.T), and hence 

F().) = exp(i).T*)X exp( -i).T*) 

= exp[i (I.T + ).T*)]X exp[ -i (I.T + ).T*)] 

by Lemma 2.12, since TT* = T*T. Since IT+ ).T* is self-adjoint, it follows 
that exp[i(IT + ).T*)] and exp[-i(IT + ).T*)] are unitary operators for). in C. 
Thus the operator-valued entire function F().) is bounded and hence by Liouville's 
theorem must be constant (see the proof of Theorem 2.29). Lastly, differentiating 
with respect to ). yields 
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F'(J...) = iT*exp(iJ...T*)Xexp(-iJ...T*) 

+ exp(iJ...T*)X exp( -iJ...T*)( -iT*) = 0. 

Setting).. = 0 yields T* X = XT*, which completes the proof. • 
Notes 

The spectral theorem for self-adjoint operators is due to Hilbert, but elementary operator 
theory is the joint work of a number of authors including Hilbert, Riesz, Wey1, von Neumann, 
Stone, and others. Among the early works which are still of interest are von Neumann's 
early papers [81], [82], and the book of Stone [104]. More recent books include Akhieser 
and Glazman [2], Halmos [55], [58], Kato [70], Maurin [79], Naimark [80], Riesz and 
Sz.-Nagy [92], and Yoshida [117]. 

We have only introduced the most elementary results from the theory of C*- and W*­
algebras. The interested reader should consult the two books of Dixmier [27], [28] for 
further information on the subject as well as a guide to the vast literature on this subject. 

Exercises 

4.1 If T is a linear transformation defined on the Hilbert space 'JC, then T is bounded if 
and only if 

sup(I(T/, f)l: /E 'JC, 11/11 =I}< oo. 

Definition If T is an operator defined on the Hilbert space 'JC, then the numerical range 
W(T) ofT is the set {(Tf, f) : jE'JC, 11/11 = 1} and the numerical radius w(T) is 
sup{IA.I: A. E W(T)}. 

4.2 (Hausdorff- Toeplitz) If T is an operator on 'JC, then W (T) is a convex set. Moreover, 
if 'JC is finite dimensional, then W (T) is compact. (Hint: Consider W (T) for T 
compressed to the two-dimensional subspaces of 'JC.) 

4.3 If Tis a normal operator on 'JC, then the closure of W(T) is the closed convex hull of 
a (T). Further, an extreme point of the closure of W (T) belongs to W (T) if and only 
if it is an eigenvalue for T. 

4.4 If Tis an operator on 'JC, then a(T) is contained in the closure of W(T). (Hint: Show 
that if the closure of W (T) lies in the open right-half plane, then T is invertible.) 

4.5 If T is an operator on the Hilbert space 'JC, then r(T) :::; w(T) :::; IITII and both 
inequalities can be strict. 

4.6 (Hellinger-Toeplitz) If Sand T are linear transformations defined on the Hilbert space 
'JC such that (Sf, g) = (f, Tg) for f and g in 'JC, then S and T are bounded and 
T =S*-

4_7 If T is an operator on 'JC, then the graph ( (/, T f) : f E 'JC} ofT is a closed subspace 
of 'JC $ 'JC with orthogonal complement ( (-T* g, g) : g E 'JC}. 

4.8 If T is an operator on 'JC, then T is normal if and only if II T f II = II T* f II for f in 'JC. 
Moreover, a complex number A. is an eigenvalue for a normal operator T if and only 
if I is an eigenvalue for T*. The latter statement is not valid for general operators on 
infinite-dimensional Hilbert spaces. 
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4.9 If SandT are self-adjoint operators on 'X, then ST is self-adjoint if and only if Sand 
T commute. If P and Q are projections on 'X, then P Q is a projection if and only if 
P and Q commute. Determine the range of P Q in this case. 

4.10 If 'X and 'J{ are Hilbert spaces and A is an operator on 'X EB 'J{, then there exist unique 
operators A II, A IZ, Az1, and A22 in 2('X), 2('J{, 'X), 2('X, X), and 2('J{), respectively, 
such that 

In other words A is given by the matrix 

[
Au 
Az1 

Moreover show that such a matrix defines an operator on 'X EB X. 

4.11 If 'X and 'J{ are Hilbert spaces, A is an operator on 2('J{, 'X), and J is the operator on 
'X EB 'J{ defined by the matrix 

[ ~ ~ J' 
then J is an idempotent. Moreover, J is a projection if and only if A = 0. Further, every 
idempotent on a Hilbert space !£ can be written in this form for some decomposition 
!£ = 'X EB X. 

Definition If T1 and T2 are operators on the Hilbert space 'X1 and 'X2, respectively, then 
T1 is similar (unitarily equivalent) to Tz if and only if there exists an invertible operator 
(isometric isomorphism) S from 'Je1 onto 'X2 such that T2 S = ST1• 

4.12 If 'X is a Hilbert space and J is an idempotent on 'X with range .M, then J and P .« are 
similar operators. 

4.13 If (X, ~.p,) is a probability space and rp a function in L00 (p,), then A. is an eigenvalue 
for M'P if and only if the set {xE'X: rp(x) =A.} has positive measure. 

4.14 Show that the unitary operator U defined in Section 4.25 has no eigenvalues, while 
the eigenvalues of the co isometry u; defined in Section 4.36 have multiplicity one. 

4.15 If~ is a C*-algebra, then the set C!J> of positive elements in~ forms a closed convex 
cone such that C!J> n -W> = {0}. (Hint: Show that a self-adjoint contraction H in W is 
positive if and only if II/ - H II ~ I.) 

4.16 If W is a C*-algebra, then an element H in W is positive if and only if there exists 
T in W such that H = T* T. * (Hint: Express T* T as the difference of two positive 
operators and show that the second is zero.) 

4.17 If P and Q are projections on 'X such that II P- Q II < 1, then dim ran P = dim ran Q. 
(Hint: Show that (I - P) + Q is invertible, that ker P n ran Q = {0}, and that 
P[ran Q] =ran P.) 

4.18 An operator V on 'Je is an isometry if and only if V* V = I. If V is an isometry on 'X, 
then V is a unitary operator if and only if V* is an isometry if and only if ker V* = {0}. 

4.19 If 'X and 'J{ are Hilbert spaces and A is an operator on 'X EB 'J{ given by the matrix 
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[~:: ~::l 
then 'X. EB {0} is an invariant subspace for A if and only if A21 = 0, and 'X. ffi {0} 
reduces A if and only if A 21 = A12 = 0. 

4.20 If U+ is the unilateral shift, then the sequence {U~}~1 converges to 0 in the weak 
operator topology but not in the strong. Moreover, the sequence {u:n}~ 1 converges 
to 0 in the strong operator topology but not in the norm. 

4.21 Show that multiplication is not continuous in both variables in either the weak or 
strong operator topologies. Show that it is in the relative strong operator topology on 
the unit ball of B('X,). 

4.22 If 'X. is a Hilbert space, then the unit ball of B('X,) is compact in the weak operator 
topology but not in the strong. (Hint: Compare the proof of Theorem 1.23.) 

4.23 If 21 is a W* -algebra contained in B('X,), then the unit ball of 21 is compact in the weak 
operator topology. 

4.24 If 21 is a *-subalgebra of B('X.), then 21(2) = ug ~] : A E 21} is a *-subalgebra of 
B('iJC EB 'X,). Similarly, 21(N) is a* -subalgebra of B('X. EB · · · EB 'X,) for any integer N. 
Moreover, 21(N) is closed in the norm, strong, or weak operator topologies if and only 
if 21 is. Further, we have the identity 21ZN) = 21ZN)· 

4.25 If 21 is a * -subalgebra of 'X., A is in 21", x 1 , xz, ... , XN are vectors in 'X., and E > 0, 
then there exists B in 21 such that II Ax; - Bx; II < E fori = l, 2, ... , N. (Hint: Show 
first that for.« a subspace of 'X. EB · · · EB 'X., we have clos [217Nl.«] = clos [21(NJ.«].) 

4.26 (von Neumann Double Commutant Theorem) If 21 is a *-subalgebra of B('iJC), then 21 
is a W* -algebra if and only if 21 = 21". * 

4.27 If 21 is a C* -subalgebra of B('X.), then 21 is a W* -algebra if and only if it is closed in 
the strong operator topology. 

4.28 If S and T are operators in the Hilbert spaces 'iJC and X, respectively, then an operator 
S ® T can be defined on 'iJC ®X in a natural way such that liS® Til = liS II liT II and 
(S ® T)* = S* ® T*. 

In Exercises ( 4.29-4.34) we are considering linear transformations defined on only a linear 
subspace of the Hilbert space. 

Definition A linear transformation L defined on the linear subspace 21l L of the Hilbert space 
'X.is closable if the closure in 'X. EB 'iJC of the graph { {f, Lf} : f E 21l d of L is the graph of 
a linear transformation L called the closure of L. If L has a dense domain, is closable, and 
L = L, then L is said to be closed. 

4.29 Give an example of a densely defined linear transformation which is not closable. If 
T is a closable linear transformation with 2Llr = 'iJC, then T is bounded. 

4.30 If L is a closable, densely defined linear transformation on 'X., then these exists a 
closed, densely defined linear transformation M on 'X. such that (Lf, g) = (f, Mg) 
for f in 21! L and g in 21! M. Moreover, if N is any linear transformation on 'X. for which 
(Lf, g) = (f, N g) for f in 2l!L and g in 2l!N, then 2l!N C 2l!M and N g = Mg for 
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gin CZIJN. (Hint: Show that the graph of M can be obtained as in Exercise 4.7 as the 
orthogonal complement of the graph of L.) 

Definition If L is a closable, densely defined linear transformation on 'X, then the operator 
given in the preceding problem is called the adjoint of L and is denoted L *. A densely 
defined linear transformation His symmetric if (Hf, f) is real for fin CZIJH and self-adjoint 
if H = H*. 

4.31 If T is a closed, densely defined linear transformation on 'X, then T = T**. * (This 
includes the fact that CZIJT = CZ/Jp• ). If H is a densely defined symmetric transformation 
on 'X, then H is closable and H* extends H. 

4.32 If H is a densely defined symmetric linear transformation on 'X with range equal to 
'X, then H is self-adjoint. 

4.33 If T is a closed, densely defined linear transformation on 'X, then T*T is a densely 
defined, symmetric operator. (Note: T* T f is defined for those f for which T f is in 
CZ/Jp.) 

4.34 If T is a closed, densely defined linear transformation on 'X, then T* T is self-adjoint. 
(Hint: Show that the range of I+ T*T is dense in 'X and closed.) 

4.35 If W is a commutative W* -algebra on 'X with 'X separable, then~ is a* -isometrically 
isomorphic to L 00 (J.L) for some probability space (X, g', p,). 

4.36 Show that there exist W* -algebras ~ and ~ such that ~ and ~ are *-isomorphic but 
W' and ~' are not. 

4.37 If~ is an abelian w• -algebra on 'X for 'X separable, then W is maximal abelian if and 
only if W has a cyclic vector. 

4.38 Give an alternate proof of Fuglede's theorem for normal operators on a separable 
Hilbert space as follows: Show that it is enough to prove that E(ll 1)X E(ll2) = 0 for 
!!. 1 and !!.2 disjoint Borel sets; show this first for Borel sets at positive distance from 
each other and then approximate from within by compact sets in the general case. 

4.39 (Putnam) If T1 and T2 are normal operators on the Hilbert spaces 'X1 and 'X2, 
respectively, and X in E('X,, 'X2) satisfies T2X = XT., then T2* X = XTt. (Hint: 

Consider the normal operator~~ ~)on 'X1 E9 'X2 together wth the operator fx g]). 
4.40 If T1 and T2 are normal operators on the Hilbert spaces 'X1 and 'X2, respectively, then 

T1 is similar to T2 if and only if T1 is unitarily equivalent to T2. 

4.41 Let X be a compact Hausdorff space, 'X be a Hilbert space, and <I> be a *-isomorphism 
from C(X) intoE('X). Show thatifthereexistsa vector fin 'X for which ci>(C{X)){f) 
is dense in 'X, then there exists a probability measure p, on X and an isometric 
isomorphism Ill from L2 (p,) onto 'X such that IJIM91 111* = cl>{cp) for cp in C(X). 
(Hint: repeat the argument for Theorem 4.58.) 

4.42 Let X be a compact Hausdorff space, 'X be a Hilbert space, and <I> be a *-isomorphism 
from C(X) into E('X), then there exists a *-homomorphism <I>* from the algebra 
~(X) of bounded Borel functions on X which extends <1>. Moreover, the range of <I>* 
is contained in the von Neumann algebra generated by the range of <I>. (Hint: use the 
arguments of 4.74 and 4.75 together with the preceding exercise.) 



Chapter 5 

Compact Operators, Fredholm 
Operators, and Index Theory 

5.1 In the preceding chapter we studied operators on Hilbert space and obtained, in 
particular, the spectral theorem for normal operators. As we indicated this result can 
be viewed as the appropriate generalization to infinite-dimensional spaces of the 
diagonalizability of matrices on finite-dimensional spaces. There is another class of 
operators which are a generalization in a topological sense of operators on a finite­
dimensional space. In this chapter we study these operators and a certain related 
class. The organization of our study is somewhat unorthodox and is arranged so 
that the main results are obtained as quickly as possible. We first introduce the class 
of compact operators and show that this class coincides with the norm closure of 
the finite rank operators. After that we give some concrete examples of compact 
operators and then proceed to introduce the notion of a Fredholm operator. We 
begin with a definition. 

5.2 Definition. If '1/e is a Hilbert space, then an operator T in £('1/e) is a finite 
rank operator if the dimension of the range of T is finite and a compact operator 
if the image of the unit ball of '1/e under T is a compact subset of 'Je. Let E{Y('Je}, 
respectively, £~('1/e) denote the set of finite rank, respectively, compact operators. 

In the definition of compact operator it is often assumed only that T [ ('1/e) 1] has a 
compact closure. The equivalence of these two notions follows from the corollary 
to the next lemma. 

5.3 Lemma. If '1Je is a Hilbert space and T is in E('Je), then T is a continuous 
function from '1/e with the weak topology to '1/e with the weak topology. 

Proof If Ua laeA is a net in '1/e which converges weakly to f and g is a vector in 
'1/e,then 

Iim(Tfa, g)= lim(/a. T*g) = (/, T*g) = (Tf, g), 
aeA aeA 

108 
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and hence the net {Tfa}aeA converges weakly to Tj. Thus Tis weakly contin-
uous. • 
5.4 Corollary. If '1/C is a Hilbert space and T is in E('lfC), then T [ ('1/C) 1] is a closed 
subset of '1/C. 

Proof Since ('1/C)I is weakly compact and T is weakly continuous, it follows that 
T[('lfC)d is weakly compact. Hence, T[('lfC)Il is a weakly closed subset of '1/C and 
therefore is also norm closed. • 

The following proposition summarizes most of the elementary facts about finite 
rank operators. 

5.5 Proposition. If '1/C is a Hilbert space, then 2{S('1/C) is the minimal two-sided 
*-ideal in E('lfC). 

Proof If S and T are finite rank operators, then the inclusion 

ran (S + T) c ran S +ran T 

implies that S + T is finite rank. Thus, E{S('lfC) is a linear subspace. If S is a finite 
rank operator and T is an operator in 2('1/C), then the inclusion ran ST C ran S 
shows that 2{SC'lfC) is a left ideal in E('lfC). Further, if T is a finite rank operator, 
then the identity 

ranT* = T*[(ker T*).L] = T*[clos ranT] 

which follows from Corollary 3.22 and Proposition 4.6, shows that T* is also a 
finite rank operator. Lastly, if Sis in E('lfC) and Tis in E{S('lfC), then T* is in E{S('lfC) 
which implies that T* S* is in E{S('lfC) and hence that ST = (T* S*)* is in E{S('lfC). 
Therefore, 2{S('lfC) is a two-sided *-ideal in 2('1/C). 

To show that 2{S('1/C) is minimal, assume that ~ is an ideal in E('lfC) not (0). Thus 
there exists an operator T ::1= 0 in ~, and hence there is a nonzero vector f and a 
unit vector g in '1/C such that T f = g. Now let h and k be arbitrary unit vectors in 
'1/C and A and B be the operators defined on '1/C by Al = (l, g)k and Bl = (l, h)f 
for lin '1/C. Then, S =AT B is the rank one operator in~ which takes h to k. It is 
now clear that~ contains all finite rank operators and hence 2{S('1/C) is the minimal 
two-sided ideal in 2('1/C). • 

The following proposition provides an alternative characterization of compact 
operators. 

5.6 Proposition. If '1/C is a Hilbert space and T is in E('lfC), then T is compact if 
and only if for every bounded net Ua }aeA in '1/C which converges weakly to f it is 
true that {TfalaeA converges in norm to Tf. 
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Proof If T is compact and Ua }aEA is a bounded net in 'X which converges weakly 
to f, then {Tfa}aEA converges weakly to Tf by Lemma 5.3 and lies in a norm 
compact subset by the definition of compactness. Since any norm Cauchy subnet 
of { T fa }aEA must converge to T f, it follows that liffiaEA T fa = T f in the norm 
topology. 

Conversely, suppose T is an operator in E('JC) for which the conclusion of the 
statement is valid. If {Tfa}aEA is a net of vectors in T[('JC)t], then there exists a 
subnet Uap}.BEB which converges weakly to an f. Moreover, since each !ap is in 
the unit ball of 'JC, it follows that { T !ap} .BEB converges in norm to T f. Therefore, 
T[(~ tl is a compact subset of 'JC and hence T is compact. • 

5.7 Lemma. The unit ball of a Hilbert space 'JC is compact in the norm topology 
if and only if 'JC is finite dimensional. 

Proof If 'JC is finite dimensional, then 'JC is isometrically isomorphic to en and 
the compactness of (~ 1 follows. On the other hand if 'JC is infinite dimensional, 
then there exists an orthonormal subset {en}~1 contained in ('JC)J and the fact 
that lien -em II = .Ji for n -:/= m shows that ('J£)1 is not compact in the norm 
topology. • 

The following property actually characterizes compact operators on a Hilbert 
space, but the proof of the converse is postponed until after the next theorem. This 
property does not characterize compact operators on a Banach space, however. 

5.8 Lemma. If 'JC is an infinite-dimensional Hilbert space and T is a compact 
operator, then the range of T contains no closed infinite-dimensional subspace. 

Proof Let .M be a closed subspace contained in the range of T and let P JJ.. be the 
projection onto .M. It follows easily from Proposition 5.6 that the operator PJJ..T 
is also compact. Let A be the operator defined from 'JC to .M by A f = P JJ.. T f for 
f in 'JC. Then A is bounded and onto and hence by the open mapping theorem is 
also open. Therefore, A[('JC) tl contains the open ball in .M of radius 8 centered at 
0 for some 8 > 0. Since the closed ball of radius 8 is contained in the compact set 
PJJ..T[(~ t], it follows from the preceding lemma that .M is finite dimensional. • 

We are now in a position to show that E<£(~ is the norm closure of E~('JC). 
The corresponding result is not valid for all Banach spaces. 

5.9 Theorem. If 'JC is an infinite-dimensional Hilbert space, then El£('JC) is the 
norm closure of E~('JC). 

Proof We first show that the closure of E~('X) is contained in El£('JC). Firstly, it 
is obvious that E~(~ is contained in El£(~. Secondly, to prove that El£(~ is 
closed, assume that {Kn}~ 1 is a sequence of compact operators which converges 
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in norm to an operator K. If {/alaeA is a bounded net in 'tie that converges weakly 
to /,and 

M =sup{ II/II, II fall: a E A}, 

then choose N such that IlK- KNII < ef3M. Since KN is a compact operator, we 
have by Proposition5.6thatthereexistsao in A such that IIKN!a- KNill < ef3 
for a ;:: a0 • Thus we have 

e e e 
<-+-+-=e - 3 3 3 

for a::=: ao, 

and hence K is compact by Proposition 5.6. Therefore, the closure of EO:(';Il) is 
contained in E~(';ll). 

To show that 20:('tle) is dense in E@:(';ll), let K be a compact operator on 'tie 
and let K = P V be the polar decomposition for K. Let 'tie = LaeA Ee'tlea be a 
decomposition of 'tie into separable reducing subspaces for P given by Proposition 
4.73, and set Pa = Pl'tlea. Further, let ~a be the abelian W*-algebra generated by 
Pa on 'tlea and consider the extended functional calculus obtained from Theorem 
4. 71 and defined for functions in L 00 ( Va) for some positive regular Borel measure 
Va with support contained in [0, II P 111. If Xe denotes the characteristic function of 
the set [e, liP II], then Xe is in VX>(va) and E! = Xs(Pa) is a projection on 'tlea. 
If we define 1/ls on [0, IIPII1 such that 1/18 (x) = 1/x fore < x ~ liP II and 0 
otherwise, then the operator Q~ = 1/J'8 (Pa) satisfies Q!Pa = PaQ! = E!. Thus 
we have 

ran ( L EBE!) = ran P ( L EBQ!) C ran P =ranK 
aeA aeA 

and therefore the range of the projection LaeA EBE! is finite dimensional by 
Lemma5.8. Hence, P6 = P(LaeA EBE!) is inEO:(';Il) and thus so is P6 V. Finally, 
we have 

IlK- Ps VII= IIPV- Pe VII~ liP- Pell =sup IIPa- PaE!II 
aeA 

=sup sup llx- XXe(x)ll 00 ~ e, 
aeA O:::;x::::IIPII 

and therefore the theorem is proved. • 
Notice that in the last paragraph of the preceding proof we used only the fact 

that the range of K contained no closed infinite-dimensional subspace. Thus we 
have proved the remaining half of the following result. 

5.10 Corollary. If 'tie is an infinite-dimensional Hilbert space and T is an operator 
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on 'Je, then T is compact if and only if the range of T contains no closed infinite­
dimensional subspaces. 

5.11 Corollary. If 'Je is an infinite-dimensional Hilbert space, then Q~('Je) is 
a minimal closed two-sided *-ideal in Q('Je). Moreover, if 'Je is separable, then 
Q~('Je) is the only proper closed two-sided ideal in Q('Je). 

Proof For the first statement combine the theorem with Proposition 5.5. For the 
second, note by the previous corollary that if T is not compact, then the range 
of T contains a closed infinite-dimensional subspace .M. A simple application of 
the open mapping theorem yields the existence of an operator S on 'Je such that 
T S = P.M., and hence any two-sided ideal containing T must also contain I. This 
completes the proof. • 

5.12 EXAMPLE. Let K be a complex function on the unit square [0,1] x [0,1] 
which is measurable and square-integrable with respect to planar Lebesgue mea­
sure. We define a transformation h on L2([0, 1]) such that 

(TKf)(x) = 11 
K(x, y)f(y)dy for fin L2 ([0, 1]). 

The computation 

11 l<h n<x)i2 dx = 11 111 
K(x, y)f(y) dyr dx 

:S 11 {1 1 
IK(x, y)l 2 dy} {1 1 lf(y)l2 dy} dx 

= 11/11~ 1111 
IK(x, y)l2 dydx 

which uses the Cauchy-Schwarz inequality, shows that h is a bounded operator 
on L2 ([0, 1]) with 

llhll::: IIKib = {1 111 IK<x.y)l2 dxdyf
12 

The operator h is called an integral operator with kernel K. We want to show 
next that T K is a compact operator. 

If we let <I> denote the mapping from L2([0, 1] x [0, 1]) to2(L2([0, 1])) defined 
by <I>(K) = h, then <I> is a contractive linear transformation. Let 21l be the 
subspace of L 2 ([0, 1] x [0, 1]) consisting of the functions of the form 

N 

K (x, y) = L /;(x)g;(y), 
i=1 

where each /; and g; is continuous on [0,1]. Since 21l is obviously a self-adjoint 
subalgebra of the algebra of continuous functions on [0, 1] x [0, 1] which contains 
the identity and separates points, it follows from the Stone-Weierstrass theorem that 
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C([O, 1] x [0, 1]) is the uniform closure of2ll. Moreover, an obvious modification 
of the argument given in Section 3.33 shows that 2ll is dense in L2([0, 1] x [0, 1]) 
in the L 2-norm. Thus the range of <1> is contained in the norm closure of <1> (q}J) in 
E(L2 ([0, 1])). 

Let f and g be continuous functions on [0,1] and letT be the integral operator 
with kernel f(x)g(y). For h in L2 ([0, 1]), we have 

(Th)(x) = L1 
f(x)g(y)h(y)dy = f(x) (1 1 

g(y)h(y)dy), 

and hence the range of T consists of multiples of f. Therefore, T is a rank one 
operator and all the operators in <1> (q}J) are seen to have finite rank. Thus we have 
by Theorem 5.9 that 

<t>(L2([0, 1] x [0, 1])) c clos <1>(~) c closB!S(L2 ([0, 1])) = BC£'(L2([0, 1])), 

and hence each integral operator T K is compact. 
We will obtain results on the nature of the spectrum of a compact operator after 

proving some elementary facts about Fredholm operators. 
If 'lJe is finite dimensional, then Be£(~) = B('lle). Hence, in the remainder of 

this chapter we assume that 'lJe is infinite dimensional. 

5.13 Definition. If 'lJe is a Hilbert space, then the quotient algebra B('lJe)jBC£'('1Je) 
is a Banach algebra called the Calkin algebra. The natural homomorphism from 
B(~ onto B('lle)/BC£'(~ is denoted by rr. The spectrum ofrr(T) is B(~/BC£'('1Je) 
for T in B('lle) is called the essential spectrum ofT and is denoted ae(T). 

That the Calkin algebra is actually a C* -algebra will be established later in this 
chapter. 

The Calkin algebra is of considerable interest in several parts of analysis. 
Our interest is in its connection with the collection of Fredholm operators. The 
following definition of Fredholm operator is convenient for our purposes and will 
be shown to be equivalent to the classical definition directly. 

5.14 Definition. If 'lJe is a Hilbert space, then T in B('lle) is a Fredholm operator 
if rr(T) is an invertible element of B(~/BC£'(~). The collection of Fredholm 
operators on 'lJe is denoted by 'lf(~. 

The following properties are immediate from the definition. 

5.15 Proposition. If 'lJe is a Hilbert space, then 'lf('lle) is an open subset of B('lle), 
which is self-adjoint, closed under multiplication, and invariant under compact 
perturbation. 

Proof If ll denotes the group of invertible elements in B('lJe)jBC£'('1Je), then ll is 
open by Proposition 2.7 and hence so is 'lf('lle) = rr-1(/l), since rr is continuous. 
That 'lf('lle) is closed under multiplication follows from the fact that rr is multi­
plicative and ll is a group. Further, if T is in 'lf(~ and K is compact, then T + K 
is in ?JP('lle) since rr(T) = rr(T + K). Lastly, if T is in ?f(~. then there existS in 
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Q('?fe) and compact operators K 1 and K2 such that ST = I+ K 1 and T S = I+ K 2• 

Taking adjoints we see that rr(T*) is invertible in the Calkin algebra and hence 
~~~~k~~ • 

The usual characterization of Fredholm operators is obtained after we prove 
the following lemma about the linear span of subspaces. If .M, and .N' are closed 
subspaces of a Hilbert space, then the linear span .M, + .N" is, in general, not a closed 
subspace (see Exercise 3.18) unless one of the spaces is finite dimensional. 

5.16 Lemma. If '?Je is a Hilbert space, .M, is a closed subspace of '?Je, and .N' is a 
finite-dimensional subspace of '?Je, then the linear span .M, + .N" is a closed subspace 
of '?Je. 

Proof Replacing .N", if necessary, by the orthogonal complement of .M, n .N" in .N', 
we may assume that .M. n .N' = {0}. To show that 

.M, + .N" = {f + g : f E .M, g E .N"} 

is closed, assume that Un}~1 and {gn}~1 are sequences of vectors in .M and 
.N", respectively, such that Un + gn}~ 1 is a Cauchy sequence in '?le. We want to 
prove first that the sequence {gn}~ 1 is bounded. If it were not, there would exist 
a subsequence {gnk }~ 1 and a unit vector h in .N" such that 

lim llg,.k II = oo and lim llg,.k II =h. 
k-+oo k-+oo gnk 

(This depends, of course, on the compactness of the unit ball of .N".) However, since 
the sequence {(1/ llgnk ll)(fnk + gnk)}~ 1 would converge to 0, we would have 

r Ink _ h 
k~ llgnkll-- . 

This would imply that his in both .M and .N' and hence a contradiction. 

Since the sequence {g,.}~ 1 is bounded, we may extract a subsequence {g,.k}~ 1 
such that limk-+oo g,.k = g for some gin .N". Therefore, since 

is a Cauchy sequence, we see that Unk }~ 1 is a Cauchy sequence and hence 
converges to a vector f in .M.. Therefore, lim,._,. 00 (f,. + g,.) = f + g and thus 
.M + .N" is a closed subspace of '?Je. • 

The following theorem contains the usual definition of Fredholm operators. 

5.17 Theorem. (Atkinson) If '?Je is a Hilbert space, then T in Q('?Je) is a Fredholm 
operator if and only if the range of T is closed, dim ker T is finite, and dim ker T* 
is finite. 
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Proof If T is a Fredholm operator, then there exist an operator A in E(X) and a 
compact operator K such that AT = I+ K. Iff is a vector in the kernel of I+ K, 
then(/+ K)f = 0 implies that Kf = - J, and hence f is in the range of K. 
Thus, 

ker T c ker AT= ker(/ + K) cranK 

and therefore by Lemma 5.8, the dimension of ker T is finite. By symmetry, the 
dimension of ker T* is also finite. Moreover, by Theorem 5.9 there exists a finite 
rank operator F such that II K - F II < 4. Hence for f in ker F, we have 

IIAII IITJII ::: IIAT/11 =II!+ Kfll =II/+ Ff + Kf- Ffll 

::: 11/11 -IlK!- Ffll::: 11/11/2. 

Therefore, T is bounded below on ker F, which implies that T (ker F) is a 
closed subspace of~ (see the proof of Proposition 4.8). Since (ker F)J. is finite 
dimensional, it follows from the preceding lemma that ranT = T(ker F) + 
T[(ker F)J.] is a closed subspace of~. 

Conversely, assume that the range of T is closed, dim ker T is finite, and dim 
ker T* is finite. The operator To defined To! = T f from (ker T)J. to ranT is 
one-to-one and onto and hence by Theorem 1.42, is invertible. If we define the 
operatorS on ~such that Sf = T0- 1 f for f in ran T and Sf = 0 for f orthogonal 
to ran T, then S is bounded, ST = I - P~o and T S = I - P2 , where P1 is the 
projection onto ker T and P2 is the projection onto (ran T)J. = ker T*. Therefore, 
1r(S) is the inverse of 1r(T) in 2(~) jECf(X), and hence Tis a Fredholm operator 
which completes the proof. • 

5.18 As we mentioned previously, the conclusion of the preceding theorem is the 
classical definition of a Fredholm operator. Early in this century several important 
classes of operators were shown to consist of Fredholm operators. Moreover, if T 
is a Fredholm operator, then the solvability of the equation T f = g for a given 
g is equivalent to determining whether g is orthogonal to the finite-dimensional 
subspace ker T*. Lastly, the space of solutions of the equation T f = g for a given 
g is finite dimensional. 

At first thought the numbers dim ker T and dim ker T* would seem to describe 
important properties of T, and indeed they do. It turns out, however, that the 
difference of these two integers is of even greater importance, since it is invariant 
under small perturbations of T. We shall refer to this difference as the classical 
index, since we shall also introduce an abstract index. We will eventually show 
that the two indices coincide. 

5.19 Definition. If 'M, is a Hilbert space, then the classical index j is the function 
defined from ?f('M,) to~ such that j (T) = dim ker T -dim ker T*. For n in~. set 
?l'n = {T E ?f(~): j(T) = n}. 
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We first show that ?1'0 is invariant under compact perturbations, after which we 
obtain the classical Fredholm alternative for compact operators. 

5.20 Lemma. If~ is a Hilbert space, Tis in ?i'o and K is in E(£(~. then T + K 
is in ?i'o. 

Proof Since T is in ?1'0 , there exists a partial isometry V by Proposition 4.37 with 
initial space equal to ker T and final space equal to ker T*. For f in ker T and g 
orthogonal to ker T, we have (T + V)(f + g) = T g + V f, and since T g is in 
ranT and Vf is orthogonal to ranT then (T + V)(f +g)= 0 implies f + g = 0. 
Thus T + V is one-to-one. Moreover, since T + V is onto, it follows that T + V 
is invertible by the open mapping theorem. 

Let F be a finite rank operator chosen such that IlK- Fll < 1/ jj(T + V)- 111. 
Then T + V + K - F is invertible by Proposition 2.7, and hence T + K is the 
perturbation of the invertible operator S = T + V + K - F by the finite rank 
operator G = F - V. Now T + K is a Fredholm operator by Proposition 5.15, 
and j(T + K) = j(S +G)= j(l + s-1 G), since 

ker(S +G)= ker (S(l + s-1G)) 

and 

ker (CS +G)*)= ker ((I+ s-1G)* S*) = s•-t ker ((I+ s-1G)*). 

Thus it is sufficient to show that j (I + s-1 G) = 0. 

Since s-1G is a finite rank operator the subspaces ran (S-1G) and ran (S-1G)* 
are finite dimensional, and hence the subspace .M. spanned by them is finite 
dimensional. Clearly, (I + s- 1G).M. C .M., (I + s-1 G)* .M. C .M., and (I + 
s-1 G) f = f for f orthogonal to .M.. If A is the operator on .M. defined by 
Ag = (/ + s-1G)g for g in .M., then ker A = ker(/ + s-1G) and ker A* = 
ker (CI + s-1G)*). Since A is an operator on a finite-dimensional space, we have 
dim ker A = dim ker A*, and therefore 

dim(!+ s-1G) =dim ((I+ s-1G)*). 

Thus, j (I+ s-1 G) = 0 and the proof is complete. • 
After recalling the definition of generalized eigenspace we will prove a theorem 

describing properties of the spectrum of a compact operator. 

5.21 Definition. If 'Je is a Hilbert space and Tis an operator in E(~). then the 
generalized eigenspace '&.1. for the complex number A. is the collection of vectors 
f such that (T- A.)n f = 0 for some integer n. 

5.22 Theorem. (Fredholm Alternative) If K is a compact operator on the 
Hilbert space ~.then a(K) is countable with 0 the only possible limit point, 
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and if A. is a nonzero element of O'(K), then A. is an eigenvalue of K with finite 
multiplicity and X is an eigenvalue of K* with the same multiplicity. Moreover, the 
generalized eigenspace ~-. for A is finite dimensional and has the same dimension 
as the generalized eigenspace for K* for X. 

Proof If A is a nonzero complex number, then - H is invertible, and hence K -A 
is in;?~' by Proposition 5.15. Moreover, since j (K- A) = j (-H) = 0, then either 
ker(K -A) = {0}, which implies ker(K* -X) = {0} and A is not in O'(K), or A. 
is an eigenvalue of K of finite multiplicity. In the latter case, since j (K -A) = 0, 
we see that X is an eigenvalue of K* of the same multiplicity. 

If~-- f= '&N = ker(K - A)N for any integer N, then there exists an infinite 

orthonormal sequence {kn)f=p such that knj is in '&nj+l e '&nr Since II K knj 11 2 = 
IAI2 +II (K- A)kni 11 2 and the sequence {kni lf=1 converges weakly to 0, it follows 

from Proposition 5.6 that 0 = limj=oo II K kni II ::: IAI which is a contradiction. 
Thus'&-. = ker(K - A.)N for some integer N. Moreover, since (K - A)N is a 
compact perturbation of ( -A)N /, (K - A)N is a Fredholm operator with index 0. 
Therefore, 

dimker[(K- A)N] = dimker[(K*- A)N], 

and since'&-. = ker(K - A)N for some N by the finite dimensionality of~--. it 
follows that the dimension of the generalized eigenspace for K for A is the same 
as that of the generalized eigenspace for K* for X. 
Finally, to show that O'(K) is countable with 0 the only possible limit point, it is 
sufficient to show that any sequence of distinct eigenvalues converges to 0. Thus let 
{An}~ 1 be a sequence of distinct eigenvalues and let In be an eigenvector of An. If 
we let .M.N denote the subspace spanned by {j,, h. · · ·, !N} then .M.1~.M.2~.M.3~ · · ·, 
since the eigenvectors for distinct eigenvalues are linearly independent. Let {gn} ~1 
be a sequence of unit vectors chosen such that gn is in .M.n and gn is orthogonal to 
.M.n_1• If his a vector in~. then h = E:1 (h, gn)gn +go where go is orthogonal to 
all the {gn}~ 1 • Since llhll2 = E:1 i(h, gn)i2+ ligoii 2 by Theorem 3.25, it follows 
that limn-+oo(gn. h)= 0. Therefore, the sequence {gn}~1 converges weakly to 0, 
and hence byProposition5.6thesequence {Kgn}~ 1 converges toO in norm. Since 
gn is in .M.n. there exist scalars {a; l?-1 such that gn = E7-1 a; Ji, and hence 

n n n n-1 

Kgn = L a;KJi =La; A;/;= An L a;Ji + L a;(A.;- An)Ji 
i=1 i=1 i=1 i=1 

where hn is in .M.n_1• Therefore, 

and the theorem follows. • 
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5.23 ExAMPLE. We now return to a special integral operator, the Volterra integral 
operator, and compute its spectrum. Let 

{ 1 ifx:=::y 
K(x, y) = 0 "f 

1 X < y 
for (x, y) in [0, 1] x [0, 1] 

and let V be the corresponding integral operator defined on L 2 ([0, 1]) in Section 
5.12. We want to show that a(V) = {0}. If A were a nonzero number in a(V), 
then since Vis compact by Section 5.12 it follows that A is an eigenvalue for V. 
Iff is an eigenvector of V for the eigenvalue A, then J; f (y) d y = A.f (x). Thus, 
we have 

IAIIJ(x)l S 1x lf(y)l dy S 11 
lf(y)l dy S llfllz 

using the Cauchy-Schwarz inequality. Hence, for x 1 in [0,1] and n > 0, we have 

1 r' 1 r' rz 
lf(xJ)I S ~if Jo lf(xz)l dxz S IAI2 Jo Jo lf(x3)l dx3 dxz S · · · 

Since 

1 r' rz r· 
S lAin+! llfllz Jo Jo · · · Jo dxn+l · · · dxz 

llfllz X~ = lAin+! n! . 

lim llfllz x~ = O, 
n-->oo lAin+! n! 

it follows that f = 0. Therefore, a nonzero A cannot be an eigenvalue, and hence 
a(V) = {0}. 

We digress to make a couple of comments. 

5.24 Definition. If 'Je is a Hilbert space, then an operator T in 53('Je) is quasinilpo­
tent if a(T) = {0}. 

Thus the Volterra operator is compact and quasinilpotent. 

5.25 EXAMPLE. Let T be a quasinilpotent operator and 2l be the commutative 
Banach subalgebra of 53('Je) generated by I, T, and (T- A)-1 for all nonzero A. 
Since T is not invertible, there exists a maximal ideal in 2l which contains T, and 
thus the corresponding multiplicative linear functional <p satisfies rp(I) = 1 and 
rp(T) = 0. Moreover, since the values of a multiplicative linear functional on 2l 
are determined by its values on the generators and these are determined by its value 
at T, it follows from Corollary 2.36 that the maximal ideal space of 2l consists 
of just rp. In particular, this example shows that the Gelfand representation for a 
commutative Banach algebra may provide little aid in studying this algebra. 

We now return to the study of Fredholm operators and define the abstract index. 
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5.26 Definition. If 'lJe is a Hilbert space, then the abstract index i is defined from 
'lf('Je) to Af!.<'K!fl!JE<'K! such that i = y on, where y is the abstract index for the 
Banach algebra E('Je)j5JJ£('Je). 

The following properties of the abstract index are immediate. 

5.27 Proposition. If 'lJe is a Hilbert space and i is the abstract index, then i is 
continuous and multiplicative, and i (T + K) = i (T) for T in 'li('lle) and K in 
E~('Je). 

Proof Straightforward. • 

5.28 We have defined two notions of index on the collection of Fredholm opera­
tors: the classical index j from 'li('Je) to 7L and the abstract index i from 'lf{'Je) to 
A. Our objective is to show that these two notions are essentially the same. That 
is, we want to produce an isomorphism a from the additive group 7L onto A such 
that the following diagram commutes. 

:gi('Je) 

y~ 
1l. __________ q _______ ~ A 

To produce a we will show that for each n, the set ;gin = j-1(n) is connected. 
Since i is continuous and A is discrete, i must be constant on 'lf n. Thus the mapping 
defined by a(n) = i(T) forT in 'lin well defined. The mapping a is onto, since 
i is onto. Further, consideration of a special class of operators shows that a is a 
homomorphism. Finally, the fact that 'lfo is invariant under compact perturbations 
will be used to show that ker i = 'lfo and hence that a is one-to-one. 

Once this isomorphism is established, then the following results are immediate 
corollaries: j is continuous and multiplicative, and is invariant under compact 
perturbation. 

We begin this program with the following proposition. 

5.29 Proposition. If ~ is a W* -algebra of operators in E('Je), then the set of 
unitary operators in ~ is arcwise connected. 

Proof Let U be a unitary operator in ~ and let ~u be the W* -algebra generated 
by U. As in the proof of Theorem 4.65 there exists a decomposition of 'lJe = 
LaeA EB'llea such that each 'llea reduces U and Ua = U i'llea has a cyclic vector. 
Moreover, by Theorem 4.58 there exists a positive regular Borel measure Va with 
support contained in lr and a functional calculus defined from VJO(va) onto ~ua 
by an isometric isomorphism from L 2(va) onto 'Jea. 

If we define the function 1jr on lr such that 1jr(eu) = t for -n < t :::: n, then 1jr 
is in each VJO(va), and there exists a sequence of polynomials {Pn}~ 1 such that 
IIPn II ::::nand 



120 Banach Algebra Techniques in Operator Theory 

(Use the Stone-Weierstrass theorem to approximate a function which agrees with 
1/J on {ei1 : -rr + (1/n) < t s; rr} and is continuous.) Consider the sequence of 
operators 

inSffiu and the operator H = LaeA $1/J(Ua) defined on 'Je. Using the identification 
of 'Jea as L2(va), it is easy to check that the sequence {pn(Ua)}~1 converges to 
1/J(Ua) in the strong operator topology. Since the operators 

L~ EBPnCUa) 1:! 
are uniformly bounded, it follows that the sequence converges strongly to H. 
Therefore, H is in Sfiu and moreover eiH = U, since ei1/I(Ua) = Ua for each a in 
A. If we define the function U;.. = eiJ..H for A. in [0,1], then for A. 1 and A.2 in [0,1], 
we have 

II u .. , - UA2 11 = llexpiA.1H- expiA.zHII = llexpiA.!H(/- exp i(A.z- A.1)H) II 

=sup lila- expi(A.z- A.\)1/J(Ua)ll 
aeA 

::S Ill- expi(A.z- A.I}1/JII 00 = lexpiA.1rr- expiA.zrrl, 

and therefore UA is a continuous function of A.. Thus the unitary operator U is 
arcwise connected to Uo =I by unitary operators in~. • 

The following corollary is now easy to prove. 

5.30 Corollary. If 'Je is a Hilbert space, then the collection of invertible operators 
in E('Je) is arcwise connected. 

Proof Let T be an invertible operator in E('Je) with the polar decomposition 
T = UP. Since T is invertible, U is unitary and P is an invertible positive 
operator. For A. in [0, 1] let U A be an arc of unitary operators connecting the identity 
operator Uo to u = ul and P .. = (/-A.)/+ A.P. Since each PAis bounded below, 
it is invertible and hence U A PA is an arc connecting the identity operator to T. • 

Much more is true; a theorem of Kuiper [73] states that the collection of 
invertible operators in E('Je) for a countably infinite-dimensional 'Je is a contractible 
topological space. 

5.31 Corollary. If 'Je is a Hilbert space and T is an invertible operator in E('Je), 
then i ( T) is the identity in A. 
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Proof Since rr(T) is in the connected component ~0 of the identity in ~. it is 
clear that i (T) is the identity in A. • 

We now consider the connectedness of '!fn. 

5.32 Theorem. If 'lie is a Hilbert space, then for each n in Z the set '!f n ('lie) is 
arcwise connected. 

Proof Since ('!J#n('Je))* = '!fo_n('l!e),itissufficienttoconsidern =::: O.Ifn =::: Oand 
T is in '!f n, then dim ker T =::: dim ker T*; thus there exists a partial isometry V 
with initial space contained in ker T and range equal to ker T* = (ran T).l.. For 
each e > 0 it is clear that T + e V is onto and hence is right invertible and 

ker(T + eV) = ker(T) 9 init(V). 

Hence it is sufficient to prove that if S and T are right invertible with dim ker S = 
dim ker T, then S and T can be connected by an arc of right invertible operators 
in '!fn 

Let S and T be right invertible operators with dim ker S = dim ker T. Let U be 
a unitary operator chosen such that ker SU = ker T and U). be an arc of unitary 
operators such that U o = I and U 1 = U. Then S U is connected to S in '!f n and 
hence we can assume that the kernels of our two right invertible operators are 
equal. 

Hence, assume that S and T are right invertible operators with ker S = ker T. 
By Proposition 4.37, there exists an isometry W with range W = (ker S)J. = 
(ker T).l.. Then the operators SW and TW are invertible and hence by Corollary 
5.30 there exists an arc of invertible operators h for 0 ~ A. ~ 1 such that 
lo = SW and J1 = TW. Since WW* is the projection onto the range of W, 
we see that SWW* = Sand TWW* = T. Hence h W* is an arc of operators 
connecting S and T, and the proof will be completed once we show that each 
h W* is in '!fn. Since (h W*)(W J"A-1) =I, it follows that h W* is right invertible 
and hence ker ( (h W*)*) = {0}. Further since ker(h W*) = ker W* we see that 
j (h W*) = n for all A.. This completes the proof. • 

5.33 Recall now the unilateral shift operator U+ on l2(Z+) introduced in Section 
4.36. It is easily established thatker U+ = {0}, whileker U~ = {e0 }. Since U+ is an 
isometry, its range is closed, and thus U+ is a Fredholm operator and j(U+) = -1. 

Now define 

{ 
un 

u<n) = + 
+ u•-n 

+ 

n =::: 0, 

n < 0. 

Since for n :::: 0 we have ker u!;) = {0} and 

kerU~n)*=kerU~n = V{eo,eJ, ... ,en-d, 
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it follows that j{Uf)) = -n. Similarly since u!;l* = U+n for n < 0, we have 

j ( u<;)) = -n for all integers n. The following extension of this formula will be 
used in showing that the map to be constructed is a homomorphism. 

If m and n are integers, then j (U~m) u!;)) = j (U~m)) + j (U!;>). We prove 
this one case at a time. If m ::: 0 and n ::: 0 or m < 0 and n < 0, then 
us_m) u<;> = u~m+n)' and hence 

j ( u~m>u<;>) = -m- n = j ( us_m>) + j ( us_n>). 

If m < 0 and n ::: 0, then 

U(m)u(n) - u*-mun -
+ +- + +- I un+m = u<n+m) - m < n 

+ + - ' 

u*-(n-m) - u<n+m) + - + - m > n, 

and again the formula holds. Lastly, if m ::: 0 and n < 0, then 

k U(m)u(n) k u*-n v{ } er + + = er + = eo, e1, ... , e-n-I 

and 

ker [ us_m>us_n)r = ker (U.';_'u~-n)* = ker U+nu~m = V{eo, ... ' em-d. 

and hence 

. (u<m>u<n>) -- - - . (u<m>) + . (u<n>) 1 + + - n m-1 + 1 + . 

The next lemma will be used in the proof of the main theorem to show that each 
of the '!:F n is open. 

5.34 Lemma. If 7Je is a Hilbert space, then each of the sets '!:Fo and Un;~oo '!:Fn is 
open in E('Je). 

Proof Let T be in '!:Fo and let F be a finite rank operator chosen such that T + F 
is invertible. Then if X is an operator in 2(7Je) which satisfies II T - H II < 
1/ II {T + F)-1 11, then X + F is invertible by the proof of Proposition 2.7, and 
hence X is in '!:1'0 by Lemma 5.20. Therefore, '!:1'0 is an open set. 

If T is a Fredholm operator not in '!:1'0 , then there exists as in the proof of Lemma 
5.20 a finite rank operator F such that T + F is either left or right invertible. By 
Proposition 2.7 there exists s > 0 such that if X is an operator in E('Je) such that 
II T + F - X II < s, then X is either left or right invertible but not invertible. Thus 
X is a Fredholm operator of index not equal to 0 and therefore so is X - F by 
Lemma 5.20. Hence Un;~oo '!:Fn is also an open subset of 2('Je). • 

We now state and prove the main theorem of the chapter. 

5.35 Theorem. If 7Je is a Hilbert space, j is the classical index from '!:F('Je) onto 
7!.., and i is the abstract index from '!:F('Je) onto A, then there exists an isomorphism 
a from 7l.. onto A such that a o j = i. 
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Proof Since the dimension of~ is infinite, we have~ €9/2 (£:+) isomorphic to~. 
and hence there is an operator on ~ unitarily equivalent to I EEl U~n>. Therefore, 
each cg;n is nonempty and we can define a(n) = i(T), where Tis any operator in 
cg;n· Moreover, a is well defined by Theorem 5.32. Since i is onto, it follows that 
a is onto. Further, by the formula in Section 5.33, we have 

a(m + n) = i (I EEl u~-m-n>) = i ((I EEl u~-m>) (I EEl u~-n>)) 

= i (I EEl u~-m>) i (I EEl u~-n>) = a(m) · a(n), 

and hence a is a homomorphism. 

It remains only to show that a is one-to-one. Observe first that :Jr(cg;o) is disjoint 
from 7r{Un;eocg;n), since if Tis in cg;o and Sis in cg;n with :Jr(S) = :Jr(T), then 
there exists Kin.£![(~) such that S + K = T. However, Lemma 5.20 implies that 
j (T) = 0, and hence :Jr(cg;o) is disjoint from :Jr(Un;eo cg;n). Since cg;o and Un;60 cg;n 
are open and :Jr is an open map, it follows that :Jr(cg;o) and :Jr { Un;eo cg; n) are disjoint 
open sets. Therefore, :Jr(cg;o) is an open and closed subset of !l. and hence is equal 
to the connected component ll.o of the identity in !l.. Therefore, :Jr takes cg;o onto 
!l.0 and hence i takes cg;o onto the identity of A. Thus a is an isomorphism. • 

We now summarize what we have proved in the following theorem. 

5.36 Theorem. If ~ is a Hilbert space, then the components of cg;(~) are 
precisely the sets {cg;n : n E 1':}. Moreover, the classical index defined by 

j (T) = dim ker T - dim ker T* 

is a continuous homomorphism from cg;(~) onto 1': which is invariant under 
compact perturbation. 

We continue now with the study of.£![(~) and E(~)/E[(~) as C*-algebras. 
(Strictly speaking,.£![(~) is not a C*-algebra by our definition, since it has no 
identity.) This requires that we first show that the quotient of a C* -algebra by a two­
sided ideal is again a C* -algebra. While this is indeed true, it is much less trivial 
to prove than our previous results on quotient objects. We begin by considering 
the abelian case which will be used as a lemma in the proof of the main result. 

5.37 Lemma. If~ is an abelian C* -algebra and~ is a closed ideal in ~. then ~ 
is self-adjoint and the natural map :Jr induces an involution on the quotient algebra 
~~~with respect to which it is a C*-algebra. 

Proof In view of Theorem 2.35, it is sufficient to consider ~ = C (X) for some 
compact Hausdorff space X. Let Z be the set of common zeros of the functions in 
~- Iff in C (X) vanishes on an open subset U that contains Z and x0 is in X\ U, 
then there exists ifJxo in ~ such that ifJxo (xo) ¥= 0, and hence ifJxo is not zero on 
some open subset Vx0 containing Xo. By the compactness of X\U, we can choose 

CfJx1 , ••• , CfJxn in~ such that rp = :E7=t jrpx0 j2 ~ e > 0 on X\U. Moreover, rp is in 
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~andg = f/qJisinC(X),wherewedefinegtobeOonU.Butthenf = (/)·gisin 
~.and thus ~ contains all functions inC (X) that vanish on an open neighborhood 
of Z. 

We claim that the closure of this collection in the supremum norm is the ideal 

~z = {f E C(X)If(x) = 0 for x E Z}. 

For 8 > 0, let TJe be a continuous function from C to C that satisfies 

(1) TJe vanishes on a neighborhood of 0, and 

(2) ITJe(z)- zl < 8 for all zinC. 

Iff is in ~z. then TJe of vanishes on a neighborhood of Z and II!- TJe o !II < 8. 

Thus~ = ~z and C(X)/~ = C(X)/~z. Moreover, it follows that C(X)/~z is 
isometrically isomorphic to C(Z) via the map f + ~z ~ flz. • 

We now proceed to the main result about quotient algebras. 

5.38 Theorem. If~ is a C* -algebra and ~ is a closed two-sided ideal in ~. then 
~ is self-adjoint and the quotient algebra ~ f~ is a c• -algebra with respect to the 
involution induced by the natural map. 

Proof We begin by showing that ~ is self-adjoint. For T an element of ~. set 
H = T* T. For)... > 0 the element )..Hz is positive, since it is the square of a self­
adjoint element, and therefore )..Hz + I is invertible in ~- Moreover, rearranging 
the identity ()...H2 +!)()..Hz+ J)-1 = I shows that the element defined by 

U).. = ()..Hz+ l)-1 -I =-()..Hz+ l)-1 )..Hz 

is in~- Moreover, if we setS/.. = T U/.. + T, then S~ S/.. = ()..Hz+ J)-2 Hand from 
the functional calculus for (£ H, we have 

lls~s .. ll = II<)...H2 + n-2HII <sup { zx z :X E a(H)} 
- (Ax + 1) 

~sup { (h/+ 1)z : x 2:: o} ~ -16-(-~-)...,..1/-:::-z, 
where the last inequality is obtained by maximizing the function ({J(x) = x(hz + 
1)-z on IR. Taking adjoints of the equations._= ru._ + T and rearranging yields 

3 
lim IIT*+UJ..T*II =lim IISJ..II ~lim 3 114 =0. 

/..->oo /..->oo A->00 4( A) 

Since each -UJ..T* is in~. and~ is closed, we have T* in~ and hence~ is 
self-ad joint. 

Now ~~~ is a Banach algebra and the mapping (A + ~)* = A*+~ is the 
involution induced by the natural map. Since we have II (A + ~)*II = II A + ~II, 
it follows that 
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and hence only the reverse inequality remains to be proved before we can conclude 
that ~~~ is a C* -algebra. 

Returning to the previous notation, if we set~ = C£H n ~. then~ is a closed 
two-sided self-adjoint ideal in the commutative C*-algebra C£H, and hence llH /~ 
is a C*-algebra isometrically isomorphic to C(X) by the previous lemma and 
Theorem 4.29. If we consider the closure .8 of the subalgebra rr (ll H) = ll H /~ in 
~~~.then we obtain an induced homomorphism rr': llH /~ --+ ,8. Moreover, rr' 
defines a continuous map cp : Mp, --+ X, which we claim is onto. If it is not, then 
there exist disjoint nonempty open subsets U and V of X such that cp(Mp,) c U. 
Let f and g be nonzero functions in C(X) satisfying /I 10<Mgl = 1, suppf c U, 

and supp, g c V, and let F and G be the corresponding elements in Cf.u/~. 
Then FG = 0, which implies rr'(F)rr'(G) = 0, and hence rr'(F) cannot be 
invertible. But the image of rr'(F) under the Gelfand map is the restriction off 
to cp(Mp,) c; X, which is identically 1. This fact contradicts Theorem 2.35, and 
hence cp is onto. Therefore, for A in ll H, we have 

and hence 

IIA + ffiii~Hilll ~ IIA +~~~~HI~~ p~Hf~(A + ~) = p~Hflll(A + ffi) 

= IIA + ffiii~Hflll" 
Thus, rr' is an isometry and C£ H /~ is an abelian C* -algebra. Lastly, it follows 
from the functional calculus for llu /~ and the special form of the function 
1/f(x) = A.x2 /(1 + A.x2), that 

llrr(U,~.)II =A llrr(H)II 2 (1 +A llrr(H)II2r 1 • 

To complete the proof we use the identity T = S,~. - T U .1. to obtain 

llrr{T)II < llrr(S )II+ llrr(T)II llrr(U )II < 3 +A llrr{T)II llrr(H)II2 

- .!. .!. - 4(3A) 114 1 +A llrr(H)11 2 

Setting A= 1/(311rr(H)II2), we further obtain the inequality 

llrr(T)II ::::: 3 (llrr(~)ll) 112 + ~ llrr(T)II 

and finally 

llrr(T)11 2 ::::: llrr(H)II = llrr(T)*rr(T)II. 

Therefore,~~~ is a C*-algebra. • 
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In this book we have chosen to consider only algebras with unit. That is the 
only reason EG£'(~) is not a C*-algebra in the sense of this book. Nonetheless, 
we need to obtain some results about EG£'(~) that are fundamental in the study of 
C* -algebras. The following result has several important consequences. A subset 
@) of E(~) is said to be irreducible if no proper closed subspace is reducing for 
all Sin®. 

5.39 Theorem. If~ is an irreducible C*-algebra contained in 2(ZJC) such that 
~ n EG£'(ZJC) =!= 0, then 2G£'(ZJC) is contained in ~. 

Proof If K isanonzerocompactoperatorin ~.then (K +K*) and (1/i)(K- K*) 
are compact self-adjoint operators in ~. Moreover, since at least one is not zero, 
there exists a nonzero compact self-adjoint operator H in ~. If A is a nonzero 
eigenvalue for H which it must have, then the projection onto the eigenspace for 
A is in f£H, and hence in~. using the functional calculus. Moreover, since this 
eigenspace is finite dimensional by Theorem 5.22, we see that ~ must contain a 
nonzero finite rank projection. 

Let E be a nonzero finite rank projection in ~ of minimum rank. Consider the 
closed subalgebra ~£ = {EAE : A E ~} of~ as a subalgebra of E(EZJC). 
If any self-adjoint operator in ~£ were not a constant multiple of a scalar, then 
~E and hence~ would contain a spectral projection for this operator and hence 
a projection of smaller rank than E. Therefore, the algebra ~ E must consist of 
scalar multiples of E. Suppose the rank of E is greater than one and x and y are 
linearly independent vectors in its range. Since the closure of {Ax : A E ~} is a 
reducing subspace for ~. it follows that it must be dense in ZJC. Therefore, there 
must exist a sequence {An}~1 in~ such that limn~oo IIAnx- yll = 0, and hence 
limn~oo II E An Ex - y II = 0. Since x andy are linearly independent, the sequence 
{EAnE}~1 cannot consist of scalar multiples of E. Therefore, E must have rank 
one. 

We next show that every rank one operator is in ~ which will imply by Theorem 
5.9 that 2G£'(ZJC) is in~. For x andy in~. let Ty,x be the rank one operator defined 
by Tx,y(Z) = (z, x)y. For a unit vector xo in EZJC, if {An}~1 is chosen as above 
such that limn->oo IIAnxo- Yll = 0, then the sequence {AnTx0,x0 }~1 is contained 
in~ and limn~oo An Txo,xo = Ty,xo· Similarly, using adjoints, we obtain that Tx0 ,x 
is in ~ and hence finally that Ty,x = Ty,xo Tx0 ,x is in ~. Thus 2f£(ZJC) is contained 
in ~ and the proof is complete. • 

One of the consequences of this result is that we are able to determine all 
representations of the algebra EG£'(ZJC). 

5.40 Theorem. If <I> is a *-homomorphism of E<£(ZJC) into 2(X), then there 
exists a unique direct sum decomposition X = Xo E9 LaEA ffi'Xa, such that 
each X"' reduces <l>(E<£(ZJC)), the restriction <l>(T)I'Xo = 0 forT in Ef£(Z}e), and 
there exists an isometric isomorphism Ua from ZJe onto 'Xa for a in A such that 
<l>(T)I~K"' = Ua ru; forT in 2G£'(ZJC). 
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Proof If <I> is not an isomorphism, then ker <I> is a closed two-sided ideal in E{f(~) 
and hence must contain E{f(~, in which case <I>(T) = 0 forT in E{f(~. Thus, 
if we set 'Xo = 'X, the theorem is proved. Hence, we may assume that <I> is an 
isometic isomorphism. 

Now Jet {e; };E1 be an orthonormal basis for "Je and Jet P; be the projection 
onto the subspace spanned by e;. Then E; = <I>(P;) is a projection on 'X. 
Choose a distinguished element 0 in I and define V; on "Je for i in I such that 
V;(LjEI A.iei) = A.0e;.lt is obvious that Y; is a partial isometry with V; \';* = P; 
and Vj*V; = P0• Hence W; = <I>(V;) is a partial isometry on 'X and W;*W; =Eo 
and W; W;* = E;. Let {x0}aEA be an orthonormal basis for the range of Eo and set 
xi = W;xg. It is easy to see that each xi is in the range of E; and that {xihi,aEA is 
an orthonormal subset of 'X. Let 'Xa denote the closed subspace of 'X spanned by the 
{xi}; EI· The {'X a laEA are pairwise orthogonal and hence we can consider the closed 
subspace LaEA EB'Xa of 'Xa. Lastly, let 'Xo denote the orthogonal complement of 
this subspace. We want to show that the subspaces {'Xa laEAUfOI have the properties 
ascribed to them in the statement of the theorem. 

Since V; V/ is the rank one operator on "Je taking ei onto e;, it is clear that the 

norm-closed *-algebra generated by the {V;};EI is E{f("Je). Therefore, <I>(EGr(~) 
is the norm-closed *-algebra generated by the { W;}; EI and hence each 'Xa reduces 
<I>(E{f("Je) ). If we define a mapping Ua from "Je to '?Ka by Uaei = xi, then Ua 
extends to an isometric isomorphism and <I> (T) I'Xa = u aT u:. Therefore, <I> is 
spatially implemented on each 'Xa. 
Lastly, since each ':lla reduces <t>(E{f(~ ), it follows that '?K0 also is a reducing 
subspace and since 

(~ E;) <I>(T) (~ E;) = <I>(T) 
IE/ 1E/ 

for T in EGr(~). 

while I- LiEf E; is the projection onto 'Xo, we see that <I>(T)I'Xo = 0 forT in 
EGr("Je). • 

Such a result has a partial extension to a broader class of C* -algebras. 

5.41 Corollary. If 21 is a C*-algebra on "Je which contains E{f("Je) and <I> is a 
*-homomorphism of 21 into E(~ such that <I>IEGr("Je) is not zero and <1>(21) is 
irreducible, then there exists an isometric isomorphism U from "Je onto "Je such 
that <I>(A) = U AU* for A in 21. 

Proof If <I>(E{f("Je)) is not irreducible, then by the preceding theorem there exists 
a proper closed subspace 'X' of'X such that the projection P onto 'X' commutes with 
the operators <I>(K) forK in E{f(~). and there exists an isometic isomorphism U 
from~ onto X' such that <I>(K)I'X' = U KU* forK in E{f("Je). (The alternative 
leads to the conclusion that <I> IE(;£(~) = 0.) Then for A in 21 and K in EGr("Je), 
we have 
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[P<I>(A)- <I>(A)P]<I>(K) = P<I>(A)<I>(K)- <I>(A)<I>(K)P 

= P<I>(AK) - <I>(AK)P = 0, 

since AK is in E<f(~). If {EalaeA is a net of finite rank projections in~ increasing 
to the identity, then {<I>(Ea)l~'laeA converges strongly toP, and thus we obtain 
P<I>(A)P = <I>(A)P for every A in 21. Since <1>(21) is self-adjoint and is assumed 
to be irreducible, this implies ':.1{' = ~- Lastly, for A in 21 and K in E<f(~). we 
have 

<I>(K)[<I>(A)- U AU*]= <I>(K A)- (U KU*)(U AU*) 

= UKAU*- UKAU* = 0, 

and again using a net of finite projections we obtain the fact that <I>(A) = U AU* 
for A in 21. • 

These results enable us to determine the* -automorphisms of E(~) and E<f(~. 

5.42 Corollary. If ~ is a Hilbert space, then <I> is a *-automorphism of E(~) if 
and only if there exists a unitary operator U in E(~) such that <I>(A) = U AU* 
for A in E(~). 

Proof Immediate from the previous corollary. • 
Such an automorphism is said to be inner and hence all * -automorphisms of 

E(~) are inner. A similar but significantly different result holds for E<f(~). 

5.43 Corollary. If~ is a Hilbert space, then <I> is a *-automorphism of E<f(~) 
if and only if there exists a unitary operator U in E(~) such that <I> (K) = UK U* 
for K inEC:r(~). 

Proof Again immediate. • 
The difference in this case is that the unitary operator need not belong to 

the algebra and hence the automorphism need not be inner. The algebra EC:r(~) 
has the property, however, that in each *-isomorphic image of the algebra every 
*-automorphism is spatially implemented by a unitary operator on the space. 

We conclude with an observation concerning the Calkin algebra. 

5.44 Theorem. If <I> is a *-isomorphism of the Calkin algebra E(~)/EC:r(~) 
into E(~). then <t>(E(~)/E<f(~) is not a W*-algebra. 

Proof If <I> (E(~) jEC:r(~)) were a W* -algebra, then the group of unitary elements 
would be connected by Proposition 5.29, thus contradicting Theorem 5.36. • 
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Notes 
The earliest results on compact operators are implicit in the studies of Volterra and 

Fredholm on integral equations. The notion of compact operator is due to Hilbert, while it 
was F. Riesz who adopted an abstract point of view and formulated the so called "Fredholm 
alternative." Further study into certain classes of singular integral operators led Noether to 
introduce the notion of index and implicitly the class of Fredholm operators. The connection 
between this class and the Calkin algebra was made by Atkinson [ 4]. Finally, Gohberg and 
Krein [ 48] systematized and extended the theory of Fredholm operators to approximately 
its present form. The connection between the components of the invertible elements in the 
Calkin algebra and the index was first established by Cordes and Labrouse [23] and Coburn 
and Lebow [22]. 

Further results including more detailed historical comments can be found in Riesz and 
Sz.-Nagy [92], Maurin [79], Goldberg [51], and the expository article of Gohberg and Kreln 
[ 48]. The reader can also consult Lang [7 4] or Palais [85] for a modem treatment of a slightly 
different flavor. Again the results on C* -algebras can be found in Dixmier [28]. The proof 
of Theorem 5.38 is taken from Naimark [80], whereas the short and cleverproofofLemma 
5.7 is due to Halmos [58]. 

Exercises 

5.1 If~ is a Hilbert space and T is in 2(~. then Tis compact if and only if (T*T) 112 is 
compact. 

5.2 If T is a compact normal operator on ~. then there exists a sequence of complex 
numbers P.·n} ~1 and a sequence (En}~ 1 of pairwise orthogonal finite rank projections 
such that limn....,.00 An = 0 and 

lim liT-E An En II = 0. 
N....,.oo n=l 

5.3 If~ is a Hilbert space, then 2~(~ is strongly dense in 2(~. 

5.4 If~ is a Hilbert space of dimension greater than one, then the commutator ideal of 
2(~) is 2(~). 

5.5 If K1 and K2 are complex functions in L2([0, 1] x [0, 1]) and T1 and T2 the integral 
operators on L 2 ([0, 1]) with kernels K1 and K2 , respectively, then show that Tt and 
T1 T2 are integral operators and determine their kernels. 

5.6 Show that for every finite rank operator F on L2([0, 1]), there exists a kernel K in 
L2([0, 1] x [0, 1]) such that F = h. 

5.7 If Tx is an integral operator on L2 ([0, 1]) with kernel Kin 

L 2([0, 1] X [0, 1]) 

and lfn}~1 is an orthonormal basis for L2 ([0, 1]), then the series 
00 

L J(Tx fn, /n)l2 

n=l 

converges absolutely to Jd Jd IK(x, y)i2 dx dy. (Hint: Consider the expansion of K 
as an element of L2 ([0, 1] x [0, I]) in terms of the orthonormal basis 
{/n (x) /m(Y)}:.m=l') 
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5.8 Show that not every compact operator on L2 ([0, 1]) is an integral operator with kernel 
belonging to L2([0, 1] x [0, 1]). 

5.9 (Weyl) If Tis a normal operator on the Hilbert space 'Je and K is a compact operator 
on 'Je, then any A in a (T) but not in a (T + K) is an isolated eigenvalue for T of finite 
multiplicity. 

5.10 If T is a quasinilpotent operator on 'Je for which T + T* is in 2C£('Je), then T is in 
2C£('Je). 

5.11 If Tis an operator on 'Jeforwhich the algebraic dimension of the linear space 'Jejran T 
is finite, then T has closed range.* 

5.12 If T is an operator on 'Je, then the set of A for which T - A is not Fredholm is compact 
and nonempty. 

5.13 (Gohberg) If Tis a Fredholm operator on the Hilbert space 'Je, then there exists e > 0 
such that 

a= dimker(T- A) 

is constant for 0 < IAI < e and a ~ dim ker T. * (Hint: For sufficiently small A, 
(T - A) I~ is right invertible, where~ is the closure of the eigenvectors for nonzero 
eigenvalues, and ker(T - A) C ~-) 

5.14 If Tis an operator on 'Je, then the function dim ker(T- A) is locally constant on the 
open set on which T - A is Fredholm except for isolated points at which it is larger. 

5.15 If H is a self-adjoint operator on 'Je and K is a compact operator on 'Je, then 
a (H + K) \a (H) consists of isolated eigenvalues of finite multiplicity. 

5.16 If 'Je is a Hilbert space, rr is the natural map from 2('Je) to the Calkin algebra 
2('Je)/2C£('Je), and T is an operator on 'Je, then rr(T) is self-adjoint if and only if 
T = H + i K, where H is self-adjoint and K is compact. Further, rr (T) is unitary if 
and only if T = V + K, where K is compact and either V or V* is an isometry for 
which I - V V * or I - V * V is finite rank. What, if anything, can be said if rr ( T) is 
normal?**1 

5.17 (Weyl-von Neumann). If His a self-adjoint operator on the separable Hilbert space 
'Je, then there exists a compact self-adjoint operator K on 'Je such that H + K has 
an orthonormal basis consisting of eigenvectors.* (Hint: Show for every vector x in 
'Je there exists a finite rank operator F of small norm such that H + F has a finite­
dimensional reducing subspace which almost contains x and proceed to exhaust the 
space.) 

IThis question was answered in a fundamental study of extensions of C*-algebras (cf. Problems 
7.27-7.32). A model for an essentially normal operator T, or one for which rr(T) is normal, is given 
up to compact perturbation as a direct sum ofToeplitz-Iike operators each defined on a Hilbert space of 
analytic functions relative to an inner product defined using area measure on a planar domain. This result 
was obtained with L.G. Brown and P.A. Fillmore [Unitary equivalence modulo the compact operators 
and extensions of C* -algebras, Proc. Conf on Operator Theory, Springer-Verlag Lecture Notes 345, 
58-128 (1973)]. It is also established there that an essentially normal operator T can be expressed as 
T = N + K for some normal operator Nand compact operator K if and only if ind(T- A) = 0 
for every A for which T - A is Fredholm. 
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5.18 If U is a unitary operator on the separable Hilbert space 'Je, then there exists a compact 
operator K such that U + K is unitary and 'iJe has an orthonormal basis consisting of 
eigenvectors for U + K. 

5.19 If U+ is the unilateral shift on /2 (~+), then for any unitary operator Von a separable 
Hilbert space 'Je, there exists a compact operator K on /2 (~+) such that U+ + K is 
unitarily equivalent to U + ffi V on 11 (~+) ffi 'Je. * (Hint: Consider the case of finite­
dimensional 'iJe with the additional requirement that K have small norm and use the 
preceding result to handle the general case.) 

5.20 If V1 and V2 are isometries on the separable Hilbert space 'iJe and at least one is not 
unitary, then there exists a compact perturbation of V1 which is unitarily equivalent 
to Vz if and only if dim ker Vt = dim ker V2*. 

Definition If W is a C* -algebra, then a state rp on W is a complex linear functional which 
satisfies rp(A *A) 2: 0 for A in W and rp(/) = 1. 

5.21 If rp is a state on the C* -algebra 21, then (A, B) = rp(B* A) has the properties of an 
inner product except (A, A) = 0 need not imply A = 0. Moreover, rp is continuous 
and has norm 1. (Hint: Use a generalization of the Cauchy-Schwarz inequality.) 

5.22 If rp is a state on the C* -algebra 21, then 'ifl = {A E W : rp(A *A) = 0} is a closed left 
ideal in W. Further, rp induces an inner product on the quotient space Wj'ifl, such that 
rr(B)(A + 'ifl) = BA + 'ifl defines a bounded operator forB in W. If we let rrrp(B) 
denote the extension of this operator to the completion 'Jerp of Wj9C, then rrrp defines 
a *-homomorphism from W into 2('Je"'). 

5.23 If W is a C*-algebra contained in 2{'X) having the unit vector f as a cyclic vector, 
then rp(A) = (Af, f) is a state on W. Moreover, if rr"' is the representation of W given 
by rp on 'Jerp, then there exists an isometric isomorphism 1/1 from 'Je'P onto X such that 
A= 1/frrrp(A)l/1*. 

5.24 (Krein ) If:£ is a self-adjoint subspace of the C*-algebra W containing the identity 
and rpo is a positive linear functional on :£ (that is, rpo (A) 2: 0 for A ;::: 0), satisfying 
rpo{l) = I, then there exists a state rp on W extending rpo. (Hint: Use the Hahn-Banach 
theorem to extend rpo to rp and prove that rp is positive.) 

5.25 If W is a C*-algebra and A is in 21, then there exists a state rp on W such that 
rp(A* A)= IIAII 2 • (Hint: Consider first the abelian subalgebra generated by A* A.) 

5.26 If W is a C* -algebra, then there exist a Hilbert space 'iJe and a* -isometric isomorphism 
rr from W into 53('Je). Moreover, if 21 is separable in the norm topology, then 'Je 
can be chosen to be separable. (Hint: Find a representation rrA of W for which 
llrr A (A) II = II A II for each A in W and consider the direct sum.) 

5.27 The collection of states on a C*-algebra W is a weak *-compact convex subset of the 
dual of W. Moreover, a state rp is an extreme point of the set of all states if and only 
if rrrp(W) is an irreducible subset of 53('Je"'). Such states are called pure states. 

5.28 If W is a Banach algebra with an involution, no identity, but satisfying II T* T II = II T 11 2 

forT in W, then WEBC can be given a norm which is uniquemakingitinto aC*-algebra. 
(Hint: Consider the operator norm of 21 ffi C acting on W.) 
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5.29 Show that there are no proper closed two-sided ideals in .2(£'(~) E9 C except for 
.2(£'(~) E9 0. (Hint: Assume !OS were such an ideal and show that a representation of 
.2(£'(~) E9 Cj!J given by Exercise 5.26 contradicts Theorem 5.40.) 



Chapter 6 

The Hardy Spaces 

6.1 In this chapter we study various properties of the spaces H 1, H 2 , and H 00 in 
preparation for our study of Toeplitz operators in the following chapter. Due to 
the availability of several excellent accounts of this subject (see Notes), we do not 
attempt a comprehensive treatment and proceed in the main using the techniques 
which we have already introduced. 

We begin by recalling some pertinent definitions from earlier chapters. For n 
in Z let Xn be the function on lr defined by Xn (ei0 ) = einl!. For p = 1, 2, oo, we 
define the Hardy space: 

HP = { f E £P(lf): 12n: f(ei 0)Xn(ei0) d(} = 0 for n > 0}. 

It is easy to see that each HP is a closed subspace of the corresponding LP(lf), 

and hence is a Banach space. Moreover, since {Xn }nez is an orthonormal basis 
for L2(lr), it follows that H 2 is the closure in the L2-norm of the analytic 
trigonometric polynomials CJ/' +· The closure of CJ/' + in C(lr) is the disk algebra 
A with maximal ideal space equal to the closed unit disk []). Lastly, recall the 
representation of L00{lr) into E(L2 (lr)) given by the mapping q;--? Mrp, where 
Mrp is the multiplication operator defined by Mrpf = q;f for fin L2 (lr). 

We begin with the following result which we use to show that H 00 is an algebra. 

6.2 Proposition. If q; is in L00 (lr), then H 2 is an invariant subspace for Mrp if 
and only if q; is in H00 • 

Proof If MrpH2 is contained in H 2 , then q; · l is in H 2 , since 1 is in H 2 , and hence 
q; is in H 00 • Conversely, if q; is in H 00 , then q;CJ/' + is contained in H 2 , since for 
p = L:f=o aj Xj in CJ/' +• we have 

133 
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{2rr N {Zrr 
Jo (rpp)xnd()=LaiJo rfJXi+nd()=O 

0 j=O 0 

for n > 0. 

Lastly, since H2 is the closure of C!J +• we have rpH2 contained in H2 which 
completes the proof. • 

6.3 Corollary. The space H 00 is an algebra. 

Proof If rp and 1/1 are in H00 , then Mrpl/FH2 = Mrp(M1fFH2 ) c MrpH2 c H2 by 
the proposition, which then implies that rpl/1 is in H 00 • Thus H 00 is an algebra. • 

The following result is essentially the uniqueness of the Fourier-Stieltjes trans­
form for measures on lL 

6.4 Theorem. If J.L is in the space M (lr) of complex regular Borel measures on 
1f and JT Xndf.l- = 0 for n in 7L, then J.L = 0. 

Proof Since the linear span of the functions {XnlnEZ is uniformly dense in C(lf) 
and M(lf) is the dual of C(lf), the measure J.L represents the zero functional and 
hence must be the zero measure. • 

6.5 Corollary. If f is a function in L 1 (lr) such that 
{2rr 

Jo f(ei 9 )Xn(ei9 ) d() = 0 for n in 7L, 

then f = 0 a.e. 

Proof If we define the measure J.L on 1f such that J.L(E) = JE f(ei0) d(), then our 
hypotheses become JT xndJ.L = 0 for n in 7L, and hence 11- = 0 by the preceding 
result. Therefore, f = 0 a.e. • 

6.6 Corollary. Iff is a real-valued function in H 1, then f =a a.e. for some a 
in IR. 

Proof If we seta= (l/2n) J;rr f(ei0) d(), then a is real and 

12rr (f- a)xn d() = 0 for n ::: 0. 

Since f-a is real valued, taking the complex conjugate of the preceding equation 
yields 

{2rr {2rr 
lo (f- a)xn d() = lo (f- a)x-n d() = 0 for n ::: 0. 

Combining this with the previous identity yields 
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121r (f- ex)xn d() = 0 for all n, 

and hence f = ex a.e. • 
6. 7 Corollary. If both f and 7 are in H 1, then f = ex a. e. for some ex in C. 

Proof Apply the previous corollary to the real-valued functions !<f +f) and 

!U- ])ji which are in H 1 by hypothesis. • • 

We now consider the characterization of the invariant subspaces of certain 
unitary operators. It was the results of Beurling on a special case of this problem 
which led to much of the modern work on function algebras and, in particular, to 
the recent interest in the Hardy spaces. 

6.8 Theorem. If J.L is a positive regular Borel measure on lr, then a closed 
subspace .M. of L 2(JJ.,) satisfies x1.M. = .M. if and only if there exists a Borel subset 
E ofT such that 

.M. = L ~(J.L) = {f E L 2(JJ.,) : f(ei 1) = 0 for eit ft £}. 

Proof If .M. = L~(J.L), then clearly x1.M. = .M.. Conversely, if x1.M. = .M., then 
it follows that .M. = x-1x1.M. = x-1.M. and hence .M. is a reducing subspace for 
the operator Mx1 on L 2(JJ.,). Therefore, ifF denotes the projection onto .M., then 
F commutes with Mx1 by Proposition 4.42 and hence with Mq; for ({J in C(T). 
Combining Corollary 4.53 with Propositions 4.22 and 4.51 allows us to conclude 
that F is of the form Mq; for some ({J in L 00 (J.L), and hence the result follows. • 

The role of H 2 in the general theory is established in the following description 
of the simply invariant subspaces for M x1 • 

6.9 Theorem. If J.L is a positive regular Borel measure on lr, then a nontrivial 
closed subspace .M. of L 2 (J.L) satisfies Xt.M. C .M. and nn>DXn.M. = {0} if and only 
if there exists a Borel function ({J such that I({JI 2 dJJ., =dB j2rr and .M. = qJH2• 

Proof If ({J is a Borel function satisfying I({JI 2 d J.L = d() j2rr, then the function 
Ill f = qJj is JJ.,-measurable for fin H 2 and 

IIIII !II~ = { I({J/12 dJ.L = -1 fbr 1/12 de = IIIII~. JT 2rr lo 
Thus the image .M. of H 2 under the isometry Ill is a closed subspace of L 2 (J.L) and 
is invariant forM x1 , since XI (Ill f) = Ill (X If). Lastly, we have 

n Xn.M. =Ill [ n XnH2 ] = {0} 
n~O n~O 



136 Banach Algebra Techniques in Operator Theory 

and hence .M is a simply invariant subspace for M x1 • 

Conversely, suppose .M is a nontrivial closed invariant subspace for Mx 1 which 
satisfies nn:::_oXn.M = {0}. Then:£ = .M 8 X1.M is nontrivial and Xn:i = Xn.M 8 
Xn+ 1.M, since multiplication by x, is an isometry on L 2 (f.L). Therefore, the subspace 
I::::o EB Xn :£ is contained in .M and an easy argument reveals .Me ( I::::o EB xn::E) 
to be nn:::_OXn.M and hence {0}. 

If cp is a unit vector in:£, then cp is orthogonal to xn.M and hence to xncp for n > 0, 
and thus we have 

0 = (cp, Xncp) = i lcpl 2 X-n df.L for n > 0. 

Combining Theorem 6.4 and Corollary 6.6, we see that lcpl 2 df.L = d(} j2n. Now 
suppose :£ has dimension greater than one and cp' is a unit vector in :£ orthogonal 
to cp. In this case, we have 

0 = (xncp, Xmcp') = i cp(jj'xn-m df,L for n, m:;: 0, 

and thus JT Xk dv = 0 fork in 7L, where dv = cp(jj' df.L. Therefore, cp(jj' = Of.L a.e. 

Combining this with the fact that lcpl2 df.L = lcp'l 2 df.L leads to a contradiction, and 
hence :£ is one dimensional. Thus we obtain that cpttl' + is dense in .M and hence 
.M = cpH2 , which completes the proof. • 

The case of the preceding theorem considered by Beurling will be given after 
the following definition. 

6.10 Definition. A function cp in H 00 is an inner function if lcpl = 1 a.e. 

6.11 Corollary. (Beurling) IfTx 1 = Mx 1IH2, thenanontrivialclosedsubspace 
.M of H 2 is invariant for Tx 1 if and only if .M = cpH2 for some inner function cp. 

Proof If cp is an inner function, then cp!!l' + is contained in H 00 , since the latter is 
an algebra, and is therefore contained in H 2• Since cpH2 is the closure of cpttl' +• we 
see that cpH2 is a closed invariant subspace for Tx 1 • 

Conversely, if .M is a nontrivial closed invariant subspace for Tx 1 , then .M. satisfies 
the hypotheses of the preceding theorem for d f.L = d() j2n, and hence there exists 
a measurable function cp such that .M. = cpH2 and 

lcpl 2 d(} j2Tt = d() j2Tt. 

Therefore, lcpl2 = I a.e., and since 1 is in H 2 we see that cp = cp · 1 is in H 2; thus 
cp is an inner function. • 

A general invariant subspace for M x 1 on L 2 (f.L) need not be of the form covered 
by either of the preceding two theorems. The following result enables us to reduce 
the general case to these, however. 
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6.12 Theorem. If JL is a positive regular Borel measure on T, then a closed 
invariant subspace .M. forM x1 has a unique direct sum decomposition .M. = .M.1 $.M.z 
such that each of .M.1 and .M.z is invariant for Mx 1 , Xt.M.l = .M.1. and nn~oxn.M.z = 
{0}. 

Proof If we set .M.1 = nn~oxn.M.. then .M.t is a closed invariant subspace for Mx 1 

satisfying x1.M.1 = .M.t. To prove the latter statement observe that a function f is 
in .M.1 if and only if it can be written in the form xng for some gin .M. for each 
n > 0. Now if we set .M.2 = .M. e .M.1, then a function f in .M. is in .M.z if and only 
if (f, g) = 0 for all gin .M.1. Since 0 = (f, g) = (xd. xtg) and Xt.M.t = .M.t. it 
follows that xd is in .M.z and hence .M.z is invariant for Mx 1• Iff is in nn:.:oxn.M.z, 
then it is in .M.1 and hence f = 0. Thus the proof is complete. • 

Although we could combine the three preceding theorems to obtain a complete 
description of the invariant subspaces for M x1, the statement would be very 
unwieldy and hence we omit it. 

The preceding theorems correspond to the multiplicity one case of certain 
structure theorems for isometries (see [66], [58]). 

To illustrate the power of the preceding results we obtain as corollaries the 
following theorems which will be important in what follows. 

6.13 Theorem. (F. and M. Riesz) Iff is a nonzero function in H 2 , then the set 
{ei1 E T: f(ei 1 ) = 0} has measure zero. 

Proof Set E = k' E T: f(ei 1 ) = 0} and define 

.M. = {g E H 2 : g(ei1) = 0 for ei1 E E}. 

It is clear that .M. is a closed invariant subspace for Tx 1 which is nontrivial since 
f is in it. Hence, by Beurling's theorem there exists an inner function qJ such that 
.M. = qJ H 2• Since 1 is in H 2, it follows that qJ is in .M. and hence that E is contained 
ink' E T: qJ(ei1) = 0}. Since If{) I = 1 a.e., the result follows. • 

6.14 Theorem. (F. and M. Riesz) If v is a regular Borel measure on T such that 
JT xndv = 0 for n > 0, then vis absolutely continuous and there exists fin H 1 

such that dv = f dO. 

Proof If JL denotes the total variation of v, then there exists a Borel function 1ft 
such that d v = 1ft d JL and 11ft I = 1 a. e. with respect to IL· If .M. denotes the closed 
subspace of L 2(JL) spanned by {Xn : n > 0}, then 

(Xn. 1ft)= i XnVt dJL = i Xn dv = 0, 

and hence 1ft is orthogonal to .M. in L 2 (JL). 

Suppose .M. = .M.1 E9 .M.2 is the decomposition given by Theorem 6.12. If E is the 
Borel subset ofT given by Theorem 6.8 such that .M.t = L 1 (JL), then we have 
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J,L(E) = i Jo/J2 fe dJ,L = (1{1, 1{1/E) = 0, 

since 1{1/e is in .MJ. and 1{1 is orthogonal to .M. Therefore, .M1 = {0} and hence 
there exists a ,u-measurable function cp such that .M = cph2 and Jcpi2 d,u = d() f2n 
by Theorem 6.9. Since x1 is in .M, it follows that there exists g in H 2 such that 
x1 = cpg a.e. with respect to J.L, and since cp I- OJ.L a.e., we have that J.L is mutually 
absolutely continuous with Lebesgue measure. If f is a function in L 1 (lf) such 
that dv = f d(), then the hypotheses imply that f is in H 1, and hence the proof is 
complete. • 

Actually, the statements of the preceding two theorems can be combined 
into one: an analytic measure is mutually absolutely continuous with respect to 
Lebesgue measure. 

6.15 We now turn to the investigation of the maximal ideal space Moo of the 
commutative Banach algebra H 00 • We begin by imbedding the open unit disk [} 
in M00 • For z in[} define the bounded linear functional cpz on H 1 such that 

- -1 12>r f(ei9) 
cp (f) de for f in H 1 . 

z - 2n o 1 - ze-iO 

Since the function 1/(1 - ze-i9) is in L00 (lr) and H 1 is contained in L 1(lr), it 
follows that cpz is a bounded linear functional on H 1• Moreover, since 
1/(1- ze-i11 ) = :L~e-inezn and the latter series converges absolutely, we 
see that 

00 
( 1 12Jr ) cpz<f) = :~:::>k -2 fXk d() · 

k=O 1r O 

Thus, if pis an analytic trigonometric polynomial, then cpz(p) = p(z) and hence 
cpz is a multiplicative linear functional on <1P +. To show that cpz is multiplicative on 
H 00 we proceed as follows. 

6.16 Lemma. If f and g are in H 2 and z is in []), then fg is in H 1 and 
cpz(fg) = cpz<f)cpz(g). 

Proof Let {Pn }~1 and {qn }~ 1 be sequences of analytic trigonometric polynomials 
such that 

lim II!- Pnll 2 = lim llg- qnllz = 0. 
n---+-oo n---+-oo 

Since the product of two L 2-functions is in L 1, we have 

llfg- Pnqnll1:::; llfg- Pn8ll1 + 11Pn8- PnqnJIJ 

:::; llf- PnllzllgJb + IIPnll2 llg- qnll2 • 

and hence limn-+oo llfg- Pnqnll 1 = 0. Therefore, since each Pnqn is in H 1 we 
have fg in H 1• Moreover, since cpz is continuous, we have 
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• 
With these preliminary considerations taken care of, we can now imbed [!) in 

Moo. 

6.17 Theorem. For z in [!) the restriction of cpz to H 00 is a multiplicative 
linear functional on H 00 • Moreover, the mapping F from [!) into M 00 defined 
by F (z) = cpz is a homeomorphism. 

Proof That cpz restricted to H 00 is a multiplicative linear functional follows from 
the preceding lemma. 

Since for a fixed fin H 1, the function cpz(f) is analytic in z, it follows that F is 
continuous. Moreover, since cpz(x!) = z, it follows that F is one-to-one. Lastly, if 
{cpza JaeA is a net in Moo converging to cpz, then 

and hence F is a homeomorphism. • 
From now on we shall simply identify[!) as a subset of M 00 • Further, we shall 

denote the Gelfand transform of a function f in H 00 by /. Note that ]1[1) is 
analytic. Moreover, for f in H 1 we shall let j denote the function defined on [!) 
by f(z) = cpz(/). This dual use of the A-notation should cause no confusion. 

The maximal ideal space M 00 is quite large and is extremely complex. The 
deepest result concerning Moo is the corona theorem of Carleson, stating that [!) is 
dense in M 00 • Although the proof of this result has been somewhat clarified (see 
[15], [39]) it is still quite difficult and we do not consider it in this book. 1 

Due to the complexity of M 00 it is not feasible to determine the spectrum of 
a function f in H 00 using j, but it follows from the corona theorem that the 
spectrum off is equal to the closure of j([l)). Fortunately, a direct proof of this 
result is not difficult. 

6.18 Theorem. If cp is a function in H 00 , then cp is invertible in H 00 if and only 
if ~I [I) is bounded away from zero. 

Proof If cp is invertible in H 00 , then~ is nonvanishing on the compact space Moo 
and hence j~(z)j ~ e > 0 for z in[!). Conversely, if j~(z)j ~ e > 0 for z in[!) 
and we set 1/l(z) = 1/~(z), then 1/1 is analytic and bounded by 1/e on[]), Thus 1/1 
has a Taylor series expansion 1/1 (z) = L::,o anzn, which converges in []). Since 
for 0 < r < 1, we have 

1 A much simpler proof has been given by T. Wolff and further simplified by Gamelin (in J. Garnett, 
Bounded Analytic Functions, Academic Press, New York, 1981). 
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it follows that L~o I an 12 :::: 1/ e2• Therefore, there exists a function f in H 2 such 
that f = L~oanXn· 
If rp = L~o bn Xn is the orthonormal expansion of rp as an element of H 2, then 
c/J(z) = L~o bnzn for z in [)), Since c/J(z)l/l(z) = 1, it follows that ( L~o bnzn) 
( E~o anzn) = 1 for z in[)). Therefore, E~ ( L~=O bkan-k)Zn = 1 for z in lCD, 
and hence the uniqueness of power series implies that 

Since 

we have that 

which implies that 

n 

L { 1 ifn = 0, 
bkan-k = 0 ifn > 0. 

k=O 

J~oo II (rpf- 1) + I: CnXn II = 0 
n=N+I 1 

N 

for Cn = L akbn-k. 
k=n-N 

Therefore, 

1 { 271 { 1 if k = 0, 
2rr ) 0 ({)/Xk d(J = 0 if k =F 0, 

and hence rpf = 1 by Corollary 6.6. It remains only to show that f is in L""(11) 
and this follows from the fact that the functions lfr }re(O,l) are uniformly bounded 
by 1/e, where f,(eir) = f(rei 1), and the fact that lim,_,. I II/- f, 11 2 = 0. Thus f 
is an inverse for ({J which lies in H 00 • • 

The preceding proof was complicated by the fact that we have not investigated 
the precise relation between the function f on[)) and the function f on 11. It can 
be shown that for f in H 1 we have limr--.. 1 j(rei1 ) = f(ei 1) for almost all eir in 
11. We do not prove this but leave it as an exercise (see Exercise 6.23). 

Observe that we proved in the last paragraph of the preceding proof that iff is 
in H 2 and j is bounded on[)), then f is in H 00 • 
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We give another characterization of invertibility for functions in H 00 which 
will be used in the following chapter, but first we need a definition. 

6.19 Definition. A function fin H 2 is an outer function if clos [frzl> +1 = H 2. 

An alternate definition is that outer functions are those functions in H 2 which 
are cyclic vectors for the operator Tx1 which is multiplication by XI on H 2• 

6.20 Proposition. A function qJ in H 00 is invertible in H 00 if and only if qJ is 
invertible in L 00 and is an outer function. 

Proof If 11({) is in H 00 , then obviously¢ is invertible in L00 • Moreover, since 

clos[cprz/>+1 = qJH2 :) qJ (;H2) = H 2, 

it follows that qJ is an outer function. Conversely, if 11 qJ is in L 00 (If'), and qJ is an 
outer function, then cpH2 = clos[qJrzf> +1 = H2• Therefore, there exists a function 
1/1 in H 2 such that qJ 1/1 = 1 , and hence 1 1 qJ = 1/1 is in H 2• Thus, 1 1 cp is in H 00 and 
the proof is complete. • 

Note, in particular, that by combining the last two results we see that an outer 
function can not vanish on []). The property of being an outer function, however, 
is more subtle than this. 

The following result shows one of the fundamental uses of inner and outer 
functions. 

6.21 Proposition. If f is a nonzero function in H 2, then there exist inner and 
outer functions cp and g such that f = cpg. Moreover, f is in H 00 if and only if g 
is in H 00 • 

Proof If we set .M. = clos[frzl> + 1, then .M. is a nontrivial closed invariant subspace 
for Tx 1 and hence, by Beurling's Theorem (Corollary 6.11), is of the form qJH2 

for some inner function cp. Since f is in .M., there must exist g in H 2 such that 
f = qJg. If we set .N = clos[grzl> +1, then again there exists an inner function 
1/1 such that .N = 1/1 H 2 • Then the inclusion frzl> + = cpgrzl> + c cplf! H 2 implies 
cp H 2 = clos[frzl> + 1 c ({Jl/1 H 2 , and hence there must exist h in H 2 such that 
cp = cplf! h. Since cp and 1/1 are inner functions, it follows that 1/1 = h and therefore 
1/1 is constant by Corollary 6. 7. Hence, clos[gQP + 1 = H 2 and g is an outer function. 
Lastly, since 1/1 = lgJ, we see that fis in H 00 if and only if g is. • 

We next show as a corollary to the following proposition that the modulus of 
an outer function determines it up to a constant. 

6.22 Proposition. If g andh are functions in H 2 such thatg is outer, then I hi :::: lgl 
if and only if there exists a function k in H 2 such that h = gk and lkl :::: 1. 
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Proof If h = gk and lkl ::=: 1, then clearly lhl ::: lgl. Conversely, if g is an 
outer function, then there exists a sequence of analytic trigonometric polynomials 
{Pn}~ 1 such that limHoo Ill- Pngllz = 0. If lhl _::: lgl, then we have 

z 1 {Zrr z z 1 {Zrr z z 
lihPn - hpm liz = Zrr Jo IPn - Pm I lh I d() ::: Zrr Jo IPn - Pm I lg I d() 

= llgpn- gpmll~' 

and hence {pnh }~1 is a Cauchy sequence. Thus the sequence {pnh }~1 converges 
to a function k in Hz, and 

llgk- hill::: lim llgllzllk- Pnhilz + lim llgpn- 1llz llhllz = 0. 
n~oo n-+oo 

Therefore, gk =hand the proof is complete. • 
6.23 Corollary. If g1 and gz are outer functions in H 2 such that lg1l = lgzl, then 
g1 = A.gz for some complex number of modulus one. 

Proof By the preceding result there exist functions h and kin Hz such that lhl, 
lkl ::: 1, g1 = hgz, and gz = kg1. This implies g1 = khg1, and by Theorem 6.13 
we have that kh = 1. Thus h = k, and hence both hand hare in Hz. Therefore, 
his constant by Corollary 6.7 and the result follows. • 

The question of which nonnegative functions in L z can be the modulus of a 
function in H 2 is interesting from several points of view. Although an elegant 
necessary and sufficient condition can be given, we obtain only those results that 
we need. Our first result shows the equivalence of this question to another. 

6.24 Theorem. Iff is a function in L2 (lr), then there exists an outer function 
g such that 1/1 = lg I a.e. if and only if clos[f'?J> +l is a simply invariant subspace 
for Mx 1• 

Proof If 1/1 = lgl for some outer function g, then f = rpg for some unimodular 
function rp in L 00 (lr). Then 

clos[f'?J> +l = clos[cpg'?J> +l = rp clos[g'?J> +l = rpHz, 

and hence clos[f'?J> +l is simply invariant. 

Conversely, if clos[f'?J> +lis simply invariant for Mx 1 , then there exists a unimod­
ular function rp in L00 (lr) by Theorem 6.9 such that clos[f'?J> +l = rpHz. Since f 
is in clos[f'?J> +1, there must exist a function gin H 2 such that f = rpg. The proof 
is concluded either by applying Proposition 6.21 tog or by showing that this g is 
outer. • 

6.25 Corollary. Iff is a function in Lz(lr) such that 1/1 2: s > 0, then there 
exists an outer function g such that lgl = I fl. 
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Proof If we set .M. = clos(JQJ> +1, then Mx1.M. is the closure of 

{fp : p E Ql> +• p(O) = 0}. 

If we compute the distance from f to such an fp, we find that 

II/- fpil~ = -1 f21r 1!12 11- Pl2 d()::: i:_ { 2
11: 11- pl 2 d()::: e2 , 

21l' lo 21l' lo 
and hence f is not in M x1.M.. Therefore, .M. is simply invariant and hence the outer 
function exists by the preceding theorem. • 

We can also use the theorem to establish the following relation between 
functions in H 2 and H 1. 

6.26 Corollary. If f is a function in H 1, then there exists g in H 2 such that 
lgl2 = 1!1 a.e. 

Proof If f = 0, then take g = 0. If f is a nonzero function in H 1, then there 
exists h in L 2 such that lh 12 = I fl. It is sufficient in view of the theorem to show 
that clos[hQ/> +1 is a simply invariant subspace for Mx 1 • Suppose it is not. Then 
X-Nh is in clos(hQ/> +1 for N > 0, and hence there exists a sequence of analytic 
trigonometric polynomials {Pn}~1 such that 

lim IIPnh - X-Nh 11 2 = 0. 
n--+oo 

Since 

we see that h2 X-N is in the closure, clos1 [h2Ql> +1• of h2Ql> + in L 1 (U). Since there 
exists a unimodular function rp such that f = rph 2, we see that the function 
X-N f = rp(x-Nh 2) is in rp clos1 [h 2Ql> +1 = clos1 [JQI> +1 ~ H 1 for N > 0. This 
implies f = 0, which is a contradiction. Thus clos[hQ/> +1 is simply invariant and 
the proof is complete. • 

6.27 Corollary. Iff is a function in H 1, then there exist functions g1 and g2 in 
H 2 such that lgii = lg2l = (lfl)112 and f = g1g2. 

Proof If g is an outer function such that lg I = (If I) 112, then there exists a sequence 
of analytic trigonometric polynomials {Pn}~1 such that 

lim llgpn - 1112 = 0. 
n--+oo 
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Thus we have 

iifP~- fp~~~l ~ llf(Pn- Pm)Pnlll + llf(Pn- Pm)Pmll, 

~ llgpnll2llg(pn- Pm)lb + llgpmll21ig(pn- Pm)ll2' 

and hence the sequence {fp~}~ 1 is Cauchy in the L1(1J) norm and therefore 
converges to some function q; in H 1• Extracting a subsequence, if necessary, such 
that limn-.oo<fP~)(ei1 ) = q;(ei1) a.e. and limn-+00 (gpn)(ei1 ) = 1 a.e., we see that 
q;g2 =f. Since lg2 1 = 1/1 a.e., we see that lq;l = 1 a.e., and thus the functions 
g, = q;g and g2 = g are in H 2 and satisfy f = g,gz and lgd = lgzl = (lfl)'12 . • 

6.28 Corollary. The closure of C!i' + in L 1 (lf) is H 1• 

Proof Iff is in H 1, then f = g1g2 with g1 and gz in H 2. If {pn}~ 1 and 
{qn}~ 1 are sequences of analytic trigonometric polynomials chosen such that 
limn-+oo llg, - Pn lb = limn-.oo llgz - qn lb = 0, then {pnqn}~ 1 is a sequence of 
analytic trigonometric polynomials such that limn-.oo II f - Pnqn 11 1 = 0. • 

With this corollary we can determine the dual of the Banach space H 1• Before 
stating this result we recall that Ht denotes the closed subspace 

{tEHP: 2~121r fd&=o} of HP for p=1,2,oo. 

6.29 Theorem. There is a natural isometric isomorphism between (H 1 )* and 
U)O (T) I H({'. 

Proof Since H 1 is contained in L 00 ('U), we obtain a contractive mapping\{! from 
L 00 ('U) into (H 1)* such that 

1 f2tr 
[\{/(q;)](f) = 21T lo q;f de for q; in L 00 ('U) and f in H 1 • 

Moreover, from the Hahn-Banach theorem and the characterization of L 1 (If)*, 
it follows that given <I> in (H1)* there exists a funetion q; in L 00 ('U) such that 
II q; II 00 = II <I> II and \II ( q;) = <I>. Thus the mapping \{! is onto and induces an 
isometric isomorphism of L 00 ('U)/ker\{/ onto (H 1)*. 

We must determine the kernel of \{/. If q; is a function in ker \{!, then 

1 12tr - ({JXn d(} = [\{/(q;)](Xn) = 0 
21T 0 

for n ~ 0, 

since each Xn is in H 1 and hence q; is in H({'. Conversely, if q; lies in H({', then 
[\{/(q;)](p) = 0 for each p in C!i' +• and hence q; is in ker \{! by the prceeding 
corollary. • 

Although L 1 ('U) can be shown not to be a dual space, the subspace H 1 is. 
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6.30 Theorem. There is a natural isometric isomorphism between ( C (If) I A)* 
and HJ. 

Proof If rp is a function in HJ, then the linear functional defined 

1 121r <t>(f) = - frp de 
2Jr 0 

for fin C(lr) 

is bounded and vanishes on A. Therefore, the mapping 

<f>o(/ +A) = <f>(f) = - 1 {21r frp de 
2n lo 

is well defined on C (lr) I A and hence defines an element of ( C(lr) I A)*. Moreover, 
the mapping 'll(rp) = <f>o is clearly a contractive homomorphism of HJ into 
(C(lr)IA)*. 

On the other hand, if <f>o is a bounded linear functional on C(lr)l A, then the 
composition <f>o orr, where rr is the natural homomorphism of C (If) onto C (lr) I A, 
defines an element v of C(lr)* = M(lr) such that 

<f>o(f +A) = <f>(f) = if dv for fin C(lr) 

and II vII = II <f>o 11. Since this imp lies, in particular, that JT g d v = 0 for g in A, 
it follows from the F. and M. Riesz theorem that there exists a function rp in HJ 
such that 

<t>0(f +A)= - 1 f 2
rr frp de for fin C(lr) and llffJII1 =II vii= ll<f>oll-

2rr Jo 
Therefore, the mapping 'II is an isometric isomorphism of HJ onto ( C(lr) 1 A)*. • 

6.31 Observe that the natural mapping i of C(lr)l A into its second dual 
L 00 (If) I H 00 (see Exercise 1.15) is i (f + A) = f + H 00 • Since the natural map 
is an isometry, it follows that i[C(lr)l A] is a closed subspace of L00 (lr)l H 00 • 

Hence, the inverse image of this latter subspace under the natural homomorphism 
of L 00 (lr) onto V)(J (lr) I H 00 is closed, and therefore the linear span H 00 + C (lr) 
is a closed subspace of L00 (lr). This proof that H 00 + C(lr) is closed is due to 
Sarason [97]. 

The subspace H 00 + C (lr) is actually an algebra and is just one of a large family 
of closed algebras which lie between H 00 and L00 (lr). Much of the remainder 
of this chapter will be concerned with their study. We begin with the following 
approximation theorem. 

6.32 Theorem. The collection~ of functions in L 00 (lr) of the form 1/f"ip for 1/r 
in H 00 and rp an inner function forms a dense subalgebra of L 00 (lr). 
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Proof That ~ is an algebra follows from the identities 

and 

Since~ is a linear space and the simple step functions are dense in L 00 , to conclude 
that ~ is dense in L 00 (If) it suffices to show every characteristic function is in 
clos00 [~]. Thus let E be a measurable subset of lr and let f be a function in H 2 

such that 

I it I { ! if eit E E, 
f(e ) = 

2 if e;1 f!j E. 

The existence of such a function follows from Corollary 6.25. Moreover, since f 
is bounded, it is in H 00 and consequently so is 1 + r for n > 0. If 1 + r = ({Jn8n 

is a factorization given by Proposition 6.21, where (/Jn is an inner and 8n is 
an outer function, then lgn I = 11 + r I ::: ! and hence 1 I 8n is in H 00 by 
Proposition 6.20. Therefore, the function 1/(1 + r) = (lfgn}ifjn is in~. and 
since limn-+oo llh - 1/(1 + r)lloo = 0, we see that h is in closoo[~]. Thus,~ 
is dense in L 00 (lr) by our previous remarks. • 

We next prove a certain uniqueness result. 

6.33 Theorem. (Gleason-Whitney) If <I> is a multiplicative linear functional on 
H 00 and L 1 and L 2 are positive linear functionals on L 00 (lr) such that L 1 I H 00 = 

L2IH00 =<I>, then L1 = L2. 

Proof If u is a real-valued function in L00 (lr), then there exists an invertible 
function qJ in H 00 by Proposition 6.20 and Corollary 6.25 such that I({JI = eu. 
Since L 1 and L 2 are positive, we have 

and 

Multiplying, we obtain 

1 = I<I>(({J)I 1<1> (~)IS L1(eu)L2(e-u) 

and hence the function \ll(t) = L 1(e1u)L2(e-1u) defined for all real t has an 
absolute minimum at t = 0. Since \II is a differentiable function of t by the 
linearity and continuity of L 1 and L2, we obtain 
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Substituting t = 0 yields 0 = 111'(0) = Lt(u)L2(1)- Lt(OL2(u), and hence 
Lt (u) = L2(u) which completes the proof. • 

6.34 Theorem. If ~ is a closed algebra satisfying H 00 c ~ c L oo (If), then the 
maximal ideal space Ml}( of~ is naturally homeomorphic to a subset of Moo. 

Proof If <t> is a multiplicative linear functional on~. then <t> I H 00 is a multiplicative 
linear functional on H 00 and hence we have a continuous natural map TJ from Ml}( 
into M 00 • Moreover, let <I>' denote any Hahn-Banach extension of <I> to L 00(1f). 
Since L 00 (11) is isometrically isomorphic to C(Mu>O) by Theorem 2.64, <t>' is 
integration with respect to a Borel measure v on Mu"' by the Riesz-Markov 
representation theorem (see Section 1.38). Since v(MLOo) = <1>'(1) = 1 = 
II <1>'11 = I vI (M u10 ), the functional <t>' is positive and hence uniquely determined 
by <t> 1 H 00 by the previous result. Therefore, the mapping TJ is one-to-one and hence 
a homeomorphism. • 

Observe that the maximal ideal space for~ contains the maximal ideal space for 
L 00 (11) and, in fact, as we indicate in the problems, the latter is the Silov boundary 
of~. 

We now introduce some concrete examples of algebras lying between H 00 and 
L""(lf). 

6.35 Definition. If I is a semigroup of inner functions containing the constant 
function I, then the collection { l{/fiJ : 1/1 E H 00 , rp E I} is a subalgebra of V'" (If) 
and the closure is denoted ~ ~. 

The argument that~~ is an algebra is the same as was given in the proof of 
Theorem 6.32. 

We next observe that H 00 +CCII) is one of these algebras. 

6.36 Proposition. If I (X) denotes the semigroup of inner functions { Xn : n 2: 0}, 
then ~~(X)= H 00 + C(Ir). 

Proof Since the linear span H 00 + C(lf) is closed by Section 6.31, we have 
H 00 + C(lf) = clos00 [H00 + (i}>]. Lastly, since 

H"" + ~ = {1/I'Xn : 1/1 E H00 , n 2: 0}, 

the result follows. • 
The maximal ideal space of~~ can be identified as a closed subset of Moo by 

Theorem 6.34. The following more abstract result will enable us to identify the 
subset. 
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6.37 Proposition. Let X be a compact Hausdorff space, ~ be a function algebra 
contained in C(X) with maximal ideal space M, and I be a semigroup of 
unimodular functions in~. If ~I is the algebra 

clos{1frqi: 1fr E ~. rp E I} 

and M'i is the maximal ideal space of ~'i• then M'i can be identified with 

{mE M: ~~(m)l = 1 forrp E I}, 

where ~ denotes the Gelfand transform. 

Proof If \II is a multiplicative linear functional on ~'2., then \Ill~ is a multiplicative 
linear functional on ~. and hence 17(\11) = 1111~ defines a continuous mapping 
from MI into M. If \111 and Wz are elements of Ml such that 1](11'1) = 11 (\liz), then 
\II II~ = Wz\~. Further, for rp in I, we have 

\111@) = \111 (;) = WJ(rp)-1 = \llz(rp)-1 =\liz@) 

and thus \111 =\liz. Therefore, 17 is a homeomorphism of MI into M. Moreover, 
since \W(rp)\ S llrpll = 1 and 

1 
\W(rp)\ = \W(q;)\ S \IW\1 = 1, 

we have \ll'(rp)\ = 1 for \II in MI and rp in I; therefore, the range of17 is contained 
in 

{mE M: ~~(m)l = 1 forrp E I} 

and only the reverse inclusion remains. 

Let m be a point in M such that ~~(m) I = 1 for every rp in I. If we define \II 

on {1/Jqi": 1/J E ~. rp E I} such that \11(1/Jqi) = {/J(m)~(m), then \II can easily be 
shown to be multiplicative, and the inequality 

I~~'Cl/JW)I = 1-(fr<m)ll~<m)l = 1-(frcm)l s 111/111 = 111/IWII 

shows that \II can be extended to a multiplicative linear functional on ~'2.· Since 
17(11') = m, the proof is complete. • 

6.38 Corollary. If I is a semigroup of inner functions, then the maximal ideal 
space Ml of ~'2. can be identified with 

{m E M00 : li'Cm)l = 1 for rp E I}. 

Proof Since L00 (ll) = C(X) for some compact Hausdorff space X, the result 
follows. • 
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Using the Gleason-Whitney theorem we can determine the Gelfand transform 
in the following sense. 

6.39 Theorem. There is a homeomorphism ., from M 00 into the unit ball of the 
dual of V)O(lr) such that .(J,(m) = T/(m)('l/l) for 1/1 in any algebra 2£ lying between 
H 00 and L00 (ll) andm in M'Jl. 

Proof Form in Moo let ry(m) denote the unique positive extension ofm to L')O(lf) 
by Theorem 6.33. Since a multiplicative linear functional on 2£ extends to a positive 
extension of m on L00 (11"), we have .(J,(m) = T/(m)('l/l) for 1/1 in 2£. The only thing 
to prove is that 17 is a homeomorphism. Recall that the unit ball of L00 (lr)* is 
w*-compact. Thus if {malaeA is a net in Moo which converges tom, then any 
subnet of {T/(ma) laeA has a convergent subnet whose limit is a positive extension 
of m and hence equal to 'f/(m). Therefore, 11 is continuous and hence an into 
homeomorphism. • 

We now adopt the notation cp(m) = T/(m)(rp) for rp in L""(lr). The restriction 
(/JI[]) will be shown to agree with the classical harmonic extension of a function 
in L 00 (1r) into the disk. We illustrate the usefulness of the preceding by proving 
the following result showing the unique position occupied by H 00 + C(lr) in the 
hierarchy of subalgebras of L 00 (lf). 

6.40 Corollary. If~ is an algebra lying between H"" and L00 (lf), then either 
~ = H 00 or~ contains H 00 + C(lf). 

Proof From Theorem 6.34 it follows that the maximal ideal space of 2£ can be 
identified as a subset Mill of M 00 • If the origin in[]) is not in M'Jl, then XI is invertible 
in ~(XI =I= 0), and hence C(lf) is contained in~. whence the result follows. Thus 
suppose the origin in []) is in M'Jl. Since 

rp ~ _1_ {2rr rp dt 
2rr lo 

defines a positive extension of evaluation at 0, it follows that cp(O) = 
( 1 /2rr) J02rr rp dt. If rp is contained in~ but not in H 00 , then (1 /2rr) J02rr rp Xn dt =I= 0 
for some n > 0, and hence 0 =!= ifX;, (0) = cp(O) Xn (0) = 0. This contradiction 
completes the proof. • 

One can also show that either M'Jl is contained in Moo\[]) or ~ = H 00 • 

Before we can apply this to H 00 + C(lf) we need the following lemma on 
factoring out zeros. 

6.41 Lemma. If rp is in H 00 and z is in[]) such that (/J(z) = 0, then there exists 1/1 
in H 00 such that rp = (XI - z)'l/l. 

Proof If e is in H 00 ' then ¢<z) = cp(z)e(z) = 0. If ()rp = L~o anxn is the 
orthonormal expansion of Brp viewed as an element of H 2 , then 
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00 

~ n .-
L.., anz = ()rp(z) = 0 
n=O 

by Section 6.15, and hence 

(erp, 1 _
1ZXI) = (tanxn. 'tznxn) = 'tanzn = 0. 

n=O n=O n=O 

Therefore, we have 

_1_121r Xt XlffJ d()- (xk XllP ) - _1_12Jr f/JXk-1 dt 
2rr o 1 - ZX 1 - ' 1 - ZX1 - 2rr o 1 - ZX 1 

= (xk-lf/J, 1 
1 ) =0 

-zx1 
for k = 1, 2, 3, ... , 

and hence the functionx1rp/(l-zx1) is in H 00 • Thus setting 1/r = x 1rpf(l-zx1), 

we obtain (XI - z)l/r = rp. • 

6.42 Corollary. The maximal ideal space of H 00 + C(lf) can be identified with 
Moo\[)). 

Proof From Proposition 6.36 and Corollary 6.38, we have 

MH""'+C(r) ={mE Moo: IXI(m)l = 1}. 

It remains to show that this latter set is Moo\[)). Let m be in M00 such that 
lx1(m)l < 1 and set x 1(m) = z. If rp is in H00 , then rp- ~(z)1 vanishes at 
z, and hence by the preceding lemma we have rp- t,0(z)1 = (x1 - z)l/r for some 
1/r in H 00 • Evaluating at m in M 00 , we have 

t,O(m) - ~(z) = (XI (m) - z){i;(z) = 0, 

and hence ~(m) = t,O(z). Therefore, m = z and the proof is complete. • 

In the next chapter we shall be interested in determining when functions in 
H 00 + CCII) are invertible. From this point of view, the preceding result seems 
somewhat unfortunate since the only portion of the maximal ideal space of H00 

over which we have some control, namely[)), has disappeared. We shall show, 
however, that the question of invertibility of functions in H 00 + C (lf) can be 
answered by considering the harmonic extension of the function on [)). Our 
motivation for introducing the harmonic extension is quite different from that 
considered classically. We begin by determining a more explicit representation for 
~on[)). 

6.43 Lemma. If z = rei9 is in[)) and rp in L 00 (11'"), then 
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where 

1- r 2 

kr (t) = 1 - 2r cos t + r2 
and 1 1211" an = - f/JX-n dt. 

27( 0 

Moreover,II(,Oii."' ~ ilfPIIoo· 

Proof The function kr is positive and continuous; moreover, since 

{ 1 +rei'} oo 
kr(t) = Re . = """" rlnleint, 

1 - re11 L., 
n=-oo 

it follows that 

1 1211" llkrllt =- kr(t) dt = 1. 
lrro 

Therefore, we have 

Lastly, since {,O(z) = }:.:,_00 anrlnleinB where z = rei8 , for fP in H 00 it follows 
that this defines a positive extension of evaluation at z. The uniqueness of the latter 
by the Gleason-Whitney theorem completes the proof. • 

6.44 Lemma. The mapping from H 00 +CCII") to C(IO) defined by fP ~ (,01[)) is 
asymptotically multiplicative, that is, for fP and 1ft in H 00 + C(lf) and e > 0, there 
exists K compact in [)l such that 

I(,O(z)t(z)- ~(z)l < e for z in [)l\K. 

Proof Since H 00 + C{lf) = clos[Un>oX-nH00], it is sufficient to establish the 
result for functions of the form XnfP fo;qJ in H 00 • If fP = }::,0 GnXn is the Fourier 
expansion of fP, then for z = reit, we have 

I<X-nf/J)(z)- X-n(z)(,O(z)l 

:5 ~ I' lk-•l - ,'+•I lakl+ (,~ - ,•) II.~ 
1 
aw L 

Thus, if 11- rl < 8, then I<X-nf/JHZ)- X-N~(z)l <e. 

Since for f/Jt and fP2 in H 00 and z in [)), we have 

~~(z)~(z)- (X-n-mf/Jt'P2){z)l 

~ I<X-nfPt)(z)~(z)- X-n(z)(,O,(z)x-m(z)(,Oz(z)l 
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+ ix-n(z)rh(z)x-m(z)<h(z)- X-n-m(z)~(z)i 

+ ix-n-m(Z)~(z)- (X-n-mrplqJl)(z)i, 

the result follows. • 
An abstract proof could have been given for the preceding lemma, where the 

compact set K is replaced by a set {z E [)l) : lx1 (z) I :::; 1- 8}. Moreover, a similar 
result holds for the algebras 2!I and can be used to state an invertibility criteria 
for functions in 2!I in terms of their harmonic extension on [)l (see [30], [31]). 

6.45 Theorem. If rp is in H 00 + C(U), then rp is invertible if and only if there 
exist 8, 8 > 0 such that 

for 1 - 8 < r < 1. 

Proof Using the preceding lemma for 8 > 0 there exists 8 > 0 such that for 
1 - 8 < r < 1, we have 

whence the implication follows one way if e is chosen sufficiently small. 

Conversely,let rp be a function in H 00 + C(U) such that 

for 1 - 8 < r < 1. 

Choose 1/J in H 00 and an integer N such that II rp - x -N 1/J II 00 < t: /3. Then there 
exists 81 > 0 such that for 1 - 81 < r < 1, we have 

lx-Nl/J(rei')- X-N(rei 1 )~(rei')l < j. 
Therefore, for 1 - 81 < r < 1 we have using Lemma 6.43 that 

I · N ·N ~ · I 2e i;(rett)- r e-• 11/J(rett) < 3 , 

and hence ~~(rei') I ~ e/3 if we also assume r > 1-8. Let Z1, ... , ZN be the 

zeros of the analytic function ~(z) on [)l counting multiplicities. (Since ~(z) is 
not zero near the boundary, the number is finite.) Using Lemma 6.41 repeatedly 
we can find a function () in H 00 such that 1/J = p(}, where 

P = (XI - ZI)(XI - Z2) ···(XI - Zn). 

Since ~ = pe, we conclude that e does not vanish on [)l and is bounded away 
from zero in a neighborhood of the boundary. Therefore, (} is invertible in H 00 by 
Theorem 6.18. Since pis invertible in C(lf) and 1/J = pB, it follows that X-Nl/J is 
invertible in H 00 + C (lf). 
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Lastly, since limr--.1- llfP - (/)r lb = 0, where (/)r(eit) = f{J(rei'), we have lfP(e;') I ~ 
e a.e., and hence l<x-N1/r)(e;')l ~ 2ef3 a.e. Therefore, 

3 
II (X-NVr )-1 11 < 28 

and hence qJ is invertible in H 00 + C(lr) by Proposition 2.7. • 
We conclude this chapter by showing that the harmonic extension of a contin­

uous function on lr solves the classical Dirichlet problem. 

6.46 Theorem. If qJ is a continuous function on lr, then the function iP defined 
on the closed disk to be (jJ on [} and fP on 8[)) = lr is continuous. 

Proof If p is a trigonometric polynomial, then the result is obvious. If qJ is a 
continuous function on lr and {pn}~ 1 is a sequence of trigonometric 
polynomials such that limn-. co llfP - Pn II = 0, then limn--.oo lliP - Pn II = 0, 
since liP(z)- Pn(z)l ~ llfP- Pnlloo by Lemma 6.43. Therefore, iP is contin­
uous on[)). • 

Notes 
The classical literature on analytic functions in the Hardy spaces is quite extensive and 

no attempt will be made to summarize it here. Some of the earliest and most important 
results are due to F. Riesz [90] and F. and M. Riesz [91]. The proofs we have presented are, 
however, quite different from the classical proofs and stem largely from the work ofHelson 
and Lowdenslager [62]. The best references on this subject are the books of Hoffman [66] 
and Duren [39]; in addition, the books ofHelson [61] and Gamelin [ 40] should be mentioned. 

As we suggested in the text, the interest of the functional analyst in the Hardy spaces is 
due largely to Beurling [6], who pointed out their role in the study of the unilateral shift. The 
F. and M. Riesz theorem occurs in [91], but our proof stems from ideas of Lowdenslager 
(unpublished) and Sarason [99]. Besides the work of Helson and Lowdenslager already 
mentioned, the study of the unilateral shift was extended by Lax [75], [76], Halmos [56], 
and more recently by Helson [61] and Sz.-Nagy and Foi~ [107]. 

The study of H 00 as a Banach algebra largely began in [100] and the deepest result that 
has been obtained is the corona theorem of Carleson [14], [15]. 

The material covered in Theorem 6.24 is closely connected with what is called prediction 
theory (see [54]). The algebra H 00 + C(lr) first occurred in a problem in prediction theory 
[63] and most of the results presented here are due to Sarason [97]. The study of the algebras 
between H00 and L00(8") was suggested to the author [31] in studying the invertibility 
question for Toeplitz operators. Theorem 6.32 is taken from [34] in which it is shown that 
quotients of inner functions are uniformly dense in the measurable unimodular functions. 
The Gleason-Whitney theorem is in [ 43]. The role of the harmonic extension in discussing 
the invertibility of functions in H 00 + C(lr) is established in [30]. 

Exercises 

6.1 If rp and 1/J are unimodular functions in L00 (lr), then rpH2 = 1f;H2 if and only if 
rp = 'Alf; for some 'A in C. 

Definition A function fin H 1 is an outer function if clos1 [fr;J> +l = H 1• 
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6.2 A function fin H 1 is outer if and only if it is the product of two outer functions in 
Hz. 

6.3 A closed subspace .M. of H 1 satisfies x1.M. C .M. if and only if .M. = rpH1 for some 
inner function rp. State and prove the corresponding criteria for subspaces of L 1 (II).* 

6.4 Iff is a function in H 1, then f = rpg for some inner function rp and outer function g 
in H 1• 

6.5 Iff is a nonzero function in H 1, then the set {eir E lr: f(ei') = 0} has measure zero. 

6.6 An analytic polynomial is an outer function in either H 1 or H2 if and only if it does 
not vanish on the interior of[). 

6.7 Show that rotation on [) induces a natural representation of the circle group in 
Aut(H00 ) C Hom(M00). Show that the orbit of a point in M00 under this group 
of homeomorphisms is closed if and only if it lies in [). * 

Definition If Xt is the Gelfand transform of x1 on M<X, then the fiber FJ.. of Moo over>.. in 
lr is defined by FJ.. = {m E M00 : Xt (m) = >..}. 

6.8 The fibers F>. of Moo are compact and homeomorphic. 

6.9 If rp is in H 00 and>.. is in lr, then fp is bounded away from zero on a neighborhood of 
>..in{>..} U [)if and only if fp does not vanish on F>.. 

6.10 If rp is in H 00 and ex is in the range of fp IF>. for some>.. in lr, then there exists a sequence 
{zn}~ 1 in[) such that limn->oo Zn =>..and limn->oo ('p(zn) =ex. 

6.11 Show that the density of [) in M00 is equivalent to the following statement: For 
rp1, rpz, ... , rpN in H 00 satisfying L;:.t j('p;(z)j =::_ e for z in [), there exist 

1/11, 1/Jz, •.. , 1/IN in H00 such that L:i':1 rp;1/J; = 1. Prove this statement under the 
additional assumption that the fP; are in H 00 + C(lr). 

6.12 If~ is a closed algebra satisfying wx> c ~ c L00 (lr), then the maximal ideal space 
of L00 is naturally embedded in M91, as the Silov boundary of~-

6.13 (Newman) Show that the closure of[) in Moo contains the Silov boundary. 

Definition An isometry U on the Hilbert space 'lie is pure if nn?:oUn'lle = {0}. The 
multiplicity of U is dim ker U*. 

6.14 A pure isometry of multiplicity one is unitarily equivalent to Tx 1 on Hz. 

6.15 A pure isometry of multiplicity N is unitarily equivalent to Lt<i<N ffiTx 1 on 
2 --

Lt:9~N ffiH . 

6.16 (von Neumann-Wold) If U is an isometry on the Hilbert space 'lie, then 'lie= '!let, ffi'llez 
such that 'llf. 1 and 'llf.2 reduce U, Ui'lle1 is a pure isometry, and Ul'llez is unitary. 

6.17 If U is an isometry on the Hilbert space 'lie, then there exists a unitary operator W on 
a Hilbert space 'X containing 'lie such that W'lle c 'lie and Wl'llf. = U. 

6.18 (Sz.-Nagy) If T is a contraction on the Hilbert space 'lie, then there exists a unitary 
operator Won a Hilbert space 'X containing 'lie such that TN = P~WNI'llf. for N in 
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Z+ (Hint: Choose operators B and C such that ( ~ ~) is a coisometry and then apply 
the previous result to the adjoint.) 

6.19 (von Neumann) If Tis a contraction on the Hilbert space '1/C, then the mapping defined 
Ill (p) = p(T) for each analytic polynomial p extends to a contractive homomorphism 
from the disk algebra to 2('1/C). (Hint: Use the preceding exercise.) 

6.20 Show that the w*-topology on the unit ball of L 00(f) coincides with the topology 
of uniform convergence of the harmonic extensions on compact subsets of[]). (Hint: 
Evaluation at a point of []) is a w* -continuous functional.) 

6.21 Iff is a function in H 1 and f,(ei') = /(n!') for 0 < r < 1 and eit in lr, then 
limr--+1 II/- /,11 1 = 0. (Hint: Imitate the proof of Theorem 6.46.) 

6.22 Iff is a function in L 1 (lr) for which 

2~ 12
" f(ei') dt = 0 and F(t) = L~ f(ei 9 ) dO, 

then the harmonic extension j satisfies 

where 

(Hint: Observe that 

j(rei9 ) = ....!...j" k,(t)F(()- t) dt, 
2rr _" 

1- r2 
k, (t) = .,..---::---:---

1 + r 2 - 2r cos t 

' "(} 1 1" f(re' ) =- k,(O- t) dF(t), 
2rr _" 

and use integration by parts.) 

6.23 (Fatou) Iff is a function in L 1(lr) and j is its harmonic extension off to[]), then 
limr--+1 /(rei') = f(t! 1 ) a.e.* (Hint: Show that 

/(rei9 ) = ....!...j" [-tk,(t)] { F(O + t)- F(O- t)} dt 
2rr -1r 2t 

and that limr-+1 j(rei9 ) exists and is equal to F'(O), whenever the latter derivative 
exists.) 

6.24 If <pis a function in H 00 andfP isitsGe1fand transform on M00 , then I !PI issubharmonic, 

that is, if .(j, is the harmonic extension of a bounded real-valued function to Moo such 
that 1/1 ~ l<fJI on lr, then.(!, ~ ifPI on Moo. 

6.25 A function fin H 1 is an outer function if and only if the inequality 1/1 ~ lgl on lr 

implies IJI ~ jgj on Moo for every gin H 1. 

6.26 (Jensen's Inequality) Iff is a function in H 1, then 

I I 1 {2" 
log /(0) ~ 2rr Jo logjf(ei1)j dt.* 

(Hint: Assume that f is in A and approximate 1og(lfl +e) by the real part u of a 

function gin A; show that log j/(0)1- u(O) < e and let e tend to zero.) 
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6.27 (Kolmogorv-Kreln) If 11- is a positive measure on "f and /-La is the absolutely continuous 
part of /1-, then 

inf [ II- !12 d11- = inf [ II- /1 2 d!-La.* 
feAo Jr teAo }T 

(Hint: Show that if F is the projection of 1 onto the closure of Ao in L 2 (/1-), then 
1 - F = 0 a.e. /1-., where 11-s is the singular part of /1-.) 

6.28 A function f in H 2 is outer if and only if 

inf - II - hl2 1/12 d8 = j(O) .* 1 12" I 12 
heAo 2rr o 

(Hint: Show that f is outer if and only if 1 - j(O)/ f is the projection of 1 on the 
closure of Ao in L2 (1fl2 d8).) 

6.29 (Szego) If 11- is a positive measure on "f, then 

inf [ II - !12 d11- = exp (_.!..._ [211" log h d8) , 
feAo }T 2rr Jo 

where h is the Radon-Nikodym derivative of 11- with respect to Lebesgue measure.* 
(Hint: Use Exercise 6.27 to reduce it to 11- of the form w d8; use the geometric­
arithmetic mean inequality for one direction and reduce to the case lh f d(} for h an 
outer function in the other.) 

6.30 If~ is a closed algebra satisfying H 00 c ~ C L00 ("f), then~ is generated by H 00 

together with the unimodular functions u for which both u and u are in ~. (Hint: Iff 
is in~. then f + 2 II f II = ug, where u is unimodular and g is outer.) 

6.31 If r is a group of unimodular functions in L ""("f), then the maximal ideal space Mr 
of the subalgebra ~ r of L 00 ("f) generated by H"" and r can be identified by 

Mr ={mE M00 : lu(m)l = 1 foru E r}. 

6.32 Is every ~r of the form ~I for some semigroup}; of inner functions?** 1 

6.33 Show that the closure of H 00 + F is not equal to L 00 ("f).* (Hint: If arg z were in 
the closure of H 00 + F, then there would exist 1p in H"" such that ze"' would be 
invertible in H 00 .) 

6.34 If m is in F;.. and 11- is the unique positive measure on Mux' such that 

rp(m) = { (jJ d/1- for 1P in L 00 ("f), 
JMLoo 

then 11- is supported on Mu>o n F>..* (Hint: Show that the maximum of lr'PI on F>. is 
achieved on Mu'" n F>. for 1p in H"".) 

6.35 If 1p is a continuous function and 1/1 is a function in L00 ("f), then 1{)1/1 and r/J-1/1 are 
asymptotically equal on[]) and equal on Moo\[]). 

I Algebras of the form 1211 were called "Douglas algebras" by Sarason, who obtained many interesting 
results about them [Function Theory on the Unit Circle, Virginia Poly. Inst. and State Univ., Blacksburg, 
Virginia (1979)]. S.-Y. Chang [A characterization of Douglas subalgebras, Acta. Math. 137, 81-89 
(1976)] and D.E. Marshall [Subalgebras of L 00 containing H"", Acta. Math. 137, 91-98 (1976)] 
together have shown that every algebra between H"" and L 00 is of this form. 



The Hardy Spaces 157 

6.36 If f/J is a function in L00 (lr), then the linear functional on H 1 defined by Lf = 
(1/2rr) J021r ff/J dfJ is continuous in the w*-topology on H 1 if and only if f/J is in 
H 00 + C(lr). 

6.37 Show that the collection PC of right-continuous functions on lr possessing a limit 
from the left at every point of lr is a uniformly closed self-adjoint subalgebra of 
L"" (lr). Show that the piecewise continuous functions form a dense subalgebra of 
PC. Show that the maximal ideal space of PC can be identified with two copies 
of lr given an exotic topology. 

6.38 If f/J is a function in PC, then the range of the harmonic extension of f1J on F>- is the 
closed line segment joining the limits of f/J from the left and right at }... 

6.39 Show that QC = [H00 + C(lr)] n [H00 + C(lr)] is a uniformly closed self-adjoint 
subalgebra of L00 (lr) which properly contains C(lr). Show that every inner function 
in QC is continuous but that QC n H 00 =F A.* (Hint: There exists a real function f1J 

·in C(lr) not in ReA; if 1/f is a real function in L 2(n such that f/J + il/1 is in H 2 then 
e'l'+i!/1 is in H 00 and ei!/1 is in QC.) 

6.40 If u is a unimodular function in QC, then luI = 1 on M00 \D. Is the converse true?**2 

6.41 Show that M00 \Dis the maximal ideal space of the algebra generated by H 00 and the 
functions u in L 00 (lr) for which I u I has a continuous extension to iil. Is this algebra 
H"" + C(lr)?**2 

6.42 Show that PC n QC = C(T). (Hint: Consider the unimodular functions in the 
intersection and use Exercises 6.38 and 6.40.) 

6.43 Show that there is a natural isometric isomorphism between H 00 and (L 1 (lr) I Ho 1 )*. 
Show that the analytic trigonometric polynomials 'lJl + are w* -dense in H 00 • 

2 Sarason [Functions of vanishing mean oscillation, Trans. Amer. Math. Soc. 207, 391-405 (1975)] 
showed that QC consists of the functions in L 00 having vanishing mean oscillation, the "little-o" 
analogue of bounded mean oscillation introduced earlier by Kohn and Nirenberg. This characterization 
enabled him to answer both questions affirmatively. 
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Toeplitz Operators 

7.1 Despite considerable effort there are few classes of operators on Hilbert space 
which one can declare are fully understood. Except for the self-adjoint operators 
and a few other examples, very little is known about the detailed structure of any 
class of operators. In fact, in most cases even the appropriate questions are not 
clear. In this chapter we study a class of operators about which much is known 
and even more remains to be known. Although the results we obtain would seem 
to fully justify their study, the occurrence of this class of operators in other areas 
of mathematics suggests they play a larger role in operator theory than would at 
first be obvious. 

We begin with the definition of this class of operators. 

7.2 Definition. Let P be the projection of L2(lr) onto H 2 • For cp in L00 (lr) the 
Toeplitz operator T"' on H 2 is defined by T"'f = P(cpf) for fin H 2 • 

7.3 The original context in which Toeplitz operators were studied was not that of 
the Hardy spaces but rather as operators on !2 (.if+). Consider the orthonormal basis 
{Xn : n E .if+} for H 2, and the matrix for a Toeplitz operator with respect to it. If 
cp is a function in L00 (lr) with Fourier coefficients ~(n) = (l/2rr) f021r ({JX-n dt, 
then the matrix {am,nlm,nel+ forT"' with respect to {Xn : n E .if+} is 

1 12" am n = (TmXn• Xm) = - CfJXn-m dt = ~(m - n). 
, T 2rro 

Thus the matrix forT"', is constant on diagonals; such a matrix is called a Toeplitz 
matrix, and it can be shown that if the matrix defines a bounded operator, then its 
diagonal entries are the Fourier coefficients of a function in L 00 (lr) (see [11]). 

We begin our study of Tooplitz operators by considering some elementary 
properties of the mapping~ from L00 (lr) to B(H2) defined by ~(rp) = T"'. 

158 
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7.4 Proposition. The mapping~ is a contractive *-linear mapping from L00 (1r) 
into 2(H2). 

Proof That~ is contractive and linear is obvious. To show that ~(qJ}* = ~(q'J), let 
f and g be in H 2• Then we have 

(TiPf, g)= (P(q'Jf), g)=(/, qJg) = (/, P(qJg)) = (/, Trpg) = (T: f, g), 

and hence ~(qJ}* = T; = TiP = ~(q'J}. • 
The mapping ~ is not multiplicative, and hence ~ is not a homomorphism. We 

see later that ~ is actually an isometric cross section for a *-homomorphism from 
the C* -algebra generated by { Trp : qJ e L 00 (lf)} onto L 00 (lf), that is, if a is the 
*-homomorphism, then a o ~ is the identity on L co (lf). 

In special cases, ~ is multiplicative, and this will be important in what follows. 

7.5 Proposition. If qJ is in L00(lf) and 1{! and jj are functions in H 00 , then 
TrpTift = Trpift and T9 Trp = T9rp. 

Proof If f is in H 2, then 1{! f is in H 2 by Proposition 6.2 and hence T"' f = 
P ('t/1 f) = 1{! f. Thus 

TrpT>/If = Trp(l{!f) = P(qJl/tf} = Trpiftf and TrpTift = Trpift· 

Taking ad joints reduces the second part to the first. • 
The converse of this proposition is also true [ 11] but will not be needed in what 

follows. 
Next we consider a basic result which will enable us to show that ~ is an 

isometry. 

7.6 Proposition. If qJ is a function in L 00{lf) such that Trp is invertible, then qJ is 
invertible in L 00 (lf). 

Proof Using Corollary 4.24 it is sufficient to show that Mrp is an invertible operator 
if T"' is. If Trp is invertible, then there exists e > 0 such that II Trp f II ~ £ II f II for f 
in H2. Thus for each n in 7L and f in H 2, we have 

Since the collection of functions {Xnf : f E H 2 , n E 71.} is dense in L2 (lf), it 
follows that IIMrpgll ?: e llgll for gin L2 (1f). Similarly, IIMiPfll ?: e 11/11, since 
TiP = T; is also invertible, and thus Mrp is invertible by Corollary 4.9, which 
completes the proof. • 

As a corollary we obtain the spectral inclusion theorem. 
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7.7 Corollary. (Hartman-Wintner) If ({J is in VX>(lr), then C/A(({J) = a(Mrp) c 
a (Trp). 

Proof Since Trp - J.. = Trp-J.. for J.. in C, we see by the preceding proposition that 
a(Mrp) c a(Trp). Since the identity CfA{qJ) = a(Mrp) was established in Corollary 
4.24, the proof is complete. • 

This result enables us to complete the elementary properties of~. 

7.8 Corollary. The mapping~ is an isometry from L 00 (lr) into E(H2). 

Proof Using Proposition 2.28 and Corollaries 4.24 and 7.7, we have for ({J in 
L 00 (lf) that 

II({JII 00 ~ IIT'PII ~ r(Trp) = sup{IJ..I: J.. E a(Trp)} 

~ sup{IJ..I: J.. E CfA(qJ)} = llcplloo, 

and hence ~ is isometric. • 

7.9 Certain additional properties of the correspondence are now obvious. If Trp is 
quasinilpotent, then C/A(cp) c a(Trp) = {0}, and hence Trp = 0. If Trp is self-adjoint, 
then C/A(cp) C a(Trp) C IR and hence cp is a real-valued function. 

We now exhibit the homomorphism for which ~ is a cross section. 

7.10 Definition. If S is a subset of L00 (lr), then ~(S) is the smallest closed 
subalgebra of E(H2) containing {Trp : cp E S}. 

7.11 Theorem. If~ is the commutator ideal in ~(L00 (lf)), then the mapping 
~c induced from L 00 (lf) to ~(L 00 (lr))/~ by~ is a *-isometric isomorphism. Thus 
there is a short exact sequence 

(0)-+ ~-+ ~(L00 (lf")) ~ L00 (lf)-+ (0) 

for which ~ is an isometric cross section. 

Proof The mapping ~c is obviously linear and contractive. To show that ~c is 
multiplicative, observe for inner functions (/Jt and cpz and functions 1/11 and 1/12 in 
H 00 , that we have 

= r;l (Ty,l T~ - Ty,lfh)Ty,2 

= T;1 (Ty, 1 T~- T~Ty,1 )Ty,2 • 

Since T y,1 T~ - T~ T y,1 is a commutator and ~ is an ideal, it follows that the latter 
operator lies in~- Thus ~c is multiplicative on the subalgebra 
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~ = {lftip: 1ft E H 00 , cp an inner function} 

of L00 (lf) and the density of~ in L 00 (U"") by Theorem 6.32 implies that ~cis a 
*-homomorphism. 

To complete the proof we show that II Trp + K II ::: II Trp II for cp in L 00 (lf) and K in 
~ and hence that ~c is an isometry. A dense subset of operators in ~ can be written 
in the form 

where Ai is in ~(L00 (ll")), the functions cpi, cp;, and Pii are inner functions, the 
functions l{li, 1{1!, and aii are in H 00 , and square brackets denote commutator. If 
we set 

n,m 

e = IT Pijcpicp;. 
i=l 
j=l 

then e is an inner function and K ( (j f) = 0 for f in H 2• 

Fix e > 0 and let f be a function in H 2 chosen such that II f II = 1 and 
II Trp/ll ::: II Trp II -e. If cpf = g1 + gz, where g1 is in H 2, and gz is orthogonal to 
H 2, then since e is inner we have that (Jg1 is in H 2 and orthogonal to eg2• Thus 

II<Trp + K)((jf)ll = IITrp((jj)ll = IIP(cp(Jf)ll 

::: II(Jgtll = llgtll = II Trp/ll ::: II Trp II - e, 

and therefore II Trp + K II ::: II Trp II, which completes the proof. • 
A direct proof of this result which avoids Theorem 6.32 can be given based on 

a theorem due to Bunce [12]. In this case the spectral inclusion theorem is then a 
corollary. 

The C* -algebra~( L 00(lf)) is a very interesting one; the preceding result shows 
that its study largely reduces to that of the commutator ideal ~ about which very 
little is known. We can show that ~ contains the compact operators, from which 
several important corollaries follow. 

7.12 Proposition. The commutator ideal in the C*-algebra :r(CCU")) is £~(H2). 
Moreover, the commutator ideal of~(L00 (U")) contains £~(H2). 

Proof Since the operator Tx1 is the unilateral shift, we see that the commutator ideal 
of~( C(lr)) contains the nonzero rank one operator r;, Tx 1 - Tx1 r;,. Moreover, 

the algebra :r( C(lr)) is irreducible since Tx 1 has no proper reducing subspaces by 
Beurling's theorem. Therefore,~( C(U')) contains £~(H2) by Theorem 5.39. 
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Lastly, since the image of Tx 1 in~( C(lr) v2G£(H2) is normal and generates this 
algebra, it follows that~( C(lf) )f.2G£(H ) is commutative, and hence .2G£(H2) 

contains the commutator ideal of ~( C(T) ). To complete the identification of 
.2G£(H2) as the commutator ideal in~( C(T) ), it is sufficient to show that .2G£(H2) 

contains no proper closed ideal. If~ were such an ideal, then it would contain a self­
adjoint compact operator H. Multiplying H by the projection onto the subspace 
spanned by a nonzero eigenvector, we obtain a rank one projection in~- Now the 
argument used in the last paragraph of the proof of Theorem 5.39 can be applied, 
and hence .2G£(H2) is the commutator ideal in ~(C(T)). Obviously, .2G£(H2) is 
contained in the commutator ideal of ~ ( L 00 (lf)). • 

7.13 Corollary. There exists a *-homomorphism ~ from the quotient algebra 
~(L00 (T))/.2G£(H2 ) onto L00 (T) such that the diagram 

~(L00 (T)) ~ ~(L""(T))/.2G£(H2) 

~L00(T)y 
commutes. 

Proof Immediate from Theorem 7.11 and the preceding proposition. • 

7.14 Corollary. If rp is a function in L00 (T) such that Trp is a Fredholm operator, 
then rp is invertible in L""(T). 

Proof If T"' is a Fredholm operator, then n(T"') is invertible in 

by Definition 5.14, and hence cp = (~ o n)(T"') is invertible in L 00 (T). • 

7.15 Certain other results follow from this circle of ideas. In particular, it follows 
from Corollary 7.13 that IITrp + K II 2: liT"' II for cp in L 00 (T) and Kin .2G£(H2), 

and hence the only compact Toeplitz operator is 0. 
Let us consider again the Toeplitz operator Tx 1 • Since the spectrum of Tx, is 

the dosed unit disk we see, in general, that the spectrum of a Toeplitz operator 
T"' is larger than the essential range of its symbol cp. It is this phenomenon which 
shall largely concern us. In particular, we are interested in determining criteria for 
a Toeplitz operator to be invertible and, in addition, for obtaining the spectrum. 
The deepest and perhaps the most striking result along these lines is due to Widom 
and states that the spectrum of a Toeplitz operator is a connected subset of C. This 
will be proved at the end of this chapter. 

We now show that the spectrum of a Toeplitz operator cannot be too much 
larger than the essential range of its symbol. We begin by recalling an elementary 
definition and lemma concerning convex sets. 
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7.16 Definition. If E is a subset of C, then the closed convex hull of E, denoted 
h(E), is the intersection of all closed convex subsets of C which contain E. 

7.17 Lemma. If Eisa subset ofC, then h(E) is the intersection of the open half 
planes which contain E. 

Proof Elementary plane geometry. • 
The lemma and the following result combine to show that a(Tcp) is contained 

in h(ffi.{qJ)). 

7.18 Proposition. If qJ is an invertible function in V"l(ll) whose essential range 
is contained in the open right half-plane, then Tcp is invertible. 

Proof If D. denotes the subset {z E C : lz - 11 < 1} then there exists an e > 0 
such that effi.(qJ) = {ez: z E ffi.(qJ)} c D.. Hence we have lleqJ- 111 < 1 which 
implies II I - Tecp II < 1 by Corollary 7 .8, and thus Tecp = e Tcp is invertible by 
Proposition 2.5. • 

7.19 Corollary. (Brown-Halmos) If ({J is a function in L 00 {lr), then a(Tcp) c 
h(ffi.{qJ)). 

Proof By virtue of Lemma 7.17 it is sufficient to show that every open half-plane 
containing ffi.(qJ) also contains a(Tcp). This follows from the proposition after a 
translation and rotation of the open half-plane to coincide with the open right 
half-plane. • 

We now obtain various results on the invertibility and spectrum of certain classes 
of Toeplitz operators. We begin with the self-adjoint operators. 

7.20 Theorem. (Hartman-Wintner) If qJ is a real-valued function in L00 (lr), 
then 

a(Tcp) = [essinfqJ, ess supqJ]. 

Proof Since the spectrum of Tcp is real it is sufficient to show that Tcp -A. invertible 
implies that either ({J - A. ::=:: 0 for almost all ei1 in lr or qJ - A. ~ 0 for almost all 
eit in lr. If Tcp - A. is invertible for A. real, then there exists g in H 2 such that 
(Tcp - A.)g = I. Thus there exists h in HJ such that (({J - A.)g = 1 + ii. Since 
(qJ-A.)g = 1+h isinH2,wehave{qJ-A.) lgl2 = (l+h)gisinH1,andtherefore 
(qJ- A.) lgl2 =a for some a in IR by Corollary 6.6. Since g =F 0 a.e. by the F. and 
M. Riesz theorem, it follows that qJ - A. has the sign of a and the result follows. • 

Actually much more is known about the self-adjoint Toeplitz operators. In par­
ticular, a spectral resolution is known for such operators up to unitary equivalence 
(see Ismagilov [68], Rosenblum [94], and Pincus [86]). 
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The Toeplitz operators with analytic symbol are particularly amenable to study. 
If rp is in H 00 , then the operator Trp is the restriction of the normal operator Mrp 
on L 2 (lr) to the invariant subspace H 2 and hence is what is called a subnormal 
operator. 

7.21 Theorem. (Wintner) If rp is a function in H 00 , then Trp is invertible if and 
only if rp is invertible in H 00 • Moreover, if (jJ is the Gelfand transform of rp, then 
a(Trp) = clos[(jJ([)>)]. 

Proof If rp is invertible in H 00 , then there exists 1/1 in H 00 such that rp1fr = 1. 
Hence I = T!/J Trp = Trp T!/J by Proposition 7.5. Conversely, if Trp is invertible, then 
rp is invertible in L00 (lr) by Proposition 7.6. If 1f! is 1/rp, then T!/JTrp = T!/Jrp =I 
by Proposition 7.5, and hence T!/J is a left inverse for Trp. Thus T!/J = Trp-l and 
therefore 1 = TrpT!/J1 = rpP(1fr). Multiplying both sides by 1/rp = 1/r, we obtain 
P ( 1/1) = 1fr implying that 1fr is in H 00 and completing the proof that rp is invertible 
in H 00 • The fact that a(Trp) = clos[(jJ([)>)] follows from Theorem 6.18. • 

This result yields especially nice answers for analytic rp to the questions of 
when Trp is invertible and what its spectrum is. It is answers along these lines that 
we seek to determine for more general symbols. We next investigate the Toeplitz 
operators with continuous symbol and find in this case that an additional ingredient 
of a different nature enters into the answer. Our results on these operators depend 
on an analysis of the C*-algebra :lt(C(lr)). 

We begin by showing the ~ is almost multiplicative if the symbol of one of the 
factors is continuous. 

7.22 Proposition. If rp is in C(lr) and 1fr is in L 00 (lr), then TrpTy, - Trp1/t and 
T!/JTrp- T!/Jrp are compact. 

Proof If 1/r is in L 00 (lr) and f is in H 2, then 

TvTx_J = TvPCx-d) = PMv(X-d- (f, OX-t) 

= P(1frX-tf)- (f, l)P(1frX-I) 

= T1/tx-J- (f, l)P(1f!X-t). 

and hence T!/J Tx_ 1 - Tvx-• is an at most rank one operator. 

Suppose T1/tTx-n - T1/tx-n has been shown to be compact for every 1/1 in L""(lr) 
and -N:::: n < 0. Then we have 

TvTx-N-l- T!/Jx-N-l = (TvTx-N- Tvx-N)Tx-• + (Tvx-NTx-•- T<!/Jx-N>x-•) 

and hence is compact. Since T!/JTx. = T1/tx. for n ~ Oby Proposition 7.5, it follows 
that Ty, Tp- T'l/tP is compact for every trigonometric polynomial p. The density of 
the trigonometric polynomials in C (lr)and the fact that~ is isometric complete the 
proof that T 1/J Trp - T 1/Jrp is compact for 1/1 in V'0 (lr) and rp in C (lr). Lastly, since 
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we see that this operator is also compact. • 
The basic facts about :t(CCir)) are contained in the following theorem due to 

Coburn. 

7.23 Theorem. The C*-algebra :t(C(lf)) contains Ef£(H2) as its commutator 
ideal and the sequence 

(0)--* Ef£(H2)--* :t(C(lf))--* C(lr)--* (0) 

is short exact; that is, the quotient algebra st(C(lf))/Ef£(H2) is *-isometrically 
isomorphic to C(lr). 

Proof It follows from the preceding proposition that the mapping I; of Corollary 
7.13 restricted to :t( C(T) )/Ef£(H2) is a* -isometric isomorphism onto C(T), and 
hence the result follows. • 

Combining this with the following proposition yields the spectrum of a Toeplitz 
operator with continuous symbol. 

7.24 Proposition. (Coburn) If lfJ is a function in L 00 ("l) not almost everywhere 
zero, then either ker Tcp = {0} or ker T; = {0}. 

Proof If f is in ker T,p and g is in ker T;, then ijJ j and lfJ g are in HJ. Thus rp f g 
and ijJ j g are in HJ by Lemma 6.16, and therefore lfJ! g is 0 by Corollary 6.7. If 
neither f nor g is the zero vector, then it follows from the F. and M. Riesz theorem 
that lfJ must vanish for almost all eit in T, which is a contradiction. • 

7.25 Corollary. If lfJ is a function in L 00 (1r) such that Tcp is a Fredholm operator, 
then Tcp is invertible if and only if j (Tcp) = 0. 

Proof Immediate from the proposition. • 
Thus the problem of determining when a Toeplitz operator is invertible has 

been replaced by that of determining when it is a Fredholm operator and what is 
its index. If lfJ is continuous, then this is readily done. The result is due to a number 
of authors including Krein, Widom, and Devinatz although the approach used here 
is due to Gohberg. 

7.26 Theorem. If lfJ is a continuous function on T, then the operator Tcp is a 
Fredholm operator if and only if lfJ does not vanish and in this case j (Tcp) is equal 
to minus the winding number of the curve traced out by rp with respect to the 
origin. 



166 Banach Algebra Techniques in Operator Theory 

Proof First, T"' is a Fredholm operator if and only if cp is invertible in C (If) by 
Theorem 7.23. To determine the index ofT"' we first observe that j(T"') = j(T1/f) 
if cp and 1ft determine homotopic curves in C\{0}. To see this, let ct> be a continuous 
map from [0, 1] x T to C\{0} such that ct>(O, ei1) = cp(ei1) and ct>(l, ei1) = 1{t(ei1) 

for e;1 in T. If we set ct>'-(ei1) = ¢().., e;1), then the mapping)..~ T<l>J.. is norm 
continuous and each T<l>J.. is a Fredholm operator. Since j(T<~>'-) is continuous and 
integer valued, we see that j (T"') = j (T"' ). 

If n is the winding number of the curve determined by cp, then cp is homotopic in 
C\ {0} to Xn. Since j (TxJ = -n, we have j (T"') = -nand the result is completely 
proved. • 

7.27 Corollary. If cp is a continuous function on T, then T"' is invertible if and 
only if q; does not vanish and the winding number of the curve determined by q; 
with respect to the origin is zero. 

Proof Combine the previous theorem and Corollary 7.25. 

7.28 Corollary. If q; is a continuous function on T, then 

u(T"') = ifft(cp) U {A E C: i1(cp, A) f= 0}, 

• 

where i1 (cp, A) is the winding number of the curve determined by cp with respect 
to A. 

In particular, the spectrum of T"' is seen to be connected since it is formed from 
the union of ifft( cp) and certain components of the complement. 

In this case the invertibility of the Toeplitz operator T"' depends on cp being 
invertible in the appropriate Banach algebra C (T) along with a topological criteria. 
In particular, the condition on the winding number amounts to requiring cp to lie in 
the connected component of the identity in C (T) or that cp represent the identity 
in the abstract index group for C(T). Although we shall extend the above to the 
larger algebra H 00 + C (T), these techniques are not adequate to treat the general 
case of a bounded measurable function. 

We begin again by identifying the commutator ideal in :t(H00 + C(T)) and 
the corresponding quotient algebra. 

7.29 Theorem. The commutator ideal in :t(H00 + C(T)) is Ef£(H2) and the 
mappping h = no~ from H00+C(T) to :t(H00 +C(T)) ;Ef£(H2 ) is an isometric 
isomorphism. 

Proof The algebra :t( H 00 + C(T)) contains Ef£(H2), since it contains :t( C(T)) 
and thus the mapping ~K is well defined and isometric by Corollary 7.13 and 
the comments in Section 7.15. If q; and 1ft are functions in H 00 and f and g are 
continuous, then 

T'P+!TI/I+c- T<<p+f)<l/l+c> = T"'+JT!/1- T<'P+!l!/1 + T'P+fTg- T<'P+flc 

= T"'+ f Tg - T<"'+ nc 
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by Proposition 7.5, and the latter operator is compact by Proposition 7.22. Thus 
the commutator ideal is contained in 5.!J£(H2) and hence is equal to it. Thus ~K is 
multiplicative, since 

Therefore, ~K is an isometric isomorphism, which completes the proof. • 

Note that '1:(H00 + C(lr)) is not a C*-algebra, and hence the fact that T'{J 
is a Fredholm operator and n(T'{J) has an inverse in E(H2)/Efl(H2) does not 
automatically imply that n(T'{J) has an inverse in '1:(H00 + C(li))/Efl(H2). To 
show this we must first prove an invertibility criteria due to Widom and based on 
a result of Helson and Szego from prediction theory. 

7.30 Theorem. If ({J is a unimodular in L 00 (1r), then the operator T'{J is left 
invertible if and only if dist(({J, H 00 ) < l. 

Proof If dist(({J, H 00 ) < 1, then there exists a function 1/1 in H 00 such that 
II({J-1/111 00 < l.Thisimpliesthatlll-qi1/llloo < 1 andhence III-T'{Jtiill < l. 
Thus T;T'{J = T.ji'{J is invertible in E(H2) by Proposition 2.5 and therefore T'{J is 
left invertible. 

Conversely, if T'{J is left invertible, then there exists 8 > 0 such that II T'{Jf II 2:: 8 II f II 
for fin H 2• Thus IIP(({Jf)ll 2:: 811/11 = 8II({Jfll, and hence 

II({Jfll 2 = 11(1- P)(({J/)11 2 + IIP(({Jf)il 2 2:: 11(1- P)(({Jf)ll 2 +811({)/11 2 . 

Therefore, we have II (I- P)(({Jf)ll ::; (1 - 15) II! II for f in H 2 , where 15 = 
1- (1- 8) 112 > 0. Iff is in H2 and g is in HJ, then 

12~ 121r (/Jfgdtl = I(({Jf, g)l = I(U- P)(({Jf), g) I :5 (1- 8) II! II llgll. 

If for h in HJ we choose f in H2 and g in HJ by Corollary 6.27, such that h = f g 
and llhll1 = 11/llz llgllz, then we obtain 

12~ 121r qJh dt I :5 (1 - 8) llh Ill . 

Thus, the linear functional defined by <f>(h) = (lj2n) J0
2" hqJdt for h in HJ has 

norm less than one. Therefore, it follows from Theorem 6.29 (note that we are 
using (HJ)* = L 00 (1f)/H 00 ), that there exists 1/1 in H 00 such that II({J -1/llloo < 1, 
which completes the proof. • 

7.31 Corollary. If ({J is a unimodular function in L 00 (f), then T'{J is invertible if 
and only if there exists an outer function 1/1 such that II ({J - 1/J II 00 < 1. 

Proof If 11(/J - 1/1 lloo < 1, then 11/1 I 2:: 8 > 0 for 8 = 1 - II({J -1/llloo and hence T!/1 
is invertible by Theorem 7.21 and Proposition 6.20. Since T;T'{J is invertible, we 
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see that T'P is invertible. Conversely, if T'P is invertible and Y, is a function in H 00 

such that llq>- 1/111 00 < 1, then r., is invertible since r;rrp is, and hence..; is an 
outer function. • 

As a result of this we obtain a very general spectral inclusion theorem. 

7.32 Theorem. If~ is a closed subalgebra of £(H2) containing ~(H00) and 
Trp is in~ for some cp in V:>oCD). then u(Trp) = u:r(Trp)· 

Proof Obviously u(T'P) is contained in O":t(Trp). To prove the reverse inclusion 
suppose Trp is invertible. Using Corollary 6.25, we can write q> = uY,, where u is 
a unimodular function and 1/1 is an outer function. Consequently, 1/1 is invertible in 
L00 (lf), and by Proposition 6.20 we obtain that Ti1 is in~- Thus T,. = TrpTi1 is 
in~; moreover, Tu and hence Tu is invertible in £(H2). Employing the preceding 
corollary there exists an outer function() such that 110 - ii lloo < 1. Since Tu T9 is in 
~and III- TuT9II = Ill- uOIIoo < 1, we see that (T,.T9)-1 is in ~by Proposition 
2.5. Since 

T'P-1 = r;tr,.-I = Til'J9(T,.T9)-I 

is in ~. the proof is complete. 

This leads to a necessary condition for an operator to be Fredholm. 

• 

7.33 Corollary. If~ is a closed subalgebra of L 00 (lr) containing H 00 + C(ll) 
and cp is a function in ~ for which T'P is a Fredholm operator, then cp is invertible 
in~-

Proof If Trp is a Fredholm operator having index n, then T Xn'P is invertible by 
Propositions 7.5 and 7.24, and the function XnCfJ is also in ~-Therefore, by the 
preceding result, 7k~ is in~(~). and hence using Theorem 7.11 we see that Xn({J 
is invertible in p[::s£(~)1 = ~- Thus cp is invertible in ~. which completes the 
proof. • 

The condition is also sufficient for H00 + C(lf). 

7.34 Corollary. If cp is a function in H 00 + C (II), then Trp is a Fredholm operator 
if and only if cp is invertible in H 00 + C(lf). 

Proof The result follows by combining the previous result and Theorem 7.29. • 

We need one more lemma to determine the spectrum of Trp for q> in H 00 + C (lf). 
Although this lemma is usually obtained as a corollary to the structure theory for 
inner functions, it is interesting to note that it also follows from our previous 
methods. 
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7.35 Lemma. If cp is an inner function, then H 2 8 cpH2 is finite dimensional if 
and only if cp is continuous. 

Proof If cp is continuous, then Trp is a Fredholrh operator by Theorem 7.26, and 
hence H 2 8 cpH2 = ker(T;) is finite dimensional. Conversely, if H 2 8 cpH 2 is 
finite dimensional, then Trp is a Fredholm operator and hence cp is invertible in 
H 00 + C(lr). We need to show that this implies that cp is continuous. 

By Theorem 6.45 there exists, 8 > 0 such that jcP(rei')l ~ s for 1 -8 < r < 1, 
and hence cP has at most finitely many zeros z1, zz, ... , Zn in [b counted according 
to multiplicity. Using Lemma 6.41 we obtain a function 1{r in H 00 such that 
1{r nf=l (XI - Zj) = cp. Thus ~ does not vanish on [b and is bounded away from 
zero on a neighborhood of the boundary. Therefore, 1{r is invertible in H 00 by 
Theorem 6.18. Moreover, since 

for eir in lf, 

we have 

Thus the function nf=l (XI - Zj)/(1 - ZjXd is a continuous inner function, and 

() = 1/r 0,/:1 (1 - ZjXI) has modulus one on lf. Since() is invertible in H 00 , it 
follows that 9 = o-1 is in H 00 and hence that() is constant. Thus 

nN (XI -z·) cp-() J 

. I -z·x1 
}=1 J 

and therefore is continuous. • 
7.36 Theorem. If cp is a function in H 00 + C(lr), then Trp is a Fredholm operator 
if and only if there exist 8, s > 0 such that lcP(rei1) I ~ s for 1 -8 < r < 1, where 
cP is the harmonic extension of cp to n::b. Moreover, in this case the index of Trp is 
the negative of the winding number with respect to the origin of the curve cP(rei1) 

for 1 - 8 < r < 1. 

Proof The first statement is obtained by combining Corollary 7.34 and Theorem 
6.45. 

If cp is invertible in H 00 + C(lf) and e, 8 > 0 are chosen such that 

lcP(rei') I ~ e 

for 1 - 8 < r < 1, then choose 1{r in H 00 and a negative integer N such that 
llcp - XNVr lloo < e j3. If we set 'P.1. = A.cp + (1 - A.)XNVr for 0 ::: A. ::: 1, then each 
'P.1. is in H 00 + C(lf) and llcp- 'P.1.IIoo < ej3. Therefore, lcP.1.(rei')l ~ 2ej3 for 
1 - 8 < r < 1, and hence each 'P.1. is invertible in H00 + C (lf) by Theorem 6.45. 
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Hence each Trp, is a Fredholm operator and the winding number of the curve 
iJ/.. (rei') is independent of A. and r for 0 ~ A ~ 1 and 1 - 8 < r < 1. Thus it 
is sufficient to show that the index of !f? = T_xNv is equal to the negative of the 
winding number of the curve curve (XN1/f)(re 11 ). 

Since Tv = Tx-N TxN>/t we see that Tv is a Fredholm operator. If we write 
1/f = 1/f0 1/f;, where 1/Jo is an outer function and 1/Ji is an inner function, then T>/to 
is invertible and hence T>/ti is a Fredholm operator. Thus o/i is continuous by the 
previous lemma which implies XN 1/Ji is in c en and we conclude by Theorem 7.26 
that 

Since there exists by Lemma 6.44 a 81 > 0 such that o > 81 > 0 and 

ixrl(rei')- XN1/Ji(rei1)o/o(reit)j < ~ 

it follows that 

for 1 - 81 < r < 1, 

i,((;;iJ,)(rei')) = ir(CXrlJ)(rei')) + i,(f:,(rei1)) for 1 - 81 < r < 1. 

Using the fact that f:, does not vanish on [) and Theorem 6.46, we obtain the 
desired result. • 

We conclude our results for Trp with ({J in H 00 + C (U") by showing that the 
essential spectrum is connected. Although we shall show this for arbitrary (/), a 
direct proof would seem to be of interest. 

7.37 Corollary. If(/) is a function in H 00 + C(l), then the essential spectrum of 
Trp is connected. 

Proof From Corollary 7.34 it follows that A is in the essential spectrum of Trp for 
({J in H 00 + C(T) if and only if ({J- A is not invertible in H'x> + C(T). Hence, by 
Theorem 6.45 we have that A is in the essential spectrum of Trp if and only if A is in 

clos {iJ(rei 1) : I > r > I - 8} for each 1 > 8 > 0. 

Since each of these sets is connected, the result follows. • 
We now take up the proof of the connectedness of the essential spectrum for an 

arbitrary function in L00 (T). The proof is considerably harder in this case and we 
begin with the following lemma. 

7.38 Lemma. If cp is an invertible function in L00 (lr), then Trp is a Fredholm 
operator if and only if T11rp is and moreover, in this case, j (Trp) = - j (Tt1rp). 

Proof If we set cp = u 1/f by Corollary 6.25, where 1/f is an outer function and u is 
unimodular, then T11rp = T;;T1N = T1j,r;r1N by Proposition 7.5. Since TtN is 
invertible by Theorem 7.21, the result follows. • 
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The proof of connectedness is based on the analysis of the solutions !> .. and 8>.. 
of the equations T,_>..J>.. = 1 and Ttf(<p->..)8>.. = 1. Since we want to consider ).. 
for which these operators are not invertible, the precise definition of [>.. and 8>.. is 
slightly more complicated. 

7.39 Definition. If ((J is a function in L 00 (f), then the essential resolvent Pe ( T,) 
for T, is the open set of those ).. in C for which T,_ .. is a Fredholm operator. If).. 
is in Pe(Trp) and j (T,_>..) = n, then 

[>.. = Tx~~<p->..) 1 and 8>.. = r;::_~f(<p->..) 1. 

The basic result concerning the f>.. and 8>.. is contained in the following. It is the 
first instance in which the spectral variable ).. intervenes. Here, the function [>.. is 
shown to be the solution of a first-order differential equation in)... Although [>.. is 
a Banach-space-valued analytic function, it is sufficient for our purposes to view 
it as a family of complex-valued analytic functions parametrized by z. 

7.40 Proposition. If ((J is a function in L 00 (lr) and).. is in Pe(T,), then [>..8>.. = 1 
and 

d A A { 1 } d).. f>..(Z) = f>..(Z) · p ((J _).. (z) for z in 10. 

Proof There exist functions U>.. and V>.. in HJ such that Xn ( ((J - ).. ) [>.. = 1 + ii >.. and 
X-n8>../(((J- )..) = 1 + V)... Multiplying these two identities, we obtain 

[>..8>.. = 1 + (U>.. + V).. + U)..V)..), 

where />..8>.. is in H 1 and U>.. + V>.. + U>.. V>.. is in HJ and thus [>..8>.. = 1. We also have 
/ .. (z)g>..(Z) = 1 by Lemma 6.16. 

Sincethefunctions)..---+ Xn(((J-}..)and)..---+ X-n/(((J-)..)areanalyticL00 -valued 
functions, it follows from Corollary 7.8 that f>.. and 8>.. are analytic H2-valued 
functions. Differentiating the identity Xn(({J- )..)/>.. = 1 + ii>.. with respect to).. 

yields -xnf>.. + Xn(((J- )..)[{ = ii~ and hence/>..= (({J- )..)!{- X-nii~. where u~ 
lies in HJ. Multiplying both sides of this equation by 8>../ (((J - )..), we obtain 

1 1 ' '( ) --, = --, />..8>.. = 1>..8>..- (X-nii>..) XnO + V>..) 
({J-A ({J-A 

= !{8 .. - u~ (1 + v .. ). 

Since !{8>.. is in H 1 and ii~(l + V>..) is in H~, we have P{l/(((J- /..)} =!{g ... 
Finally, again using the identity proved in the first paragraph, we reach the equation 
f{ = f>..P{l/(((J- )..)} and observing that evaluation at z in [j) commutes with 
differentiation with respect to ).. we obtain the desired results. • 

It is possible to solve this latter equation to relate the [>.. which lie in the same 
component of Pe(T,). 
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7.41 Corollary. If cp is a function in L00 (lf) and).. and )..0 are endpoints of a 
rectifiable curve r lying in Pe(T"'), then 

f>-(Z) = f>-o(z) exp { l P { cp ~ JL }<z)dJL} 
and 

for z in[]). 

Proof For each fixed z in[]) we are solving the ordinary first order linear differential 
equation dx(>..)jd>.. = F(>..)x(>..), where F(>..) is an analytic function in>... Hence 
the result follows for f>- and the corresponding result for g'- is obtained by using 
the identity f>-(Z)g>-(Z) = 1. • 

We now show that no curve lying in Pe(T"') can disconnect ffi.(cp). 

7.42 Proposition. If cp is a function in L 00 (lf) and C is a rectifiable simple closed 
curve lying in Pe(T"'), then ffi.(cp) lies either entirely inside or entirely outside of 
c. 

Proof Consider the analytic function defined by 

F(z) = - 1-. { P {-1-}(z) dJL 
27l"l lc cp - JL 

for each z in[]). 

If )..0 is a fixed point on C, then it follows from the preceding corollary that 

for z in[]). 

Therefore, exp{2n iF (z)} = 1 whenever f~o (z) =f. 0, and hence for all z in []), 
since f>-o is analytic. Thus the function F(z) is integer-valued and hence equal to 
some constant N. 

Now for each e;1 in "l, the integral 

equals the winding number of the curve C with respect to the point cp(eu). Thus 
the function defined by 

ljr(e11 ) = - dJL . 1 1 1 
2ni c cp(eit)- JL 

is real valued. Since 

Pljr=P{-1 . f_I_dJL}=-1. { P{-1-}dJL=F 
2nz Jc cp- JL 2rrz Jc cp- JL 
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is constant, we see that 1/1 is constant a.e., and hence the winding number of C 
with respect to rtR( cp) is constant. Hence rtR( cp) lies either entirely inside or entirely 
outside of C. • 

The remainder of the proof consists in showing that we can analytically continue 
solutions to any component of C\pe(T~) which does not contain rtit(cp). Before 
doing this we need to relate the inverse of Tx.<~-)..) to the functions f). and g).. 

7.43 Lemma. If cp is a function in L 00 (lf), A. is in Pe(Trp), k is in H 00 , and 
h).= f)..Pfx-ng)..k/(cp- A.)}, then h). is in H 2 and Tx.<~-J..)h).. = k. 

Proof Ifweseth).. = Tx~~rp-)..)k, then thereexistsl in H6 such thatxn(cp-A.)h).. = 

k + l. Multiplying by X-ng)../(cp- A.)= 1 + lh, where V).. is in H6, we obtain 

1 -
g)..h).. = --x-ng)..k + 1(1 + lh) 

cp-A. 

and hence g)..hJ.. = Pfx-ng)..k/(cp- A.)}, since 1(1 + v~..) is in HJ. We now obtain 
the desired result upon multiplying both sides by f). and again using the identity 
f)..g).. = 1. • 

We need one more lemma before proving the connectedness result. 

7.44 Lemma. If Q is a simply connected open subset of C, C is a rectifiable 
simple closed curve lying in Q, and h(z) is a complex function on Q x [Jl such 
that F). (Z0 ) is analytic on Q for Zo in 10, F)..0 (z) is analytic on [j) for A.0 in Q, F1..o 
is in H2 for A.0 in C and sup IIF)..o 112 < oo, A.0 €C, then F). is in H 2 for A. in the 
interior of C and II F.dl2 ::S supl..o€C IIF)..o 112· 

Proof An analytic function 1/1 on [j) is in H 2 if and only if 
00 

L 11/l(n)(0)12/(n!)2 
n=O 

is finite, since f = L~ot<n>(O)(n!)- 1 xn is in H 2 and j = 'tf!; moreover 

llfll2 = (L~o 11/l(nl(O)I2/(n!)-2) 112 . 

If ao, a1, ... , aN are arbitrary complex numbers, then 

N p(k)(O) 1 12,.. . N 1 L -"--ak =- F)..(re' 1 ) L -eiktak dt 
k=O k! 2rr o k=O rk 

is an analytic function of A. for 0 < r < 1. Moreover, since 
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it follows that 

( 2) 1/2 N F(k)(O) 

L ITI :S sup IIFA..IIz, 
k=O · :1.0 EC 

and hence the result follows. • 
7.45 Theorem. If rp is a function in L 00 (lr), then the essential spectrum ofT"' is 
a connected subset of C. 

Proof It is sufficient to prove that if C is a rectifiable simple closed curve lying 
in Pe(T"') with <llt(rp) lying outside, then Trp-J.. is a Fredholm operator for A. in the 
interior of C. Let Q be a simply connected open set which contains C and the 
interior of C and no point of the essential spectrum ae(T"') exterior to C lies in Q. 

We want to show that ae(T"') and Q are disjoint. 

Fix A0 in C. For each A in w let r be a rectifiable simple arc lying in Q with 
endpoints A0 and A and define 

FJ. (z) = fJ.o (z) exp I i P { rp ~ JL} (z) dJL} 

and 

for z in[]). Since P{1/(rp- JL)}(z)is analytic on the simple connected region Q, 

it follows that FJ.(Z) and G:~.(z) are well defined. Moreover, since F:~.(z) = !ACz) 
for A in some neighborhood of C by Corollary 7.41, it follows from the preceding 
lemma that F:~. is in H2 for all A in Q. Similarly, G). is in H 2 for each A in Q. 

If we consider the function o/(A) = Tx.(tp-J..)FJ..- 1, then o/(A) lies in H 2 for A in 
Q. Moreover, for z in[]) the complex-valued function o/(A)(z) is analytic in A on 
Q and vanishes on a neighborhood of C. Thus 

for A in Q, and in a similar manner we see that Tx-.<'1'-J..)-1 G). = 1 for A in Q. If k 
is a function in H 00 , then 

defines a function satisfying the hypotheses of the preceding lemma. Thus, H:~. is 
in H 2 and Tx.<<p-J..)HJ.. = k for A in Q. Moreover, we have 

IIH:~.IIz s sup IIH:~.oll2 =sup IIT;;;~"'-Ao)llllkllz. 
A0 EC AoEC 
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Therefore, if k is in H 2 and {kj}_i=1 is a sequence of functions in H 00 such that 

limhoo Ilk- ki112 = 0, then the corresponding functions {Hf}_i=1 for a fixed A 
in Q form a Cauchy sequence and hence converge to a function H). such that 
Tx.<rp-'A)H). = k. Thus we see that Tx.(rp-'A) is onto for A in n. Since the same 
argument applied to I on Q yields that Tx-.~-"f.> is onto for A and n, we see 
that Tx.<rp->..) is invertible, and hence that Trp -A is a Fredholm operator, which 
completes the proof. • 

7.46 Corollary. (Widom) If cp is a function in L00 (ll), then a(Trp) is a connected 
subset of C. 

Proof By virtue ofProposition 7.24, the spectrum of Trp is formed from the union of 
the essential spectrum plus the A for which Trp - A is a Fredholm operator having 
index different from zero. Since Trp - A is a Fredholm operator for A in each 
component of the complement of the essential spectrum and the index is constant, 
it follows that the spectrum is obtained by taking the union of a compact connected 
set and some of the components in the complement-and hence is connected. • 

Despite the elegance of the preceding proof of connectedness, we view it as 
not completely satisfactory for two reasons: First, the proof gives us no hint as to 
why the result is true. Second, the proof seems to depend on showing that the set 
of some kind of singularities for a function of two complex variables is connected, 
and it would be desirable to state it in these terms. 

We conclude this chapter with a result of a completely different nature but of a 
kind which we believe will be important in the further study of Toeplitz operators. 
It involves a notion of "localization" and suggests that in order to understand 
certain phenomena concerning Toeplitz operators it is necessary to consider other 
representations of the C* -algebra ?! ( L 00 (lr)). 

We begin with a result concerning C* -algebras having a nontrivial center. The 
center of an algebra is the commutative subalgebra consisting of those elements 
which commute with all the other elements in the algebra. In the proof we make use 
of the fact that an abstract C* -algebras has a* -isometric isomorphic representation 
as an algebra of operators on some Hilbert space. Also we need to know that every 
*-isomorphism of C(X) can be extended to the Borel functions on X. Although 
we have not proved these results in the text, outlines of the proofs were given in 
the Exercises in Chapter 4 and 5. 

7.47 Theorem. If st is a C* -algebra, ~ is a C* -algebra contained in the center 
of st having maximal ideal space M~Jt, and for x in M'Jl, ~x is the closed ideal in 
st generated by the maximal ideal {AEW: A(x) = 0} in W, then 

n stx = {0}. 
x,;M\1[ 

In particular, if <l>x is the *-homomorphism from st onto 5tf~x. then LuM\1l $<1>x 

is a *-isomorphism of st into Lx"M'i1l E!15t/~x· Moreover, Tis invertible in st if 

and only if <l>x(T) is invertible in 5tf~x for x in M\1l. 
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Proof By Proposition 4.67 it is sufficient to show that supuM'}( II <l>x{T) II = II Til 
forT inS:. Fix TinS: and suppose that II Til- supXEM'}( ll<l>x(T)II = e > 0. For Xo 

in M'}( let Oxo denote the collection of products SA, where Sis in :t and A is in %1: 

such that A vanishes on a neighborhood of x0 • Then Oxo is an ideal in :t contained 
in :txo• and since the closure of Oxo contains 

we see that S:xo = clos[Ox0 ]. Thus there existS inS: and A in %1: such that A 
vanishes on an open set Uxo containing X 0 and II <l> xo (T) II + c /3 > II T + SA 11. 

Choose a finite subcover {Ux;}~ 1 of M'll and the corresponding operators {Sd~1 
inS: and {A;}~ 1 in %1: such that 

c c 
IITII- 2 ~ ll<l>x,(T)II + 2 ~ liT+ S;A;I\ 

and A; vanishes on Ux;· 

Let <I> be a *-isomorphism ofS: into 2(~) for some Hilbert space 'Je and let 1{10 be 
the corresponding *-isomorphism of C(Mm) into 2(~) defined by 1{10 = <l> o r-1, 

where f' is the Gelfand isomorphism of %1: onto C ( Mw). Since <l> (%£) is contained in 
thecommutantof <l>(S:), it follows that 1/lo(CCMw)) is contained in the commutant 
of <l> (:t), and hence there exists a* -homomorphism 1{1 from the algebra of bounded 
Borel functions on M~1 into the commutant of <l>(:t) which extends 1{10 • 

Let {L\;}~ 1 be a partition of Mw by Borel sets such that L\; is contained in Ux, for 
i = 1, 2, ... , N. then 

and hence 

c 
II<P(T)1{!(h,)ll ::=:: II<I>(T + S;A;)IIII1/I(h.,)ll ::=::liT\\- 2 for each 1 ::=:: i ::=:: N. 

Since the {1/l(h,)W=I are a family of commuting projections which reduce <l>(T) 

and such that 2:~ 1 1/l(h,) = I'M, it follows that 

ll<l>(T)II = sup \\<l>(T)1{!(h,)\\ 
l:::;i:ON 

and hence \\<l>(T) II ::=; II T II - c/2. Since <l> is an isometry, this is a contradiction. 

If T is invertible in :t, then clearly <l>x (T) is invertible in :tJ£5x for x in Mw. Hence 
suppose <l>x(T) is invertible in S::!£5x for each x in Mw. For x0 in Mw there exists S 
in :t by Theorem 4.28 such that <l>x0 (ST- I) = 0. Repeating the argument of the 
first paragraph, we obtain a neighborhood Oxo on which \\<l>x(ST - 1)11 < 4 
for x in Oxo· From Proposition 2.5 we obtain that <l>x(ST) is invertible and 
II <l>x (ST)-1 \1 < 2 for x in Oxo. Since <l>x{T) is invertible, <l>x(ST)-1<l>x (S) is its 
inverse, and hence ll<l>x(T)- 1 11 is bounded for x in Oxo· A standard compactness 
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argument shows that supx!M~ ll<l>x(T)-1 11 < oo. Therefore Lx!M\ll EB<l>x(T) is 

invertible in LuM~ EB~!~x. and hence Tis invertible in~ by Theorem 4.28. • 

7.48 The context in which we want to apply this result is the following. Although 
the center of the C* -algebra ~ ( L 00 (lf)) is equal to the scalars, the quotient algebra 
~(L00{lf)}/2[(H2) has a nontrivial center which contains ~(CClf))/E[(H2) = 
C(lr) by Proposition 7.22. Thus we can "localize"thealgebra~(L00 (lf) )/Elr(H2) 

to the points of lr. 
For A. in~ let~ .. be the closed ideal in ~(L00 (lf)) generated by 

{T"' : g~EC(lr), g~(A.) = 0}, 

and let~-- be the quotient algebra~( L 00 (lf)) /~-.. and <I>-. be the natural *-homo­
morphism from ~(L00 (lr)) to~ ... 

7.49 Theorem. The C*-algebras ~ .. are all *-isomorphic. If <I> is the *-homo­
morphism defined by <I>= L-.!TEB<l>-. from ~(L00 (lr)) to L-.!TEB~-.. then the 
sequence 

(0) ~ Elr(H2 ) ~ ~(L00 (lf)) ~I: EB~-. 
A!T 

is exact at ~(L 00(lr) ). 

Proof Since ~(L 00 (lr)) is an irreducible algebra in E(H2), every nonzero closed 
ideal contains Elr(H2) by Theorem 5.39. Thus Elr(H2) is contained in the kernel 
of <I> and hence <I> induces a *-homomorphism <l>c from the quotient algebra 
~(L00 (lr)}/Elr(H2) into L:-.!T EB~-.. Since 

~(C(li))/Elr(H2) 

is contained in the center of~{L00(T) )/Elr(H2), the preceding theorem applies, 
and we conclude that <l>c is a* -isomorphism. Rotation by A. on lr obviously induces 
an automorphism on ~(L00 (lf)) taking ~1 onto~ ... and hence there exists a 
*-isomorphism from ~1 onto~... • 

The usefulness of this result lies in the fact that it reduces all questions concern­
ing operators in ~(L00 (lf)) modulo the compacts to questions concerning the~ ... 
Unfortunately, we do not know very much about the algebras~ ... The following 
proposition shows that the operators in~ .. depend only on local properties of the 
defining functions. 

Recall that M00 \[])is fibered by the circle such that 

F-. = {mE Moo : X1 (m) =A.} 

and that the Silov boundary of H 00 can be identified with the maximal ideal space 
MLoo of L00 (lr). Let us denote the intersection F-. n MLoo by a F-.. 
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7.50 Proposition. If {'Pij}f,j=l are functions in L 00 (T) with Gelfand transforms 

iJij on MLoo and)... is in T, then <t>.._( 1:~1 nf=1 T!Pij) depends only on the functions 

{iJijlaF.._lfj=l· 

Proof It is sufficienttoshowthat <t>.._(TIP) = Oforrp in L00 (T) such thatiJIBF.._ = 0. 
By continuity and compactness, it follows that for e > 0 there exists an open arc 
U of T containing )... such that II rp I u II 00 < e. If 1/J is a continuous function on T 
which equals 1 on the complement of U and vanishes at )..., then 

where 

since 

IrwO -1/1) = o and 

since Ty, is in~~.. Therefore, we have II<I>;.(Trp)ll < e fore > 0 and hence 
<1>-.(TIP) = 0. • 

As corollaries, we obtain the following results proved originally by "localizing" 
in H 00 + C(T). 

7.51 Corollary. If rp is a function in L 00 (T), then T"' is a Fredholm operator if 
and only if for each). in lr there exists 1/1 in L00(T) such that Ty, is a Fredholm 

operator and iJ =~on a F-.. 

Proof From Theorem 7.49 and the definition, it follows that T"' is a Fredholm 
operator if and only if <t>.._(T"') is invertible for each ). in T. If for). in T there 

exists 1/J in L 00 (1[) such that Ty, is a Fredholm operator and iJ = ~ on a F-., then 
<1>-.(Ty,) is invertible in~ ... and equal to <1>-.(T"') by the previous proposition. Thus 
the result follows from Theorem 7.47. • 

7.52 Corollary. If rp and 1/J are functions in L00 (T) such that for each)... in T 
either iJ- 01IBF-. = 0 for some 01 in ""IT" or~- 021BF;. = 0 for some 02 in H 00 , 

then T"' T y, - T"'"' is compact. 

Proof Since T"'T"'- T"'"' is compact if and only if <1>-.(T"')<t>-.(Ty,) = <1>-.(T"'y,) for 
each). in 1r by Theorem 7.49, the result is seen to follow from Proposition 7.5. • 

Notes 
In an early paper [109] Toeplitz investigated finite matrices which are constant on 

diagonals and their relation to the corresponding one- and two-sided infinite matrices. The 
fundamental theorem in this line of study was proved by Szego (see [54]), and most of the 
early work concerned this type of question. In [116] Wintner determined the spectrum of 
analytic Toeplitz matrices, and he and Hartman set the tone for much of the work in this 
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chapter in two papers [59] and [60] some twenty years later. The first systematic study of 
Toeplitz operators emphasizing the mapping rp - T"' was made by Brown and Halmos in 
[11]. What might be called the algebra approach to these problems was first made explicit 
in [29] and [30] and was based on the earlier papers [17] and [18] of Coburn.1 

A vast literature exists for Wiener-Hopf operators beginning with the fundamental paper 
of Wiener and Hopf [ 115]. Most of the early work concerns the study of explicit operators 
or operators with smooth kernels, and a good exposition of that development along with 
a bibliography can be found in Krein [72]. The studies of Toeplitz operators and Wiener­
Hopf operators had parallel developments until Rosenblum observed [94] using Laguerre 
polynomials that the two classes of operators were unitarily equivalent. Subsequently, 
Devinatz showed in [25] that the canonical conformal mapping of the unit disk onto the upper 
half-plane establishes the unitary equivalence between a Toeplitz operator and the Fournier 
transform of a Wiener-Hopf operator. Thus a given result can be stated in the context of 
either Toeplitz operators or of Wiener-Hopf operators. 

The spectral inclusion theorem is due to Hartman and Wintner [60], although the 
proof given here of Proposition 7.6 first occurs in [110]. Corollaries 7.8 and 7.19 as well 
as the remarks following 7.9 are due to Brown and Halmos [11]. The existence of the 
homomorphism in Theorem 7.11 as well as its role in these questions is established in [31]. 
In [1 03] Stampfli observed that a proof of Coburn in [17] actually yields Proposition 7 .22. 
The analysis of the C*-algebra ~(C(lf)) was made by Coburn in [17] and [18] while its 
applicability to the invertibility problem for Toeplitz operators with continuous symbol was 
observed in [29].1 Proposition 7.24 was proved by Coburn in [16]. The content of Corollary 
7.27 is the culmination of several authors! including Krein [72], Calderon, Spitzer, and 
Widom [13], Widom [110], and Devinatz [24]. The proof given here first appears1 in [29] 
and independently in [3], where Atiyah used the matrix analog in a proof of the periodicity 
theorem. A related proof was given by Gohberg and Fel'dman [45]. The study ofToeplitz 
operators with symbol in H 00 +C(lf) was made in [30] with complements in [77] and [103]. 

The invertibility criteria stated in Theorem 7.30 and its corollary were given indepen­
dently by Widom [Ill] and Devinatz [24] and are based on a study in prediction theory 
by Helson and Szego [64]. The spectral inclusion theorem given in Theorem 7.32 is based 
on an extension by Lee and Sarason [77] of a result of the author [31 ]. The question of 
the connectedness of the spectrum of a Toeplitz operator was posed by Halmos in [57] and 
answered by Widom in [113] and [114]. The proof of Theorem 7.45 is a slight adaptation 
of that in [114] to cover the essential spectrum and avoiding certain measure theoretic 
considerations as well as the use of the harmonic conjugate. The possibility of the essential 
spectrum being connected was suggested to the author by Abrahamse. 

Theorem 7.47 is closely related to various central decompositions in C*-algebra2 (see 
[96]) but its application to Toeplitz operators is new, and these results were suggested by 
the earlier Corollaries 7.51 and 7.52. The first corollary is due to Simonenko [102] and 
independently to Douglas and Sarason [35] and extends a result of Douglas and Widom 
[38]. The second corollary is due to Sarason [98]. 

Several further developments and additional topics should be mentioned. The invert­
ibility problem for symbols in the algebra of piecewise continuous functions has been 
considered by Widom [110], Devinatz [24], and from the algebra viewpoint by Gohberg 
and Krupnik [50]. The invertibility problem has also been considered for certain algebras of 
functions which appear more natural in the context of the line. The algebra of almost periodic 

1 Actually this approach is due to Gohberg [On an application of the theory of normed rings to singular 
integral equations, Uspekhi Mat. Nauk 7, 149--156 (1952)] and [On the number of solutions of a 
homogeneous singular integral equation with continuous coefficients, Dokl. A!«Jd. Nauk SSSR 122, 
327-330 (1968)]. 
2Earlier results in which this idea occurred in the context of Banach algebras are due to I. Kaplansky. 
[The structure of certain operator algebras, Trans. Amer. Math. Soc., 70, 219-255 (1951 )], G.R. Allan 
[Ideals of vector-valued functions, Proc. London Math. Soc. (3) 18, 193-216 (1968)] and J. Dans-R.H. 
Hoffman [Representation of rings by sections, Memoirs Amer. Math. Soc., 93 Providence, R.I., 1968]. 
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functions was considered independently by Coburn and Douglas [19] and by Gohberg 
and Fel'dman [46], [47]. Actually, the latter authors considered the Fourier transforms of 
measures having no continuous singular part. The problem for the Fourier transform of an 
arbitrary measure has been considered by Douglas and Taylor [37] using a deep result [108] 
of the latter on the cohomology of the maximal ideal space of the convolution algebra of 
measures. Lastly, Lee and Sarason [77] and Douglas and Sarason [36] have considered the 
invertibility problem for certain functions of the form rplf for inner functions rp and 1{1. 

Generalizations of the notion ofToeplitz operator have been considered by many authors: 
Douglas and Pearcy studied the role of the F. and M. Riesz theorem in [33]; Devinatz studied 
Toeplitz operators on the H 2-space of a Dirichlet algebra [24]; Devinatz and Shinbrot [26] 
studied the invertibility of compressions of operators to subspaces; and Abrahamse studied 
Toeplitz operators defined on the H 2-space of a finitely connected region in the plane [1]. 
A different kind of generalization is obtained by considering Wiener-Hopf operators. A 
subsemigroup of an abelian group is prescribed, and convolution operators compressed to 
the corresponding L 2 space of functions supported on it are studied. Certain basic results 
for rather arbitrary semigroups are obtained by Coburn and Douglas in [20]. Earlier work 
involving half-spaces is due to Goldenstein and Gohberg [52] and [53]. The case of the 
quarter plane is of particular importance and coincides with Toeplitz operators defined on 
H 2 of the bidisk. Results on this have been obtained by Simonenko [101], Osher [84], 
Malysev [78], Strang [106], and Douglas and Howe [32]. In particular, the latter authors 
obtain necessary and sufficient conditions for such a Toeplitz operator to be a Fredholm 
operator. They show, moreover, that while such an operator must have index zero, it need 
not be invertible. 

In many of the preceding contexts, various topological invariants of the symbol enter 
into the determination of when the corresponding operator is invertible, and usually these 
invariants must be zero. In the case of a continuous sumbol on the circle, a nonzero invariant 
corresponds to the operator being a Fredholm operator having a nonzero index. A start at 
establishing similar results for the other classes of operators has been made by Coburn, 
Douglas, Schaeffer, and Singer in [21] where a generalized notion of Fredholm operator 
due to Breuer [8], [9] is utilized. It is expected that questions of this kind will prove important 
in future developments. 

Although attention in this book has been confined to the scalar case, the matrix case is 
perhaps of even greater importance. The function rp is allowed to have n x n matrices as 
values and to operate on a en -valued H 2-space. Many of the techniques of this chapter can 
be carried over to this case using the device of the tensor product. More specifically, if~ 
is an algebra of scalar functions, ~n is equal to ~ ® Mn. where Mn is the C*-algebra 
of operators on the n-dimensional Hilbert space en. and more importantly, ~(~n) is 
isometrically isomorphic to ~(~) ® Mn. In particular, applying this to one of the exact 
sequences considered in the chapter one obtains the exact sequence 

(0)-+ 2CE(H2 ) ® Mn -+ ~( C(ll")) ® Mn-+ C(lf) ® Mn -+ (0). 

(The fact that the "scalar" sequence has a continuous cross section is also used.) Since 
2CE(H2 ) ® Mn is equal to 2CE(H2 ®C), one obtains that a matrix Toeplitz operator with 
continuous symbol is a Fredholm operator if and only if the determinant function does not 
vanish on the circle. Moreover, the index can be shown to equal minus the winding number 
of the determinant. (This latter argument uses the fact that every cotninuous mapping from 
lf into the invertible n x n matrices is homotopic to a mapping from lf to the invertible 
diagonal matrices.) 

This latter result is due to Gohberg and Krein[ 49]. A generalization to certain operator­
valued analogs can be found in [31 ]. Additional results on the matrix and operator-valued 
case are in [87] and [88]. 

Lastly, although this book does not comment on it, the study ofToeplitz and Wiener-Hopf 
operators is important in various areas of physics and probability (see [54], [69], [83]) and 
in examining the convergence of certain differences schemes for solving partial differential 
equations (see [83]). 
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Exercises 

7.1 If ~ and ~ are C* -algebras and p is an isometric *-linear map from ~ into ~. then 
a(T) c a(p(T)) forT in 2L (Hint: If Tis not left invertible in~. then there exists 
{Sn}~1 in~ such that IJSniJ = 1 and limn->oo IJSnTII = 0.) If, in addition,~ is 
commutative, then a(p(T)) c h[a(T)] forT in 2!. 

7.2 If rp is a non constant real function in L 00 (If), then Trp has no eigenvalues. 

7.3 An operator Tin S3(H2) is a Toeplitz operator if and only if 

r;,rrx, = T. 

7.4 If rp is a nonzero function in L 00 (T), then M rp and Trp have no eigenvalues in common. 

7.5 If rp is a real function, then Trp is invertible if and only if the function 1 is in its range. 

7.6 If rp is in L00 (T), then W(Trp) = h[ffi(rp)]. 

7.7 If rp1 , fP2, and 1P3 are functions in L00 (T) such that Trp, T'P2 - T'Pl is compact, then 

({JIIP2 = IP3· 

Definition If {anJ:.O is a bounded sequence of complex numbers, then the associated 
Hankel matrix {a;j}W=O is defined by a;j = ai+j fori, j in£:+. 

7.8 (Nehari) If {an }~0 is a bounded sequence, then the Hankel operator H defined by the 
associated Hankel matrix is bounded if and only if there exists a function rp in L 00 (T) 
such that 

l f2Jr . . 
Un = 27r Jo rp(e11 )Xn(e11 ) dt. 

Moreover, the norm of H is equal to the infimum of the norm 1JrpiJ 00 for all such 
functions rp.* (Hint: Consider the linear functional L defined on H 2 by L(f) = 
(Hg, h), where f = gh, and show that Lis continuous if His bounded.) 

7.9 (Hartman) If {anJ:.O is a bounded sequence, then the associated Hankel operator is 
compact if and only if there exists a continuous function rp on T such that 

1 [2Jr . . + 
an= 2rr lo rp(e' 1)Xn(e11 ) dt for n in IR .* 

(Hint: Use Exercise 1.33 to show that a certain linear functional Lis w*-continuous 
if and only if H is compact and apply the analog of Exercise 6.36.) 

7.10 An operator H in S3(H2) is a Hankel operator if and only if r;, H = HTx,· 

7.11 If rp is in L00 (T), then rr(Trp) is unitary in 5t(L00 (lf))/S3~(H2 ) if and only if rp is in 
QC and unimodular.* (Hint: Show that the Hankel operator Hrp is compact if and only 
if rr(T;) is an isometry in 5t(L00 (T))/S3~(H2 ).) 

7.12 Ifrp is in L00 (T), thenrr(Trp) is in thecenterof5t(L00 (T))/S3~(H2 ) if and only ifrp 
is in QC. Are there any other operators in the center?**3 

3fn [Local Toeplitz Operators, Proc. London Math. Soc. (3) 36, 243-272 (1978)] I completed the proof 
that QC is the center of :it(L""(n))/2~(H2). 
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7.13 Show that Tx Trp- Txrp iscompactforevery x in L""(f) ifandonlyifcp is in H""+C(lr). 
(Hint: Tx Ttl> - Txt/> should be rewritten in terms of Hankel operators.) 

7.14 If cp is in H00 + C(f), then cp is invertible in L 00 {1r) if and only if Trp has closed range. 

7.15 If cp is in H 00 + C(f) and).. is in a(Trp)\ffi(cp), then either).. is an eigenvalue for Trp 
or I is an eigenvalue for r;. 

7.16 (Widom-Devinatz) If rp is an invertible function in L""(f), then Trp is invertible if and 
only if there exists an outer function g such that 

I arggcpi < rr/2- 8 

for 8 > 0. 

7.17 Show that there exists a natural homomorphism y of Aut[~(C(f))] onto the group 
Hom+ (f) of orientation preserving homeomorphisms ofT. (Hint: If cp is in Hom+ (T), 
then there exists Kin 53f£:(H2) such that Trp + K is a unilateral shift.) 

7.18 Show that the connected component Auto[~( C (T))] of the identity in Aut[~( C (T))] 
is contained in the kernel of y. Is it equal?**4 

7.19 If cp is a unimodular function in QC and K is appropriately chosen in 53f£:(H2), 

then a(T) = (Tcp + K)*T(Tcp + K) defines an automorphism on ~(C(T)) in the 
kernel of y. Show that the automorphisms of this form do not exhaust ker y. * Is a in 
Auto[~(C(T))]?**5 

7.20 If V is a pure isometry on '1/e and En is the projection onto V"'/Je, then U, = 
I::o ei"'(En -En+d is a unitary operatoron'/Jeforeir in T. Ifweset/I,(T) = U,*TU, 
for T in the C*-algebra C£:v generated by V, then the mapping !(ei') = p, is a 
homomorphism from the circle group into Aut[f£:v] such that F(ei') = p,(T) is 
continuous for T in C£:v. Is it norm continuous? Moreover, for V = Tx1, the unitary 
operator U, coincides with that induced by rotation by eit on H 2• 

7.21 Identify the fixed points 3'v for the Pr as a maximal abelian subalgebra of C£:v. (Hint: 
Consider the case of V = Tx1 , acting on l 2 (il+).) 

7.22 Show that the mapping p defined by 

p(T) = __!__ {2Jr: p,(T) dt 
2rr Jo for Tin C£:v 

is a contractive positive map from C£:v onto 3'v which satisfies p(T F) - p(T)F for 
T in C£:v and F in 3'v. 

7.23 If V1 and Vz are pure isometries on '/Jf.1 and '1/e2, respectively, such that there exists a 
*-homomorphism <f> from f£:v1 to f£:v2 with <f>(VJ) = Vz, then <f> is an isomorphism. 
(Hint: Show that p o <f> = <f> o p and that <f>l3'v1 is an isomorphism.) 

7.24 If A and Bare operators on '1/f, and 'X, respectively, and <f> is a *-homomorphism from 
C£:A to C£:8 with <f>(A) = B, then there exists* -isomorphism 1{1 from C£:AE9B to C£: A such 
that I{I(A E9 B)= A. 

4 Although there has been no progress on this problem, some related results have been obtained by 
P.S. Muhly and J. Xia [Automorphisius of tbe Toeplite Algebra, Proc. Amer. Math. Soc. 116, no. 4, 
1067-76 (1992)]. 
5See footnote 4. 
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7.25 If V is a pure isometry on 'tie and W is a unitary operator on X, then there exists a 
*-isomorphism 1}1 from ~vew onto ~v such that I}I(V ffi W) = V. 

7.26 (Coburn) If V1 and V2 are nonunitary isometries on 'tie1 and 'tie2, respectively, then 
there exists a *-isomorphism 1}1 from ~v1 onto ~v2 such that I}I(Vt) = V2. 

Definition A c• -algebra 21: is said to be an extension of E~ by C(l), if there exists a 
*-isomorphism <t> from E~('tie) into 21: and a *-homomorphism 1}1 from 21: onto C (l) such 
that the sequence 

(0)--+ E~('tie) ~ 21: ~ C(l)--+ (0) 

is exact. Two extensions 21: 1 and 21:2 will be said to be equivalent if there exists a *­
isomorphism 8 from 21: 1 onto 21:2 and an automorphism a in Aut[E~('tie)] such that the 
diagram 

commutes.6 

7.27 If N is a positive integer and '1:-N is the C*-algebra generated by TxN and E~(H2), 
then '1:-N is an extension of E~ by C(lf) with I}I(TxN) =XI· Moreover, '1:-N and '1:-M 
are isomorphic C*-algebras if and only if N = M. (Hint: Consider index in '1:-N.) 

7.28 Let K 2 = L2(f) e H 2 , Q be the orthogonal projection onto K 2, and define 
S"' = QM"'IK2 • If N is a negative integer and !E;N is the C*-algebra generated 
by SxN and E~(K2), then IE;N is an extension of E~ by C(l) with I}I(SxN) =XI· 
Moreover, the extensions '1:-M and 15 N are all inequivalent despite the fact that the 
algebras '1:-N and IE;N are isomorphic. 

7.29 Let E be a closed perfect subset ofT and 11- be a probability measure on T such that the 
closed support of 11- is T and the closed support of the restriction 11-E of 11- toE is also 
E. If2l:E is the C*-algebra generated by Mx1 on L2 (/l) and E~(L2 (/l£)), then 21:£ is 
an extension of E~ by C(T) with I}I(Mx1) = x1• Moreover, two of these extensions 
are equivalent if and only if the set E is the same. 

7.30 If E is a closed subset ofT, then E = Eo U (eit• : n ~ l), where Eo is a closed 
perfect subset ofT. Let 11- be a probability measure on l such that the closed support 

6In subsequent work it became apparent that the notion of equivalence for extensions most closely 
connected with operator theory requires a to be the identity map. This study revealed fundamental 
connections between operator algebras and algebraic topology and began the subject now known as 
noncomrnutative topology and geometry. The basic results first appeared in joint work with L.G. Brown 
and P.Q. Fillmore [Extensions of C* -algebras and K -homology, Ann. Math. (2) 105, 265-324 (1977)]. 
An overview of the subject can be found in [C*-algebra Extensions and K-homology, Ann. Math. 
Studies 97, Princeton ( 1980) ]. Connections with operator theory and the subject of this book are most 
apparent when X is a subset of the plane. The extent to which the topic has grown can be seen in a 
recent exposition by A. Connes [Noncommutative Geometry, Academic Press, San Diego (1994)]. 
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of J-L is T and the closed support of the restriction J-LE. of J-L to Eo is also E0 • If ~E 
is the C*-algebra generated by W = Mx 1 E9 Ln>I EBM.,;,. on L2(J-L) E9 Ln>I Eal2(l) 
and 2~(L2 (J-LE.) E9 Ln>l E9l2(l)), then ~E is-an extension of 2~ by C(T) with 
\II(W) = x1 Moreover, two of these extensions are equivalent if and only if the sets 
E are the same. 

7.31 Every extension ~ of 2~ by C(T) is equivalent to exactly one extension of the 
form :tN. rsN. or ~E-* (Hint: Assume~ is contained in~(~ and decompose the 
representation of 2~ on ?Je. Use Exercises 5.18-5.19.) 

7.32 If Tis an operator on 'Jf. such that o'e(T) = T and T*T - TT* is compact, then the 
C* -algebra generated by Tis an extension of 2~ by C(T) with \II(T) = XI· Which 
one is it? 

7.33 If B2 is the closure of the polynomials in L2 ([])) with planar Lebesgue measure and 
P8 is the projection of L2([])) onto B 2, then the C*-algebragenerated by the operators 
{R'I' : cp tE C([]))}, where R'l' = P8 M'I'IB2 , is an extension of C(T) by 2~ with 
\II(Rx.> =XI· Which one is it?* 

7.34 If~ is an extension of 2~ by C (T), determine the range of the mapping from Aut(~) 
to Aut(C(T)).* 

7.35 If).. is in T and cp is in L00 (T), then rp(8F>.) c cr(<I>>.(T"')) c h(cp(8F>.)), where cp is 
the harmonic extension of cp to the Silov boundary of H 00 • 

7.36 (Widom) If cp is in PC, cp# is the curve obtained from the range of cp by filling in the 
line segments joining cp(ei'-) to cp(ei'+) for each discontinuity, then Trp is a Fredholm 
operator if and only if cp# does not contain the origin. Moreover, in this case the index 
of T'l' is minus the winding number of cp#.* (Hint: Use Corollary 7.51 to show that T'l' 
is a Fredholm operator in this case and that the index is minus the winding number of 
cp#. If cp# passes through the origin, then small perturbations of cp produce Fredholm 
operators of different indexes.) 

7.37 (Gohberg-Krupnik) The quotient algebra :t(PC)/2~(H2) is a commutative C*­
algebra. Show that its maximal ideal space can be identified as a cylinder with an 
exotic topology.* 

7.38 If X is an operator on H2 such that r; XT"' - X is compact for each inner function 
cp, then is X = r., + K for some 1/1 in L 00 and compact operator K?**7 

7.39 If for each zinC, cpz is a function in L00 (T) such that cpz(e;') is an entire function in 
z having at most N zeros for each e;' in T, then the set of z for which T'l', fails to be 
invertible is a closed subset of C having at most N components.* (Repeat the whole 
proof of Theorem 7.45.) 

1 Although this problem remains open, K. Davidson has shown [On Operators Commuting with Toeplitz 
Operators Modulo the Compact Operators, J. Functional Analysis 24, 291-302 (1977)] that if the 
commutator [T<p, X] is compact for each <pin H"" + C, then X = Ty, + K for some 1/1 in H"" + C 
and K in 'X. 
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