
ELLIPTIC FUNCTIONS 
SERGE LANG 
Yale University 
New Haven, Connecticut 

1973 

ADDISON-WESLEY PUBLISHING COMPANY, INC. 

ADVANCED BOOK PROGRAM 

Reading, Massachusetts 

London . Amsterdam . Don Mills, Ontario . Sydney . Tokyo 



American Mathematical Society (MOS) Subject Classification Scheme (1970): 
14K22, 33A25, 1OD05, IOD25 

Library of Congress Cataloging in Publication Data 

Lang, Serge, 1927-
Elliptic functions. 

Bibliography: p. 
I. Functions, Elliptic. I. Title. 

QA343.L35 
!SBN 0-201....()4162-6 

515'.983 

Copyright ©1973 by Addison-Wesley Publishing Company, Inc. 
Philippines copyright 1973 by Addison-Wesley Publishing Company, Inc. 
Published simultaneously in Canada. 

72-1767 

All rights reserved. No part of this publication may be reproduced, stored in a 
retrieval system, or transmitted, in any form or by any means, electronic, mechanical, 
photocopying; recording, or otherwise without the prior written permission of the 
publisher, Addison-Wesley, Inc., Advanced Book Program, Reading, Massachusetts, 
01867, U.S.A. 

Printed in the United States of America 

ISBN (H01·04162·6 



Contents 

PART ONE GENERAL THEORY 

Chapter 1 Elliptic Functions 

1 Liouville Theorems 5 
2 The Weierstrass Function 7 
3 The Addition Theorem ''") 1 ... 

4 Isomorphism Classes of Elliptic Curves 14 
5 Endomorphisms and Automorphisms . ]9 

Chapter 2 Homomorphisms 

1 Points of Finite Order ?~ 
.. .J 

2 Isogenies 25 
3 The Involution 28 

Chapter 3 The Modular Function 

1 The Modular Group. 29 
2 Automorphic Functions of Degree 2k . 32 
3 The Modular Functionj. 39 

Chapter 4 Fourier Expansions 

1 Expansion for Gb g2. g3. Ll and j 43 
2 Expansion for the Weierstrass Function 45 
3 Bernoulli Numbers 48 

v 



vi CONTENTS 

Chapter 5 The Modular Equation 

I Integral Matrices with Positive Determinant 
2 The Modular Equation . 
3 Relations with Isogenies . 

Chapter 6 Higher Levels 

1 Congruence Subgroups 
2 The Field of Modular Functions Over C 
3 The Field of Modular Functions Over Q . 
4 Subfields of the Modular Function Field . 

Chapter 7 Automorphisms of the Modular Function Field 

51 
54 
58 

61 
62 
65 
72 

I Rational Adeles of GL2 • 75 
2 Operation of the Rational Adeles on the Modular Function 

Field . 77 
3 The Shimura Exact Sequence . 83 

PART TWO COMPLEX MULTIPLICATION 
ELLIPTIC CURVES WITH SINGULAR INVARIANTS 

Chapter 8 Results from Algebraic Number Theory 

1 Lattices in Quadratic Fields 89 
2 Completions 98 
3 The Decomposition Group and Frobenius Automorphism. 101 
4 Summary of Class Field Theory 107 

Chapter 9 Reduction of Elliptic Curves 

Non-degenerate Reduction, General Case III 
2 Reduction of Endomorphisms . 112 
3 Coverings of Level N 113 
4 Reduction of Differential Forms 117 

Chapter 10 Complex Multiplication 

I Generation of Class Fields, Deuring's Approach 123 
2 Idelic Formulation for Arbitrary Lattices. 129 
3 Generation of Class Fields by Singular Values of Modular 

Functions. 132 
4 The Frobenius Endomorphism. 136 

Appendix A Relation of Kronecker 143 



CONTENTS vii 

Chapter 11 Shimura's Reciprocity Law 

1 Relation Between Generic and Special Extensions 149 
2 Application to Quotients of Modular Forms. 153 

Chapter 12 The Function A(az)jA(z) 

1 Behavior Under the Artin Automorphism 161 
2 Prime Factorization of its Values 163 
3 Analytic Proof for the Congruence Relation of j . 168 

Chapter 13 The (-adic and p-adic Representations of Deuring 

I The (-adic Spaces 172 
2 Representations in Characteristic p 174 
3 Representations and Isogenies . 178 
4 Reduction of the Ring of Endomorphisms 181 
5 The Deilring Lifting Theorem 184 

Chapter 14 Ihara's Theory 

1 Deuring Representatives i87 
2 The Generic Situation 190 
3 Special Situations. 191 

PART THREE ELLIPTIC CURVES WITH NON-INTEGRAL 
INVARIANT 

Chapter 15 The Tate Parametrization 

1 Elliptic Curves with Non-integral Invariants 197 
2 Elliptic Curves Over a Complete Local Ring. 202 

Chapter 16 The Isogeny Theorems 

I The Galois p-adic Representations. 205 
2 Results of Kummer Theory. 208 
3 The Local Isogeny Theorems 211 
4 Supersingular Reduction 213 
5 The Global Isogeny Theorems 216 

Chapter 17 Division Points over Number Fields 

1 A Theorem of Shafarevic 221 
2 The Irreducibility Theorem . ??---) 



viii CONTENTS 

3 The Horizontal Galois Grou? 
4 The Vertical Galois Group 
5 End of the Proof 

PART FOUR THETA FUNCTIONS AND KRONECKER LIMIT 
FORMULA 

Chapter 18 Product Expansions 

. 226 
. 229 

. 231 

The Sigma and Zeta Function 239 
Appendix The Skew Symmetric Pairing 243 

2 A Normalization and the q-product for the (1 Function. 246 
3 q-expansions Again 248 
4 q-product for A 249 
5 The Eta Function of Dedekind . 252 
6 Modular Functions of Level 2 . 254 

Chapter 19 The Fundamental Theta Function 

Basic Properties 
2 The Siegel Functions 
3 Special Values of the Siegel Functions 

Chapter 20 The Kronecker Limit Formulas 

1 The Poisson Summation Formula 
2 Examples . 
3 The Function K,(x) 
4 The Kronecker First Limit Formula 
5 The Kronecker Second Limit Formula 

Chapter 21 The First Limit Formula and L-series 

I Relation with L-series 
2 The Frobenius Determinant. 
3 Application to the L-series . 

Chapter 22 The Second Limit Formula and L-series 

1 . Gauss Sums 
2 An Expression for the L-series . 

259 
261 
264 

267 
268 
270 
273 
276 

279 
284 
286 

287 
289 



CONTENTS 

Appendix 1 By J. TATE 

Algebraic Formulas in Arbitrary Characteristic 

1 Generalized Weierstrass Form. 
2 Canonical Forms 

Appendix 2 The Trace of Frobenius and the Differential of the First Kind 

1 The Trace of Frobenius . 
2 Duality 
3 The Tate Trace . 
4 The Cartier Operator 
5 The Hasse Invariant. 

Bibliography 

Index . 

IX. 

299 
301 

307 
308 
309 
311 
316 

321 





Preface 

Elliptic functions parametrize elliptic curves, and the intermingling of the 
analytic and algebraic-arithmetic theory has been at the center of mathematics 
since the early part of the nineteenth century. 

Some new techniques and outlooks have recently appeared on these old 
subjects, continuing in the tradition of Kronecker, Weber, Fricke, Hasse, 
Deuring. Shimura's book Introduction to the arithmetic theory of automorphic 
functions is a splendid modern reference, which I found very helpful myself to 
learn some aspects of elliptic curves. It emphasizes the direction of the Hasse­
Weil zeta function, Hecke operators, and the generalizations due to him to the 
higher dimensional case (abelian varieties, curves of higher genus coming from 
an arithmetic group operating on the upper half plane, bounded symmetric 
domains with a discrete arithmetic group whose quotient is algebraic.) I refer 
the interested reader to his book and the bibliography therein. 

I have placed a somewhat different emphasis in the present exposition. First, 
I assume less of the reader, and start the theory of elliptic functions from 
scratch. I do not discuss Hecke operators, but include several topics not covered 
by Shimura, notably the Deuring theory of [-adic and p-adic representations; 
the application to Ihara's work; a discussion of elliptic curves with non-integral 
invariant, and the Tate parametrization, with the applications to Serre's work 
on the Galois group of the division points over number fields, and to the isogeny 
theorem; and finally the Kronecker limit formula and the discussion of values 
of special modular functions constructed as quotients of theta functions, which 
are better than values of the Weierstrass function because they are units when 
properly normalized, and behave in a specially good way with respect to tht! 
action of the Galois group. 

Thus the present book has a very different flavor from Shimura's. It was 
unavoidable that there should be some non-empty overlapping, and I have 
chosen to redo the complex multiplication theory, following Deuring's algebraic 
method, and reproducing some ofShimura's contributions in this line (with some 

xi 



xii PREFACE 

simplifications, e.g. to his reciprocity law at fixed points, and with another proof 
for the theorem concerning the automorphisms of the modular function field). 

I do not emphasize elliptic curves in characteristic p, except as they arise by 
reduction from characteristic O. Thus I have omitted most of the theory proper 
to characteristic p, especially the finer theory of supersingular invariants. The 
reader should be warned, however, ·that this theory is important for the deeper 
analysis of the arithmetic theory of elliptic curves. The two appendices should 
help the reader get into the literature. 

I thank Shimura for his patience in explaining to me some facts about his 
research; Eli Donkar for his notes of a course which provided the basis for the 
present book; Swinnerton-Dyer and Walter Hill for their careful reading of the 
manuscript. 

New HaJ'en, Connecticut SERGE LANG 



ELLIPTIC FUNCTIONS 





Part One 

General Theory 





In this part we study elliptic curves, which can be defined by the Weierstras;; 
equation y2 = 4x3 g2X g3' We shall see that their complex points form 
a commutative group, which is complex analytically isomorphic to a complex 
torus elL, where L is a lattice in C. We study these curves in general, especially 
those which are "generic". We consider their homomorphisms, isomorphisms, 
and their points of finite order in general. We also relate such curves with 
modular functions, and show how to parametrize isomorphism classes of curves 
by points in the upper half plane modulo SL2(Z). We constantly interrelate the 
transcendental parametrizations with the algebraic properties involved. Our 
policy is to tell the reader what is true in arbitrary characteristic (due to Hasse), 
and give the short proofs mostly only in characteristic 0, using the transcendental 
parametrization. 





1 Elliptic Functions 

§1. THE LIOUVILLE THEOREMS 

By a lattice in the complex plane C we shall mean a subgroup which is free 
of dimension 2 over Z, and which generates C over the reals. If W j , W2 is a basis 
of a lattice Lover Z, then we also write L [WI' w2l. Such a lattice looks like 
this: 

Fig.t-} 

Unless otherwise specified, we also assume that Im(m1/m2 ) > 0, Le. that mdw2 
lies in the upper half plane ~ = {x + iy, y > O}. An elliptic function f (with 
respect to L) is a meromorphic function on C which is L-periodic, i.e. 

fez + w) = fez) 

for all Z E C and W E L. Note thatfis periodic if and only if 

f(z + Wj) = fez) = fez + (2)' 

An elliptic function which is entire (Le. without poles) must be constant, 
because it can be viewed as a continuous function on CfL, which is compact 
(homeomorphic to a torus), whence the function is bounded, and therefore 
constant. 

5 



6 ELLIPTIC FUNCTIONS [1, §1] 

If L = [Wi> W2] as above, and a E C, we call the set consisting of all points 

a + t l O)I + t20)2, 0 ;;;:; Ii;;;:; 1 

a fundamental parallelogram for the lattice (with respect to the given basis). 
We could also take the values 0 ;;;:; ti < 1 to define a fundamental parallelogram, 
the advantage then being that in this case we get unique representatives for 
elements of C/L in C. 

Theorem 1. Let P be a fundamental parallelogram for L, and assume that 
the elliptic function f has no poles on its boundary oP. Then the sum of the 
residues ofl in P is O. 

Proof We have 

2rd L Res 1 = f I(z) dz = 0, 
iJP 

this last equality being valid because of the periodicity, so the integrals on 
opposite sides cancel each other. 

'Fig. 1-2 

An elliptic function can be viewed as a merom orphic function on the torus 
C/L, and the above theorem can be interpreted as saying that the sum of the 
residues on the torus is equal to O. Hence: 

Corollary. An elliptic function has at least two poles (counting multiplicities) 
on the torus. 

Theorem 2. Let P be a fundamental parallelogram, and assume that the 
elliptic functionf has no zero or pole on its boundary. Let {aJ be the singular 
points (zeros and poles) off inside P, and let f have order mi at ai' Then 

1 mj == O. 
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Proof Observe that f elliptic implies that/' and/'ffare elliptic. We then 
obtain 

0= f 1'/f(z) dz = 2n..}~ L Residues = 2nR L mi> 
iJP 

thus proving our assertion. 

Again, we can formulate Theorem 2 by saying that the sum of the orders of 
the singular points off on the torus is equal to O. 

Theorem 3. Hypotheses being as in Theorem 2, we have 

L miai = 0 (mod L). 

Proof This time, we take the integral 

because 

1'(z) 
reso, z fez) = miai' 

On the other hand we compute the integral over the boundary of the parellelo­
gram by taking it for two opposite sides at a time. One pair of such integrals 
is equal to 

z-- dz - z-- dz. f
a+w, 1'(z) fa+w'+W2 f'(z) 

a fez) a+W2 fez) 

We change variables in the second integral, letting u = Z - W 2. Both integrals 
are then taken from fJ. to fJ. + Wi> and after a cancellation, we get the value 

fa+w,1'(U) -
-W2 a feu) du = 2n..} -1 kw2 , 

for some integer k. The integral over the opposite pair of sides is done in the 
same way, and our theorem is proved. 

§2. THE WEIERSTRASS FUNCTION 

We now prove the existence of elliptic functions by writing some analytic 
expression, namely the Weierstrass function 

1 [1 1J f.J(z) = 2 + L ( )2 - 2 ' 
Z WEL' Z - (J) (J) 



8 ELLlPTIC FUNCTIONS [1, §2] 

where the sum is taken over the set of all non-zero periods, denoted by L'. 
We have to show that this series converges uniformly on compact sets not 
including the lattice points. For bounded z, staying away from the lattice points, 
the expression in the brackets has the order of magnitude of I/lwl 3

• Hence iL 
suffices to prove: 

1 
Lemma. If A > 2, then L 1-')' converges. 

weL' wI 

Proof The partial sum for Iwl ~ N can be decomposed into a sum for w 
in the annulus at n, i.e. n 1 ~ Iwl ~ n, and then a sum for 1 ~ n ~ N. 
In each annulus the number of lattice points has the order of magnitude n. 
Hence 

1 '" n '" 1 
~ L ~ L ---r::t 
lIlt 

which converges for ). > 2. 

The series expression for f,O shows that it is meromorphic, with a double 
pole at each lattice point, and no other pole. It is also clear that p is even, i.e. 

p(z) = ~o( -z) 

(summing over the lattice points is the same as summing over their negatives). 
We get p' by differentiating term by term, 

f,J'(z) = -2 L 1 
(VEL (z -

the sum being taken for all w E L. Note that So' is clearly periodic, and is odd, i.e. 

bO'( z) = - f,o'(z). 

From its periodicity, we conclude that there is a constant C such that 

p(z + WI) = p(z) + C. 

Let z = -wd2 (not a pole of tJ). We get 

and since p is even, it follows that C = O. Hence p is itself periodic, something 
which we could not see immediately from its series expansion. 

It is clear that the set of all elliptic functions (with respect to a given lattice 
L) forms a field, whose constant field is the complex numbers. 

Theorem 4. The field of elliptic functions (with respect to L) is generated 
by fO and {.J'. 
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Proof Iff is elliptic, we can write f as a sum of an even and an odd elliptic 
function as usual, namely 

Iffis odd, then the productjt.J' is even, so it will suffice to prove that C(p) is 
the field of even elliptic functions, i.e. iffis even, thenfis a rational function of p. 

Suppose that f is even and has a zero of order m at some point u. Then clearly 
f also has a zero of the same order at - u because 

j<k)(U) (_l)k j<k)( - u). 

Similarly for poles. 
If u =: - u (mod L), then the above assertion holds in the strong sense, 
namely f has a zero (or pole) of even order at u. 

Proof First note that u =: - u (mod L) is equivalent to 

2u 0 (mod L). 

On the torus, there are exactly four points with this property, represented by 

o COl CO2 COl + CO 2 

, 2' 2 2 

in a period parallelogram. Iffis even, then/' is odd, i.e. 

/,(u) -/'( -u). 

Since u =: -u (mod L) and/, is periodic, it follows that/'(u) = 0, so thatfhas 
a zero of order at least 2 at u. If u ¢ 0 (mod L), then the above argument shows 
that the function 

g(z) = p(z) - p(u) 

has a zero of order at least 2 (hence exactly 2 by Theorem 2 and the fact thatp 
has only one pole of order 2 on the torus). Thenf /g is even, elliptic, holomorphic 
at u. If f(u)jg(u) #- 0 then ordJ = 2. If f(u)jg(u) = 0 thenflg again has a zero 
of order at least 2 at u and we can repeat the argument. If u == 0 (mod L) We 
use 9 1/&0 and argue similarly, thus proving thatfhas a zero of even order 
at u. 

N ow let u i (i = 1, ... , r) be a family of points containing one representadve 
from each class (u, - u) (mod L) wherefhas a zero or pole, other than the class 
of L itself. Let 

Our previous 

rni = ord"l f 
mi = t orduif 

remarks show that 

if 2u i ¢ 0 (mod L), 

if 2u, == 0 (mod L). 

for a E C, a ¢ 0 (mod L), the function 



10 ELLIPTIC FUNCTIONS [1, §2] 

p(z) - pea) has a zero of order 2 at a if and only if 2a == 0 (mod L), and has 
distinct zeros of order 1 at a and a otherwise. Hence for all z ¢ 0 (mod L) 
the function 

r 

IT [p(z) p(Ui)]m l 

i= 1 

has the same order at z as/. This is also true at the origin because of Theorem 2 
applied to f and the above product. The quotient of the above product by f is 
then an elliptic function without zero or pole, hence a constant, thereby proving 
Theorem 4. 

Next, we obtain the power series development of p and AO' at the origin, 
from which we shall get the algebraic relation holding between these two func~ 
. !ions. We do this by brute force. 

p(z) = +:Z: 2 1 + - + - +. . . - 2 1 [ 1 ( Z (z)2 )2 1 ] 
weL' OJ OJ OJ OJ 

= "2 + :z: :z: (m + 1):- 2 
1 <XI (~)m 1 

z OOGL'm=l OJ OJ 

1 <XI 

="2 + :z: cmzm 

Z m=l 

where 

:z: m+1 
00"'0 

Note that Cm = 0 if m is odd. 
Using the notation 

1 
s = ~-

m f..J m 
(0"'0 OJ 

we get the expansion 

p(z) 
1 co 

+ :z: (2n + 1)s2n-t-2(L)z2n, 
n=l 

from which we write down the first few terms explicitly: 

p(z) 

and differe~tiating term by term, 
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p'(Z) 

Theorem 5. Let 92 92(L) = 60s4 and 93 = 93(L) = 140s6 _ Then 

pt2 = 4 p 3 - 92P - 93-

Proof We expand out the function 

q>(Z) p'(Z)2 - 4p(Z)3 + 92P(Z) + 93 

11 

at the origin, paying attention only to the polar term and the constant term. 
This is easily done, and one sees that there is enough cancellation so that these 
terms are 0, in other words, q>(z) is an elliptic function without poles, and with 
a zero at the origin. Hence q> is identically zero, thereby proving our theorem. 

The preceding theorem shows that the points (p(z), p'(z» lie on the curve 
defined by the equation 

.y2 4x3 92X - 93. 

The cubic polynomial on the right-hand side has a discriminant given by 

Ll 9j - 279~· 

We shall see in a moment that this discriminant does not vanish. 
Let 

i = 1,2,3, 

h(z) = p(z) - ei 

has a zero at wJ2, which is of even order so that p'(wJ2) = 0 for i 1,2,3, 
by previous remarks. Comparing zeros and poles, we conclude that 

p'2(Z) = 4(p(z) el)(p(z) - e2)(p(z) - e3). 

Thus el> e2, e3 are the roots of 4x3 - 92X - 93. Furthermore, p takes on the 
value ei with multiplicity 2 and has only one pole of order 2 mod L, so that 
ei -# eJ for i -# j. This means that the three roots of the cubic polynomial are 
distinct, and therefore 

Ll = 9~ 27 9~ -# o. 



12 ELLIPTIC FUNCTIONS [1, §3] 

§3. THE ADDITION THEOREM 

Given complex numbers gz, g3 such that gj 27g~:I- 0, one can ask 
whether there exists a lattice for which these are the invariants associated to the 
lattice as in the preceding section. The answer is yes. and we shall prove this in 
chapter 3. For the moment, we consider the case when g2, g3 are given as in the 
preceding section, i.e. g2 = 60s4 and g3 = 140s6· 

We have seen that the map 

Zf--'), (I, S;J(z), t;J'(z» 
parametrizes points on the cubic curve A defined by the equation 

y2 = 4X 3 gzx - g3' 
This is an affine equation, and we put in the coordinate 1 to indicate that we 
also view the points as embedded in projective space. Then the mapping is 
actually defined on the torus C/L, and the lattice points, i.e. 0 on the torus, are 
precisely the points going to infinity on the curve. Let Ac denote the complex 
points on the curve. We in fact get a bijection 

C/L - {O} -.. Ac - {OJ}. 

This is easily seen: For any complex number (1., 8J(Z) a has at most two zeros, 
and at least one zero, so that already under p we cover each complex number a. 
It is then verified at once that using p' separates the points of C/L lying above IX, 

thus giving us the bijection. If you know the terminology of algebraic geometry, 
then you know that the curve defined by the above equation is non-singular, 
and that our mapping is actually a complex analytic isomorphism between 
C/L and Ac. 

Furthermore, C/L has a natural group structure, and we now want to see 
what it looks like when transported to A. We shall see that it is algebraic. In 
other words, if 

and 
P3 == PI + Pz , 

then we shall express X3, Y3 as rational functions of (XI' YI) and (Xl' Yz). We 
shall see that P3 is obtained by taking the line through PI! Pz, intersecting it 
with the curve, and reflecting the point of intersection through the x-axis, as 
shown on Fig. 3. 

Select UI, U2 E C and ¢ L, and assume UI =1= Uz (mod L). Let a, b be complex 
numbers such that 

so'(U I ) = aSJ(uI) + b 

p'(uz) = af;J(u2) + b, 

inotherwordsy = ax + bisthelinethrough(S;J(uI), p'(uI»and(f~(uz), !O'(u2». 
Then 

p'(Z) - (ap(z) + b) 
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has a pole of order 3 at 0, whence it has three zeros, counting multiplicities, 
and two of these are at U j and U2' If, say, U1 had multiplicity 2, then by Theorem 
3 we would have 

2u j + U2 == ° (mod L). 

PJ.L:::::::;:;'-+-71 

Fig. 1·3 

If we fix Ul, this can hold for only one value of U2' Let us assume that we do 
not deal with this value. Then both U j , U2 have mUltiplicity 1, and the third 
zero lies at 

U3 == -CUI + u2)(modL) 

again by Theorem 3. So we also get 

P'(U3) = af~(u3) + b. 
The equation 

4x3 
- 9zX - 93 - (ax + b)Z ° 

has three roots, counting mUltiplicities. They are p(u j), i~(uz), P(U3), and the 
left-hand side factors as 

4(x - p(uj»(x - p(uz»(x - P(U3»' 

Comparing the coefficient of X2 yields 
aZ 

p(u 1) + p(u2 ) + p(u3 ) = "4' 

But from our original equations for a and b, we have 

a(p(u1 ) p(uz» = l~'(uJ - p'(uz). 
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Therefore from 

we get 
,---------------------------------------------, 

or in algebraic terms, 

X3 = XI - X2 + _4
1 (YI - Y2)2. 

Xl - X2 

Fixing U j , the above formula is true for all but a finite number ofu2 ¢ Uj (mod L). 
whence for all U2 ¢ Ul (mod L) by analytic continuation. 

For U1 == U2 (mod L) we take the limit as UI -+ U2 and get 

1('O"(U))2 
p(2u) = -2~o(u) + 4. so/(u) . 

These give us the desired algebraic addition formulas. Note that the formulas 
involve only g2, gs as coefficients in the rational functions. 

This is as far as we shall push the study of the s.J-function in general, except 
for a Fourier expansion formula in Chapter 4. For further information, the 
reader is referred to Fricke [82]. For instance one ca.n get formulas for p(nz), 
one can get a continued fraction expansion (done by Frobenius), etc. Classics 
like Fricke still contain much information which has not yet reappeared in more 
modern books, nor been made much use of, although history shows that every­
thing that has been discovered along those lines ultimately returns to the center 
of the stage at some point. 

§4. ISOMORPHISM CLASSES OF ELLIPTIC CURVES 

Theorem 6. Let M be two lattices in C and let 

).: elL -+ elM 
be a complex analytic homomorphism. Then there exists a complex number CI. 

such that the following diagram is commutative. 

e ---'I- e 

1 1 
CfL ---'I- elM 

l 
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The fop map is multiplication by tl, and the vertical maps are the canonical 
homomorphisms. 

Proof Locally near 0, ), can be expressed by a power series, 

i.(z) = ao + a1z + a2z2 + ... , 
and since a complex number near 0 represents uniquely its class mod L, it 
follows from the formula 

).(z + zt) == }.(z) + }.(z') (mod M) 

that the congruence can actually be replaced by an equality. Hence we must have 

}.(z) = a1z, 

for z near O. But Z/11 for arbitrary z and large n is near 0, and from this one 
concludes that for any z we must have 

}.(z) == a1z (mod M). 
This proves our theorem. 

We see that }. is represented by a multiplication tl, and that 

tlL eM. 

Conversely, given a. complex number tl and lattices M such that tlL c M, 
multiplication by tl induces a complex analytic homomorphism ofCIL into CIM. 

Two complex toruses CfL and Cf M are isomorphic if and only if there 
exists a complex number tl such thattlL = M. We shall say that two lattices 
L, M are linearly equivalent if this condition is satisfied. In the next chapter, 
we shall find an analytic invariant for equivalence classes of lattices. 

By an elliptic cune, or abelian curve A, one means a complete non-singuiar 
curve of genus I, and a special point 0 taken as origin. The Riemann-Roch 
theorem defines a group law on the group of divisor classes of A. Actually, if 
P, P' are points on A, then there exists a unique point r such that 

(P) + (P') ~ (P") + (0), 

where ~ means linear equivalence, i.e. the left-hand side minus the right-hand 
side is the divisor of a rational function on the curve. The group law on A is 
then:? + P' P". In characteristic #- 2 or 3, using the Riemann-Roch theorem, 
one finds that the curve can be defined by a Weierstrass equation 

y2 = 4x3 
- 91X - 93' 

with 92' 93 in the ground field over which the curve is defined. Conversely, any 
homogeneous non-singular cubic equation has genus 1 and defines an abelian 
curve in the projective plane, once the origin has been selected. These facts 
depend on elementary considerations of curves. A curve defined by equations in 
projective space is said to be defined over a field k if the coefficients of these 
equations lie in k. For the Weierstrass equation, this means 92' 93 E k. 
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For our purposes, if the reader is willing to exclude certain special cases, it 
will always suffice to visualize an elliptic curve as a curve defined by the above 
equation, with the addition law given by the rational formulas obtained from the 
addition theorem of the p function. The origin is then the point at infinity. 
If A is defined over k, we denote by Ak the set of points (x, y) on the curve with 
x, y E k, together with infinity, and call it the group of k-rational points on the 
curve. It is a group because the addition is rational, with coefficients in k. 

If A, B are elliptic curves, one calls a homomorphism of A into B a group 
homomorphism whose graph is algebraic in the product space. If ).: A -+ B is 
such a homomorphism, and the curves are defined over the complex numbers, 
then ). induces a complex analytic homomorphism also denoted by A, 

).: Ac -+ Bc, 

viewing the groups of complex points on A and B as complex analytic groups. 
Suppose that the curves are obtained from latticesL and Min e respectively, 
i.e. we have maps 

cP: C/L -+ Ac and 1/1: C/M -+ Be 

which are analytic isomorphisms. As we saw above, our homomorphism ). is 
then induced by a multiplication by a complex number. 

Conversely, it can be shown that any complex analytic homomorphism 
y: C/L -+ C/M induces an algebraic one, i.e. there exists an algebraic homo­
morphism ), which makes the following diagram commutative. 

y 

elL ---+ C/M 

~ 1 1 ~ 
Ac ---+ Bc 

). 

We shall make a table of the effect of an isomorphism on the coefficients 
of the equations for elliptic curves, and their coordinates. 

Let us agree that if A is an elliptic curve parametrized by the Weierstrass 
functions, for the rest of this section, 

CPA: C/L -+ Ac 
is the map such that 

cP A(Z) = (1, p(z), p'(z)). 

The p function depends on L, and we shall denote it by 

p(z, L). 

Similarly for p'(z, L). These satisfy the homogeneity property 

p(cz, cL) = c-2p(z, L) and p'(cz, cL) = C-3~O'(Z, L) 

for any c E e, c =1= O. 
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Suppose that we are given two elliptic curves with parametrizations 

<PA: CjL - Ae and <PB: CjM - Be, 

and suppose that 
M= cL, 

so that the curves are isomorphic, with an isomorphism 

),:A -B 

17 

induced by the multiplication by c. Then the coefficients gz, g3 of these curves 
satisfy the transformation 

gzCcL) = c-4gzCL) 

gicL) = c-6giL). 

We let X A and X B denote the x-coordinate in the Weierstrass equation satisfied 
by the curves, respectively. Thus in general, 

x( <p(z)) = go (z), 
and similarly 

y(<p(z)) = go'(z). 

If P is a point on A, then the homogeneity properties of the Weierstrass functions 
can then be expressed purely algebraically by the formulas 

xaC).(P)) = c-ZxA(P) and YB(J.(P)) = c- 3YA(P), 

These same formulas are valid in all characteristic =f. 2 or 3, and one can 
give purely algebraic proofs. In other words: 

Suppose that A, B are elliptic curves in arbitrary characteristic =f. 2, 3 and in 
Weierstrass/orm, defined by the equations 

y2 = 4x3 - gzx - g3 

and 

y2 = 4x 3 - g;x _ g; 

respectively. Let ).: A -> B be an isomorphism, defined over a field k. The" 
there exists c E k such that 

and if the points (x, y) and (x', y') correspond under ). then 

and 

One can then define purely algebraically the invariant 

3 
J _ g2 

A - 3 27 2' gz - g3 

and using the above quoted result (proved in characteristic 0 by transcendenial 
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means) we see at once that A is isomorphic to B if and only if JA = J B (in charac­
teristic =f. 2 or 3). We shall later study the analytic properties of this function J. 

The above discussion also shows: 

If A, B are elliptic curves over a field k of characteristic =f. 2, 3, and if they 
become isomorphic over an extension of k, then they become isomorphic over 
an extension of k, of degree ~ 6. 

Proof We put the elliptic curves in Weierstrass form as above. Then for 
some element c in the extension of k, we see that c4 = g21g2 (if g2 =f. 0) and 
c6 = g31g3 (if g3 =f. 0). Thus the isomorphism is defined over an extension of 
degree 6, and even an extension of degree 2 if g2g3 =f. 0. 

Example. There are a couple of examples with the special values of c taken as 
i and - p, where p = e2ni/ 3 , which are important. Suppose that A is given in . 
Weierstrass form. Then multiplication by ion C induces the following changes: 

(x, y) 1-+ (-x, iy), gz 1-+ g2, g31-+ -g3' 

Multiplication by - p induces the following changes: 

(x, y) 1-+ (px, - y), 

In particular, if g3 = 0, then we see that the curve admits i as an automorphism 
and if g2 = 0, we seen that it admits - p as an automorphism. 

In arbitrary characteristic, Deuring gave a complete description for the 
cases which can arise [4], and he also gives normal forms replacing the Weier­
strass form [8]. A short ''formulaire'' in this direction was made available 
recently by Tate. It has been useful to many people, and is reproduced as an 
appendix. I thank Tate for letting me print it here for the first time. 

Given a value for j, we can always find an equation for an elliptic curve with 
invariantj defined by a Weierstrass equation 

yZ = 4x3 - cx - c 

with 
c3 

C 
J = -

c3 - 27cz - c - 27 ' 

which we can solve for c, namely 

27J 
c = 

J - l' 

provided that J =f. 0, 1. The two cases corresponding to J = 0, 1 are then special, 
and are associated with the values i, p in the upper half plane. From the algebraic 
point of view, the above equation "parametrizes" universally all elliptic curves 
(in characteristic * 2, 3) with J-invariant =f. 0, 1, i.e. such curves can be obtained 
by specializing the generic equation. 
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For the two special values, one can select a number of models, e.g. 

y2 = 4x3 3x, for J = I, 

y2 = 4x3 
- 1, for J = o. 

19 

By a suitable normalization, one can define a function on an elliptic curve 
closely related to the x-function, but which is invariant under isomorphisms. 
Namely, if g2g3 "# 0, we define the first Weber function 

The above relations immediately show that hA is invariant under isomorphisms 
of A. When g2 or g3 "# 0 we take: 

2 
h2 g2 2 if g3 0, A = -XA f1 

h! = g3x3 
f1 A 

if g2 = O. 

We shall see later that the Weber functions play an important role in analyzing 
the fields generated by points of finite order on the curve. 

Occasionally it is useful to normalize the Weber functions so that certain 
power series expansions have integral coefficients. In this case, one takes for the 
first Weber function the expression 

_2 7 35 g~3X. 

The reader should keep in mind that except for the elegance of language, in 
what follows, this normalization wil! not be used, and wherever he sees such 
a normalization, he can forget about the factor . The important thing 
will be that except for that factor, the power series involved have integral co­
efficients, and this will be enough. 

§5. ENDOMORPHISMS AND AUTOMORPHISMS 

If L = M, we get all endomorphisms (complex analytic) of elL by those 
complex CI. such that Cl.L c L. Those endomorphisms induced by ordinary 
integers are called trivial. In general, suppose that L = [WI' Wl] and 'XL c L. 
Then there exist integers a, b, c, d such that 

aWl = aWl + bwz, 

aWl = C(i)l + dWl. 
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Therefore a is a root of the polynomial equation 

Ix - a -b I 
I 

= 0, 
-c x d 

whence we see that tx is quadratic irrational over Q, and is in fact integral over Z. 
Dividing (0)2 by 0)2, we see that 

Ci. = C"C + d, 

where r = O)d0)2' Since 0)1> 0)2 span a lattice, their ratio cannot be real. If 
a is not an integer, then c =I- 0, and consequently 

Q(r) Q(a). 

Furthermore, ex is not real, i.e. a is imaginary quadratic. 
The ring R of elements a E QCr) such that aL c L is a subring of the quad­

ratic field k = Q(r), and is in fact a subring of the ring of all algebraic integers 
Ok in k. The units in R represent the automorphisms of elL It is well known and 
very easy to prove that in imaginary quadratic field, the only units of Rare 
roots of unity, and a quadratic field contains roots of unity other than ± 1 if 
and only if 

k = QcJ-l) or k = QCN). 

If R contains i = J -1, then R = Z[i] is the ring of all algebraic integers in k, 
which must be Q(i). If R contains a cube root of unity p, then R = Z[P] is the 
ring of all algebraic integers in k, which must be QCN). The units in this ring 
are the 6~th roots of unity, generated by - p. 

We may view the Weber function as giving a mapping of A onto the pro­
jective line, and we shall now see that it represents the quotient of the elliptic 
curve by its group of automorphisms. 

Theorem 7. IJ an elliptic curve A (over the complex numbers) has only ± I 
as its automorphisms, let the Weber Junction be given Jar a curve isomorphic 
to A, in WeierstrassJorm, by theJormula 

hex, y) = g~3X. 

IJ A admits i as an automorphism, let the Weber Junction be 
g2 

hex, y) = ;X2 
and if A admits p as an automorplzism, let the Weber Junction be 

hex, y) = ~X3. 

Let P, Q be two points on A. We have h(P) = hCQ) if and only if there exists 
an automorphism e oJ A such that e(P) = Q. 
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Proof We may assume that A is in Weierstrass form. In the first case, 
the only non-trivial automorphism of A is such that 

(I) (x, y) H (x, - y), 

and it is then clear that II has the desired property. If on the other hand A 
admits i as an automorphism, then mUltiplication by i in CjL corresponds to the 
mapping on points given by 

(2) (x, y) H (-x, iy), 

and it is then clear that x2(P) x2 (Q) if and only if P, Q differ by some auto­
morphism of A. Finally, if A admits p as an automorphism, then multiplication 
by-p in CjL corresponds to the mapping on points given by 

(3) (x, y) H (px, - y), 

and it is again clear that x 3(P) x 3(Q) if and only if P, Q differ by some auto­
morphism of A, as was to be shown. 





2 Homomorphisms 

§1. POINTS OF FINITE ORDER 

Let A be an elliptic curve defined over a field k. For each positive integer N 
we denote by AN the kernel of the map 

I~NI, IE A, 

i.e. it is the subgroup of points of order N. If A is defined over the complex 
numbers, then it is immediately clear from the representation Ac ~ C/L that 

AN ~ Z/NZ x Z/NZ. 

The inverse image of these points in C occur as the points of the lattice~L, 
and their inverse image in C/L is therefore the subgroup 

1 
NL/L c C/L. 

Let 
<P: C -+ Ac 

be an analytic representation of Ac as C/L, and let L = [WI> w21. If we iet 

11 = <p(;) and t2 = <p(~), 
then {II' 12 } form a basis for AN over Z/NZ, i.e. AN is the direct sum of the 
cyclic groups of order N generated by t1 and 12 , respectively . 

. If the elliptic curve is defined over a field of characteristic zero, say k, then 
we can embed k in C and apply the preceding result. 

In general, suppose that A is defined over an arbitrary field k. Let b = 15 A. 

be the identity mapping of A. Then Nb is an endomorphism of A. Hasse has 
shown algebraically that if N is not divisible by the characteristic, then Nb is 
separable and its kernel has exactly N 2 points, in fact again we have 

AN ~ Z/ NZ @ Z/NZ. 

23 
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If p is the characteristic, and piN, then the map may be inseparable, but is still 
of degree N 2 , cf. [17J. This will be discussed later. 

Let A be an elliptic curve defined over a field k and let K be an extension of k. 
Let (J be an isomorphism of K, not necessarily identity on k. One defines Ad 
to be the curve obtained by applying (J to the coefficients of the equation defining 
A. For instance, if A is defined by 

y2 = 4x3 - gzx - g3, 
then A"" is defined by 

y2 = 4x3 
- g~x - g3' 

If P, Q are points of A in K, then we have the formula 

(P + Q)"" = PrJ + Qd. 

The sum on the left refers to addition on A, and the sum on the right refers to 
addition on A". This is obvious because the algebraic addition formula is given 
by rational functions in the coordinates, with coefficients in k. Of course, if 
P = (x, y), then P" (x", ya) is obtained by applying (J to the coordinates. 

In particular, suppose that P is a point of finite order, so that NP = O. 
Since 0 is rational over k, we see that for any isomorphism (J of Kover k we 
have NPq = 0 also, whence P" is also a point of order N. Since the number of 
points of order N is finite, it follows in particular that the points of AN are 
algebraic over k (i.e. their coordinates are algebraic over k). 

If P = (x, y), we let k(P) = k(x, y) be the extension of k obtained by ad· 
joining the coordinates of P. Similarly, we let 

k(AN) 

be the compositum of all fields k(P) for P E AN' Of course, we view all points 
of finite order as having coordinates in a fixed algebraic closure of k, which we 
denote by "k or k". 

The above remarks show that the Galois group Gal(k"lk) operates as a 
permutation group of AN' Consequently k(AN) is a normal extension of k, and 
is Galois if N is not divisible by the characteristic of k. We caIl k(AN) the field of 
N-division points of A over k. 

Furthermore, if (J is an automorphism of k(AN) over k, and jfwe let {fl' tz } 
be a basis of AN over ZI NZ, then (J can be represented by a matrix 

such that 

(;;:) (~::: ~:~) = (~ ~)G:)' 
Thus we get an injective homomorphism 

Gal(k(AN)/k) ..... GLz(Z/NZ). 
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It is a basic problem of elliptic curves to determine which subgroup of GL2 

is obtained, for fields k, which are interesting from an arithmetic point of view: 
Number fields, p-adic fields, and the generic case, which will be treated later. 

§2. ISO GENIES 

We shall now relate points of finite order and homomorphisms of elliptic 
curves. Let A, B be elliptic curves and let 

;,: A ~ B 

be a homomorphism (algebraic). If I. i= 0, then the kernel of ;, is finite. The 
algebraic argument is that both A, B are algebraic curves, so of dimension 1, 
and hence ;. must be generically surjective, so of finite degree. Over the complex 
numbers, we have a simple analytic argument. 'Indeed, if Ac :::0 C/L and 
Be :::0 C/M, then ). is represented analytically by multiplication with a complex 
number 0: such that o:L c M, so that L c 0:- 1 M. The kernel of the homo­
morphism 

C/L ~ C/M 
induced by). is precisely a-I MIL, which is finite, because both a-I M and L 
are of rank 2 over Z. 

We let Hom(A, B) be the group of homomorphisms of A into B. Let 
). E Hom(A, B) and ). i= 0. Then n). i= ° for any integer n i= 0. This is obvious 
in characteristic ° from the analytic representation, and is provable algebraically 
in any characteristic. If r is the graph of )., then for any point Q E B we have 

N 

), -l(Q) = L (PJ = projA (r· (A x Q)), 
;==1 

the sum being a formal sum, and the inverse image being taken counting multi­
plicities which can be defined algebraically. However, don't worry about these 
for the most part because in characteristic 0, or if N is not divisible by the 
characteristic, then the multiplicities are 1, and the Pi are simply all the poims 
in the set theoretic inverse image of Q by; .. Over the complex' numbers, they are 
represented by 0:- 1 MIL in the notation of the above paragraph. We call N the 
degree of I., denoted by v().) or deg ; .. 

l/I'V.) = N, then there a/ways exists a homomorphism 

II: B~ A 

such that II') ). = J1). = N(j. 

The analytic proof is obvious. Viewing ;. as a homomorphism of C/L into 
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CjM, let L'IL be its kernel. Then L'IL has order Nand L' c ~L. Therefore we 

have a canonical homomorphism 

CjM ~ C/~L 
N 

such that the composite homomorphism 

CjL ~ CIM ~ C/~L 

has kernel kLIL; which represents AN in CIL. Now we have an isomorphism 

C/~L!!. CjL 
N 

given by multiplication with N, and the composite 

CjM ~ C/~L!!. CIL 

is the desired homomorphism /1. 

Note that /1). = N~A' but that we also have )./1 = N~B' because 

()./1 - N~) 0 J.. = 0, 
and ). is surjective. 

Since Hom(A, B) has characteristic 0, we can form the tensor product 

Q ® Hom(A, B) = Hom(A, B)Q, 

i.e. introduce integral denominators formally. Then any non-zero element of 
Hom(A, B)Q has an inverse in Hom(B, A)o. In fact, if ). E Hom(A, B) is of 
degree N, then 

where /1 is the element of Hom(B, A) such that /1). = N~. 
We let End(A) = Hom(A, A). 

Proposition). If End(A) or End(B) ~ Z, then either Hom(A, B) = ° 
or Hom(A, B) ~ Z. 

Proof Say End(A) ~ Z and suppose that there exists some homomorphism 
).: A ~ B, ). =1= 0. Let )./1 = Nb. The map 

a r---> It 0 a 

gives a homomorphism of Hom(A, B) into End(A), and this homomorphism 
must be injective, for if /1'X = 0, then Na = )./1a = 0, whence IX = 0. This 
proves our proposition. 
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Two elliptic curves A, B are called isogenous if there exists a homomorphism 
from A onto B, and such a homomorphism is called an isogeny. 

Proposition 2. If A, Bare isogenous and End(A) ;:::; Z, then End(B) ;:::; Z. 
Assuming that this is the case, if there exists an isomorphism ).: A -+ B, then 
there is only one other isomorphism from A onto B, that is -) .. 

Proof The argument is similar to that of Proposition 1, and is clear. 

Let 9 be ajinite subgroup of A. Then there exists a homomorphism 

).:A-+B 

whose kernel is precisely g, and in characteristic> 0 we can take A to be 
separable, so that ). satisjies the universal mapping property for homo­
morphisms of A whose kernel contains g. 

Again, over the complex numbers, this is obvious using the analytic representa­
tion. We sometimes write B = A/g. 

Proposition 3. Assume that End(A) ;:::; ·Z and let g, g' be jinite subgroups 
of A, of the same order. Then A/g ;:::; AIg' if and only if 9 = g'. 

Proof Let }.: A/g -+ AIg' be an isomorphism, and let 

cc A -+ Aig and (X': A -+ A/g' 

be the canonical maps. Then 

deg(;. a (X) = deg (X = ord 9 = ord 9' deg a'. 
Thus ;.r:!. and ,,: have the same degree. Since Hom(A, Alg') ;:::; Z, it follows that 

).r/. = ± (X', 

whence:t, (').' have the same kernel, i.e. 9 = 9'. The converse is of course obvious. 

Let i.: A -+ B be an isogeny defined over a field K. Let (f be an isomorphism 
of K. The graph of I. is an algebraic variety, actually an elliptic curve isomorphic 
to A, and we can apply (f to it. If PEAK is a K-rational point of A, then we have 
the formula 

}.(P)u = J.u(pa). 

Furthermore, the association ). H i.a is an isomorphism 

Hom(A, B) -+ Hom(Aa, Ba). 

These are elementary algebraic facts which we take for granted. Furthermore, 
suppose that A is defined over a field k and that g is a finite subgroup of A such 
that the cycle 

L (P) 
PEg 

is rational over k. Then we also take for granted that A/g is defined over k and 
that the canonical homomorphism 

}.: A -+ Aig 
is defined over k. 
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§3. THE INVOLUTION 

Let IY.: A --+ A be an endomorphism of A. We denote by IY.' the endomorphism 
such that 

IY.IY.' = IY.'IY. = v(IY.)J, 

where v(cc) is the degree of IY.. It is clear that if IY., {J E End(A) then 

(IY.{J)' = {J'IY.'. 

Hasse proved algebraically in general that (IY. + {JY = IY.' + {J', so that 

is an anti-automorphism of End(A). The proof in the complex case is easy as 
usual. Indeed, suppose that Ac ;:::: elL as before.· Then we may view IY. as a 
complex multiplication, such that IY.L c L, and the degree of IY. satisfies 

v(IY.) = (L : IY.L), 

i.e. it is the index of IY.L in L. Furthermore, this index is the determinant det(IY.), 
viewing IY. as an endomorphism of L, as free module of rank 2 over Z. If IY. is 
non-trivial, we have already seen in Chapter I, §5, that Q(IY.) is imaginary 
quadratic, and the multiplication by cc in L is the regular representation of the 
quadratic field. Hence 

IX' = v(IY.)IY.- 1 

is the complex conjugate of IY., and v(IY.) is the norm of IY.. 



3 The Modular Function 

§l. THE MODULAR GROUP 

By SLz we mean the group of 2 x 2 matrices with determinant 1. We write 
SLz(R) for those elements of SLz having coefficients in a ring R. In practice, 
the ring R will be Z, Q, R. We call SLz(Z) the modular group. 

If L is a lattice in C, then we can always select a basis, L = [WI' wzl such 
that w1/Wz = T is an element of the upper half plane, i.e. has imaginary part> O. 
Two bases of L can be carried into each other by an integral matrix with de­
terminant ± I, but if we normalize the bases further to satisfy the above con­
dition, then the matrix will have determinant 1, in other words, it will be in 
SLz(Z). Conversely, transforming a basis as above by an element of SLz(Z) 
will again yield such a basis. This is based on a simple computation, as foHows. 
If 

a = (; ~) 
is in GLz(R), i.e. is a real non-singular matrix, and Im(z) > 0, then 

Im az + b = (ad - be) 1m (z) . 

ez + d Icz + dl z 

We denote by .5 the upper half plane, i.e. the set of complex numbers z with 
1m z > 0. If 0: is a matrix as above, in GLt(R), (i.e. 0: has positive determinant), 
then we see that the element 

a(z) = az + b 
cz + d 

also lies in .5, and one verifies by brute force that the association 

(0:, z) 1-+ a(z) = az 

defines an operation of GLt(R) on .5, i.e. is associative, and the unit matrix 
operates as the identity. In fact, all diagonal matrices al (a E R) operate trivially, 

29 
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especially ± 1. Hence we have an operation of SL2 (R)/ ± 1 on S. For a E SL2 (R), 
we have the often used relation 

1m z 
1m a(z) = I d 2 • 

cz + I 
If / is a meromorphic function on S, then the function / 0 a such that 

(fo a)(z) = /((/.z) 

is also merom orphic. 
We let r = SL 2(Z), so that r is a discrete subgroup of SL2(R). By a 

fundamental domain D for r in ~ we shall mean a subset of S such that every 
orbit of r has one element in D, and two elements of D are in the same orbit 
if and only if they lie on the boundary of D. 

Theorem 1. Let D consist 0/ all z E S such that 

--1- ~ Re z ~ t and 

Then D is a/undamentaI domain/or r ill S. Let 

Jzl ~ 1. 

T = (~D and S = (~ -1) o . 
Then S, T generate r. 
Proof We illustrate D on Fig. 1. 

-1 

Fig. 3-1 

On Fig. I we have indicated i and also the points where the vertical lines meet 
the circle of radius 1. The left-hand point is 
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i.e. the cube root of unity. 
Let r' be the subgroup of r generated by Sand T. Note that -1 = S2 lies 

in r'. Given z E 5. iterating Ton z shows that the orbit of z under powers of T 
contains an element whose real part lies in the interval [-'h ·n The formula 
giving the transformation of the imaginary part under r shows that the imaginary 
parts in an orbit of r are bounded from above, and tend to 0 as max(jc', laD 
goes to infinity. In the orbit r'z we can therefore select an element w whose 
imaginary part is maximal. If Iwl < 1 then Sw E r'z and has greater imaginary 
part, so that I wi ~ 1. 

Next we prove that if z, z' E D are in the same orbit of r, then they arise 
from the obvious situation: Either they lie on the vertical sides and are translate::. 
by 1 or - 1 of each other, or they lie on the base arc and are transforms of each 
other by S. We shall also prove that they are in the same orbit of r'. 

w 
Fig. 3·2 

If a(z) = Z', the arguments will also determine ':I., which in particular will be seen 
to lie in r'o Say 1m z' ~ 1m z, and z' a(z) where 

a (~~) . 
Multiplying a by -1 if necessary, we may assume that c ~ O. From the formula 
for imaginary parts, we see that 

Icz + dl ~ 1. 

Since 1m z ~ /3/2, we must have IC/3/21 ~ 1 so c 0 or 1. 
If c = 0, then 

and (1Z ED implies that b = ± 1, so we are in the obvious situation. 
If c = I, then d = 0 or d = ± 1. If d = 0, then 

(
a -1) a = 1 0 = TQS, and a(z) 

1 
a-

z 
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In this case izi = 1, whence Sz also lies in D on the arc, and so z must be at the 
end points, i.e. z = p or z = Sp. It is then clear that a = ± 1. If d = ± 1, then 
Iz + dl ~ I, and again obviously we have z p or z = Sp. Say z = p. If 
d = 1, then 

a (~a 
and a(p) = p or CI.(p) = P + 1. Say t;X(p) p + 1. Then 

1 
a(p) ;:: rasp = a - = p + 1. 

p + 1 

But - I/(p + 1) = p, so that a = 1, and !X - TST, so we are in one of the 
"obvious" cases. The other possible cases are treated similarly. 

We have therefore shown that every orbit of the group generated by S, T 
has a representative in D, and also that if z, z' lie in D and z' = Ct.Z with a E r, 
then in fact !X E r', and the situation is an "obvious" one. 

To show that S, T generate r, let !X E r, and take an element z in the interior 
of D. There exists cr.' E r' such that r;x'Cl.Z ED. By the above, and since z is not 
on the boundary of D, it follows that a'az z. Again since z is not on the·. 
boundary, it follows that a'a = ±1, whence a lies in r', and our theorem is proved. 

Remark. We also have that S2 = (ST)3 1, and that {S}, {ST} are the 
isotropy groups of i and p, respectively. For all points which are not in an orbit 
of i or p, the isotropy group is ± 1. This follows at once from the arguments used 
to prove the theorem. 

§2. AUTOMORPHIC FUNCTIONS OF DEGREE 2k 

Let .D be the upper half plane again, let B > 0, and let .D B be the set of 
complex numbers Z with 1m z > B. The map 

z~e2ni: = q. 

defines a holomorphic map from .DB to the punctured disc of radius e-27tB, 

i.e. the disc from which the origin is deleted. Furthermore, if .DBfT denotes the 
quotient space of .DB modulo translations by integers (essentially a cylinder), 
then q induces an analytic isomorphism between f>B/T and this punctured disc 
(trivial verification, since for z = x + iy, we have 

e27tiz = e27ti"'e-Zny.) 

Consequently a meromorphic function f on DB which has period 1, i.e. is in­
variant under T, induces a meromorphic function f* on the punctured disc. 
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A necessary and sufficient condition that / * be also meromorphic at 0 is that 
there exist some positive integer N such that/*(q)qN is bounded near O. If this 
is the case, then/ * has a power series expansion 

0:0 

f*(q) L cnq"· 
-N 

We shall say that/is merom orphic (resp. holomorphic) at infinity if/* is mero­
morphic (resp. holomorphic) at O. By abuse of notation in this case, we also 
write 

0:0 

f L cnqn, 
-N 

and call this the q-expansion of/at infinity. The coefficients Cn are called the 
Fourier coefficients off If C-N :f:. 0, we call - N the order of/at infinity, and 
denote it by v7:f For any z E V we let the order of / at z be denoted by vJ. 

Let 9)1 be the field of meromorphic functions on V and let 

be in r = SL2(Z), For/Em and an integer k ~ 0, define 

(Tk«(l)f)(z) / (a(z))(cz + d)-2k. 

It is easily seen that this defines an operation of SLiZ) on m. We say that j 
is automorphic of weight 2k, or of degree 2k, if Tk(a)/ = / for all a E r, and if 
/ is also meromorphic at infinity. Note that translation by I leaves / invariant, 
so our definition makes sense. The condition Tk(a)/ = / also reads 

/(a(z)) = (cz + d)2k/(Z). 

Remark. The literature is split on the convention whether to say of weight k 
or 2k. The terminology of weight k is appropriate if one realizes that tht: con­
dition can be interpreted to mean that the action of fI. leaves the differential form 
/ (Z)(dZ)k invariant. 

Theorem 2. Let/be automorphic a/weight 2k,J:f:. O. Then 

The sum is taken over all points P 0/ the upper half plane mod r, not in [he 
orbit 0/ p or i. 

Proof We integrate I'Ll' along the contour of Fig. 3(a), but modified by 
taking small arcs around the possible poles on the boundary, as on Fig. 3(b), 
For simplicity we phrase the proof under the assumption that f has no pole or 
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zero on the edges other than at i or p, which are the most subtle possibilities. 
We have 

~ff'/J dz = ~ fd log f L Residues 
2m 2m" 

= L vp(j). 
P';"i,p 

We shall now compute the integral over the top, sides, arcs around the corners, 
arc around i, and the main arcs on the bottom circle . 

. 1,.---+---., E 

(a) (b) 

Fig. 3-3 

Under the q-change of variables, the top segment between E and A trans­
forms into the circle centered around the origin, clockwise. The integral over 
the top therefore gives 

-vA!)· 

The integral over the left vertical side downward, plus the integral over the 
right vertical side upward yields ° by the periodicity off 

The integral around p over the small arc is equal to 

1 fB' 
B d log f· 

We make the translation of p to 0, and thus suppose we consider a function also 
denoted by fnear the origin, with power series expansion 

J(z) = czm(l + .. '). 
Then 

f'(z) m . 
f(z) = Z + holomorphlc terms. 
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As the radius of the smail circle tends to 0, the integral of the holomorphic 
terms tend to O. Integrating over an arc tending to rel3 in the clockwise direction, 
and taking the limit as the radius tends to 0 yields the value -mI6. We get a 
similar contribution on the small circle around - p, whence the contributions 
from these two small circles yield 

tvP(f)· 

The same argument for the small arc around j shows that we get a con­
tribution of 

-tvlf)· 
There remains to compute the integrals over the main arcs 

The map S transforms the arc B'C to the arc DC'. By definition, 

f(Sz) = z2'1(Z), 
and 

Since 

f
D r(w) _ fB' r(Sz) . 

i I() dw - dz, 
C' W C 

and 

1 r(Sz) 1'(z) 2k 
---=- +-
Z2 f(Sz) fez) z' 

we see that the integral over the second arc has one term which cancels the 
integral over the first arc, plus another term which is 

- -dz 
1 fC 2k 

2rei B' z 

and approaches 2kfl2 = kJ6. 
Putting all these contributions together proves our theorem. 

Examples. They are constructed by using the following remark. 

There is a bijection between functions of lattices, homogeneous of degree 
2k, i.e. satisfying 

G().L) = }.-2kG(L), 

andfunctions 9 on f> satisfying the condition 

g(et.(z» = (cz + d)ikg(z). 

t. E C, t. i= 0, 
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The bijection is obtained as follows. Given a function G homogeneous of 
degree - 2k, we let 

g(z) = G(z, 1) = GG) , 
where by G(z, I) we mean the function G evaluated at the lattice [z, 1]. It then 
follows at once that 

g(~(z») = (cz + d)2kg(Z). 

Conversely, given a function 9 satisfying this condition, define 

G(z, I) = GG) g(z), 

and for any lattice L = [w j , w2l define 

G(L) = wi2kg(wdw2)' 

Then again it follows at once that G(iL) ;._2kG(L). 
The fact that G is a function of lattices can be written In our vertical 

notation as 

for any ~ E SL 2 (Z). 
It is convenient to use the same symbol for the function of two variables 

and one variable, so that we shall also write 

g(z) = g(z, I) gG) . 

An automorph,ic function of weight 2k is called an automorphic form (of 
weight 2k) if it is holomorphic on b and at infinity. The special examples we 
now give will be of this type. In the next section, we construct an automorphic 
function of weight 0, holomorphic on ~ but not at infinity. 

Consider the functions 

Then the function 
1 

Giz) :;: L ( 2k 
(m,.)"(O,O) mz + n) 

is obviously holomorphic on f" and substituting z = 00 formally gives 
1 

Gioo) L 2k = 2(2k) . 
• "0 n 

We shall actually get the q-expansion for Gk later, and see that Gk is holomorphic 
at infinity, with the above value. Hence Gk is an automorphic form of weight 2k, 
and non-vanishing at infinity. 
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Let Mk be the set of automorphic forms of weight 2k. Then Mk is a vector 
space over C. It is clear that 

The direct sum 
0::; 

U Mk 
k=O 

can therefore be viewed as a graded algebra, whose structure is given by the 
next theorem. 

Theorem 3. The functions gz = 60s4 and g3 = 140s6 are algebraicaily 
independent, and 

0::; 

U Mk = C[g2' g3J· 
k=Q 

Proof Note that g2, g3 generate a subalgebra of our graded algebra. To 
analyse Mk we shall apply the formula of Theorem 2, and observe that for 

Mk , f::f: 0, all the orders on the left-hand side are ~O. We now proceed 
systematically. 

k = O. The right-hand side is 0, so all the terms on the left are O. lffe Mo 
and f is not identically 0, then f has no zero on ~ or at infinity. The constants 
are contained in Mo. Let c = f(CJ:)). Then 9 = f - c vanishes at infinity, hence 
is identically 0, so Mo = C. 

k 1. The right-hand side is 1/6. The left-hand side shows that this is 
possible ifand only if! = 0, so Ml = O. 

k = 2. We prove that M2 (g2) is the I-dimensional vector space gener-
ated by g2' Letfe Mz,f::f: O. The right-hand side of the basic formula is 1/3. 
The only time this is compatible with the left-hand side is when all the terms on 
the left are 0 except for !Vp(f), and we must have vp(f) = I, while fhas no other 
zero. In particular, we have also proved: 

gz has a zero only at p, and it is of order l. 

For some constant c,f - cgz has zero at infinity, and lies in M 2 , hence is identi­
cally zero, andf cg2, thus proving what we wanted. 

k = 3. We prove that M3 = (g3)' The right-hand side of the basic formula 
is 1/2, forfin M3J::f: O. The only way this is possible is that vJf) I, andfhas 
no other zero. In particular, 

g3 has a zero only at i, and it is of order 1. 

The same argument as before shows thatf = cg3 for some constant c. 

k = 4. We prove that M4 = (gD. The right-hand side of the formula for 
f E M4, f::f: 0 is 2/3, and hence vp(f) = 2, and f has no other zero. It follows 

that f cgi as before. 
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k = 5. We prove that Ms = (g2g3)' In this case, the same arguments as 
before show that f EMs, f i= 0 has a zero of order 1 at i and p, and no other 
zero, and also thatf = cg3g3. 

k E;; 6. We recall that tl = gl - 27g~ is nowhere zero on i), and tl lies 
in M 6 • The right-hand side of the formula for k = 6 is equal to 1, and shows that 
v .. ,Jtl) = I, i.e.tl has a zero of order I at infinity. 

Now G6 E M6 and G6(oo) to O. IffE M6, then there exists a constant c such 
thatf - cG6 vanishes at infinity. Then 

f - cG6 M - C ---;----' E 0 - , 

and we see thatf = btl + cG6 for some constant b. Inductively, the same tech­
nique shows that for k E;; 6, 

We can prove by induction that any fE Mk is a polynomial in g2 and g3' 
This has already been shown for k ~ 5. If k E;; 6, we write k = 2r or k = 2r + 1, 
and we can subtract cg~ or Cg'2- 1g3 from f, with a suitable constant c, to get a 
function vanishing at infinity, so that 

f - Cg2 
tl 

or 
f-

lies in Mk - 6 , and our proof is complete, by induction. 
There remains to prove that gz and g3 are algebraically independent, to be 

sure we get the formal polynomial ring. First it is clear from the homogeneity 
property that a non-trivial linear relation among elements of distinct Mk's 
cannot exist, i.e. if f1> .. . ,1m are of distinct weights, then they are linearly 
independent over the complex numbers. If we had an algebraic relation among 
g2, g3, then we could assume that the monomials in it have the same weight. 
In such a relation, if a pure power of g2 occurs, then the relation is of the form 

gi + g3P(gZ' g3) 0 

where P is some polynomial. Evaluating this at i shows that it is impossible 
because g3(i) = 0 and gil) to O. Similarly, no pure power of g3 can occur. 
Hence gl divides each monomial, and cancelling g2 yields a relation of lower 
degree, so the proof is finished by induction. 

The exposition in this section follows Serre [BlO]. 
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§3. THE MODULAR FUNCTION j 

We define the modular function 

and 

39 

The reason for the 1728 is that certain power series expansions later will have 
integral coefficients. Note that 1728 2633 • 

From the properties of g2' g3 proved in the preceding section, we see that 
j is an automorphic function of weight 0, and since it is holomorphic, non-zero 
on 5, we see thatj has a pole of order I at infinity. We shall prove later that the 
residue is I, in the q-expansion. 

Theorem 4. The map j: f\5 --> C is a bijection. 

Proof We apply the basic relation of Theorem 2 with k = 0, so the right­
hand side is 0, to the function j c for c E C. Then j - c has a simple pole at 
infinity, and 

j-Vp + !Vj + LVp = 1. 

The terms on the left are all ~ 0. This is possible if and only if the order of 
j - c at some unique z in f\5 is :;60. The multiplicity is 1 if zis not in the orbit 
of p, i and otherwise, it is 2 at i and 3 at p. In any case, our theorem is proved, 

We can view j as a function of lattices according to our general scheme 
transforming functions of two variables into functions of one variable by 
homogeneity. But since j is of weight 0, we see that for a lattice L = [WI' 
we can write 

j(L) = j(r) 

if WI, W2 are selected such that W 11 W z = r lies in 5. If L I.M for some complex 
;. :;6 ° thenj(L) = j(M). Conversely, the fact thatj gives a bijection off\5 with 
C can be stated in the homogeneous form, namely that the converse holds, i.e,: 

Corollary 1. Let L, M be twg lattices in C. Thenj(M) = j(L) If and only if 
M, L are equivalent. 

By Theorem 6 of Chapter 1, §4 we also see that the condition of the corollary 
is equivalent with the property that CIL is isomorphic to CIM. Thusj gives us 
the desired analytic expression parametrizing isomorphism classes of elliptic 
curves (complex toruses). 

Corollary 2. Let cz, C3 be complex numbers such that 

d - 27c~ :;6 0. 

Then there exists a lattice L such that 

and 
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Proof By the theorem, there exists t E f, such that 

c3 

j( t) = 1728 3 z2 2' 
Cz - 7C3 

[3, §3] 

Let M = [r, 1]. If Cz 0, then j(r) = 0 and t = p. Let WE C* be such that 
W- 6g 3(L) :::::: C3 "# O. Let L = wM. Then 

g2(L) W-4g l (M) = W-
4g2 (p) = C2 = 0, 

and giL) = c3 , so we are done. 
If C2 "# 0, choose WE C* such that W-

4g2 (M) = C2 and let L = wM again. 
Then g2(L) Cl' Hence 

g~(L) 
J(t) = J(M) = J(L) = g~(L) 27g~(L) 

ci 
c~ - 27g~(L) . 

This shows that 

If necessary, replace W by iw. This does not change g2 and changes g3 by - I. 
Then L is a lattice whose g2, g3 have the desired values, thus concluding the 
proof of the corollary. 

The above result shows that an arbitrary elliptic curve 

y2 = 4x3 
- C2 X C3 

with non-vanishing discriminant can always be parametrized by elliptic functions, 
i.e. we can select a lattice L such that 

and 

The associated Weierstrass g.) and ~:)' parametrize the curve. 
If A is an elliptic curve, we denote by jA the value j(L), for any lattice L 

such that Ac is isomorphic to CIL. This value is independent of the choice of 
L, and is called the j-invariant of the curve. Note that it is defined rationally 
in terms of the coefficients of the equation defining A. We can reformulate 
Corollary 1 as follows. 

Corollary 3. Two elliptic CWTes A and B are isomorphic if and only if 
jA = j8' 

Remark. Let r be such that j(r) is transcendental over Q. Then an elliptic 
curve with invariantj(r) necessarily has a trivial ring of endomorphisms. Indeed, 
we know from Chapter I, §5 that if the curve has non-trivial endomorphisms, 
then r is imaginary quadratic, and there are only denumerably such r, while 
there are non-denumerably many transcendental complex numbers over Q. 
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If Al is an elliptic curve with transcendental invariantjl> and Al is defined over 
a field K J finitely generated over Q, and similarly A2, has invariant j2, trans­
cendental over Q, and is defined over K2 , we let 0': QUI) ..... Q(2) be an iso­
morphism sendingjl onj2 and extend 0' to K\. Then A! has invariantjr = j2, 
and A~ is therefore isomorphic to A2 - Extending KI to a bigger field if necessary, 
we may assume that all endomorphisms of A I are defined over K I • Then 
End(AD = End(A j )", and thus A2 and AI have isomorphic rings of endo­
morphisms. This proves our remark. 





4 Fourier Expansions 

§l. EXPANSION FOR Gk 

In this section we derive the promised expansions at infinity for the G;" 
whence for !J. and j. 

We start with the product expansion for the sine, 

sin nz = nz IT (1 - =-)(1 + =-) , 
, n= 1 n n 

Taking the logarithmic derivative yields 

(1) n -- = - + L -- + --cos nz 1 <Xl [1 1 ] 
sinnz z n=l z-n z+n' 

But 

whence 

We let 

cosw =----
2 

and 
eiw _ e- iW 

sin w = ---.--
2-i 

1 . 2' 
cos nz = 2: e-I~= (e ~I~ + 1), 

1 . 2' sin nz = 2i e-I~= (e m - I), 

I q = q, = e2~i', 

Then for, in the upper half plane i> we get 

(2) 
cos n, . q + 1 . 2ni . . ro 

n -,-- = nl -- = nl + -- = nl - 2m L qV, 
Sin n, q - 1 q - 1 v = 0 

43 
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Differentiating the expressions in (1) and (2) repeatedly yields 

'" <Y.l 

(3) (_l)k-l(k 1)! 1: -:--------:-0. = - 1: (2ni)kvk-lqV. 
n=-<:I) v=l 

Consequently from the definition 

we get, summing separately for m 0 and m =1= 0, 

'" if) 1 
Gk(r) = 2(2k) + 2 1: 1: ( )2k 

m=l.=-", l11r+n 
"" '" (2n i)2kV2k - I 

= 2C(2k) + 2 m~l V~I (2k _ 1)1 q~V, 
We let 

(jin) = 1: dk
• 

din 

Proposition 1. We have 

(4) 

(5) 

The most interesting special cases give us; 

1 
60G, = (21r)4 -, (1 + 240X) 

- 2-3 

(6) 140G 3 "'" (21r)6 23133(1 - 504Y) 

where 
if) 

x and Y = 1: (js(n)q·. 
n=1 

We have also used the standard values 

(4) 
90 

We then get 

(7) 

and 
2n6 

(6) = - . 
245 

[4, §1] 

We contend that all the coefficients in the q-expansion of the expression in 
brackets are 0 mod 26 33 = 1728. This is a simple matter. We see at once that 

[ .. 'J == 3224(5X + 7 Y) mod 2633
• 
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We have to show that 5X + 7 Y == 0 mod 4 and mod 3, For this it suffices that 

2: d3 == 2: cis mod 4 and mod 3, 
din din . 

But for all d, we already have d3 == dS
, so our contention holds, 

Therefore the q-expansion for A has the form 

(8) , A = (27t)12q(: + ott d.qn) , 

where the coefficients dn are integers, From this we now see that the expansion 
for j has integer coefficients, namely 

3 1 <Xl 

J' = 123g2 "n A + 1.." anq 
q n=O 

(9) 

with a. E Z, The first two coefficients are 

, 1 
} = + 744 + 196884q + ' ... 

q 

§2. EXPANSION FOR THE WEIERSTRASS FUNCTION 

If Lr [r, I] we write 

p(z, L,) 6~(z; r, 1) 6J(z; r), 

From (I) and (2) in the preceding section, we have 

(10) 
00 1 <Xl 

2: 2 = (27ti)2 2: nq:' 
n=--.c(w+n) n=1 

where qw e21tj
"" From the definition of the go-function, we find 

1+" p(z; r) = 1.." 
m,. 

(11) + 2: ~ 2 + 2 - 2 ~ \2 "'[ [1 1 ] 1 ] 
m=l neZ (z+mr+n) (-z+mr+n) neZ(mr+n, 
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Recall that '(2) = 1[2/6. Also use the fact that 

For 1m T > 0 we have Iqtl < 1. In the range 

1 
Iqtl < Iqzl < ~ 

we therefore find a first q-expansion for the !o· .. function, namely: 

Proposition 2. 

1 1 q~ 00 00 

. ) + -:-:-..:c.:..--:-;; + " " nq"'t n(q~ .. + q.::n) 
T = 12 (l _ 1.... 1.... 

I11"'ln=l 

'" '" -2 L L nq';lI. 
m"'ln=l 

Except for the 1 / 12, all the coefficients are integers. 

[4, §2] 

On the other hand, we can use the second formula on the right of (10). 
Applying these to formula (II), we see that one of the sums has the form 

(12) 

We multiply the second term by q;2111 and q; in the numerator and denominator. 
We also make a similar easy transformation for the other double sum in (II), 
and we come up with a second expression for the q-expansion of the ~o-functjon, 
namely: 

Proposition 3. 

Differentiating yields 

; r) = L q,;qz~ + q';q,) . 
meZ 

Using the splitting as in (12) or looking at these again directly, one sees that 
these second formulas are valid for all Z E C once t' is fixed. 

The formulas for g]. and g3 found in the preceding section can be put in a 
similar form, say abbreviating q = qt. 
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Proposition 4. 

1 
(2ni)4g2(t) 

1 
(2n i)6g 3( t) 

47 

From the expansions for g2' g3 and the Weierstrass function, we get trivially 
the expansion for the Weber function. 

Proposition 5. Let 

() 7 5 g2(t)g3(t) ( . '1) 
10 Z, t = - 2 3 A( t) tJ z, t, ' 

Let q = qr and w == qz e2niz, Then 

10 = P(q{ 1 + _1_2w-,.. + 12 m'~l nqmn(w" + w-n - 2)J 

where 
P(q) = q + czq2 + ' , . 

is a power series with integer coefficients starting with q. 

Let L = [2nit, 2ni]. Then from our knowledge how p, p', g2, g3 transform 
under isomorphisms in Chapter I, §4 we see that the above expressions in fact 
give 

and p/(Z, L). 
Thus if we let 

and 

then the elliptic curve 
)'2 = 4x3 

- g2X - g3 

is parametrized by the functions having the second expansions. Furthermore, 
since the map 

z ~ (1, {o(z), AO'(Z» 

is a homomorphism of C into the elliptic curve (actually surjective), and since 
the formulas for 6·:J(z, r) depend only on q:, it follows that the formulas of 
Proposition 3 give us a homomorphism from the multiplicative group of complex 
numbers onto the complex points of the elliptic curve. For the algebraic implica­
tions of this fact, see the Tate parametrization in Chapter 15. 
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§3. BERNOULLI NUMBERS 

This section will not be used in the sequel and is included only for the con~ 
venience of the reader in reading some other literature, e.g. concerning 
elliptic functions and L-series. In particular, the von Staudt theorem is fre­
quently used in such contexts. 

We define the Bernoulli numbers Bn by the power series expansion 

z 00 Bn n 
-- = L-z 
e=-l n=OI1! • 

From the relation 
00 zn 00 B 

7 = L - L~ z" 
- m=lm1 n =ol1! 

we get a recursion formula for the Bernoulli numbers, namely 

Bo BI Bn - l {1 if 
n101 + (I] - 1)!1! + ... + 1!(/1 - I)! = 0 if 

We get Bo = I, 

II = 1 

n>1. 

2B J + Bo = 0, 
3B1 + 3BJ + Bo = 0, 

whence Bl = -1/2, 
whence Bl = 1/6, 

and so forth. 
From the identity 

_z_ + ~ = ~(e: + 1) = ~ e=12 + e-=12 
e= - 1 2 2 eX - 1 2 eZI2 - e =12' 

we see that the above function is even, and hence has only even terms in its 
power series expansion. This implies that, except for Bj) the odd Bernoulli 
numbers are equal to O. The first few Bernoulli numbers are then: 

. We have 

1 1 1 
B4 = -- B6 = - Bs = --

30 42 30 

691 . 7 
B 12 = - 20730 B 1 ~ = 6 . 

5 
BIO =-

66 

z e=/l + e-=/2 

"2 e=il _ e =12 
~ B2n 2n /..; --z . 

n=O (211)! 

Replace z by 2rriz. We then see that 

00 (7rr)2n 
rrz cot nz = L (_l)n ----B2nz2n. 

n=O (2/l)! 

Comparing with our previous expansion for rr cot rrz, we see that 

2n - 1n 2n 

n2n) = (_1)"-1 (211)! B2n· 
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Von Staudt's tbeorem. We have 

B2n == L 
(p-l)/2n 

Proof Let D = d/dz. Then 

1 
(mod Z). 

p 

Bn Dn(;z ~ 1)/.=0 
= nn(-IOg(l - (1% - eZ»))\li . 

1 - e z=O 
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Using the power series for the log, and differentiating term by term, we find that 

n+ 1 1 I n+ 1 I 
Bn = L -nn(1 - et- 1 = L -.-Ak 

k=l k :=0 k=l k 
where 

We assert: If k =I- 4 and is not a prime, then klAk • 

Proof Let k = ab, 2 ~ a ~ Jr. Write 

(1 - e=t- 1 = (1 - eZ)Q(1 ezt(1 _ ezyb-a-b-l. 

We must have ab a - b - 1 ~ O. Indeed, y k - x - k/x 1 has a 
maximum at k. The minimum is at x = 2, with value (k - 6)/2, which is ~ 0 if 
k ~ 6. Taking the derivative of 

(1 - eZY(1 - eZ)b(l eZ)C, 

we see that there will be a non-zero contribution when we substitute z = 0 
only for those terms for which we differentiate at least once the factors (1 eSt 
and (1 - ez)h, in other words, such terms will be divisible by ab = k. This 
proves our assertion. 

To compute Bn (mod Z) we are reduced to considering Ak for those values 
of k not already eliminated. 

First, if k = 4, then we find the value directly by expanding out 

(I - e z)3 I - 3e z + 3e2z _ e3z, 

and differentiating. We get 

Ak -3 + 3·2n 3n
:E 0 (mod 4) 

if n I or if n is even, which are the cases we want. Again in this case, we get 
no contribution to Bn (mod Z). 

Finally, suppose that k = p is a prime ~ n + I. Write 

n = (p - I)q + r, O~r<p-I. 
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Then 

L: (-1Y p. (iP-l)'l jr 
p-l (_ 1) 
1=0 I 

whence 

{

P-l ( 1) .L:(-1YP-:- i' 

A, ~ :~ (-l)'(P : 1) _ 1 
if r> 0 

if r = O. 

If r = 0, we get the contribution -1 (mod Z). If r > 0, then our value for Ap 
is the same as 

D'(l - ezy-11 
:=0' 

which yields O. This proves von Staudt's theorem. 



5 The Modular Equation 

We are interested in studying the j-invariants of isogenous elliptic curves, 
which, as we shall see, amounts to studying j 0 0: where 0: is a rational matrix. 
For this we need some algebraic lemmas concerning integral matrices with 
positive determinant. 

§1. INTEGRAL MATRICES WITH POSmVE DETERMINANT 

Let M!CQ), M!(Z) denote the sets of 2 x 2 matrices with components in 
Q and Z respectively and positive determinant. We also write M!CQ) = GL~' (0). 
If 

is in M!CZ), we shall say that 0: is primitive if Ca, b, c, d) = I, i.e. a, b, c, dare 
relatively prime. The set of integral matrices with determinant n is denoted by 
An, and the subset of those which are primitive is denoted by A:. It is immediately 
clear that multiplication on the left or right by elements of r = SLiZ) maps 
A: into itself. 

Since j 0 0: = j 0 yo: for all y E r, we are led to study the cosets r:x for 
0: E A:. 

Theorem 1. The group r operates left transitively on the right r-cosets, 
and also right transitively on the left r-cosets of A:. 
Proof. Let 0: be a primitive integral matrix as above. Let L = [" 1) be a 

lattice. Then 

M = [a, + b, c, + d] 

51 
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is a sublattice, and by the elementary divisor theorem, there exists a basis 
{wJ' W 2 } of L and a basis {wJ' w:d of M such that 

W~ = e1w1 

W2 = e2w2, 

and elleZ' Since (a, b, c, d) = 1, it follows that e1 = 1. This means that there 
exist elements y, y' E f such that 

I «I 0) yIXy = 0 n ' 

and we see that A: = fcxf. This also proves that f operates transitively on the 
co sets as desired. 

We now want to obtain a simple set of representatives for the left co sets of 
r in A:. Given C1 E A: as above, we can always find Y E f such that 

(
a1 b1) yfY. = 0 d

1 
• 

For instance, select relatively prime integers z, w such that za + we = 0, and 
then x, Y E Z such that xw zy 1. Then 

y = (; ~) 
works. 

Suppose now that fY. is triangular, i.e. 

Since 

we see that a left coset contains a representative with 0 ;;:; b < d. Finally one 
verifies that the elements 

(~ ;), 
with 0 < a, 0 ;;:; b < d, and ad n form distinct left coset representatives of 
A:, i.e. that no two of them lie in the same coset. 

We let WCn) be the number of left eosets of A!. If n = p is a prime number, 
then we see that l}!(p) = p + 1, the coset representatives being the matrices 

and with 0;;:; i < p. 
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In general, we have 

I/J(n) = 11 n (1 + ~) . 
pin P 

Although we won't use this fact, we give the simple proof. 
We have to count the number of matrices in normalized form as above. 

For given d; a = l1/d is determined. Let e = (a, d). There are then 

d 
- epee) 
e 

possible values for b, so 

",d . 
I/J(n) = i..J - epee) 

din e 

where e = (d, l1/d). 
The function I/J is multiplicative (in the sense of elementary number theory), 

i.e. if 11 = 111112 with Ill' 112 relatively prime, then 

This reduces our study of I/J to the case when 11 = p' is a prime power. 
For d = I, e = I, we get a contribution of 1 in the sum for I/J(p'). For d = pi' 
and e = I, we get a contribution of p', Hence 

I/J(p') = 1 + p' + L -e 1 - -
,-1 p' ( 1) 
.=1 e P 
,-1 

= 1 + p' + L (pi> _ P V-I) 
.=1 

= p' + p'- I = p' (1 + D ' 
thereby proving that the value 1/J(11) is given by the desired formula. 
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§2. THE MODULAR EQUATION 

By a r-modular function, or simply a modular function for this section, we 
mean an automorphic function on f) of weight 0, in other words a function 
meromorphic on f), invariant under r, and having a q-expansion at infinity. 

Theorem 2. Let f be a r-modular function which is holomorphic on f), and 
with a q-expansion 

f = ~::Cnqn. 
Then f is a polynomial in j with coefficients in the module over Z generated by 
the Fourier coefficients Cn' 

Proof Write 

f = + terms of higher degree, 

so that f - c_MjM is holomorphic on f) and has a q-expansion starting with at 
most a polar term of order M 1. Repeating the procedure, we can subtract 
a polynomial in j whose coefficients lie in the module generated by all Cn over 
Z, so as to get a modular function holomorphic on f), vanishing at infinity, and 
therefore identically zero, thus proving our assertion. 

Let IX E MiCQ). Let m be a positive integer such that mIX is an integral 
matrix. By homogeneity, we have 

j 0 miX = j 0 Ci. 

Thus the study of j 0 Ct for rational matrices IX is reduced to the study of j 0 IX 

for integral IX, Also, for any integral Ct we can factor out the greatest common 
divisor of its components, and therefore we can always consider primitive IX. 

Let 

{IXj} (i = 1, .. " !/I(n» 
be representatives of the right cosets of d: for r. Then the functions j 0 Cil are 
permuted transitively by the operation of r, where as usual, r operates on a 
functionfby 

J'r-+ fo y. 

Let 
"'(n) 

<I>.(X) = IT (X - j 0 lXi), 
i= 1 

where X is a variable. The coefficients of <pn(X) are the elementary symmetric 
functions of the f 0 Cil, and are therefore holomorphic on f), invariant under r, 
and are meromorphic at infinity. To see this last property, one replaces r by 

ar + b 

d 
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in the qt-expansion of j, and one sees that the resulting expansion is a power 
series in ql fd, whence each function f 0 ai grows at most like a power of q at 

infinity. 
Furthermore, the coefficients of ql/d in the expansion of j 0 Ct.i lie in Z[Cd]' 

where (d = e2nifd. In fact, if 

1 
j = - + P(q), 

q 

where P is a power series with integer coefficients, and if 

then 

(1) 

a = (~ ~), 

. _ 1 P( a/drb) 
} 0 Ct. - a/drb + q '>d' 

q '>d 

By Theorem 2 we conclude that the coefficients of <I>.(X) are polynomials in 
j, whose coefficients are in Z[(n]. Furthermore, we may view all these funcIions 
as embedded in the power series field 

Q((n)((ql/n)). 

If k is any field and X a variable, and if (J is an automorphism of k, then (J 

extends to an automorphism of the power series field k((X)) by 

L cmXm 
f-+ L c:;'Xm. 

Let r E (Z/NZ)*. The automorphism (Jr on Q((n) such that 

(Jr: (n f-+ (~ 

extends to the power series field Q((n)((q1fn)), and we see from (1) that this 
automorphism permutes the functions j 0 ai' Consequently the coefficients of 
<I>.(X) are invariant under all such automorphisms (Jr' r E (Z/NZ)*. Hence their 
q-expansions lie in Z«(q)). 

By Theorem 2 we now conclude that the coefficients of <l>n(X) are in Z[j], 
i.e. are polynomials in j with integer coefficients. Thus we may view <I>.(X) as 
a polynomial in the two independent variables X and j, and we write it as 

<l>n(X) = <l>n(X,j) E Z[X,j]. 

We call this the modular polynomial of order n. 

Theorem 3. 
i) The polynomial <I>.(X,j) is irreducible over C(j), and has degree ljJ(n). 
ii) We have <l>n(X,j) = <l>nU, X). 
iii) If n is not a square, then <l>nU,j) is a polynomial in j of degree> 1 and 

with leading coefficient 1. 

Proof The first assertion comes from the fact that r permutes the functions 
j 0 ai (i = 1, ... , ljJ(n)) transitively, and acts as a group of automorphisms on the 

field C(},} 0 ai' ... , j 0 al/l(n))' 
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Next, we prove the symmetry of (ii). One of the matrices (XI can be taken as 

(~ ~). 
Hencej 0 ~ is a root of <1>n(X,j), i.e. 

n 
(J)n(j(r/n),j(r)) = 0, 

Hence 

or in other words, 
<1>nU,j 0 n) = O. 

for all T. 

for all T, 

So jon is a root of <1>ij, X), but it is also a root of ¢In(X,j), corresponding to 
the matrix 

(~ ~). 
Since <1>n(X,j) is irreducible, we conclude that 

¢lnCX,j) divides ¢lnU, X), 
i.e. 

<1>n(j, X) = g(X,j)<1>n(X,j) 

for some polynomial g(t,j) E Z[t,j], by the Gauss lemma. It follows that 

<1>n(j, X) g(X,j)g(j, X)<1>nCj, X), 
whence 

g(X, i)gU, X) = 1, 

and g(X,j) is constant, = ± I. If g(X,j) = -1, then 

$ij,j) -<1>nU,j), 

and hencej must be a root of <1>.(X). But <1>n(X) is irreducible over QU), so this 
is impossible, and g(X,j) = 1. This proves (ii). 

To prove (iii), assume that n is not a square, so that if 

(X=(~ ~), 
a is primitive and ad = n, then a t: d. We have the q-expansion 

j - j 0 a 

Since a t: d, there is no cancellation in the polar term, and the leading co­
efficient of this q-expansion is a root of unity. But <1>nU, j) E Z[j]. Taking the 
product of the j - j 0 ai, we see that the q-expansion for <1>nU,j) starts with 
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with Cm = ± 1, because Cm has to be an integer and also a root of unity. Hence 

¢n(j,j) = cmr + ... 
is a polynomial inj with leading coefficient Cm ± I, as was to be shown. 

Corollary. For any CI. E Mi(Q), the function j 0 CI. is integral over ZfJl 
Proof We may assume that rx is integral, has determinant n, and then 

j 0 CI. is a root of¢n(X) which has leading coefficient 1, and lies in ZU, X]. 

Theorem 4. 1fT E .5 is imaginary quadratic, thenj(T) is an algebraic integer. 

Proof Let K = Q(T), and let 0 = [z, I] be the ring of algebraic integers ir 
K. We can always find an element J. E 0 such that the norm of }, is square free. 
If K = Q(i), we take J. = 1 + i, and if K Q(,[,n) with m > 1 square free: 
we take;. = -J-=m. Then 

;.z=az+b 

I, cz + d 

with integers a, b, e, d and the norm of J. (over Q) is the determinant ad - be 
Then 

is primitive, and z = rxz. Hencej(z) is a root of the polynomial ¢n(X, X) whid 
lies in Z[X] and has leading coefficient 1 according to Theorem 3, whence F:: 
is an algebraic integer. We have Q(z) Q(t), and t = uz + v with rationa 
u, v, i.e. t = pz with some primitive p E Mi(Z). Sincej 0 p is integral over ZLf 
by Theorem 3, it follows thatj(pz) jet) is integral over ZU(z)], and therefon 
jeT) is also an algebraic integer, as was to be shown. 

It will be proved in the complex multiplication thatj(T) generates an abeliar 
extension of Q(T). 

The proofs which we have given here are very classical, going back tc 
Kronecker and Weber. So far, these proofs for integrality are the simplest ones, 
through the q-expansions. Algebraically, one could give proofs which are fairly 
complicated. This is one reason why in the higher dimensional theory, integrality 
statements like the above are completely lacking. 

For a finer analysis of the factorization of the polynomial ¢m(X, X), ;ve 
refer the reader to the appendix of Chapter 10. 

We shall now see how the above techniques also give the Kronecker 
congruence relation 

¢p(X,j) (X - P)(XP - j) (modp), 

for any prime number p. Stronger results will be derived later by other techniques 
and the reader can skip the present arguments. 
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For a prime p, representatives for the primitive matrices of determinant 
p are given by 

i=O, ... ,p-l 

~nd 

ap = (~ ~). 
For a modular function/, we shall writef'\q) for its q-expansion, and similarly 
for a qI/N-expansion. Such an expansion is a power series in qi/N. If it has 
coefficients in a ring Zr(p] where (p is a primitive p-th root of unity, we shall 
write congruences 

f*(q) == g*(q) (mod I - 0 
to mean that all the coefficients of f*(q) - g*(q) in the ql/N-expansion lie in the 
ideal generated by 1 - ( in Zr(l. 

Making the given substitutions in the q-expansion for j a rt;, we find at 
once that 

(modp) 

and 
(j 0 rti)*(q) == j*(q)1lp (mod I - O. 

Observe that I - ( is a prime element at the prime dividingp in Zr(p]' Therefore 
we conclude that 

$p(X,j*(q» == (X - j*(q)P)(XP - j*(q» (mod I - 0, 
in the sense that the power series in q which are the coefficients of the poly­
nomials in t on both sides of this congruence satisfy the desired congruence. Let 

$p(X,j) - (X - jP)(XP - j) = L t/J.(j)X' 

where t/J.(j) E Z[j]. Then t/J.(j*(q») has coefficients divisibly by 1 - (, hence by 
p because these coefficients are ordinary integers. This proves the desired con­
gruence relation. 

§3. RELA nONS WITH ISOGENIES 

Let A, B be elliptic curves over the complex numbers. If Ac ~ CfL and 
MeL is a sublattice such that Be ~ CfM, then we have an isogeny ).: B - A 
and a commutative diagram 

CfM--+CfL 

1 1 
Bc --+ Ac 

J. 
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where the top homomorphism is the canonical one. Its kernel is the finite group 
LIM. LetL = [r, 1]. Then 

M = [ar + b, cr + d] 
with some matrix 

~n Mi (Z). Hence 

jB = j(n) = j(M) and jA = j(r) = j(L). 

In particular, we see thatj(n) is a root of the polynomial 

<t>n(X,j(r)) E ZU(r), Xl. 
Evaluating functions at r in fact shows that for any special value of r E .5, the 
roots of <t>1I(X,j(r)) are precisely the values 

j('Yoir), i = I, ... , J.jJ(n). 

A sublattice M of L is called primitive if when we express a Z-basis of Min 
terms of Z-basis of L, by a matrix 'Yo in M 2(Z), then 'Yo is primitive. It is immedi­
ately verified that M is primitive in L if and only if the factor group Lllv! is 
cyclic (using the elementary divisor theorem). Thus the primitive sublattices of 
L correspond to the isogenies with a cyclic kernel, whose order is precisely 
the determinant of 'Yo, or equivalently the index (L : M). 

For any given value of r E fl, we see that the roots of 

<t>n(X,j(r)) 

are exactly the j-invariants of all the elliptic curves B which admit a cyclic 
isogeny 

).:B->A 
of degree n. In other words: 

Theorem 5. Let A, B be elliptic curves over the complex. There exists an 
isogeny ;.: B -> A with cyclic kernel of degree n if and only j B is a root of 
the equation 

<t>n(X,jA) = O. 

The theorem is true in characteristic 0 simply by embedding any field 0f 
characteristic 0 in the complex numbers. Igusa [22] has shown how it is valid 
in characteristic p, for pin. In a later paper, he analyses the situation when n 
is a power of p [24]. 





6 Higher Levels 

§1. CONGRUENCE SUBGROUPS 

Let r = SL2(Z) again. We define r N (or r(N» for each positive integer ]I, 

to be the subgroup of r consisting 9f those matrices satisfying the condition 

(~ ~) == 1 (mod N), 

in other words 

a == d == 1 (mod N) and c b 0 (mod N). 

We call r N the congruence subgroup oflevel N. By SL2(Z/NZ) we shall mean the 
group of matrices with components in the ring ZjNZ having determinant 1 in 
ZjNZ. Reducing SL 2(Z) mod N maps SL 2(Z) intoSL2(Z/NZ), and the kernel OJ 
definition is r N• Actually one has an exact sequence 

0 ...... r N ...... SL2(Z) ...... SL2(ZjNZ) ...... 0, 

and the surjectivity on the right is proved as follows. 
Let 

ex = (; ~) 
be an integral matrix representing an element of SL2(ZjNZ), so that 

ad - be == 1 (mod N). 

By elementary divisor theory, there exist elements y, y' E SLz(Z) such that ~)''J.t' 
is diagonal, and if we can find 13 E SL2 (Z) sl.lch that 

13 == yay' (mod N), 

then y- lf3r'-l solves our problem. Without loss of generality we may therefore 
assume that fJ. is diagonal, say 

ex = (~ ~). 
61 
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It will suffice to find integers x, y such that 

(a +NXN y;) 
has determinant 1. Let ad = 1 + rN. Our problem amounts to solving 

r + dx - yN = 0, 

which we can do since Cd, N) = 1. This proves the surjectivity. 

[6, §2] 

Bya simple counting argument, one sees that the order of SLiZjNZ) is 

N3 n(1 -~). 
pIN P 

This general fact will not be used in this book. 
By GL2(Zj NZ), we shall mean the group of matrices with components in 

Z/NZ whose determinant is a unit in ZjNZ. Thus SL2(ZjNZ) is a subgroup of 
GL2(ZjNZ). In fact, let GN be the group of matrices 

G ~) 
with dE (ZjNZ)*. Thus GN ~ (ZjNZ)*. Then 

GL2(Z/NZ) = GN • SL2{Z/NZ) = SL2(ZjNZ) . GN • 

Indeed, any matrix in GLz{Zj NZ) can be multiplied, say on the left, by a suitable 
element of GN, so that the product has determinant 1 in ZjNZ. The product 
decomposition is clearly unique. Furthermore, we have an exact sequence 

det 
o ~ SL2{Z/NZ) ~ GL2{ZjNZ) ~ (ZjNZ)* ~ O. 

§2. THE FIELD OF MODULAR FUNCTIONS OVER C 

Letfbe a function on the upper half plane 5, meromorphic and invariant by 
r N' i.e. such that 

f(y.) f(.), • E 5, Y E rw 
Let q = e 2nit and ql/N = e2nitlN. The map 

"C I--t qIIN 

defines a holomorphic map from 58 (the set of. E ~ with 1m .. > B) onto a 
punctured disc, and is defined on 5 modulo the translation by N. Since the 
matrix 
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lies in f N and acts as translation by N on f;, it follows that f induces a mero­
morphic function f * on this punctured disc. If there exists a positive power q./J. 
such that If*(q)q./J.I is bounded near 0, then in factf* is also merom orphic on 
the disc and has a power series expansion in the parameter ql/N, with at most 
a finite number of negative terms. If for every I' E SL2(Z) the function (f 01')* 
also has such a power series expansion in ql/N, then f is called modular of level 
Non f;. 

We denote by FN •C the field of modular functions of level N. The group f 
operates as a group of automorphisms of FN,c by f'r-+ f 0 y. Indeed, let I' E f, 
and CI. E f N' Since fN is normal in f, it follows that yCi. = a'y for some a' E f.",. 
IffE FN,c then 

f(yar) = f(CI.'yr) = f(yr), 

so thatf c I' is invariant under f N' Clearly,! 0 I' is meromorphic on f;. The last 
condition about q-expansions is immediate from the definition, so we see that 
f 0 I' is modular of level N, and f operates by composition. 

By definition, F 1 ,c is the field of automorphic functions of weight 0, defined 
in Chapter 3. ¥Ie let Fc be the union of all fields FN,c, and call Fc the modular 
function field over the complex numbers. 

Theorem 1. FI,c = C(j). 

Proof Let f E F1,c, For some polynomial P(j) the function fP(j) is holo­
morphic on f;. (For instance, iffhas a pole at zo, thenf(j - j(zo))m has no pole 
at Zo for high m, and the number of possible poles in a fundamental domain is 
bounded since f is meromorphic at infinity.) Suppose that f has no pole on f), 
and has a pole of order n at infinity. Using the fact thatj has a pole of order 1 
at infinity, we see that there exists a constant c such thatf - cj" has a pole of 
order -;;;, n - I at infinity. Consequently by induction, we can find a polynomial 
inj such thatf - Pol(j) has no pole on f; and no pole at infinity. Thenf - Pol(j) 
lies in the space of automorphic functions of weight 0, i.e. the constants, and 
this concludes the proof thatf E C(j). 

We shall now' find generators for FN,c. Let 

fo(w; r) = _27 35 g2(r)gir) pew; r, 1) 
A(r) 

so that WE C and rEf;. This is called the first Weber function. Having fixed the 
integer N> I, for r, S E Z and not both divisible by N, let 

(
rr + s ) frjr) = fo ----;:;-; r . 

The point of the factors involving g2, g3, A in front of go is to make the resulting 
function homogeneous of degree 0 in the vector (r, I). Because of this homo­
geneity, we sometimes also write 
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(

1'(1)1 + S(1)2 ) 
f.jr) = fa N ; (1)1> (1)2 

if r (1)J/(1)2' For a fixed r, the above functions give the normalized x-coordinates 
of the points of period N on the corresponding elliptic curve. If (r, s, N) 1, 
the function fr .• is said to be primitive of level N. In view of the periodicity 
property of the p-function, it follows thatf, .• depends only on the residue classes 
of r, s mod N. Thus it is appropriate to use a notation exhibiting this property. If 

a = (aI, a~) E Q2 but a if: Z2, 

we shall write 

felr) fCa; r) fo(alr + a2 ; r). 

Then each function J. is holomorphic on .'5, andfa depends only on the residue 
class of a (mod Z2). We call the functionsJ. the Fricke functions. 

It is also sometimes useful to use vertical notation, and write 

If:l E SL2(Z), this notation makes the following relation obvious: 

fair) = fa('Y.r). 

If we look at the q-expansions of Chapter 4, Proposition 5, then we see that 
the Fricke functions have a q;/N expansion with only a finite number of negative 
terms. Furthermore the powers of 2rci cancel in the definition of fo, and all the 
coefficients of q;IN lie in the field of N-th roots of unity over Q, because for 

rr + s 
W = ---r we have 

qw = q~/Nqs/N' 
and qslN ,~where (."I = e2ni/N is a primitive N-th root of unity. For the 
moment we disregard this special nature of the coefficients since we first do the 
theory over C. 

In any case, we have proved that the Fricke functions are modular functions 
of level N, because if 'Y. == I (mod N), then a'Y. == a (mod N) and hence J.~ fa 
andfa(n) fa(r). 

The relation fa('Y.r) = f.,(r) also shows that the modular group operates as 

a group of permutations of the functions fa· Furthermore, if a = (N' Iv) has 

exact denominator N (i.e. (r, s, N) = I), then a'Y. also has exact denominator N, 
and thus SL2(Z) permutes the primitive Fricke functions of level N among 
themselves. 
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Of course, r = SL2(Z) operates as a group of analytic automorphisms of 
f), and hence operates on FN,c by composition, 

f'r-';fo a, 

Since rN operates trivially, we may view the finite group r;r N as operating on 
FN,c, the kernel containing ± 1. 

We are essentially in a situation of Galois theory, with a group r;rN 
operating on the field FN,c, with fixed field FN,c, 

Theorem 2. We have 

FN,c = F I,C(f,,.).1I ',S = CU, f,,.).11 r,s' 

Furthermore, the Galois group of FN,C over Fl,c is precisely 

r;±rN = SL2 (Z/NZ)/± I. 

Proo;: Let E be the subfield of FN,c generated over cej) by all fr,s' Since 
r permutes thefr,s it follows that r;r N acts as a finite group of automorphisms 
of E. Note that ± I acts trivially, because the SJ-function is an even function. 
We shal1 now prove that any element Y E r which acts trivially on E must lie 
in ± r N. We consider the effect of y on the two functions f1,O and fO,l' Since 
SJ(u) = p(v) if and only if u == v (mod L), we see that iCy leaves J( 1,0) and J(O,l) 

fixed, then 

f(l,o) 0 Y = f(±I,o) 

From this one sees at once that 

and f(O,I) 0 y = f(o,±I)' 

y == (~I :1) (mod N). 

Since y E SL2(Z), it follows that y == ± I (mod N). Hence we have an injection 

r; ± r N .... Gal(E/cej», 

and the fixed field is cej). Since we have a fortiori an injection of r; ± r N in 
Gal(FN.c/C(j», it follows that FN •C = E and that the Galois group is that stated 
in the theorem. 

§3. THE FIELD OF MODULAR FUNCTIONS OVER Q 

Letfbe a modular function (of level I). We shall say thatfis defined over 
a field k iff E k(j). 

Fix an integer N > I as before. Form the polynomial 

n (X - fr,s), 
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the product being taken over all (r, s) mod N (we could also take the product 
over those (r, s) such that (r, s, N) = I). We obtain a polynomial in X, whose 
coefficients are invariant under r, because r permutes the fr .•. Hence these 
coefficients are modular functions of level I, holomorphic on ~. Furthermore, 
their Fourier coefficients are in the field Q«(N)' 

By Theorem 2 of Chapter 5, it follows that these coefficients are poly­
nomials in j with coefficients in Q«(N), and hence the functions fr .• are algebraic 
over Q(j). 

Let QN = Q«(N), and let 

FN Q(j, f,).1l ',s' 

We shall call FN the modular function field of level N over Q, and omit the 
reference to Q in a discussion when the context makes it clear. 

From the function theory of the preceding section, we already know that 
its Galois group contains 

SL2(Z/NZ)/±'1 = rj±rN• 

Theorem 3. The Galois group of FN/QU) is precisely 

GL2 (Z/NZ)/ ± 1. 

The algebraic closure of Q in FN is QN = Q«(N)' If r:I. E GLz(Z/ NZ), then the 
automorphism induced by r:t. on QN is given by the determinant, i.e. if O'(iX) 
is the automorphism given by r:I. on FN, then 

O'(r:t.X (det "'. 

The Galois group of FN over QNU) is SL2(Z/NZ)/± L 

Proof We shall prove Gal(GN/Fl) contains the group 

GN={(~ ~), dE(Z/Nzr}. 

We consider the q-expansion given for the Weber function in Chapter 4. At 

rr + s 

it will be of the form of a power series in qt with integer coefficients, times the 
power series 

12 TIN,s a;, 

1 + q + 12 " nqmn(qnrlNrs + q-nr/Nr- s - 2) 
(1 - qr/N'S)2 m.~ 1 ., .. , 

with q qt. This power series is therefore contained in the power series field 

QN«ql/N». 

If k is any field and X a variable, then any automorphism 0' of k extends to the 
power series field k«X» by the mapping 

CIIE k. 
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If dE (Z/ NZ)* we let O'd be the automorphism of QN«ql/N)) obtained in the above 
manner, from the automorphism of QN such that CN H C~· Then g2, g3,j are 
fixed since their q-expansions are in Q«q)). On the other hand, we see from the 
q-expansions of the Weber function that 

O'd: fr,.{t) H fr,.i t ). 

In other words O'd defines an element of Gal(FN/Q(j)), and O'd is represented by 
the matrix 

(~ ~). 
Hence GN is contained in Gal(FN/Q(j)). It follows now at once that 

Gal(FN/Q(j)) = GLiZ/ NZ)/ ± 1. 

Furthermore, from the way we defined O'd, and the decomposition of an element 
in GL2(Z/NZ) as a product from an element in GN and an element in SLiZjNZ), 
we see that the effect of an element in GL2(Z/ NZ) on the roots of unity is given by 
the determinant of the matrix. 

Finally, let k be the algebraic closure of Q in FN, so that k = C n FN• Then 

Gal(FN/k(j)) ~ Gal(FN,C/C(j)) ~ SL 2(Z/NZ)/± 1. 
Hence 

[k(j) : Q(j)] = [k: Q] = order of (Z/NZ)* = [Q(CN): Q]. 

Since FN c: QN«ql/N)) it follows that k c: QN' and we get equality by the fact 
that k and QN have the same dimension over Q. This settles the Galois group 
of FN/Q(j). 

______ FN •C 

FN I 
I ______ C{j) 

k(j) I 

I _______ c 
k 

We shall now 'give the formulation of Theorems 2 and 3 in terms of points 
of finite order on a "generic" elliptic curve. 

Let t E ~ be such thatj(t) is transcendental over Q. Then the map 

fHf(t) 

gives an isomorphism of FN (which is an algebraic extension of Q(j)) on a field 

which we denote by FN('r). Let Af be an elliptic curve defined over Q(jet)) whose 
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j-invariant is jeT), say in Weierstrass form with coordinates (x, y). Let h be the 
first Weber function, so that 

hex, y) = _2735 g~3x, 

and let q;: e/L --+ Ac be the analytic parametrization given by the Weierstrass 

functions. Let PI = q;(wrJN) and P2 = q;(W2/N). Then 

h(Pl ) = f(l.ol'r) and h(P2) = f(o.l)(T). 
In general, 

fr.s(T) = h(rPl + sP2)· 

Therefore the field FN(T) is none other than the field 

Q(j(T), h(A~)) 

of x-coordinates of division points of order N on A". Its Galois group is a sub­
group of GLiZ/NZ)/ ± 1, as we saw in Chapter 2. 

Let 

Corollary 1. Let j be transcendental over Q. Let A be an elliptic curve 
with invariant j, defined over Q(j). Let 

KN = QU, AN)' 

i) The Galois group of KN over Q(j) is isomorphic to the full group GL2(Z/ NZ) . 
in its representation on AN ~ (Z/NZ)2. 

ii) Theplgebraic closure ofQ in KN is Q(CN)' 
iii) The Galois group of KN over Q(CN,j) is SL2(Z/NZ). 

Proof Let G = Gal(KN/Q(j)). By the result for FN we see that 

G . {± I} = GLiZ/ NZ). 

-1) o ' 
so that I' E SLiZ/NZ) and 1'2 = - I. Then I' or -y lies in G, and hence -1 E G, 
whence G = GL2(Z/ NZ). This proves the first assertion, and the argument also 
proves the following lemma. 

Lemma. Let G be a subgroup ofGLiZ/NZ) [resp. SLiZ/NZ)] which maps 
onto GL2(Z/NZ)/± I [resp. onto SLiZ/NZ)/± I] under the canonical 
homomorphism. Then G = GLiZ/NZ) [resp. G = SL2(Z/NZ)]. 

If a: E GL2(Z/NZ), we denote by CTa the corresponding automorphism of KN 
over QU), relative to a fixed basis of AN over Z/NZ. Let k be the algebraic 
closure of Q in KN. We know from Theorem 3 that k contains CN, and that 

O'a(N = ,~ela. 
Let G 1 be the Galois group of KN over k(j). If CTa E Gl> then CTa leaves the N-th 

roots of unity fixed, and hence det rJ. = 1. Hence G1 c SL2(Z/NZ), and G1 is 
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naturally isomorphic with the Galois group ofC(j, AN) over CU) (assuming that 
j is transcendental over C, i.e. making the constant field extension to C from k). 
Using Theorem 2 of the preceding section we conclude that 

G1 • {±l} = SL2(Z/NZ). 

By the lemma, it follows that G1 SL2(ZjNZ). Hence the order of the Galois 
group of k(j) over Q(j) is exactly the order of (Z/NZ)*, by the exact sequence at 
the end of § I. This implies that 

[k: Q] order of (ZjNZ)*, 

and since k contains the N-th roots of unity, we conclude that k = QK.,), 
thereby proving both (ii) and (iii), and concluding the proof of the corollary. 

Let k be an algebraically closed field of characteristic 0 and let jo be trans­
cendental over k. Let us assume that the cardinality of k is at most that of C 
We can then embed k into C, and even in such a way that C has infinite degree. 
of transcendence over k. Let A be an elliptic curve defined over kUo), with 
invariantio. Taking a suitable isomorphism of k(jo) over k, we may assume that 
jo is transcendental over C. Select, E t) such thatj(,) is transcendental over k. 
Let FN•k = kFN be the compositum of the modular function field over Q with 
k. The map ff-+ fer) induces an isomorphism of FN•k with a subfield FN•k(,) of 
C. There is also an isomorphism of k(Jo) with k(jCr», sending jo on j(r), and 
transforming A on an elliptic curve At defined over k(j(r», having invariantj(r). 
Thus we have isomorphisms 

k(jo, AN) ::::; k(j(r), AN)' 
and 

kUo, h(AN» ::::; k(j(r), h(AN» ::::; F N,k' 

Having assumed that jo is transcendental over C, it follows that C is lineariy 
disjoint from the algebraic closure of k(jo) over k. Making the constant field 
extension from k to C, we see that 

CUo, fl(AN» :::::: FN,c· 
Corollary 2. Let k be an algebraically closed field of characteristic 0 and 
let j be transcendental over k. Let A be an elliptic curve with invariant j, 
defined over k(j). The Galois group of kU, AN) over k(j) is isomorphic to 
SL2(ZjNZ) in its representation on AN ::::; (ZjNZ)2. 

Proof. There exists a subfield ko of k which is finitely generated over the 
rationals, such that A is defined over ko(j), and such that ko is algebraically 
closed in ko(j, AN), i.e. ko is the constant field of koU, AN)' We may then replace 
k by the algebraic closure of k o• and therefore we may assume that k has finite 
transcendence degree over Q. We may then also assume that k is contained in 
the complex numbers, and we may identify j withj(r) for some value r such that 
j( r) is transcendental over k. Letting <p: CJ L -+ Ac be an analytic parametriza­
tion, we let PI = <p(wI/N) and P2 = <p(w2/N) as usual. Let G be the Galois 
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groups of CU, AN) over C(j). We can represent an element a E G by a matrix 
r:x E GL2(Z/NZ) with respect to the basis {PI' P2 }. We may identify the subfield 
CU, h(AN)) with FN.C' and a induces an automorphism of FN.C over C(j), also 
induced by an element (J E SL 2(Z/NZ). We shall prove first that a = ±p. Let 

Pr,s = rPI + sP2 , r, SE Z/NZ. 

For any Pr,s we have 

h(P(r,s)p) = ah(Pr,s) = h(aPr..) = h(P(r,s)"J, 

Let 

For each (r, s) we therefore have (r, s)r:x = ±(r, s)p. Taking (r, s) to be (1,0) 
and (0, I), respectively, shows that (J = ±r:x or 

_ (-a -b) p - ± cd' 

(
-a 

Say (J = c -!) . Take (r, s) = (I, I). We see that 

(a + c, b + d) == (-a + c, -b + d) (mod N), 

whence 2a == 0 (mod N) and 2b == 0 (mod N). If N = 2, then I == - I (mod 2) 
and GL2(Z/NZ) = SL 2(Z/NZ), so we may assume N> 2. If N is odd, then 
a == b == 0 (mod N), which is impossible. If N is even, then a == b == 0 (mod N/2), 
which is also impossible. Hence fJ = ±r:x, and we have proved that 

G c SL2(Z/NZ). 

The lemma shows that G = SLiZ/NZ), and proves our corollary. 

Remark. Some sort of argument is needed to prove Corollary 2, beyond 
Corollary I. Indeed, let A, B be two elliptic curves defined over C(j), where j is 
transcendental over C, and suppose that they are isomorphic, but not over 
C(j) (i.e. over some finite extension of C(j)). The fields CU, h(AN)) and C(j, h(BN)) 
are then equal, but as far as I know, it is not known if the fields C(j, AN) and 
CCi, BN) are distinct if N > 2. The problem lies with the extra quadratic extension, 
and the answer may depend on the parity of N. In any case, this shows that to 
prove Corollary 2, we cannot use the model of Corollary I, defined over Q(j), 
without some additional considerations. 

The main part of the argument was to show that Galois group of CU, AN) 
over C(j) is contained in SLiZ/NZ). One can use a quite different approach, 
based on a canonical skew-symmetric non-degenerate pairing 

AN x AN -+ II,.., 
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where lIN is the group of N-th roots of unity, due to Wei! on abelian varieties. 
Cf. my book on abelian varieties, and Shimura's book [BI2], where Shimura 
actually selects this approach to the question. Hence it seemed worthwhile to 
describe the other way in the present book. An analytic description of this 
pairing will be given in Chapter 18. The pairing is compatible with the action of 
the Galois group, i.e. 

<(fp, (fQ) = <P, Q)". 

From this it is immediate that if Cf. is the matrix representing (f in its action on 
AN relative to a basis of AN over Z/NZ, then 

C~ = ,tetIX
• 

Consequently, over the complex numbers, we see right away that the image of 
the Galois group in GL 2(Z/NZ) is in fact contained in SL 2(Z/NZ). 

The proofs in this section are classical. Weber [BI6), §63, knew the structure 
of the Galois group of the division points of order N, both over the complex 
numbers and over the rationals, especially that the roots of unity came up as 
the new constants. Fricke [B2J, Vol. Two, 1.4, gave precisely the same arguments 
we have chosen here, through the automorphism on roots of unity acting on the 
coefficients of the q-expansion. 

Shimura in [38] gave new birth to these questions, and to the study of [he 
modular function field, using these arguments. It was of considerable help for 
the present-day generations to have Shimura's paper available, rather than plow 
through Weber or Fricke, whom we had to learn to read all over again. 

The analogous results in characteristic p were given by Igusa [22J, [25], who 
even works integrally over ZU]. He gives different arguments, based on ramifica­
tion theory, and finds the unipotent elements in the Galois group over the com­
plex numbers to see that it is all of SL 2(Z/NZ). We shall recover this ramification 
theory later, when we discuss the Tate parametrization. 

One of the reasons why it is still hard to read Weber is that he uses extensively 
the Jacobi elliptic functions, rather than the Weierstrass function more or less 
exclusively, as we have done. 

Actually, there is some point in using the same functions Weber uses, or 
similar ones, constructed out of theta functions, because their values are special 
algebraic numbers, which are units when suitably normalized, and in this sense 
Weber knew perfectly well what he was doing (cf. [BI6], §157). We shall consider 
this type of question in the last part of the book, since it is much more subtle 
than the general question of generating class fields any old way by values of 
modular functions of some level. 

In this book we are exclusively concerned with congruence subgroups of 
r = SL2(Z), i.e. subgroups which contain some r N' It is known that there are 
infinitely many subgroups of finite index which are not congruence subgroups. 
One can factor the upper half plane i1 by these to obtain coverings of the 
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projective line, ramified at 0, ], and 00. The pullback of anyone of these to a 
model of some modular curve of suitable level yields an unramified covering 
of such a curve, and conversely, any unramified covering of a modular curve 
of any level belongs to a subgroup of finite index of r. Very little is known about 
the curves obtained from non-congruence subgroups. A very deep conjecture 
was made by Ihara [B6], who considers their reduction mod p, and conjectures 
roughly that "supersingular" values of j cannot split completely in these coverings, 
unless they arise from congruence subgroups. The beginnings of computational 
data have been provided by Atkin and Swinnerton-Dyer for "non-congruence" 
coverings (AMS Proceedings of Symposia on Pure Mathematics, XIX, (1971) 
pp. 1-26). 

§4. SUBFIELDS OF THE MODULAR FUNCTION FIELD 

By the modular function field F we mean the union of all the fields FN• 

Similarly, Fe is the union of all fields FN •e. We shall deal mainly with F. 
We denote by Mt (Z) the set of 2 x 2 matrices with components in Z, 

and positive determinant. Similarly for Mt(Q) = GLt(Q). 

Theorem 4. If r:t. E Mt(Z) and det r:t. = N, then j 0 IX is a modular function 
of level N. For any 0'; E Mt (Z), the map 

If---'fo r:t. 

is an automorphism of F (or Fe) leaving the constants fixed. 

Proof Let Y E ri\" and write y 1 + N{3. Then 

r' = C(},O';-l = I + Nrx{3rx- 1 

has integral components and determinant], so lies in SL2 (Z). Since 

j 0 rx 0 y = j 0 r' 0 Cl = j 0 ct, 

it follows that j 0 ':t.. is invariant under r N' The other conditions for j 0 ex to be 
modular are immediately verified, so the first assertion is proved. The second 
assertion is proved similarly. Observe that if rx E M2(Q) and m is integer such 
that m':l. E M 2(Z), then for any function on the upper half plane, we have 

fo r:t. =fo (mrx) 

(the m cancels in the fractional transformation). Thus the inverse automorphism 
of 

is 
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Although Fricke [B2], Vol. Two, 1.4 also gives some discussion of subfields 
of the modular function fields, his discussion is not so clear (to me), and I 
follow Shimura [38], [BI2]. 

In selecting r such that j{r) is transcendental, we could always pick r trans­
cendental itself (for trivial cardinality reasons, the set of algebraic values of 
j on .u is denumerable). In particular, an elliptic curve At with transcendental 
j(r) always has a trivial ring of endomorphisms, i.e. End{At) ~ Z. 

The first case we consider is that ofj(Nr), which is the invariant of an elliptic 
curve with lattice 

[Nr, 1J ~ [r, ~J. 
Let r Oh/ro2 and let L = [ro1' ro2] be the lattice of At, Put as before 

PI = ~(~ ) and P 2 = ~(~) , 
where ~: CjL .... At is an analytic representation of At. Then 

ANt ~ At/{Pz), 

as one sees at once from the nature of its associated lattice. From Proposition 3 
of Chapter 2, §2, we know that A/91 ~ A/9z if and only 91 = 92 (whenever 
9[' 92 are finite subgroups of the same order, and A has a trivial ring of endo­
morphisms). Consequently we conclude that a matrix 

(~ ~) 
Ieavesj(Nr) fixed if and only if it maps (P2) into itself. But 

(~ ~)(;:) = (~;: : ~;~) , 
Hence this happens if and only if c 0 (mod N). From this we conclude: 

Theorem 5. The Galois group of FN OL'er Q{j,j 0 N) is the group 

{( ~ ~) E GL2(Z/NZ)} I ± 1. 

Corollary 1. The fixed field of FN under the group G", consisting of all 
matrices 

dE (ZjNZ)* 

is the field 
Q{j,j 0 N,Jl,O)' 

Proof· The elements of the Galois group in Theorem 5 which leave fl,o 
fixed are represented by those matrices 

(~ ~) 
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such that 

(I, O<~ ~) = 1,0). 

This immediately implies the corollary. 

Corollary 2. Thefield of Corollary I is a maximal subfield of FN consisting 
off unctions whose Fourier coefficients in the qllN-expansion are rational. 

Proof Clear. 

T heore m 6. The Galois group of FN over the field Q(j, j 0 ct)all a, with 
ct E Mi (Z) and det ct = N, is the diagonal group 

{(
e O)l . o e J mod ± I, e E (ZjNZ)*. 

Proof A diagonal matrix eIhas the effect P ~ eP on a point of finite order P, 
and hence maps every subgroup of AN into itself. Consequently, since j(ct:r) is 
the invariant of some factor curve Aig where 9 c AN' it follows that j 0 C( is 
fixed under such a diagonal matrix. Conversely, if an automorphism represented 
by 

leavesj 0 ct fixed for all ct, then it leavesj 0 ct fixed for the specialct corresponding 
to the factor curves AI(P1), AI(P2 ) and AI(P1 + P 2 ). The matrix 

(:1 ~) 
must map each one of the vectors (I, 0), (0, 1), (1, 1) into a scalar multiple of 
itself, and from this one sees at once that the m .. trix must be diagonal, thus 
proving the theorem. 

One usually denotes by ro(N) the group of elements Y E r = SL2(Z) 
consisting of matrices 

Y = (~ ~) 
with c == 0 (mod N). 

Theorem 7. Thefixedfield of F" by roCN) is the field Q(j,j c N, ,",,). 

Proof This is immediate from Theorem 5, the fact that elements of SLiZ) 
leave the constants fixed, and that the group of Theorem 5 is the product 

ro(N)GN, 

where GN consists of the matrices 

(b ~), dE (Z/NZ)*. 



7 Automorphisms of the 
Modular Function Field 

§1. RATIONAL ADELES OF GL2 

If N, M are positive integers, and NIM, then we have a canonical homo .. 
morphism 

GL2(ZjMZ) -+ GL2(ZjNZ), 

and we can take the projective limit. By the Chinese remainder theorem, if 
N = TIp;" is the prime factorization, then 

GL2(ZjNZ) ~ TI GLiZjp?Z), 
i 

and so taking the projective limit can be done "componentwise" with respect 
to the primes. The projective limit of the rings Zjprz as r -+ C'IJ is simply the 
ring of p-adic integers Zp. Let Z; be the group of p-adic units (invertible elements 
in Zp). Then we see that 

lim GL2(ZjNZ) = TI GLiZp), 
'N p 

where GLiZp) is the group of matrices with components in Zp, having their 
dete: minants in Z;. We abbreviate 

GL2(Zp) = Up 
and let 

U = TI Up = TI GL2(Zp)' 
p p 

We let the finite adelic group of GL2 be 

GLiAf ) = TI' GL2(Qp), 
p 

where the prime on the product means restricted product: For almost all p the 

75 
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p-component of an element of GL2(AJ) lies in GL 2(Zp)' We let GLt(Q) denote 
the group of rational 2 x 2 matrices with positive determinant. 

Of course we can also form the usual ideles 

AQ = R* x n'Q;, 
p 

with p-adic component in Q;, and almost all components in Z;. Using the prime 
factorization of an integer, one sees at once that 

AQ = Q+(R+ X n Z;), 
p 

where A~ denotes the subgroup of ideles with positive component in R. We 
shall next prove the analogous result for GL2 and SL2 • 

Theorem 1. We have 

GL2(AJ ) = GLi(Q)U 

SL 2(AJ ) = SL 2(Q) n SLiZ p)' 
p 

Proof. We shall first prove the second equality. 
For any field k it is easy to see that SL2(k) is generated by the elements 

X(b) = G D and (! i) = Y(c) 

with b, C E k. Indeed, multiplying an arbitrary element of SL2(k) by matrices of 
the above type on the right and on the left corresponds to elementary row and 
column operations (e.g. adding a scalar multiple of a row to the other, etc.). 
Thus the given matrix can always be brought into a form 

by such multiplications. Letting Weal = X(a) Y( -a-I)X(a) we get 

W(a)W( -1) = (~ a~l)' 
thereby proving our assertion about SL2(k). 

Now given 0: E SL2(AJ ), let p be a prime where rLp is not p-integraL Write 
0: as a prod uct 

a: = Z(b1) ••• Z(b",) 

where Z(b i) is either X(b j ) or Y(b j), and hi E Qp. For each i, select a rational 
number ri with only powers of p in the denominator, and approximating b i 

very closely at p. Let xp = Z(r1) ••• Zer m). Then xp E SL2 eQ), and x; la: is very 
close to the unit matrix in SL2(Qp), whence lies in SL2(Zp)' Furthermore, xp is 
I-integral for any prime t =1= p. We can now repeat the procedure successively 
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for the finite number of primes where et is not integral, and thus obtain an element 
x E SLiQ} such that 

as desired. 
To handle GLz we multiply an element et E GLz(Af } by an element f3 of the 

form 

so that PC( E SLiAf}. Approximating the idele s = ( ... , sp ... ) at a finite number 
of p by a positive rational number, we can find a rational matrix 

y = (~ ~), r E Q~ 
such that yet E SLi(Af)U. This reduces our problem to the preceding one, and 
proves our theorem. 

We .view QZ = Q x Q as a space of row vectors, and let 2 x 2 matrices 
operate on the right, so that GLz(Q) operates on QZ. Similarly, GLiQp) opera res 
on the right of Q~. 

We have a natural isomorphism 

Q2/Z2 ~ 11 Q;/Z;, 
p 

which corresponds to the primary decomposition of the torsion group (Q/Z)2. 
An element up E GLiZp), operates on Q~JZ~ and hence if 

U (up) E U, 
then u operates on Q2/Z2, according to the above prime decomposition. 

§2. OPERATION OF THE RATIONAL ADELES ON THE 
MODULAR FUNCTION FIELD 

Let At = A be an elliptic curve with invariantj(r}, rEt), and assume that 
A is defined over QU(r)}. We let 

L t [r, 1]. 
We have an analytic representation 

qJ = qJf: CfLt -; Ac· 
For a (al> az) E Q2 we get an element of QLt by taking the dot product 

a(;) == air + a2, 
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whence an isomorphism 

Q2/Z2 -+ QL./L" 

The group QL,/L, is the torsion subgroup of CjLt! and its image under q>t 
consists of the points of finite order on A. We shall also denote by q> the homo· 
morphism ofQ2/Z2 -+ A obtained by the composition of mappings 

Q2/Z2 -+ QLt/Lr - A. 

We see that our analytic representation gives us a coordinate system for the 
poin ts of finite order on A. If a E Q2 and a denotes the class of a in Q2 jZ2, we 
also write 

<pea) = (p(a). 

Thus we also view <p as giving a homomorphism 

<p: Q2 _ QL,/L, _ A. 

Let us assume that End(A) ~ Z. Then any other analytic parametrization 

t/J: CjLt -> Ac 

must be such that t/J = ± <p, because t/J 0 <p_l is an automorphism of A. Let us 
assume that A is in Weierstrass form, and let It be the Weber function such that 

so that h is an isomorphism invariant. Then we have 

hT 0 q>,(a) = 1.(,), 

where I. is the Fricke function. 

Theorem 2. Let F be the modular function field, and let I. (aE Q2/Z2, a ::F 0) 
be the Fricke functions. For each u E U there is an automorphism u(u) of F 
over Q(j) such that 

and the map 

U f-> u(u) 

is a homomorphism of U onto Gal(F/Qu) whose kernel is ± I. 
Proof This is but a reformulation of the results of the preceding chapter, 

taking into account the projective limit 

U lim GL2(Z/NZ) . ..-
Theorem 3. Let, E.D be such that jet) is transcendental over Q, and let 
A be an elliptic curve such that jA = jet), and defined over QU('!:». Let 
q>: C/L, -+ Ac be an analytic parametrization of A. Let U be as in §l. Then 
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for each u e U there is an automorphism u(u) of the field of all division points 
on A such that 

q>(a)"(U) = q>(au), 

and the map u t-+ a{u) is an isomorphism of U onto the Galois group of the 
field of all division points over QU(.». 
Proof This is a reformulation of Theorem 2, and Theorem 3 of the preced­

ing chapter, taking into account the projective limits. 
In particular we get the formula 

There is another type of automorphism. For any a e GLi(Q) we let u(a) be 
the automorphism such that for any f e F we have 

1'*) = fo a. 
In other words, 

f*-l(r) = feat). 

This yields a homomorphism of GLt(Q) into Aut(F) , whose kernel is the 
subgroup of matrices 

aeQ*. 

Remark 1. Note that Un GLi(Q) = SL2(Z).lf a e SL2(Z), then the definition 
of u(ex:) viewing I:J. as an element of U or as an element of GLi (Q) is the same. 

Indeed, we have the obvious relation 

1a(:J:r) = laa(t) 

for the Fricke functions, and for any a e SL2 (Z), viewed as an element of U, the 
corresponding automorphism leavesj fixed becausej(ex:t) = j(7;). 

Remark 2. Suppose u e U and in addition up e SL2(Zp) for all primes p. Let 
fbe a modular function of level N. Then there exists an element (t e SL2 (Z) such 
that if n(p) is the order of Nat p, then 

rx == up (modp"(p) 

for all piN. We then see that 

ff1(u) = 1'*) f 0 (t, 

first- for the Fricke functions la, where a has exact denominator N, and then for 
any f e FN since the functionsla generate FN. 

If u, u' are two automorphisms of F, then to have associativity in the 
exponential notation, we make their composite act so that 

PU!' = (1")"'. 
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There is another important consistency relation. 

Theorem 4. (Shimura) Let rJ., f3 E GLiCQ) and letu, v E U be such that 
au = vf3. Then O'(a)O'(u) = O'(v)O'(f3). 

Proof For the proof, we have to look into the meaning of this relation, 
and on its interpretation in terms of isogenies. 

Let Y E M 2 (Z) be a 2 x 2 integral matrix. Then y operates on Q2/Z2 and 
its kernel is represented by those elements a E Q2 such that 

ay E Z2, 

i.e. its kernel is 
Z2y-l/Z2. 

The next lemma is a basic formal tool for the study of isogenies of elliptic 
curves and their points of finite order. 

Lemma. Let a E GLi (Q). Let AT and A~(T) be elliptic curves with invariants 
j(r) andj(a(r)) respectively, and let 

and ,I,. ejL -j. A~(T) 
'I' • a(T) C 

be corresponding analytic representations of these curves. Assume that 
a- l E M 2 (Z) has integral coefficients. Let 

and let /l = cr + d. Then there exists a unique isogeny 

;" = }.~: At -j. Aa(T) 

such that the following diagram is commutative. 
<p 

Q2/Z2~ AT 

Cll l~-l ll~ 
Q2/Z2 ----+ QL<1.(T)jL<1.(T) ----+ A<1.(T) 
~ 

'" The middle arrow is multiplication by Wl. 

Proof We have 

(T) = (o:(r)) 
a 1 /l 1 ' 

whence 

:-l(T) = _l(rJ.(T)) 
Jl. 1 a l' 
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Since 0:- 1 E M;;.(Z) by assumption, we see that multiplication by WI maps 
CjL, into CjL.(T>' There exists a unique isogeny ) .• which makes the following 
diagram commutative. 

'" Cj L. -----+ A~ 

#-'1 ll~ 
C/L~(t) -----+ A~(t) 

'" Then 

f.l-1(al' a 2)(;) = (al , a2)f.l- 1(;) = (al' a 2)0:-t(O:ir»), 

and therefore the square on the left is commutative. This proves the lemma. 

Since Ao{t) has invariant j(o:(r», we can always select A"'(t) defined over 
Q(j(o:(r»). A way of doing this is to take the elliptic curve with transcendental 
invariantj to be defined by 

y2 = 4x3 gx - g, 

such that g/(g - 27) = j/123 • If we select A2(t) defined over Q(j(o:(r»), then any 
automorphism of F(r) over F1(r), for instance a(u), can be applied to Ao(r). 

Theorem 5. (Shimura) Let u, v E U and let 0:, p E GLHQ) be suah that 
:t.u = up. Assume that j(r) is transcendental ouer Q, and that At (resp. Aa(r» is 
defined over Q(j(r» [resp. over Q(j(o:(r»)]. Then a(u)A·(t) has invariant 
j(p(r». Select AP(t) = a(u)A·(t). Let )'''' ).p be the isogenies which make the 
diagram in the lemma commutative. Then 

;,.:(U) ± J.p. 

Proof We first prove that independently of how we choose AP(t), the two 
isogenies 

and 
have the same kernel. 

The kernel of }." is cp(Z2:t./Z2
). Hence 

Ker ,l,:(u) (Ker } .• )"(u) cp(Z20:/Z2)"(UJ 

= cp(Z20:U/Z2
) (see below) 

= cp(Z2VP/Z2) 

= cp(Z2P/Z2) 

Ker }.". 
This proves the first assertion, except that we must explain the notation 

Z20:U/Z2. 
We recall that 

Q2/Z2 = II Q;/Z;. 
p 
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and an element up E GL 2(Zp) acts on the p-component Q~jZ~. What we mean 
by Zl:xujZ2 is the direct sum 

Z2au jZ2 = 11 Z2r:J.1I jZ2 
p P P' 

P 

and since r:J.up vpfJ, we have Z;rJ.up"= Z~vfJp = Z~fJ. From these remarks, 
the notation makes sense, and the equalities in the above proof are valid, 

The two isogenies ;.~(u) and ;.p having the same kernel shows that their 
images are isomorphic, and hence have the same j-invariant, so that the first 
assertion of our theorem is valid. We may then choose A/l«) = a(u)A'x(t), Both 
;.~(u) and ).p then map A< on the same image, and have the same kernel, so they 
differ by an automorphism of the image. Since we selected t such that j(t) is 
transcendental, we know that the only possible automorphisms are ± 1. This 
proves Theorem 5. 

We can now return to Theorem 4, and verify the relation of Theorem 4 
for the functionsj andfa. 

First, we have 

and 

j(t)U(V)U(P) = j(t)"(P) = j(f3(t)). 

The two expressions on the right are equal by Theorem 5, so our relation is 
proved for the j function. 

Next, we consider a E Q2 and b = a'Y.- 1 • Then: 

CPr(b )"(~)"(U) = cp~('l(b )"(U) 

Taking the Iz-coordinate yields 

= cp~(,><a'Y.-l )"(11) 

= (I·icp,(a)))"(U) 

= ),:<U)(cp,(a))"(lt) 

= ±)'f! 0 cp,(au) 

= ±cpfJ(,laup-l) 

= ±CPP(r)(a'Y.- 1 v) 

= ± CPIJ{r)(bv~. 

fb(:t(t))"(II) = fbv(fJ(t)) 

which means that 

and proves our theorem. 
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§3. THE SHIMURA EXACT SEQUENCE 

For an arbitrary finite adele x E GL2(Af ) we write 

x = au or x vj3, 

with u, v E U and ':I., j3 e GLi(Q). Then Theorem 4 shows that we can define the 
automorphism a(x) on F by 

a(x) = a(a:)a(u) = a(v)a({J). 

This is well defined by Theorem 4, and a trivial computation shows that the 
association 

X f-+ a(x) 

gives a homomorphism of GLz(Af ) into Aut(F). It is easily proved that the 
kernel is precisely the group of diagonal matrices 

( a 0) ae Q''', o a ' 

simply by using the results of the preceding chapter. We leave this as an exercise. 

Theorem 6. (Shimura) The Sequence 

0-+ Q* -+ GLzCAf ) -+ Aut(F) -+ 0 

is exact, ill other words, every automorphism of F is of the form (Xu (i.e. 
a(a:)a(u» for some ':I. E GLi (Q) and u E U. 

Proof. The proof which we shall give for the surjectivity now differs from 
Shimura's arguments, and is based on a different principle. 

Let a be an automorphism of F. If aj = j, then a E a(U) and we are done. 
We shall reduce our proof to this case. 

First we may assume that a leaves the roots of unity fixed, because we can 
compose (j with some a(u) to achieve this. It then suffices to prove that we can 
compose a with some a(a:) so as to fix}. Since a is now assumed to leave the roots 
of unity fixed, it may be extended to an automorphism of the modular function 
field over C, leaving the constants fixed. 

Let A be an elliptic curve having invariant j, defined over C(j), say by the 
standard Weierstrass equation. We identify the modular function field of level 
N over C with CU, h(AN»' The field 

Fg:~ = CU, h(A(p») 

is the subfield of Fc obtained from the points of p-power order on A. It is a 
p-extension of C(j, A p), and aF~;~ is the corresponding p-tower ove,r C(j", A:). 

Let E C(j,j", Ap , A~). Then 
E(h(A(p») and E(lz(A"(p») 

are p-towers over E. We shall now prove that there exists a finite extension K of 
E such that 
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The Galois group of Fc over E contains an open subgroup of the form 

W = n Wt x n SL2(Zt), 
teS t~S 

where S is a finite set of primes, and Wt is such a small open neighborhood of 
1 in SL 2(Zt) for all t E S, that Wt is an t-group without torsion. We select S so 
large as to contain 2, 3 and p. Let K be the fixed field of W. Let Hp be the Galois 
group of K(h(Au(p») over K. Then we have a surjective homomorphism 

t/J: W --t Hp 

of Galois theory, corresponding to the inclusion of fields 

K c K(h(AU(P»)) c F c' 

Each factor Wt for t E S, t =f. p, maps onto 1 under this homomorphism, 
because an t-group can only map trivially into a p-group. If t ~ S, then the 
subgroup of SL2(Zt) projecting on 1 in SL 2(ZjtZ) is an t-group, and the same 
reasoning applies, to see that this subgroup maps onto I under t/J. Finally, any 
homomorphic image 

SL 2(ZjtZ) --t Hp 

must be trivial, because ± 1 maps into 1 (since Hp has no torsion), and 
SL 2(ZjtZ)j ± I is simple for t ?; 5. 

Therefore Hp is in fact a homomorphic image of Wp, and in terms of field 
extensions, this means that 

Replacing K be a finite extension if necessary and using a symmetry argument, 
we conclude that in fact these two fields are the same. (Alternatively, one could 
also use the fact that since the Lie algebra of SL 2(Zp) is simple, the above ex­
tension is finite, and hence of degree I since Wp is assumed without torsion.) 

It now follows from a theorem to be proved by entirely different methods 
later (Chapter 16, §5, Theorem 7, and § 1, Corollary of Theorem 1), that A and 
AU must be isogeneous. Consequently there exists an integral matrix a such 
that jU = j 0 a. Thus finally 0"(:x)-10" is an automorphism of F leaving j fixed, 
as was to be shown. 

Groups of automorphisms of infinite modular function fields were con­
~idered by Shafarevic and Piateckii-Shapiro [31] and [32]. The latter considers 
the field of all functions j 0 ':I., with rational matrices ex. The section of the paper 
dealing with the automorphisms is not entirely clear. For instance, what we 
gave here as Theorem 5, due to Shimura, seems to be completely overlooked by 
Piateckii-Shapiro. On the other hand, the rest of the paper deals with the re­
duction mod p of the modular function field, and has results related to the 
Shimura reciprocity law, proved in Chapter 11. 





Part Two 

Complex Multiplication 
Elliptic Curves with 
Singular Invariants 



In this part we study special curves whose rings of endomorph isms are 
strictly bigger than Z. This involves both elliptic curves whose j-invariant j(z) 
is such that z is an imaginary quadratic number over Q, giving rise to the theory 
of complex multiplication, and elliptic curves over finite fields. We shall alsq 
relate this special theory with the generic theory of the preceding part, and show 
how the various mappings of an arithmetic nature which we obtain are related 
at all three levels: generic, number fields, and finite fields, specializing from ont: 
level to the next. 

The term complex multiplication arises because the algebras of endomorph~ 
isms of elliptic curves which are bigger than Z must be complex, i.e. cannot have 
real embeddings. Over the complex numbers, complex multiplication arises 
from the endomorphisms induced by multiplication in C with a complex number 
rI. sending the given lattice into itself. . 

The main development of the theory will be carried out by the Deuring 
reduction method. However, it is illuminating to see some of the results derived 
by the older analytic method of Kronecker, Weber and Hasse, so we have done 
this on a selective basis. For instance, you may find it useful to look right away 
at the analytic derivation of the congruence relation reproduced in Chapter 12, 
§3, and also the factorization results of Chapter 12, §2 which are self-contained, 
before, or simultaneously with, the algebraic arguments using reduction mod p. 





8 Results from Algebraic 
'Number Theory 

In this chapter we assume that the reader is ~cquainted with the ordinary 
ideal theory in number fields. Cf. for instance [B7J. The first two sections should 
be read as technical background for Chapter 10, §2. On the other hand, although 
we strive for some completeness, once the reader sees the first results that the 
proper o-lattices form a mUltiplicative group, he can wait to read the other 
results until he needs them, as they are slightly technical. They are all classical, 
known to Dedekind, except possibly for the fact that a proper o-lattice is localiy 
principal, which seems to have been first pointed out by Ihara [26J. The localiza­
tion technique wil1 be used heavily for the idelic formulation of the complex 
multiplication, as in Shimura [BI2J. 

§l. LATTICES IN QUADRATIC FIELDS 

Proper o-ideals 

Let k be a number field, i.e. a finite extension of the rationals. We denote 
by l\ the ring of algebraic integers of k. By an order 0 in k we mean a subring 
of Ok whose dimension over Z is equal to the degree [k : QJ. Bya lattice in k we 
mean an additive subgroup of k which is free of dimension [k: QJ over Z. If 
L is a lattice in k, we define the order of L to be the set of elements }. E k such 
that ;.L c L. By one of the definitions of algebraic integers, it follows that the 
order of L is contained in l\, and it is easily verified that it is in fact an order, 
i.e. has rank [k : QJ over Z. 

For the rest of this section, we assume that r is quadratic o~'er Q and we let 

89 
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k = Q(r). We let ).1-+).' be the non-trivial automorphism of k. Let r satisfy the 
quadratic equation" 

Ar2 + Br + C = 0 

with integers A, B, C which are relatively prime and A > O. Let the discriminant 
be 

so that 

We clearly have 
(1) 

D = B2 - 4AC, 

-B + .JY> 
r = 2A • 

B == D (mod 2). 

Theorem!. Notation as above, let 

o [1 D + .JQl = [1 B + .J75] 
, 2 - J ' 2 . 

Then 0 is the order of the lattice [r, 1]. 

Proof The congruence (I) shows that the equality on the right is true. By 
a straightforward multiplication, one sees that 1 . L c L, and that 

B+ 
--2-'---1: = - C E Z c L, 

B+ 
2 

= Ar + BeL. 

Hence [1, B +2.J15] is contained in the order of [r, IJ. To prove the converse, 

we prove another basic result first. 

Theorem 2. Let L' [r', lJ where r' is the conjugate ofr, and let 0 be as in 
Theorem 1. Then 

L ' 1 1..: = -0. 
A 

Proof We have 

[
B2 D - B + .J D - B - .J D ] 

L1: = err', r, r', 1J 4A2' 2A ' 2A ' 1 

as was to be shown. 

~[c B A B +.J~ 
A ' " 2 - J 
1 

= -0 
A' 
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In particular, we see that L is invertible (with respect to 0), in other words 

L-1 = AL'. 

To finish the proof of Theorem I, suppose that ).L c L. Then 

ALL -1 c LL-1 = 0, 

so ).0 c 0, and since 0 contains 1, we get). E 0, thus proving that 

o = {). E k, ).L c L}. 

Given an order 0 in k, we shall say that a lattice L belongs to 0, or IS a 
proper o-Iattice, if 

0= {).Ek,).L c L}. 

By an o-ideal we mean an ordinary ideal a c 0, which is a lattice. 

Corollary I. Let 0 be an order in the quadratic field k. Every proper 
o-Iattice in k is o-invertible, and conversely any lattice which is o-invertible is 
a proper o-Iattice. The set of proper o-Iattices is a multiplicative group. 

If a, c are proper o-ideals, we define cia to mean that there exists an o-ideai 
b such that bc = a. MUltiplying by c 1 shows that b is necessarily a proper 
o-idea!. Furthermore, as usual, one sees that this condition is equivalent with the 
condition a c c. An irreducible proper o-ideal p is a proper o-ideal #- 0 which 
cannot be factored p = ab, with proper o-ideals a, b such that a #- p and b #- p. 
If p is irreducible, one sees as usual that if a, b are proper o-ideals, and piab, 
then pia or plb. [We shall see later as a result of Theorem 4, that an irreducible 
proper o-ideal p prime to the conductor, is a prime idea!.] 

Corollary 2. Every proper o-ideal is factorizable into the product of 
irreducible proper o-ideals, and the factorization is unique up to a permutation. 

Proof Suppose that not every proper o-ideal has a factorization into 
irreducible proper o-ideals. Since 0 is Noetherian, there exists a maximal such 
ideal a, and it cannot be irreducible, so that we have a = bc, where b, care 
proper o-ideals properly containing a. In view of the maximality of a, it foliows 
that band c have the desired factorization, whence so does a, thereby proving 
the existence. The uniqueness follows from the divisibility property concerning 
plab mentioned above, as usua!. 

The conductor and ideals prime to the conductor 

Theorem 3. Let 0 be an order in k, and let Ok = [z, 1]. There exists a 
unique positive integer c such that 

o = [cz, I] = Z + cok• 

Proof Note that 0 is a sublattice of Ok' whence of finite index. Let c > 0 
be the unique positive integer such that 

on Zz = Zcz. 
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We contend this c does it. Indeed, let ;. E 0, ;. m + nz. Then 
nz = ;. - m E 0 (J Zz, 

whence cln, and} E Z + Zcz. This proves the theorem. 

The number c in Theorem 3 is caJled the conductor of o. 
Let 0 be an order and a an o-ideal. Let c be the conductor of o. We shall say 

that a is prime to c if either a + co = 0 or a + (Ok = o. The two conditions are 
actually equivalent, for suppose a + co o. If a + COk i= 0, then a + COk 

is contained in a maximal ideal p which also contains a + co, impossible. 
Conversely, suppose a + COk = 0. If a + co i= ° then a + co is contained in 
a maximal ideal p, and since Ok is integral over 0, there is a maximal ideal of Ok 

lying above p. This contradicts a + COk = o. 
We let Ik(c) be the set of ok-ideals prime to c, and we let Io(c) be the set of 

o-ideals prime to c. 

Theorem 4. There is a multiplicative bijection between the monoid of ideals 
of Ok prime to C alld the monoid o[3.-idea/s prime to c, given by the two inverse 
mappings 

a I-> a (J 0, 

a I-> aok• 

An ideal ofo prime to c is a proper o-ideal. 

a E Ik(c) 

a E Io(c), 

Proof. i) Let a be an o-ideal and a + COk = o. We shall prove that 
a = aOk (J o. The inclusion c is clear. Conversely, 

aOk n 0 = (aok n 0)0 = (a Ok n o)(a + COt) 

This proves our first assertion. 
ji) Let a be an ok-ideal such that a + COk Ok' Then we prove that 

(a (J O)Ok = a. We have: 

o = Ok (J 0 = (a + COk) n ° 
c (a n 0) + COk c 0. 

Hence a n 0 is prime to c. Now 

a = ao = a«a n 0) + COk) c oia (J 0) + ca. 

But ac can 0, so a c (a (J O)Ok' The converse inclusion is obvious, thus 
proving (ii). 

iii) We prove that an o-ideal a prime to c is proper. Suppose ). E k and 
).a a. Then 

1.0 = i.( a + COk) = I.a + i.cok c a + COk o. 

Since lEo, we get ;. E O. 

iv) In (i) and (ii) we got the desired bijection. It preserves multiplication, 
for let au, bo be o-ideals prime to c, where 
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a" = a Il 0 and b" = b Il 0, 

with ok-ideals a, b prime to c. Then a"b" is prime to c, and 

a"b" = (a"b"ok) Il 0 = (a b) Il o. 

This proves our theorem. 
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Remark. The above arguments work for any number field, with an order 0, 

defining the conductor c to be the largest ideal of 0 which is also an ok-ideaL 

Theorem 5. Let L be a proper o-Iattice and m a positive integer. Then there 
exists an element ;. E k such that J.L c 0 and 

;L + mo = o. 

In other words, in the equivalence class of L, there exists a lattice which is 
prime to m, and is integral. 

Proof Suppose that we start with a lattice of the form L [r, 1], such that 
r satisfies the equation 

At2 + Bt + C = 0, 

with integers A, B, C relatively prime, and A > 0. Then 

L ~[A A ' 
B + .JD] ~ [A -B + .JD] 

2 ' 2 . 

Without loss of generality, we may assume that L is the o-ideal 

= [A -B + .JDJ a , 2 . 

Then aa' = Ao. Finally, we could also change t by an element of SL.JZ) , 
i.e. prove our assertion for the lattice LI = [rl' I] where 

arl + b 
r= . 

cr l + d 

The equation for such r I is 

° = A(arl + b)2 + B(arl + b)(cr1 + d) + C(CtI + d)2 

= Alt! + Bltl + CI , 

where A I = Aa2 + Bac + Cc2
• It will therefore suffice to prove that we can 

select a, c relatively prime such that A I is prime to m. We take a, c to be products 
of primes p dividing m as follows. If P{ A, select a prime to p and p divides c. II 
piA but P{C, take c prime to p but p divides a. If piA and piC, then necessarily 
p{B. Take both a, c prime to p. This yields the desired integers a and ", and 
proves our theorem. 
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The proper o·ideal classes 

Let 10 be the multiplicative monoid of proper o-ideals, and p. the submonoid 
of principal o-ideals (automatically proper). We let 

Go I./P., 

and call Go the group of proper o-ideal classes. Let I.(e) be the monoid of proper 
o-ideals prime to the conductor e, and let PD(e) be the submonoid of principal 
o-ideals prime to e. Then by Theorem 5, we have an isomorphism 

GD ~ Io(e)/P.(e). 

We shall express GD as a factor group of a generalized ideal class group of Ok­

We let 

Pz(e) 

be the monoid of ok-ideals a which are principal, of the form 

where 

for some a E Z, (a, c) = 1. 

Lemma 1. Let a E Pz(e) be as above. Then 

a (j 0 = 00::. 

Proof Since IX E 0 we get Oct c: a (j o. Conversely, if x E Ok and XIX E 0, 

let us write 
x = m + nz and IX = a + cbz 

with integers m, n, a, b such that (a, c) = 1. Then 

XIX E ma + nza (mod eok). 

Hence na is divisible by c, so that eln. Hence x E 0, proving our Lemma. 

Theorem 6. Consider the homomorphism 

Ik(e) -+ Io(c) 

such that a H a (j o. The inverse image of Po(c) is Pz(e). 

Proof The lemma shows that Pz(c) is contained in the inverse image. 
Conversely, suppose that a (j ° = 00:: with 0:: E a (mod cok ) and a E Z. Then 
a = 0ka: so a E Pz(e). 

It follows from Theorem 6 that we have an isomorphism 

I GD ~ Ik(e)/Pz(e). 

Note that Pz(c) contains the ideals which are principal and generated by an 
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element == I (mod c), the monoid of such ideals being denoted by PI(C). So we 
have a tower 

Ik(C) :::> Pz(c) :::> PI (c). 

From this we can easily determine the order of the group Go' 

Theorem 7. The order oJ the group Go is equal to 

n----:- n (1 - (~)~) , 
PIc pp 

where h is the class number oj k, c is the conductor oj 0, 0: and 0* are the 

groups oj units in Ok and 0, respectively, and (~) is the usual symbol, equal 

to I ifp splits completely in k, 1 if p remains prime, and 0 if p ramifies ill k. 

Proof We shall give the same argument as in Fueter and Weber, §98. The 
theorem is very classical. We know from general algebraic number theory that 
the order of the generalized ideal class group Ik(e)/P1(e) is given by 

hrp(cok ) 

where rp is the Euler function, and Uc consists of those units in Ok which are 
congruent to 1 mod eok • See for instance my Algebraic Number Theory, Chapter 
VI, §I, Theorem 1. It follows that 

Suppose first for simplicity that ± I are the only units of Ok' We have a map 

(Z/cZ)* -'t Pz(c)/ PI (c), 

given by a 1---+ class of aD. modulo PI (c), whose kernel is ± 1, of order 2 if c > 2. 
Suppose that p is a prime number and pm divides c exactly. The p-contribution 

to (Z/eZ)* is pm( 1 - ~). Suppose that p splits completely in k. Then PO. = pp' 

and Ok/P, o",p' have order p. Hence the p-contribution to rp(eok) is the 

order of 0k/(pp,)m = p2m( 1 - ~r. 
Dividing these p-contributions gives the proper factor in the product. On the 
other hand, if -I == I (mod c), then 0: 0*, and c 1 or 2. The unit con­
tribution is then precisely the right one. If 1 '*' 1, then it is also clear that the 
unit contribution is the correct one. If p remains prime in 0b then the p-con­

tribution to cp(cok) is the order of the multiplicative group of Ok/pmO. which 
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l,). Dividing by the p-contribution to (ZjcZ)* yields precisely 
p- . 

pm(l + D, 
which is the desired factor. If POk p2, then the same type of argument again 
shows that we get the right contribution to our factor. Finally, when Ok contains 
i or p, one argues the same way, which we safely leave to the reader. 

Remark. We worked above with ideals of 0, i.e. contained in o. Of course, 
one can also work with the group of proper o-Iattices, with respect to the usual 
equivalence, L '" M if and only if there exists ;. € k such that }.L = M. If 
ex € k is such that et == 1 (mod* c), meaning that 

ordp(ex - 1) ~ ordp c 

for all primes p of Ok such that plc,then we can write ex = PlY, where 

p, y == I (mod* COk), fl, Y € Ok' 

[If d is a positive 'rational denominator for ex, prime to c, we can select d 1 

having the same divisibility as d for P{C, and cli == I (mod c) by the Chin~se 
remainder theorem. Then d l ':/. € Ok and diet == I (mod COk)'] If a, h are proper 
o-ideals such that:xa = b, then po = yh. 

Corollary. There is only a finite number of imaginary quadratic 't" E.5 
inequimient under the modular group, such that j('t") lies in a given nllmber 
field K. 

Proof One knows that the class number of a quadratic imaginary field k 
goes to infinity with the discriminant, in fact 

log h(D) '" log IDlt 

by a theorem of Siegel. Thereforej(ok) has degree tending to infinity as IDI ...... 00. 

For any order ° of Ok' we see from Theorem 7 that the class number of ° also 
tends to infinity with the conductor, and j(o) has degree equal to this class 
number over k (proved later, complex multiplication). This proves our corollary. 

Note that Theorem 7 gives very explicitly the rate at which the degree of 
j(o) goes to infinity as a function of the conductor, once the absolute class 
number is known. The Riemann Hypothesis would give an explicit and very 
good inequality for the absolute class number in terms of the discriminant, but 
at the moment, one has to go through various contorsions to prove Siegel's 
theorem because of the lack of a proof for RH. See for instance [87], Chapter 13, 
§4, and Chapter 16, and [B 15]. 
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Localization 

finally we consider localization at a prime number p. Let Sp be the set of 
positive integers not divisible by p. We define the localization of a lattice L at 
p to be 

L(p) = S;lL. 

For the rest of this section, in order to simplify the notation, we shall write 
instead of L(p). When we consider completions in the next section, we shall use 
Lp to denote the completion of L(p). 

If L, M are lattices, then we have trivially 

S;l(L II M) = S;lL II S;lM. 

The inclusion c: is clear. Conversely, if an element can be written as xlm 
with x E L, Y E M, and mn not divisible by p, then my = nx lies in L II M, and 
our element is equal to nx/mn, as desired. 

As usual, LM consists of all sums 

LXzYi 
with Xi ELand YI E M. It is an additive subgroup of k, finitely generated over Z, 
whence it is a lattice. We have 

(LM)p LpMp. 

Theorem 8. Let L, M be lattices in k. If Lp c: Mp for all primes p, then 
L c: M. 

Proof Let x E L. Then we can write x Yp/np with Yp E M and an integer 
np prime to p, so that npx E M. The family of n/s is relatively prime, so there 
exists mp E Z such that 

It follows that 

as was to be shown. 

The theorem shows that to prove that two lattices are equal, it suffices to 
do so locally for each p. A similar argument as in the theorem shows that 

L nLp. 
p 

We note that if p does not divide the conductor c of 0, then 

op (oJp , 

and j'n particular, if L is a proper o-lattice, then by ordinary ideal theory we 
find that Lp is locally principal, i.e. there exists an element':!. E k such that 

Lp 0l:t.. 

For quadratic fields, this property remains true even if pic, as was pointed ovt 
by Ihara [25]. 
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Theorem 9. Let L be a lattice in k belonging to the order o. Then there 
exists O! E k such that Lp = opO!, i.e. L is locally principal. 

Proof. Let Ok = [z, I] again. We may assume that pic. Since LpL;l = 0p' 
there exists y E L;! and x E L such that yx = m + nez, with integers m, nand 
(m, p) 1. Dividing by m, we conclude that 

I E yLp + czop. 

MUltiplying by cz, which lies in 0 so that czLp c Lp, we get 

cz E yLp + C2Z 20p, 

and substituting back, using induction, we get 

1 E yLp + (cz)"op c yLp + p"op 

for all positive integers v. Hence op c yLp + P'op for all v. Since the index 
(op: yLp) is a power of p, we have op c yLp, and op = yLp- This proves our 
theorem. 

The next lemma is sometimes useful to find a local generator for a proper 
o-ideal. 

Lemma 2. Let a E Ik(c), and for a prime p suppose that ap = 0k,p'X, with 
a E a. Let x, y E 0k,p be such that . 

X'X + yc = 1. 
Then 

ap () op = opx'X. 

Proof. Note that I, yc E op, so xC( E op. whence the inclusion:::> follows. 
The converse inclusion is proved by a jacking up argument similar to that of 
Theorem 9. 

p. COMPLETIONS 

Let k be a number field, and let L be a lattice in k. For a prime number p 
we let Zp be the ring of p-adic integers, and 

Lp Zp ® L, also written ZvL. 

We let L(p) = S; 1 L be the localization of L at p as defined in the previous 
section. Then Lp can be viewed as the completion of L(p), and there is a natural 
injection 

which we treat as an inclusion. 
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Let Qp be the p-adic numbers. We define 

kp = Qp ® k, also written Qj. 

Bya Zp-Iattice in kp we mean a Zp-submodule of kp of dimension [k: Q] over 
Zp' Note that 

so that the powers of p appearing in the denominators of elements of a Zp-lattice 
are bounded. Consequently, if Mp is a Zp-lattice there exists a power pr of p 
such that 

pr Mp c;: 0k.p = Zp ® Ok' 

On the other hand, there exists a power pS such that 

pSOk.p c;: Mp' 

because 0k.p and M p have the same dimension over Zp. 
By a Z(p(lattice in k we mean a ZIP) submodule of k of dimension [A- : QJ 

over ZIP)' If Mp is a Zp-lattice in kp, then 

Mp (l k 

is a Z(p)-lattice in k. The intersection is taken by vIewing k as embedded naturally 
in k p. The assertion is easily seen, because Mp (l k is a module over ZIP)' it 
contains pS0k.(P) for some integer s, and it is contained in pr 0k.(p) so that it has 
the correct dimension, over ZIP)' 

Theorem 10. i) Givenforeach pa Z(p)-Iattice M(p) ink such that M(p) = 0k,(p) 
for almost all p, there exists a unique lattice L in k such that L(p) = M(p) fiJi' 

all p. 
Ii) Given a Zp-Iattice Mp in kp such that Mp = 0k.p for almost allp, 

there exists a unique lattice Lin k such that Lp =Mp for all p. 

Proof. We let L n M(p) to prove (i). It is immediately verified that L 
is a lattice, and that L(p) M(p) for all p. The second part follows from the first 
by the remarks we have made, relating Z(p)-iattices and Zp-Iattices. 

Let L be a lattice in k. For each p we have a natural isomorphism 

kIL(p) ::1::: kplLp, 

because L(p) = Lp (l k. Since n L(p) = L, we get a canonical isomorphism 
p 

klL ::1::: II kIL(p) ::1::: II kp/Lp. 
p p 

Indeed, any x E k lies in 0k.(p) for almost all p, so we have a map of k into the 
direct sum of the kplLp. The above isomorphism essentially gives the p-primary 
decomposition of the torsion group klL. 

Recall that the ideles Jk of k can be defined as the restricted product 

k* x n' k* R p 
p 
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where kR = R ® k, and the * indicates the group of invertible elements. If 

S = ( ... , sP' ... ) 

is an idele with sp E k!, then for any Zp-lattice Lp we can take the product 

spLp, 
and it is again a Zp-lattice. 

If L is a lattice in k, then spLp = 0k.p for almost all p, and consequently 
there exists a unique lattice M such that 

Mp = spLp. 

This lattice M is denoted by sL. Observe that S is an ide Ie, and that there is no 
multiplication defined directly between sand L. The' notation sL is merely 
symbolic. 

Multiplication by sp induces an isomorphism also denoted sP' 

sp: kp/Lp ..... kp/spLp, 

given by xp ~ spxp' From the decomposition 

k/L ~ U kpiLp, 
p 

we can define an isomorphism 

S: k/L ..... k/sL 

by letting s operate componentwise, i.e. sp operates by multiplication on each 
component k p/ Lp. 

If L = a is a fractional ideal of the ring of algebraic integers Ok' then we 
can work with the prime components in k. If we denote by Up the closure of 
a in the local field k p, and if s is an idele with p-component Sp, then svap is defined, 
and 

so that 

k/sa ~ U kp/spa p. 
p 

Let c be an ideal of Ok (and so contained in Ok)' Then c 1 a ::J a, and 

cia/a 
is a finite subgroup of k/a. Furthermore, k/a is the union of such finite subgroups 
taken for (tending to infinity (ideals being ordered by divisibility). Let l'1,·· ., lIm 
be the prime ideals dividing c or entering in the factorization of a. By localizing 
Ok at these primes, we obtain a Dedekind ring 0' having only a finite number of 
prime ideals, and hence a principal ring. Then co' = (c) for some element c and 
ao' = (a). We have an isomorphism 

c- 1 a/a::::; (c- 1 a)/(a) 
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where (x) is the ideal generated by x in 0'. Let x E 0' be such that xao' = 110'. 

Let u E cIa/a. Then xu is defined in the natural way by multiplication by x, 
and we have xu = u for all u E ela/a if and only if 

x == 1 (mod* c). 

This follows at once from the definitions. The congruence mod* means ordinary 
congruence in the local ring for each prime power component of c. 

§3. THE DECOMPOSITION GROUP AND 
FROBENIUS AUTOMORPHISM 

In this section we summarize pertinent facts about the decomposition group 
of a prime ideal in a Galois extension. The results are basic, but we emphasize 
that although they are sometimes stated only for Dedekind rings, e.g. in number 
fields, they are valid more generally, and this is important when we consider an 
elliptic curve over the ring ZUl. 

Throughout this section, ring means ring without divisor of zero and 
commutative. 

Proposition 1. Let R be a ring, integrally closed in its quotient field K 
Let L be a finite Galois extension of K with group G. Let p be a maximal 
ideal of R, and let 'lJ, .0 be prime ideals of the integral closure of R in L lying 
above p. Then theu exists a E G such that a~ = .0. 

Proof Suppose that 'lJ #- a.o for any a E G. There exists an element XES 

such that 

x == 0 (mod 'lJ) 
x == 1 (mod a.o), 

(use the Chinese remainder theorem). The norm 

N~(x) = IT ax 
f1EG 

all a E G 

lies in B 11 K = R (because R is integrally closed), and lies in ~ 11 R = p. 
But x ¢ a.o for all a E G, so that ax ¢.o for all a E G. This contradicts the fact 
that the norm of x lies in p = .0 11 R. 

Corollary. Let R be a ring, integrally closed in its quotient field K. Let 
E be a finite separable extension of K, and S the integral closure of R in E. 
Let p be a maximal ideal of R. Then there exists only afinite number ofprime 
ideals oj S lying above p. 
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Proof Let L be the smallest Galois extension of K containing E. If.o 1o .o2 

are two distinct prime ideals of 5 lying above p, and ~1' ~2 are two prime ideals 
of the integral closure of R in L lying above .0 1 and .02 respectively, then 
~1 ¥ 'l32 • This argument reduces our assertion to the case that E is Galois 
over K, and it then becomes an immediate consequence of the proposition. 

Let R be integrally closed in its quotient field K, and let S be its integral 
closure in a finite Galois extension L, with group G. Then q5 = 5 for every 
q E G. Let p be a maximal ideal of R, and ~ a maximal ideal of 5 lying 
above p. We denote by G~ the subgroup of G consisting of those automorphisms 
such that q'l3 = 'l3. Then G~ operates in a natural way on the residue class field 
5/'l3, and leaves RIp fixed. To each q E G'P we can associate an automorphism 
i'i of S/'l.l over RIp, and the map given by 

q ...... i'i 

induces a homomorphism of G" into the group of automorphisms of 51'P 
over Rip. 

The group G'P will be called the decomposition group of '.}..l. Its fixed field 
will be denoted by L d

, and will be called the decomposition field of '!p. Let 5 d
: 

be the integral closure of R in L d, and let .0 '!p () 54, By Proposition 1, we I 

know that 'l3 is the only prime of 5 lying above .0. 
Let G = U qp-u be a coset decomposition of G~ in G. Then the prime 

ideals q/-lJ are precisely the distinct primes of S lying above p. Indeed, for two 
elements q, rEG we have q'l3 = r'l.l if and only if r-1q'l3 = 'l.l, i.e. r-1q lies in 
G-u. Thus r, u lie in the same coset mod G'll' 

It is then immediately clear that the decomposition group of a prime 
q'l3 is uG'llq-1. 

Proposition 2. The field Ld is the smallest subfield E of L containing K 
such that'l.' is the only prime of S lying above 'l3 () E (which is prime in 5 () E). 

Proof Let E be as above, and let H be the Galois group of Lover E. Let 
q = 'l.l () E. By Proposition I, all primes 0f S lying above q are conjugate by 
elements of H. Since there is only one prime, namely 'l3, it means that H leaves 
'l.' invariant. Hence H c G'll and E ::::> L4. We have already observed that Ld has 
the required property. 

Proposition 3. Notation being as above, we have RIp = 5 dj.o (under the 
canonical injection Rip _ 5 d/.o). 

Proof If q is an element of G, not in G~, then q'P ¥- ~ and q-1'P ¥- ~. Let 
.ou = q-1 '.P () S4. 

Then.o" ¥- .0. Let x be an element of 54. There exists an element y of 5 d such that 

y =: x (mod.o) 

y =: I (mod .0 ... ) 
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for each (f in G, but not in Gil!' Hence in particular, 

y =; x (mod~) 

y =; I (mod (f-l~) 

for each (f not in G\ll' This second congruence yields 

(fY == 1 (mod~) 
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for all (f ¢ G\ll' The norm of y from Ld to K is a product of y and other factors 
(fY with (f ¢ G'Il' Thus we obtain 

Nid(y) =; x (mod ~). 

But the norm lies in K, and even in R, since it is a product of elements integral 
over R. This last congruence holds mod.o, since both x and the norm lie in Sd. 
This is precisely the meaning of the assertion in our proposition. 

If x is an element of S, we shall denote by x its image under the homo­
morphism S -+ S/~. Then u is the automorphism of S/~ satisfying the relation 

UX = (fX. 

If J(X) is a polynomial with coefficients in S, we denote by j(X) its natural 
image under the above homomorphism. Thus, if 

J(X) = bnXn + ... + bo, 

then 
leX) = onxn + ... + 00 , 

Proposition 4. Let R be integrally closed in its quotient field K, and let 
S be its integral closure in a finite Galois extension L oj K, with group G. 
Let p be a maximal ideal oj R, and ~ a maximal ideal oj S lying above p. 
Then S/'l\ is a normal extension oj Rip, and the map (f ~ u induces a homo­
morphism oJG'f, onto the Galois group oj S/~ over Rip. 

Proof Let 5 = S/~ and R Rip. Any element of 5 can be written as 
x for some XES. Let x generate a separable subextension of 5 over R, and let 
Jbe the irreducible polynomial for x over K. The coefficients of/lie in R because 
x is integral over R, and all the roots ofJare integral over R. Thus 

m 

f(X) = n (X - Xi) 
i= 1 

splits into linear factors in S. Since 

leX) = n (X - Xi) 

and all the Xi lie in 5, it follows that J splits into linear factors in S. We observe 
that f (x) = 0 implies J (x) = O. Hence 5 is normal over R, and 

[R(x): R] ~ [K(x): KJ ~ [L: KJ. 
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This implies that the maximal separable subextension of R in S is of finite 
degree over R (using the primitive element theorem of elementary field theory). 
This degree is in fact bounded by [L : K]. 

There remains to prove that the map (J f-+ ii gives a surjective homomorphism 
of G'll onto the Galois group of S over R. To do this, we shall give an argument 
which reduces our problem to the case when \.13 is the only prime ideal of S lying 
above p. Indeed, by Proposition 3, the residue class fields of the ground ring 
and the ring Sd in the decomposition field are the same. This means that to prove 
our surjectivity, we may take L d as ground field. This is the desired reduction, 
and we can assume K = L d

, G = G'll' 
This being the case, take a generator of the maximal separable subextension 

of S over R, and let it be X, for some element x in S. Let f be the irreducible 
polynomial of x over K. Any automorphism of S is determined by its effect on 
X, and maps x on some root off. Suppose that x = XI' Given any root Xi off, 
there exists an element (J of G = G'll such that (JX = Xi' Hence ii.x = Xi' Hence 
the automorphism of S over R induced by elements of G operate transitively 
on the roots of f. Hence they give us all automorphisms of the residue class 
field, as was to be shown. 

Corollary 1. Let R be a ring integrally closed in its quotient field K. Let 
L be a finite Galois extension of K, and S the integral closure of R in L. Let 
p be a maximal ideal of R. Let <p: R -> Rip be the canonical homomorphism, 
and let t/J I, t/J 2 be two homomorphisms of S extending <p in a given algebraic 
closure of Rip. Then there exists an aut(lmorphism (J of Lover K such that 

t/J1=t/J2 0 (J. 

Proof The kernels of t/J I, t/J 2 are prime ideals of S which are conjugate by 
Proposition 1. Hence there exists an element r of the Galois group G such that 
t/J I> t/J 2 0 r have the same kernel. Without loss of generality, we may therefore 
assume that t/J I, t/J2 have the same kernel \.13. Hence there exists an automorphism 
w of t/J I (S) onto t/J 2(S) such that w c t/J 1 = t/J 2· There exists an element (J of 
G'll such that w c t/J I = t/J I C (J, by the preceding proposition. This proves what 
we wanted. 

Remark. In all the above propositions, we could assume p prime instead of 
maximal. In that case, one has to localize at p to be able to apply our proofs. 
In the application to number fields, this is unnecessary, since every prime is 
maximal. 

In the above discussions, the kernel of the map 

G'll-> G'll 

is called the inertia group T'l.1 of 'l3. It consists of those automorphisms of G'll 
which induce the trivial automorphism on the residue class field. Its fixed field 
is called the inertia field, and is denoted by L'. 
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If the inertia group of 'l-~ is trivial, i.e. I, then we say that ~ is unramified 
over p. If every prime 'l-' over p is unramified, then we say that p is unramified 
in L. . 

Let again p be a maximal ideal of R, and let L be a finite Galois extension of 
K, of degree N, with S the integral closure of R in L. We shall say that p splits 
completely in L if there exist exactly N different primes of L lying above p. 
Then p splits completely in L if and only if G~ = I because G permutes the 
primes 'l-I/p transitively. 

When L/K is abelian, then we have the following characterization of the 
fixed field of the decomposition group. 

Corollary 2. Let L/K be abelian with group G. Let p be a prime of K, let 
'l-I be a prime of L lying above p, and let G~ be its decomposition group. Let 
E be the fixed field of Gil' Then E is the maximal subfield of L containing k in 
which p splits completely. 

Proof. Let 
r 

G = U O'jGil 
i= 1 

be a coset decomposition. Let q ~ n E. Since a Galois group permutes [he 
primes lying above a given prime transitively, we know that 'l-~ is the only prime 
of L lying above q. For each i, the prime O'i'l-I is the only prime lying above 
O'jq, and since 0'1'l-~, ... , O'r~ are distinct, it follows that the primes O',q, ... , urq 

are distinct. Since G is abelian, the primes 0' jq are primes of E, and [E: KJ = r, 
so that :p splits completely in E. Conversely, let Fbe an intermediate field between 
K and L in which p splits completely, and let H be the Galois group of Lj F. 
If 0' E G~ and '.p n F = 'l-'F, then 0' leaves '.pF fixed. However, the decomposition 
group of 'l-IF over p must be trivial since p splits completely in F. Hence the 
restriction of 0' to F is the identity, and therefore G'll c H. This proves that 
FeE, and concludes the proof of our corollary. 

Let LjK be an arbitrary Galois extension again. 
Assume now that the residue class field R/p is finite, with q elements. We 

also write q Np. It is a power of the prime number p lying in p. By the theory 
of finite fields, there exists a unique automorphism of SI'.p over Rip which 
generates the Galois group of the residue class field extension, and has the effect 

In terms of congruences, we can write this automorphism if as 

XE S. 

By what we have just seen, there exists a coset aT'f!. of T-v in G'll which induces 

(j on the residue class field extension. Any element of this coset will be called 
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a Frobenius automorphism of'lJ, and will be denoted by ('lJ, LjK). If the inertia 
group T'fl is trivial, then ('lJ, LjK) is uniquely determined as an element of the 
decomposition group G'fl' 

If.o is another prime lying above p, and 11 EGis such that 11'lJ = .0, then 
the decomposition group of.o is given by 

Go = G~'fl = I1G'flI1- J
• 

Similarly for the inertia group, and for a Frobenius automorphism, 

(11'lJ, LjK) = 11('lJ, LjK)I1-1
• 

This is immediately verified from the definitions. Furthermore, if T'fl is trivial, 
we see that ('lJ, Lj K) = I if and only if p splits completely, meaning that G'fl = I. 

If LjK is abelian, and if the inertia group T'fl is trivial for one of the 'lJlp 
(and hence for all 'lJlp), it follows that to each p in K we are able to associate 
a uniquely determined element of G, lying in G'fl (the same for all 'lJlp), which 
we denote by 

a = (p, LjK), 

and call the Artin automorphism of p in G. It is characterized by the congruenc,e 

ax == XNp (mod'lJ), XES. 

By using Zorn's lemma, one can easily extend the above results to infinite 
Galois algebraic extensions LjK. Propositions I through 4 are valid in this case, 
and we therefore also get a Frobenius automorphism ('lJ, LjK), well-defined 
modulo the inertia group T'fl' 

Consider the finite Galois case, not necessarily abelian, and let 

a'fl = ('lJ, LjK) 

be the Frobenius automorphism of'lJ. We assume that 'lJ is unramified, so a'fl 
is well defined as an element of G'fl' Suppose that S is given by generators over R, 

S = R[Xl' . , ., xn]. 

Let r be an element of the Galois group G such that 

rXj == x~P (mod 'lJ) 

for all i = I, ... , n. Suppose also that 'lJ does not divide the discriminant of 
any Xi> i.e. does not divide the non-zero differences 

Then r = a'fl because 
rXj == atlxj (mod'lJ) 

whence rXj = O"'llXi for all i, whence r = a'fl because the Xj generate Lover K. 
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§4. SUMMARY OF CLASS FIELD THEORY 

The treatment of class field theory given in my Algebraic Number Theory is 
classical, and is the most suitable for the applications to this book. We summarize 
briefly the main theorems. 

Let k be a number field which we assume for simplicity has no real con­
jugate, and let K be an abelian extension, say finite to begin with. If p is a prime 
of k, and is unramified in K, then we can associate with p the Frobenius auto­
morphism 

(p, K/k) 

in Gal(K/k). Let C. be an ideal of Ok, sufficiently highly divisible by all the primes 
of k which ramify in K, and let Ik( e) be the group of fractional ideals prime to c 
We can extend the map pH- (p, K/k) to Ik(c) by multiplicativity, and then get 
a homomorphism called the Artin map, 

Ik(c) -+ Gal(K/k) 

which can be proved to be surjective. 
Let PI(e) be the subgroup of Ik(c) consisting of those principal ideals (eL), 

where 
a (mod*' e). 

This means that C( == I (mod 1ll~(1'», where In" is the maximal ideal of the local 
ring 01' at p, for pic, and rep) is the order of c at p. Let 91(e) denote the group 
generated by the norms of all prime ideals of K, relatively prime to c. Then the 
kernel of the Artin map is precisely 

PI (c )91( C), 
and this is Artin's reciprocity law. 

This can also be formulated in terms of ideles. An idele s is an element of 
the restricted product 

n' kt 
of the multiplicative groups of the completions kv. at all absolute values of k, 
extending the ordinary absolute value on Q, or the p-adic absolute value on Q, 
such that Iplp = lip· The non-archimedean absolute values of k correspond 
then to the prime ideals of Ok' The restriction in the product means that we take 
elements 

s = { .. , Sp, ••• ) 

such that Sp is a p-unit for almost all (all but a finite number of) primes p. 
We define the Artin symbol for ideles (s, K/k) as follows. We select c( E k such 
that the idele as having p-component C(S". is such that asp is very close to I at 
all p ramified in K. (Close to 1 is determined by the same type of congruence 
that defines PI(e).) We then define the ideal 

(as) = n pm{l') 

I' 
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where m(p) is the order of asp at p. The symbol (s, Kjk) is defined to be 

(s, K/k) = «as), Kjk). 

This symbol is well defined, and gives a homomorphism of the idele group Jk 

onto Gal(Kjk), whose kernel is generated by k*, embedded on the diagonal 
in the ideles, and the group of norms of ideles from K, Le. the kernel is 

k*NK1kA"k. 

The norm is defined in a natural way, which is irrelevant for us here. 
If K' :;) K:;) k are abelian extensioqs, then the restriction of (s, K'jk) to K 

is exactly (s, K/k). This consistency allows us to define (s, k) in the Galois group 
of kab over k, i.e. the Galois group of the maximal abelian extension of k. 

Given a prime p, we can consider the values of the Artin map at ideles 

( ... , 1, 1, Sp, 1, 1, ... ) 

with component I except at p. These values lie in the decomposition group of 
a prime ~ lying above p, and give an injective homomorphism of k: onto a 
dense subgroup of this decomposition group. The mapping is surjective fOli 
every finite abelian extension. This local fact will not be needed, except for one 
application, and the reader may disregard it until he needs it. 

Over the rational numbers, it is easy to describe what's going on in element­
ary terms. Consider a cyclotomic extension Q" = Q«(,,) where (" is a primitive 
n-th root of unity. The ideals of Z are all principal. We get the Artin map 
as follows. If a E Z and a > 0, and a is prime to n, then «a), Q,,/Q) is that 
automorphism (j such that 

(: = (:. 

In particular, for a prime p,fn we have 

(: = (~. 

We see that the decomposition law of p in Qn takes place according to an 
arithmetic progression. The congruence relations defining the generalized ideal 
class groups extend this notion to arbitrary number fields. 

Finally we recall the characterization of Galois extensions by the nature 
of the primes which split completely in them. Let M be a set of primes. One 
defines the limit 

L 1 
lim peM Nps 

s-1 + 1 
log-­

s - 1 

to be the Dirichlet density of M (if it exists). It is provable (e.g. from class field 
theory, cf. my Algebraic Number Theory, Chapter VIII, §4) that an ideal class 
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of I(c)jP1(c) always has such a density, and that this density is equal to l/ht 

(where h< is the order of I(c)jPl(c)), Let S, Tbe sets of primes in k. Let us write 
S -< T if there exists a set Z of primes of Dirichlet density 0, contained in S, 
such that S - Z c T. Thus S is contained in T except for a set of primes of 
density O. 

Let Kjk be a Galois extension and let SK/k be the set of primes of k which 
split completely in K. If L => K is another Galois extension of k, then trivially, 
SLOe C SK/k. If 

SK/k -< SL/k> 

then L K. Indeed, SL/k has density 1j[L: k], and hence 

[L: k] ~ [K: k], 

so L = K. One can then prove (see e.g. [B7], Theorem 9, Chapter 8, §4): 

Let Kj k be a Galois extension, and E a finite extension of k. Then SK/k -< S Efk 

if and only if E c K. 

One can then characterize the ray class field belonging to an ideal c (or as one 
says, with conductor c) as the abelian extension K ofk such that SK/k consists 
precisely of those primes lying in the unit class of I(c)/P1(c), i.e. those primes 
which are principal, generated by an element IX =: 1 (mod c). 

For some purposes (i.e. for our construction of abelian extensions in Chapter 
10, §l) this characterization suffices. Later, when we analyze the nature of the 
Artin automorphism in terms of its effect on the values of certain analytic 
functions, such a characterization is of course insufficient, and one must know 
some of the other statements of class field theory as well to understand funy 
what's going on. 





9 Reduction of Elliptic Curves 

§1. NON-DEGENERATE REDUCTION, GENERAL CASE 

The properties of reduction in this chapter, except for §3, are due to Deuring, 
who used them to give his algebraic proofs for complex multiplication. We 
shall not give any proofs. These can be given ad hoc, as Deuring did, for the 
elliptic curves, or one can develop a general reduction theory, as in Shimura [39]. 
No matter what, it is a pain to lay these foundations, but the results can be 
stated simply. Although classically one reduces over a discrete valuation ring, 
it is useful to deal with an arbitrary local ring. 

Let 0 be a local ring (always without divisors of zero), with maximal ideal 
m. An elliptic curve A defined by an irreducible non-singular equation 

in projective space, with coefficients in 0, is said to have non-degenerate reduction 
mod 111 if when we reduce f mod 111 we obtain again an absolutely irreducible 
equation, defining again a curve without singularities, denoted by it. 

If the curve is defined by a Weierstrass equation 

y2 = 4x3 - g2X - g3' 

with g2, g3 E 0, and the characteristic of olm is not 2 or 3, then non-degenerate 
reduction means that the discriminant A is a unit in o. For our purposes, the 
reader can always restrict himself to this case. 

If K is a field containing 0 and 

denotes a place of K extending the canonical homomorphism 0 -> olm, then this 
place induces a homomorphism 

of the K-rational points of A into the K rational points of it, by applying the 

111 
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bar to the coordinates of points. If the curve is given in Weierstrass form as 
above, the map on points is given by 

(x, y) 1--+ (x, y), 

If x or y = 00, then the point with coordinates (x, y) lies in the kernel of our 
homomorphism. Suppose that the points of period N on A are rational over K. 
Let p be the characteristic of {.)/lll. If N is a positive integer prime to p, then the 
map 

AN ~ AN 

is an isomorphism. Essentially this is due to the fact that we can obtain the 
points of AN as an inverse image 

(N<5)-I(O) pr][r No' (A x 0)] 

and that reduction mod In commutes with the operations of algebraic geometry, 
especially inverse images. This shows that the points of AN map onto the points 
of AN, and since these two abelian groups have the same number of elemen.ts, 
we must get an isomorphism between them. 

§2. REDUCTION OF HOMOMORPHISMS 

Let A, B be elliptic curves with non-degenerate reductions A and 13 over 
a local ring {.) as before. We know that Hom(A, B) is finitely generated. In fact, 
in characteristic 0, it has at most rank 2 over Z, and this will be the main case 
of interest to us. If ).: A ~ B is a homomorphism, then ). is defined over an 
algebraic extension L of the quotient field K of o. However, it can be shown 
that for any place extending the canonical homomorphism 0 ~ oint to L, J. 
has a non-degenerate reduction;:: A ~ 13, and that the association 

is an injective homomorphism 

Hom(A, B) ~ Hom(A, B). 

Warning. This last map is not necessarily a surjection. Two significant cases 
arise: when A, B have transcendentalj-invariant, but reduce to special elliptic 
curves over the complex numbers, having invariantj(r) with imaginary quadratic 
r; and when A, B are already special, but reduce to elliptic curves in characteristic 
p, and then pick up new endomorphisms besides those arising from complex 
multiplications. We shall study both cases. The first is the theory of complex 
multiplication proper. The second has its genesis in the Deuring theory as in 
Chapter 13. 
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We can give a heuristic motivation for the fact that the reduction of a 
homomorphism is also a homomorphism. Let r be the graph of L Then 
rcA x Band pr1r = A. If reduction is to preserve the operations of algebraic 
geometry, we must have pr1F = A. Also f has to be connected (being a de~ 
formation of r), whence f is also the graph of a mapping from A into B. 

Considering the intersection 

r· (A x Q) 

with a general point Q of B, and the fact that the degree of this cycle (Le. the 
number of points in it, counting multiplicities) is the degree of A, we see that 
reduction being compatible with intersection implies that;: and A have the same 
degree. 

Suppose that the characteristic of the residue class field is not 2 or 3, and 
that j EO but j 1= 0 or 1728 mod m. We can find an elliptic curve defined by 
the equation 

y2 = 4x3 - ex - c, 

having the given invariant j, and non-degenerate reduction mod m, by solving 
linearly 

c=---
j 

and we see that this gives a "universal" parametrization for such curves. For 
the other two cases, we can always take 

y2 ::::: 4x3 x and y2 4x3 - 1. 
Let A be an elliptic curve in characteristic 0, defined over the local ring 0, 

and with non-degenerate reduction. Let 9 be a finite subgroup of A. Then A/g 
has many models. Its invariant is integral over ZUA], and therefore integral over 
0, because jA E o. We can therefore find a model B for Alg defined over an 
integral extension S of 0, and having non-degenerate reduction at every maximal 
ideal of S lying above 111, by writing down the usual simple equations as in 
Chapter I, §4 (and assuming for our purposes that the characteristic of olm is 
=I 2, 3, although one can also give normalized equations valid in these cases.) 

§3. COVERINGS OF LEVEL N 

Theorem 1. Let A be an elliptic curve defined over an integrally closed 
local ring 0, with non-degenerate reduction modulo the maximal ideal m. 
Let p be the characteristic of olm, and let N be prime to p. Let K be the 
quotient field of o. L~t G Gal(K(Al'I)/K). Let 1m be a maximal ideal of the 
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integral closure S of 0 in K(AN), and let the bar, WI---> W, denote reduction 
mod 9R, for WE S. Then: 

i) The ideal m is unramified in K(AN)' 
ii) For any U E G!Ill and P E AN we have 

uP = aP. 

iii) If U E G and uP = P for all P E AN' then U = 1. 

Proof The formula of (ii) holds by the definition of the effect (j on the 
residue class field extension. Since the map PI---> P is an injection on AN, we 
conclude from the hypotheses of (iii) that uP = P, whence U = I because the 
coordinates of points in AN generate K(AN)' Note: In (iii), we do not assume 
that U is necessarily in G!Ill. This is useful in applications. The fact that m is 
unramified in K(AN) follows from (iii). 

In applications, we are sometimes given elements U H U2 E G such that 

ulP = u 2 P 

forallPEAN·Consideringui'l u1 showsthatu1 = U2' 

Corollary. Let A have invariant jE 0, and such that] ¥: 0, 123, and the 
characteristic ofojm is ¥: 2,3. Let h be theftrst Weber function, i.e. g2g3X/I:l. 
If U EGis such that 

uh(P) = h(P) 

for all P E AN, then U is the identity on K(h(AN))' 

Proof We have uh(P) = h(Q) for some point Q E AN' By hypothesis, we get 

i.e. 11(P) = 11( Q), 

where 11 is the Weber function of the reduced curve A. This means that Q = ± P 
(because the x-coordinates of Q and P are the same), whence Q Hence 
h(Q) = h(P), so that 

uh(P) = h(P). 

This being true for all P E AN. we conclude that u = 1 on K(h(AN))' 

Next we deal with the two exceptional cases, and we shall take values in 
characteristic zero. 

We shall see later that Jt and .JJ - I are modular functions of level 6, 
essentially from the product expansion for I:l, which shows that I:lt and At are 
holomorphic on the upper half plane. This means in terms of points of finite 
order that the field FN is ramified of order 3 over J = 0, and ramified of order 2 
over J;:;;; I if 61N. See Chapter 18, §5. From this, we shall prove it is true for all 

N, and we shall determine the decomposition group. 
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No other ramification than the above can occur (for finite values of j), 
because we can define an elliptic curve by the equation 

y2 = 4x3 3VJx - JJ1, 
which has obviously non-degenerate reduction over J l-+ 1 and J l-+ 0. Theorem 1 
shows that the extension by the coordinates of the points of order N over 
Q(VJ, ~) is then unramified, except at infinity. 

The ramification at infinity will become clear in Chapter 15, using a different 
parametrization for the points of the elliptic curve. 

As before, we call 

and 

the second and third Weber functions respectively, defined for an elliptic curve 
in Weierstrass form by the above formulas. We let FN be the field of modular 
functions of level N, identified with the field Q(j, h(AN»), where A is an elliptic 
curve with invariant j, and h is the first Weber function. 

Theorem 2. Thejield FN(for N > 1) is ramified over QCj) atj = 123
, with 

ramification index 2. Let h be the second Weber function. Let IDl be a maximal 
ideal of the integral closure of QUl in FN lying above the ideal (j - 123

), and 
let the bar denote reduction mod IDl. Let T'IJI be the inertia group. An element 
(J E GaICFNIQU)) is such that 

(Jh(P) h(P) 

for all PEA N, if and only if (J lies in T'IJI. 

Proof Take N sufficiently large first (with respect to divisibility) to insure 
that FN is ramified atj = 123. We can represent (J by a matrix operating on AN' 
If (Jh(P) = h(P) for all P E AN, then we must have in the analytic representation 

for all integers r, s not both ° (mod N), and a, b, c, d are the components of Ihe 
matrix representing (J. Putting r, s equal to 0, 1 respectively, one sees that this 
can be so if and only if the matrix represents multiplication by ± I, ±i. In the 
case of i, the matrix is 

(0 -1) 
I 0' 

Since ± 1 operates trivially on FN , we see that only ± i yields a possible non­
trivial automorphism of FN • We know that there is a non-trivial inertia group 
T'IJI, whence its generator is necessarily represented by such a matrix. Now for 
any nlN, the same matrix operating on An represents the restriction of (J to Fn> 
and operates non-trivially, so that we must also have ramification of order 2 in 
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Fn. Given n, .we can always find N divisible by n so that we can argue as above. 
This proves our theorem. 

Theorem 3. The field FN (jor N> 1) is ramified over Q(j) at j = 0 with 
ramification index 3. Let h be the third Weber function. Let 9Jl be a maximal 
ideal of the integral closure of QU] inFN lying above the ideal (j), and let 
the bar denote reduction mod 9)1. Let T'1JI be the inertia group of 9)1. An 
element a E Gal(FN/Q(j» is such that 

ah(P) = h(P) 

for all PEA N if and only if a lies in T!Dl. 

Proof The proof is completely analogous, except that this time a is 
represented by the matrix corresponding to mUltiplication by p or p2, where 
p = e2xi/ 3 , e.g. 

-1) o . 
We stated Theorem 2 and Theorem 3 in terms of points of finite order. 

We can also state them in terms of modular functions .. 

Theorem 2'. Let FN be the field of modular functions of level N> 1. Let 
Z be equivalent to i under the modular group in .5. Let 

, g~(r) 2( (T) ) f.~T) = A(T)60 a 1 ; T, 1 

be the second Fricke functions, with a E (Q2/Z2)N, a # o. If a E Gal(FN/Fl) 
is such that 

(af.)(z) = f.(z) 

for all a E (Q2/V)N, a # 0, then 

(af)(z) = fez) 

for all functions f E FN which are defined at z. The group of such a is cyclic 
of order 2, and consists of those elements represented by matrices Y E SLzCZ) 
such that yz = z. 

Theorem 3'. Let FN be as above, and let z be equivalent to p under the 
modular group in .5. Let 

faCT) = ~(~;603(aG} T, 1) 
be the third Fricke functions with a E (Q~/Vh, a # O. If a E Gal(FN/F1 ) is 
such that 

(afa)(z) = fa(z) 

for all a E (Q~/Z2)N' a # 0, then 

(uf)(z) = fez) 
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for all functions f E F¥ which are defined at z. The group of such (J is cyclic 
of order 3, and consists of those elements represented by matrices y E SL2 (Z) 
such that yz = z. 

§4. REDUCTION OF DIFFERENTIAL FORMS 

Let V be a curve (always projective non-singular) over a field k o. One can 
define differential forms in the function field ko(V) as the dual space of the 
derivations of koCV) which are trivial on k o. Suppose that koCV) = koex, y) 
where x is transcendental over k and y is separable algebraic over koCx). Then 
the differential forms are a I-dimensional space over koCV) and dx is a ko(V)­
basis for this space, where dx has the effect Dx on the derivation D. Any differ­
ential form of koC V) is of type zdx for some Z E koC V). 

One can define in the usual manner the zeros and poles of a differential 
form, expanding in a power series with a local parameter at a given point. 

If A is an elliptic curve in Weierstrass form 

y2 = 4x3 - g2 X - g3, 

then dx/y is a differential form of the first kind, in other words, it has no pole. 
Over the complex numbers, under the Weierstrass parametrization 

U H (I, pCu), p'(u)), 

the differential form dx/y corresponds to the differential form du on C/L, 
as one sees immediately from x = soCu) and y =. p'(u). 

Back to a general curve over a field k o. Let 

f: V -4 W 

be a rational map of Vonto another curve, and suppose that f is not constant, 
Then ko(W) is contained in koCV), and a differential form on W pulls back to a 
differential form on V. If 

w = zdx 

with z, x E koCW), then we may view z, x as functions on V Ci.e. as z 0 f, x:: f) 
and we then get a differential form 

w 0 f = f*w = Cz 0 f) d(x 0 f) 

which we also write as z dx by abuse of notation. If the map f is separahk. 
i.e. koCV) is a separable extension of koCW), and z dx ¥- 0, then f*w # O. On 
the other hand, if z dx ¥- ° but f is not separable, i.e. koCV) over koCW) has 
inseparable degree> 1, thenf*w = O. 
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A typical example of an inseparable extension is obtained as follows. 
Suppose that ko has characteristic p, and let ko(V) = ko(x, y) where y is separable 
over ko(x). Then ko(x) is purely inseparable over ko(xP), of degree p. Further­
more, since y is separable over ko(x), we have ko(x, y) = ko(x, yP), and yP is 
separable over ko(xP). From the diagram . 

ko(x) 

~ ko(x, y) = ko(x, yP) 

~kO(XP,yP) 

ko(x P) 

we conclude that [ko(x P, yP): ko(x P)] = [ko(x, y): ko(x)], and that 

[ko(x, y) : ko(xP, yP)] = p. 

The subfield ko(xP, yP) is the function field of a curve denoted by V( p) and we 
have a purely inseparable rational map 

TC
p

: V --+ V(P), 

called the Frobenius map. Similarly, if q = p' is a power of p, we get a rational 
map TCq of degree q, purely inseparable, sending 

(x, y) H (xq, yq). 

Suppose that ko is perfect, so that kg = ko. Then raising to the q-th power 
gives an isomorphism of ko(x, y) onto ko(xq, yq). It follows that there is precisely 
one subfield of ko(x, y) over which ko(x, y) is purely inseparable of degree q, 
and that is ko(xq, yq). 

If V = A is an elliptic curve, the map TCq is a homomorphism of elliptic 
curves. 

Let 

).:A--+B 

be an isogeny, defined over a field k o. It can be shown that the space of differ­
ential forms on A (or on B) defined over ko, and of the first kind (i.e., without 
pole), is I-dimensional over k o. Consequently if WB is a non-zero differential 
form of the first kind on B, we conclude that 

}. *00 B = coo A, 

where C E k o• Furthermore}. is separable if and only if C # O. 
Actually we want the dependence of c on )., so let us write 

),*WB = CAWk 

Then }. H C). is a homomorphism of the subgroup of Hom(A, B) consisting of 
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those homomorphisms defined over k o• into the constant field. Observe that 
c = c~ is independent of the choice of differential form OJB ::f. 0, because any 
other form of the first kind on B is a constant multiple of OJB' A similar remark 
applies to OJ .... Thus t. H C). is a well-defined representation. 

Let q;: C/L -+ Ac be an analytic representation. Let a be a complex number 
such that aL c L, and t.: A -+ A an endomorphism of A making the following 
diagram commutative. 

C -+ Ac 
at !). 
C -+ Ac 

Then for any differential form of the first kind OJ on A we have 

OJ 0 I. = aOJ. 

Thus the number a is the number c). mentioned above. 
Suppose that End(A)Q is isomorphic to an imaginary quadratic field K 

(a subfield of the complex numbers). We can therefore define an isomorphism 

8: k -+ End(A)Q 

such that 

OJ oO(a) = ctW 

for all differential forms of the first kind OJ, and all ct E k. If this condition is 
satisfied, we call the pair (A, 8) a normalized pair. We have some easy functorial 
properties. 

DIFF 1. If(A, 0) and (A', e') are normalized pairs, and 

;.: A -+ A' 

is a homomorphism, then 

;, 0 8(a) = e'(ct) 0 ;, 

for all ct E k. 

This is obvious, because OJ 0 t. 0 8(a) aOJ 0 ;. and OJ 0 O'«(/.) 0 t. = Cl.0J 0 I.. 
by the definitions of normalization. 

DIFF 2. If (A, e) is normalized and if (J is an isomorphism of the field Ol:er 
which A and all elements of End(A) are defined, then (Aa, oa) is also 
normalized. 

The proof is immediate. 

DIFF 3. Let (A, 0) be normalized. If A is defined over ko c C, then every 
element o/End(A) is defined Over kok. 
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Proof We can find a differential form of the first kind defined over k o. 
Let a be an automorphism of Cover kok. Then (lJ" = w, whence 

W 0 O(ex)a = wa 0 O(a)a = (w 0 O(ex))a = (awY = aw w 0 0«(1.). 

Hence 0«(1.) = O«(1.)a for all a, whence D(a) is defined over kok. 

To be able to reduce differential forms when we are given a non-degenerate 
reduction of A mod m, we must. give A an integral structure over the local 
ring o. One can lay foundations working with rings instead of fields for differential 
forms, i.e. within the framework of schemes, or one can select generators (x, y) 
for the function field of A, as for instance in the Weierstrass form when the 
characteristic of o/m is i= 2 or 3, and then work ad hoc, as Deuring did, using 
such simple equations. It is then "clear" that the differential form w = dx/y 
reduces properly, to the differential form w dS:/Y. For any· element CEO 

we have 

cw = CWo 

If A, B have non-degenerate reduction over 0, with quotient field K, and 

I.: A -+ B 

is a homomorphism defined over K (whence over 0), and if w is a differential 
form on B such that w i= 0, w 0 t. = CW, with CEO, then 

W 0 = W 0 i: CWo 
I n particular, 

° 
if and only if i: is not separable. This is the case when, for instance, J. is the 
Frobenius endomorphism 7tq for some q pro 

If an elliptic curve A is defined over K, and if we have a family of discrete 
valuations of K such that an element of K has only a finite number of zeros 
and poles in this family, then given a non-zero differential form on A, for all 
but a finite number of the discrete valuation rings in the family, the reduction 
of A is non-degenerate, and the differential form reduces to a non-zero differential 
form on A. In aU the sequel, we shall use reduction mostly in this case, omitting 
a finite set of bad primes. The family of all valuation rings in a number field 
K gives an example of such a family. 

We already mentioned that A may have more endomorphisms than A. 
1t is important in certain cases to know when an endomorphism of A is the 
reduction of an element in End(A). If (A, 0) is normalized, then we define 

iJ: k -+ End(A) 
by 

O(ex) D(a). 
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DIFF 4. Assume that End(A)Q is an imaginary quadratic field. If an element 
of End(A)Q commutes with all elements of Erld(A), i.e. with aU 
the reduced endomorphisms of A, then it lies in End(A)Q. 

To prove this, one has to know that End(A)Q is either a quadratic field, 
or a division algebra of dimension 4 over Q. This will be proved later, with 
(-adic representations, assuming only that v(No) = N~. If one knows this result, 
we see that End(A)Q already provides a quadratic subfield of End(.A)Q, whence 
DIFF 4 follows. 





10 Complex Multiplication 

§1. GENERATION OF CLASS FIELDS, DEURING'S APPROACH 

We first consider values of the j-function at quadratic imaginary numbers. 
We shall see that these values generate abelian extensions of quadratic fields. 

Let k be an imaginary quadratic field and Ok its ring of algebraic integers. 
We view j as the isomorphism invariant of elliptic curves. We don't need analysis, 
and if Ac ~ CIL where L = [Zl' Z2], Z = ZdZ2 E k (")~, then we write 

jA = jeLl = j(z) j(),L) , all ;. E k*. 

Theorem 1. Let a be an ideal of Ok' Thenj(a) generates an abelian extension 
of k, and in fact generates the maximal unramified abelian extension of k. 
If a, (i = 1, ... , 11) are representative ideals for the ideal classes in k, then 
the numbers j(a i) are all conjugate over k, and for all but a finite number of 
primes p of k such that (p) = pp' in k, p f= p' and Np = p, we have the 
Kronecker congruence relation, 

j(p-1a) == j(aV (mod~) 

for any prime ~ in k(j(a» over p. Therefore,.ijO'p is the Artin automorphism 
ofp in k(j(a»), then 

j(p-1a) = O'pj(a). 

Proof Let K be the smallest Galois extension of k containing all the 
numbers j(a i). For each j(ai) select an elliptic curve defined by a Weierstrass 
equation over K and having invariantj(aJ For any a among the ai' the corres­
ponding elliptic curve is analytically isomorphic to C/o. and we suppose given an 
analytic representation 

C/o. -> Ac· 

Select a prime p f= 2, 3, such that (p) = pp' in k, p f= p', Np = p, such that all 
the above elliptic curves have non-degenerate reduction at a prime ~ lying 
above p in K, and such that p is relatively prime to the discriminants of the 
numbers j(a i), all i. If B is the elliptic curve chosen above whose invariant is 

123 
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j(p-1a), then there exists an isogeny ;,: A -> B such that the following diagram 
is commutative, 

Cj a -----+ Ac 

1 1 A 

Cjp-la -> Be 

and the left vertical map is the canonical map arising from the inclusion a c p-la. 
Let b be an ideal prime to p and such that pb =: (:x) is principal. Then our diagram 
becomes 

C -----+ CIa -----+ Ac 

1 can 1 A 

Cjp-1a-+Bc 

J. ill 1 can 

C -----+ CIa -----+ Ac 

with some isogeny 11: B -> A which makes the diagram commutative. On the 
left we have multiplication by Ct., We compute degrees: 

vCi.) (p-1u: a) = (Ok: p) = Np p 

v(ll) = (a : ba) = Nb prime to p. 

We contend that I (reduction mod ~) is purely inseparable. Let (jJ be a differ­
ential form of the first kind on B, say (jJ = dx/y. Then 

(jJ 0 Ii 0 ;. = ~(jJ, 
whence 

OJ 0 j1 0 X = iiOj = 0, 

because Ct. E p. Hence j1 0 ;:.: is not separable. But the degree of j1 (which is the 
degree of 11) is prime to p,. and hence ;. is not separable. Since ). has degree p, 
it follows that ;. is purely inseparable. 

It follows that B is isomorphic to A(P). But the invariant of A(p) is j~ (by 
first principles, applying the isomorphism "raising to the p-th power"). Hence 

j(p-1a) = j(aV· 

This means precisely the congruence relation of Kronecker. The Frobenius 
automorphism t1j\l has the same effect onj(a), and hence we must have the final 
equality . 

j(p-1u) = t1j\lj(a), 

having chosen p prime to the discriminant of the numbers j(a). 

We now see that the numbers j(Uj) are all conjugate, because there is a 
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prime of k of degree lover Q in every ideal class of k. Furthermore, a prime 
p as above splits completely in K if and only if p is principal, because j takes 
on the same value on two lattices if and only if they are linearly equivalent. 
Hence by class field theory, we conclude that K is the maximal unramified 
abelian extension of k. This proves Theorem 1. 

The next thing to do is to prove a theorem analogous to that of Theorem I 
for points of finite order on an elliptic curve A having invariantjA = j(a), where 
a is an ideal of Ok' Recall that two analytic representations C/a -> Ac differ by 
an automorphism of A. The points of finite order in C/a are obviously the 
points kja. Those of order N are denoted as usual by (kja)N' 

We have the commutative diagram as in Theorem I, 

C/a --+ Ac 

can 1 11 
Cjp la -> Ac 

where the map on the left is the canonical one and t. is an isogeny such that 
J. is purely inseparable of degree p. We also have, by the definition of cr, that 

n/A:) = A:(P). 

Indeed, if A is defined by 

then AU is defined by 

y2 4x3 g~x _ g~, 

and reducing mod ~ yields the equation for AU, namely 

y2 = 4x3 g~x g~. 

Hence there exists an automorphism 8 of A:( p) such that 

;: eon. 

We contend that e is the reduction of some element in Aut(AU). Since 
End(AU) ~ Ok is integrally closed, it will suffice to prove that e lies in End(A")Q, 
and for that it will suffice to prove by DIFF 4 that 8 commutes with all the endo­
morphism of A:(p) obtained by reducing the endomorphism of AU. We may 
assume that (A, 0) is normalized, so that (AU, OU) is also normalized. Then by 
DIFF 1 and DIFF 2, we get for any y E k, 

whence 

and 
(I) 

t.o O(y) O(y)u 0 t., 

x 0 O(y) = 

eon 0 O(y) 

.. 
0," 

o eOn. 
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But from the definition of the Frobenius mapping, we have 

9(y)" = 9(y)(P), 
whence 

(2) eOn 0 9(y) = e 0 9(y)" 0 n. 

Comparing the right-hand sides of (1) and (2) proves what we want. 
We can then change ), by e-1 in order to achieve the more precise relation 

;: = 11:, 

at the cost of changing the bottom arrow, giving the analytic representation of 
A'b, by an automorphism of A". We have therefore proved the following result. 

Lemma 1. Let A be an elliptic curve withJ4 = J(a), where a is an ideal of 
Ok in k. Let 

(f): C/a....,. Ac 

be an analytic representation. Assume that A is defined over k(j.J. Then for 
all but afinite number of primes p of degree 1 in k, if u = up is the Frobenius 
automorphism ofp in k(jA), we canfind an analytic representation 

ljJ: C/p-1 a -+ A~ 

and an isogeny ). such that the following diagram commutes, 
tp 

Cia ---+ Ac 
cant t.<. 

C/p-1a -+ A~ 

'" 
and such that if the bar denotes reduction with respect to some prime'll 
extending p in kUA), then;: = 11:p • 

Theorem 2. Let A be an elliptic curve whose ring of endomorphisms is the 
ring of algebraic integers Ok in an imaginary quadratic field k, and A is defined 
over kUA)' Let 11 be the Weber function on A, giving the quotient of A by its 
group of automorphisms. Then kUA' h(AN» is the ray class field of k with 
conductor N. 

Proof Let K be the smallest Galois extension of k containing JA = j(a) 
and all coordinates h(AN)' We take a prime p of k of degree 1 as before, omitting 
only a finite number of them, e.g. those which ramify in K, all piN and pia, 
and all 13 where we might have bad reduction of A and its conjugates. We can 
now take the elliptic curve B A" to have invariant j'). where (I = (I-u is the 
Frobenius automorphism of some prime'll in K lying above p. The bar reduction 
will again be with respect to'll. 

If t E AN' then 

),t = 11 = n(i) (It, 
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by the definition of the Frobenius automorphism applied to the coordinates of 
t. Since reduction induces an injection on AN, we conclude that ). = a on .{,. 
Therefore the commutative diagram of Lemma 1 now reads 

'I' 

(k/a)N ~ AN 

(3) can 1 1 ~~ 
(kip la)N .... AN 

'" 
We shall prove that p splits completely in K if and only if p = ex) with some 

Q: E Ok such that :x == 1 (mod* Nok). 

Suppose first that p = (Q:) with (X E k. Then p splits completely in kUA) and 
hence Act = A. Following the left vertical arrow in Lemma 1 by multiplication 
with a, we get a commutative diagram with an analytic representation if!' of 

(4) 

'I' 

(kla)N ~ AN 

oan 1 1 ~~=ct 
(klp-1a)N .... AN 

~ 1 '" lid 
(kla)N AN 

"'. 
If Q: == I (mod* Nok ), then the composite vertical map on the left is the identity. 
Furthermore, if/ differs from cp by an automorphism of A. It follows that a$ acts 
as the identity on the Weber coordinates h(t) for all t E AN, and hence a~ = 1 
on K = kUA, h(AN»' 

Conversely, suppose that p splits completely in K, and in particular splits 
completely in kUA)' Then by class field theory, p (a) is principal, and Act = A 
in Lemma 1. We obtain the same two-storied diagram (4) above, using multiplica­
tion by a. For the Weber function Iz we have hct h because h can be defined 
over k(jA)' For any element U E (kla)N we get: 

h(<p(u» = h(cp(u»" = h~(cp(u)ct) 
= h(<p(u)~) 

= h(ift'(au» 
= h(<p(O:u». 

(by the commutative diagram) 

Observe that kla is an ok-module, and by localizing one sees that (kla),,, is 
principal, generated by an element Uo, say. Our final equality above implies 
that there exists a root of unity, such that 
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(the h-coordinates of the two points cp(uo) and cp(auo) being equal, the two 
points differ by an automorphism of A). We change the generator IX of p by 
the inverse of this root of unity. We then get 

IXUo = uo, 
and hence au = u for all u E (kla)N because any u can be written as ;.uo for some 
i. E Ok' and a). commutes. It follows that a == I (mod Nok ). 

By class field theory, we now conclude that K is the ray class field of k with 
conductor N. (Cf. Theorem 9 of Chapter VIII, §4 in my Algebraic Number 
Theory.) This proves Theorem 2. 

Corollary. Let F" be the field of modular functions of level N, and let k 
be an imaginary quadratic field. Let kFN be the composite field. Let a be an 
ok-ideal, a = [ZI, zz] and Z Z dZ2 E b. Then the field kFN(Z) generated over 
k by all values f (z), with FN , and f defined at z, is the ray class field over 
k with conductor N. 

Proof Let 9)1 be the kernel of the pI acef I--> fez) forfE kFN• Let 

G = Gal(kFNlk(j», 

and let G!JJl be the decomposition group. From general decomposition group 
theory we know that the induced group G!JJl is the Galois group of the residue 
class field extension. We also know by Theorem 2 that the residue class field 
contains the above mentioned ray class field. Let (j E G'J)1 be such that if is the 
identity on this ray class field. In particular, if is the identity on all elements 
f.(z) and j(z),w here fa are the Fricke functions (a E (Q2IZ2).'I' a :f:. 0); By 
Theorems 2' and 3' of Chapter 9, §3 we conclude that 0' lies in the inertia group, 
whence if is the identity on the residue class field. This means that the residue 
class field is precisely the stated ray class field, and concludes the proof. 

As is well known, Kronecker started the whole business of complex multi­
plication, and Weber gave a first systematization of the results known at the 
time. They were considerably incomplete, for instance the so-called Kronecker 
congruence relation of Theorem I was known only in a weaker form, namely 

<l>p(X) == (XP - j)(X - jP) (mod p) 

actually proved by Weber (Acta Mathematica 6, 1885, p. 390). Hasse proved 
it in the form we stated it [19], and also obtained all the abelian extensions of 
k from values of the Weber function. Weber himself needed some quadratic 
extensions in addition. Fricke [B2] and Fueter [B5J gave treatments before that 
which are still of some interest, for the special cases which they discuss, ,fUd for 
the analytic methods. 

The Institute Seminar [BI7] is also a convenient reference for a quick 
introduction to some basic results, using the analytic approach, and some useful 

chapters on computational aspects. 
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Deuring [B1] simplified considerably some of Hasse's proofs in his mono­
graph, which is an exceedingly good reference for the analytic development of 
the complex multiplication. For the convenience of the reader we shall reproduce 
the analytic proof of the congruence relation in Chapter 12, §3. It will not 
require any knowledge beyond Chapter 12, §2 which is self-contained. Hence 
the reader can read these sections as an alternative approach to part of the results 
of complex multiplication. 

Deuring's major contribution, however, was to have found the algebraic 
development which we have followed, using reduction mod p, cf. all his papers 
in the bibliography. This was extended to abelian varieties by Shimura and 
Taniyama [BI3], see also Shimura's book [BI2]. 

§2. IDELIC FORMULATION FOR ARBITRARY LATIICES 

In the first section we derived the basic theorem of complex multiplication 
using ordinary ideals of Ok' For a number of technical reasons, and also in order 
to tie up the situation over the quadratic field k with the generic situation, it is 
necessary to have a formulation describing the values of j(L) for arbitrary 
lattices L, and also to know the relation with class field theory through the 
ideles. For this, we shall give a theorem as in Shimura [BI2], who did it for a 
finite number of points, but whose final formulation is due to A. Robert. We 
now assume that the reader knows Chapter 8, §I and §2, especially how the 
ideles operate on kin where a is an arbitrary lattice in k. If s is an ide Ie, (s, k) 
is the Artin symbol on the maximal abelian extension kobo 

Theorem 3. Let q;: C/a ~ Ac be an analytic representation of the elliptic 
curve A, where a is a lattice ill k. Let s be an idele ofk and let (J be an automor­
phism of the complex numbers whose restriction to kab is (s, k). Then there exists 
an analytic representation 

l/!: Cis-ta ~ A~ 

such that the following diagram is commutative. 

q> 

kIn ----+ Ac 

s~, lId 
kis-tn ~ A~ 

'" 
Proof Our first task is to reduce the theorem to the case when a is an ideal 

of Ok' Let b be an ideal of Ok contained in n. Let ~: Clb ~ Be be an analytic 
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representation of an elliptic curve with lattice b, and let I.: B-+ A be the isogeny 
which makes the top of the following diagram commutative. 
The back side is trivially commutative. Putting Ja on the lower right makes the 
right side commutative. Assuming our problem solved for b we can find ~' 
making the front square commutative. We define if; such that the bo~tom is 

Fig. 10·1 

commutative. This can be done by checking that the kernels of the two bottom 
maps are the same. It then follows that if; makes the back face commutative, 
and this solves our problem for a. 

Observe that the above reduction shows that if we can solve our problem 
for one elliptic curve A >::::: C/o, then we can solve it for any other elliptic curve 
A' isomorphic to A. Of course, a simpler direct argument can also be given 
in this case. 

We now assume that a is an ideal of Ok' A positive integer m will be said to 
be freezing for A if any automorphism of A which le~ves Am fixed (pointwise) 

\ 

must be the identity. Since A has only a finite number of automorphisms, 
there always exists such an integer. Let N be a positive integer such that miN. 
We shall prove that there exists if;: C/S-I O .... Ac such that the desired diagram 
commutes on (k/O)N' i.e. such that the following diagram commutes. 

'" (k/a)N ~AN 

r'l 1a 
(k/s-1a)N -+ AN 

tit 
Since we could prove the theorem for any A in an isomorphism class, we can 
select A defined over kU,.,) and we can then proceed as in Theorem 1 and the 
first part of Theorem 2. We select K Galois over k containing k(j(a», containing 
the ray class field with conductor N and such that k(AN) c K. Actually, using 
Theorem 2 shows that this last condition implies the one preceding it. There 
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exists a prime p which splits completely in k, that is (p) pp', p #- p', such 
that p is unramified in K, and for some Illip in K, the finite number of elliptic 
curves under consideration have good reduction mod Ill. We also take p prime 
to N and to a. 

By the Kronecker congruence relation we have j(p-1a) = j(a)a:, and the 
first part of the proof of Theorem 2 shows that we have a commutative diagram 
(3) which is almost the one we want, except that we have to relate V-1a and 
s-la. 

Let c = ( .. " 1, I, Cp , I, 1, ... ) be an idele with component I except at p, 
and with component Cp at p having order 1 at p, so that we have 

(s, k) = (c, k) = (p, k) 

on the maximal abelian subfield of Kover k, which we denote by (KjkJ.7V' 
Then we have 

c :=:: s/3b, 

with some element p E k and some idele b == I (mod* N), i.e. b has unit com­
ponent outside N and its components at primes dividing N satisfy the desired 
congruence. Since s-Ia pa, we get a commutative diagram 

'P 

C/a --+ Ac 

can 1 1 ). 
C/p-1a .....,Ac 
p 1 ~ 1 id 

CIs- 1a ....., Ac 
~l 

with some analytic representation Ij! 1, and the lower left vertical map being 
mUltiplication by p. 

As we saw in the proof of Theorem 2, we can choose the map). so that 
X = n: and hence on the points of order N, i. has the same effect as (J. So we get 
a commutative diagram 

tp 

(kJa)N ----+ AN 

pI la: 
(kls -la)N ....., A~ 

1/1, 

and there remains but to prove that multiplication by /3 on the points of period 
N on the left is the same as multiplication by S-l, i.e, that if U E (kJa),v, then 
pu = S-lU. This has to be checked locally for each prime q of k (since we work 
with an ideal a of ok> we can use q-components.) If q #- p then cq 1 and 
Sq 1 = /lqhq. Since bq == I (mod Noq), we see that bquq = uq, and what we want 
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is true at q. If q p, then p{n, and uq = O. This proves Theorem 3, for (kla)N 
instead of kla. 

However, if we have found two analytic representations 

1/11 and 1/12: Cls-Io - A~ 

which make the diagram commutative on (k/a)m. they must be equal because 
m is freezing for A. This means that the solution of our problem at the m level 
is the same solution as that on the N level, for any N divisible by m. This 
concludes the proof of Theorem 3. 

§3. GENERATION OF CLASS FIELDS BY SINGULAR VALUES OF 
MODULAR FUNCTIONS 

We shall give direct applications of Theorem 3. The results are classical" 
and the exposition follows Shimura [BI2]. 

Theorem 4. For any lattice 0 in k the number j(a) lies in kab, and for any, 
ide Ie s we haue 

j(S-10) = j(ay"k). 

Proof Take first s = 1 and let a be any automorphism of C which is the 
identity on kab. Then Theorem 3 shows that 

j(a) = j(a)", 

whence j(a) lies in k ab• The formula of our theorem then expresses the fact that 
if A ~ C/o, then A" ~ Cjs-Ia, which is also contained in the statement of 
Theorem 3. 

Remark. For any proper o-lattice u and any isomorphism a of QU(a» over Q, 
aj(a) = j(b) for some proper o-lattice b. 

Proof Let A ~ Cja. Then End(A) ;::; 0, and consequently End(A") ;::; 0 

also. If b is a lattice such that C/b ~ (A"')c, then it follows that 0 is the set of 
complex numbers (X such that (Xb c b. Hence b is also a proper o-lattice. We 
also have 

ajA = aj(u) = jA<T = j(b). 

This proves our remark. 

For the next result, we introduce a notation. Let b be a proper o~ideal 
prime to the conductor of o. Let bk = bOk be the extension of b to Ok' We denote 
by 

(b, k) 
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the Artin automorphism (bk> K/k) in the maximal abelian extension .K of k 
in which all primes dividing bare unramified. This is well defined because of the 
consistency of the Artin automorphism when restricted to subfields. In par-

. ticular, (b, k) is defined on the ray class field whose conductor is the conductor 
of o. 

Theorem 5. Let 0 be an order in k, and let {aj} (i = 1, ... , ho) be re­
presentatives for the distinct proper o-lattice classes. Then the numbers j(a i ) 

are all conjugate overk, and over Q. The Galois group of k(j(a» for any 
proper o-lattice 0 is isomorphic to the group of proper o-lattice classes, under 
the map 

such that 

O'bj(a) = j(b-1a). 

Furthermore O'b is the restriction of (b, k) to k(j(o», so that we have the 
formula 

j(a)(&,k) = j(b-1a). 

Proof We know from Theorem 4 of Chapter 8, §l that any proper o-lattice 
b is locally principal, say bp = spop. Let s be the ide Ie whose p-component is 
sp- Then 1)-10 = S-1 0 , and Corollary I implies all our assertions, except the last 
one. To prove it, let s be an idele such that sp 1 for all primes dividing the 
conductor of 0, and such that 

spop = bp 

for all other primes. Since bp = (bok)p at all primes dividing b (because such 
primes do not divide the conductor), it follows that 

so band SOk = bOk' 

Our formula is now a special case of Theorem 4. The fact that the values of j 
on proper o-lattice classes are conjugate over Q was already mentioned in the 
remark preceding our theorem. 

Remark 1. Let L' denote the complex conjugate of a lattice L in k, and w' the 
complex conjugate of a complex number w. From the original series for 92 
and g3 we see that for any lattice Lin k we have 

g2(L') 9z(L), and giL') g3(L)" 

whence 

j(L') = j(L)'. 

Since 0 = 0' for any order 0, we conclude thatj(o) is real. We have seen that 
all the conjugates of j(o) over Q are the same as the conjugates of j(o) over k. 
Hence we also find that QU(o)) is the real subfield of k(j(o)). 
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Remark 2. Let K = k(j(o)) where 0 is an order in k. Let p be the complex 
conjugation automorphism of C. Then for any proper o-lattice a we have 

j(a)' = j(a'). 

Since aa' = 1.0 for some complex number t., we conclude that 

I j(a)' = j(a-1
)., I 

We now conclude that the field K is Galois over Q, and we shaH prove that for' 
any automorphism (J E Gal(KIQ) we have the formula 

To see this, we have for any proper o-ideal b, and any proper o-ideal a such 
that u u.' 

pup-Ij(b) puj(b- 1) = pj(a- 1b- 1) = j(ab) = ue-lj(b). 

This proves what we wanted. 

Since p is not the identity on k, it follows that the Galois group of k(j(o)) 
over Q is a group extension of Gal(k(j(o)lk) by a group of order 2, and that the! 
structure of the Galois group over Q is completely determined by the Galois 
group over k and the formula giving the commutation rule between () and the 
complex conjugation. 

Theorem 6. Let 0 c 0' be two orders oJk. Then 

k(j(o)) => k(j(o')). 

Proof. We have to show that an automorphism () of kab leaving j(o) fixed 
also leavesj(o') fixed. Write u = (s, k) for some idele s. Then so = ao for some 
c.: E k. Changing s by a-I we may assume without loss of generality that u = (s,k) 
with so = o. But then for any prime number p, we have 00' = 0', opo~ = o~ and 
spo~ = o~, whence so' = 0'. The commutative diagram of Theorem 3 shows 
that (s, k) leavesj(o') fixed, as desired. 

As in Shimura, we can now give a criterion in terms of ideles for the Galois 
group leaving a point of order N fixed. 

Theorem 7. Let A be an elliptic curve such that t:p: C/a ..... Ac is an analytic 
representation Jar some lattice a in k. Let h be the Weber Junction associated 
with A. Let s be an idele oj k. Then (s, k) is the identity on k(j(a)), h(t:p(u)) 
Jor some point u E kla if and only if s E k* Ve,., where V.,. is the subgroup oj 
ideles b such that 

ba = a and bu = u. 

Proof First consider the case where we deal only with k{j(a)). Let Va be 
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the subgroup of ideles b such that ba = a. If s is an idele such that sa = a, 
then s-la = a and 

j(a) = j(s-Ia) = j(a)", 0' = (s, k), 

whence the image of k* Va in Gal(kab/k) leaves k(j(a» fixed. Conversely, if 
(s, k) = 0' leavesj(a) = jA fixed, then 

jA" = j(a)" = j(a) = jA, 

and AU :::::: A. Hence s-la and a differ by multiplication with an element from 
k, i.e. s-la = aa for some a E k. Hence s E k*Va, thus proving our assertion in 
the present case. 

By Theorem 2, if h is the Weber function, then h(<p(u» generates an abelian 
extension of k. Suppose first that sa = a and su = u. Let 0' = (s, k). Then 

rp(u)" = 1jJ(S-IU) = ljJ(u) = crp(u) 

for some automorphism e of A, because rp and IjJ differ by an automorphism of 
A. Since hu = h we conclude that 

O'(h( rp(u») = h(rp(u». 

Conversely, suppose that O'jA = jA and O'h(rp(u» = h(rp(u». From O'jA = jA we 
conclude that s-Ia = (XU with some a E k*. Replace s by as. This reduces our 
assertion to the case when sa = a because (s, k) = (sa, k) 0'. Now 

O'rp(u) = 1jJ(S-IU) = erp(s-lu) 

for some automorphism c of A. Take h to get 

h(rp(u» = O'h(rp(u» = h(rp(s-Iu». 

It follows that S-I u and u differ by an automorphism of C/o, i.e. there exists 
a root of unity C such that S-l u = Cu, whence sCu = u. Hence s, lies in Va,u and 
s E k* Va,u, thereby proving our theorem. 

Corollary. Let c be an ideal of Ok' The ray class field with conductor c Duer 
k is obtained as 

k(j(a), h(rp(c1a/a») 

for any ideal a of Ok' 

Proof The proof is obvious using Theorem 3 and the remarks at the end 
of Chapter 8, §2. Note that as a module over Ok> cIa/a is principal, and hence 
the above class fieJd can be obtained by the image of one point in cia/a, 
together withj(a), adjoined to k. 
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§4. THE FROBENIUS ENDOMORPHISM 

For an elliptic curve with complex multiplication, Deuring proved a sugges­
tion of Weil that the Frobenius endomorphism should be a Heeke character [13]. 
As Weil pointed out, this shows that the Hasse zeta function of the curve is a 
Heeke L-series, an interpretation which we shall indicate afterwards. 

The reader interested at this stage principally in the generation of class 
fields by values of modular functions can omit this section and proceed directly 
to the Shimura reciprocity law, as a direct continuation of the preceding sections. 

Throughout this section, we let A be an elliptic curve defined over a number 
field K, and we assume that A has complex multiplication. Let k be an imagin­
ary quadratic field in C, and let 

8: k .... End(A)Q 

be a normalized isomorphism of k with the algebra of endomorph isms of A. 

We recall that normalized means that for any differential form w of the first 
kind of A, we have 

w 0 8(p) = pw, P E k. 

Such a differential form can always be selected to be defined over K. 

Remark. We have k c K if and only if every element of End(A) is defined over 
K. 

Proof Let () be an automorphism of the algebraic closure Ka over K. 
Then having chosen w to be defined over K, we have 

w 0 O(p)" = p"w. 

Therefore O(p)" = O(p) if and only if II" = p. From this our remark follows at 
once. 

Recall that a Hecke character (or quasi character) is a continuous homo­
morphism 

x:Ai .... C* 

from the ideles of K into the mUltiplicative group of complex numbers, which 
is trivial on K*, i.e. such that X(K*) = I. [We do not require that the character 
has absolute value 1.] Such a character is said to be unramified at a prime p if 
it is trivial on the local p-units (embedded at the p-component of the ideles, 
having all other components equal to 1). If this is the case, we define X(p) = Xes), 
where s is an idele having component 1 except at p, and having p-component 
equal to an element of order 1 at p, thus 

z(p) = Z(·· ., I, Sp, 1, ... ), ordpsp = 1. 
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We consider first the case when k c: K. Let l' be a prime of K where A 
has non-degenerate reduction A = ,4(1'). Let 0 be the order in k such that 
0(0) = End(A). Assume that l' is prime to the conductor of o. Let Po l' n 0 

and pk = l' n k. Letf == f(p/pk) be the degree of the residue class field extension. 
Then 

Nfl' P{. 
The field K contains kUA)' By complex multiplication, and the elementary 
formalism of the Frobenius automorphism, it follows that the Artin symbol of 
p{ on kUA) is the identity. Therefore p{ is principal, and there is an element 
Ji E ti, such that 

t p{ JiOk' 

Deuring's theorem asserts that we can select the generator Ji = Ji(p) in such a 
way that the endomorphism O(Ji) reduces to the Frobenius endomorphism of A, 
and that the values Ji(p) are the values of a Hecke character. For the proof of 
Deuring's theorem, we shall use the following idelized version as in Shimura, 
who also gives a generalization to abelian varieties [BI2l, 7.S. 

As usual, we denote by Ator the set of torsion points of A. We let R(p) be 
the residue class field of Kat p. 

Theorem 8. Assume that k c: K. Let s be an idele of K. Let 

<p: Cln -* Ac 

be an analytic parametrization of A. Then K(A tor) is abelian over K, and there 
is a unique element J.l(s) E k, making the following diagram commutative. 

'I' 

kin -----+ A lor 

l1(s)Nf{(s- 1) 1 1 (s,K) 

kin -----+ AI"r 

Proof Let a be an automorphism of K(A tor) over K, inducing (s, K) on the 
maximal abelian subfield of K(Ator). The restriction of a to kah is equal to 
(N{(s), k). Let 

Nf(s). 

According to the idelized formulation of complex multiplication, Theorem 3 
of Chapter 10, §2, there is an analytic parametrization 

I/t: CIt-In -* Ac 

making the following diagram commutative, with A" = A. 
'I' 

kla -----+ A toe 

1- '1 1 .. 
klt- 1a -* A toe 

'" 
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Again, since A<>-= A, it follows that (-l a = aa for some (/. E k. The map'" is 
determined up to an automorphism of A. Changing", by a unit in End(A) 
corresponds to changing (/. by a root of unity in k, and we may thus get the 
diagram with rp at the bottom, and J1(S)N{(S-I) on the left with some J1(s) in k, 
which is uniquely determined since rp and (j are isomorphisms. Suppose that the 
restriction of (j to the maximal abelian subfield of K(Ator) is the identity. Then 
we could have taken s = 1 and J1(s) = l. Since (j is determined by its effect on 
Ator, it follows that (j id, and therefore K(AIOl) is abelian over K. This proves 
Theorem 8. 

We continue to assume that k c K. We note that the association 

Sl-+ J1(s) 

in Theorem 8 is obviously a homomorphism, and we define a function XA,K 
on A~, by 

XA,rtS) = J1(s)Nf(s-l)oo, 

where too is the archimedean component of an idele t E A~. As with X, we say 
that J1 is unramified at l' if J1 is trivial on the local v-units, and in this case, we 
define J1(V) as we defined X(l')' i 

Theorem 9. Assume k c K. The function X = XA,K is continuous and trivial 
on K*. In other words, it is a Heeke character of the idele classes of K. If V 
is a prime of K where A has non-degenerate reduction, then X and J1 are un­
ramified at v, and X(v) = J1(v). If we denote reduction mod V by a bar, then 

B(J1(V» 

is the Frobenius endomorphism of.4, over the residue class field K(l'). 

Proof It is clear that X is a homomorphism. If s E K*, then (s, K) = 1, 
and we can take J1(s) = N8s). so that Xes) = 1. Hence X is trivial on K*. If 
s" = 1 for all (non-archimedean) primes v, then we can take J1(s) = 1, and 

X(.s) = Nf(s-l )"'" 

so that X is continuous on the archimedean part of the ideles. On the other hand, 
suppose that sl' is very close to 1 at all V dividing a in Theorem 8. Then N!(S-I) 
is also close to I, and' 

Since we must also have 
J1(S)Nf(s-l)a = a, 

it follows that J1(s) is a root of unity in k. If in addition we select s such that 
(s, k) is the identity on the points of A of order N for large N, and such that s, 
whence Nf(r 1

), is close to 1 at primes dividing N, then ID"ultiplication by 
Nl(S-I) on (k/a)N is the identity. Consequently p.(s) must also be equal to 1. 
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This proves that the kernel of X c<;mtains an open subgroup of the finite part 
of the ideles of K, and therefore that i. is continuous, whence a Hecke character. 

Let:p be a prime of Kat which A has non-degenerate reduction. By Theorem 1 
of Chapter 9, §3 we know that p is un ramified in K(A tor). Let s be an idele all 
of whose components are equal to I, except for the p-component, where 
ordpsp = 1. Note that Nf(rl)<t) 1, and hence Xes) = Jl(s). Then O(p.(s» is an 
endomorphism of A, and we shall prove that its reduction mod p is the Frobenius 
endomorphism of 1, which we denote by 

np = n: 1 -j> 1. 
Let t be a prime number not divisible by p. Since the I-component of sis 1, we 
conclude that multiplication by Jl(s)Nf(S-l) on the group of I-primary elements 
k,/nt is the same as multiplication by Jl(s). Since (J is normalized, it follows that 
the following diagram is commutative. 

qJ 

C ----+ Ac 

1'(8) 1 18(1'(8» 

C ----+Ac 
tp 

Let A(tJ be the group of I-primary points on A, i.e. the image of k,ja, under <po 

Then the commutative diagram of Theorem 8 shows that for any point P E A(t) 
and q = (s, K) we have 

8(p.(s» P = pa = re(P). 
Therefore (J(Jl(s» == n, because these two endomorphisms have the same 
value on 1('). 

If Up is a unit in kp and s~ upsp, then from the above, we conclude that 
8(Jl(s'» and O{Jl(s» have the same reduction, namely n, and therefore that 
8(Jl(up) = id. Since reduction mod p is injective on End(A), it follows that 
Jl(up ) = 1, and hence tliat XA is unramified at :po This proves our theorem. 

Remark. Deuring also proved that when A does not have good reduction at p, 
then the character ramifies. Today, one can use a result of Serre-Tate [27] to 
deduce this property at once from the t-adic representations discussed later in 
Chapter 13. Indeed, the Serre-Tate result asserts that if( is a prime number not 
divisible by p, and if p is un ramified in the extension K(A«(» generated over K 
by the points of I-power order on A, then A has a model over K with non­
degenerate reduction at p. Let (kja)(') be the group of t-power torsion points 
in kja. By definitions, and the lemma applied to an idele sp having components 
equal to 1 except at p, we have a commutative diagram 

(kjaytl----+ A(t) 

1'('1') 1 1 (sp,K). 

(k/a)Ct}----+ A(t) 
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We see that the right-hand side depends only on the order of sp at P if and only 
if J1.(sp) depends only on the order of sp at p, i.e. if and only if the Hecke character 
is unramified at p. The Serre-Tate criterion shows that this occurs if and only if 
A has non-degenerate reduction at p. 

Next we consider the case when k is not contained in the field of definition 
of A, again as in Deuring [13], (iv). 

Theorem 10. Let A be defined over a number field Ko not containing k. 
Let K = Kok. Let Po be a prime of Ko where A has non-degenerate reduction. 
Then Po is unramified in K. Let 

P:~H-~' 

be the automorphism of Kover Ko, and let p, p' be the primes of K above Po. 
Let J1.(p) = XA,K(P), and similarly for p'. Then 

J1.(p)' = J1.(p'). 
Let no = npo be the Frobenius endomorphism of the reduction A(po) over 
K(po). Let qo = Npo· 

Case 1. Po remains prime in K, so p = p'. Then no is not rational. We 
Iwee 

1l:g = 1l:p and 1l:0 = ±.J -qo. 
Case 2. Po splits completely in K, so P i= p'. Then" no = np' Furthermore, 

1l:0 = e(J1.(p )) and no = O{J1.(p')). 

Proof By the remark at the beginning of this section, we know that there 
exists an endomorphism IX of A defined over K but not over Ko, so that IXP i= IX. 

Suppose.that Po ramifies in K. The effect of p on the residue class field is trivial, 
and consequently reducing mod p yields 

pIX = iX, 

contradicting the injectivity of the reduction map on End(A). This proves that 
Po is unramified in K. 

We shall prove that 
J1.(p)' = J1.(p'). 

Let t be a prime number relatively prime to Po. Let A(t),be the torsion points of 
A whose order is a power of t. Similarly for (k/a)(t). Both p and p' are unramified 
in K(A(t»). From the definitions and the lemma, we have a commutative diagram 

'" (k/nyt)~ A(I) 

Jl(p) 1 1 (p,K) 

(k/a)(t)~ A(t) 

'" and a similar one for p'. This means that O(Jl(p)) = (p, K) on K(A(t»). Since 
p' = pp, we get similarly that 

O(J1(p')) = (pp, K) = pep, K)p-l 
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on K(A(t»). Abbreviate 8(J1(p)) by L Extend p to K(A(t»). From the formula 

(}.(x))P = ).p(xp), 

we conclude that ).p = pep, K)p-l on K(A(t»). This proves that 

8(J1(p')) = 8(J1(p))', 
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because these two endomorphisms have the same effect on A(t). It follows that 
J1(p') = J1(P)', from the definition of a normalized map 8, i.e. 

W 0 8(J1) = J1W. 

Consider the case that P = p'. Then J1(p) is an element of k fixed under 
conjugation, whence is rational. It follows that 7rp is a rational (and therefore 
integral) multiple of the identity on if, and hence 7rp = ±qob. This yields 
7r6 = ±qo. We contend that 7ro cannot be a trivial endomorphism. Otherwise, 
it commutes with all endomorphisms of A. But if C( is an endomorphism of A 
such that C(P "# c(, then fjJi "# fi and fi is not defined over K(po). Consequently 
fi does not commute with 7ro, whence 7ro is non-trivial. On the other hand, 
7ro7ro = qo, and since the map ~ H ~' is the automorphism of Q(7ro), it follows 
that 7ro "# ± J qo· Hence 

7ro = ±J -qo, 

thereby proving the assertions in case l. 
Now suppose that Po splits completely in K. Then the residue class field 

extension has degree 1, and therefore 7ro = 7rp. Hence 7ro is the reduction of 
8(J1(p)) mod p, by Theorem 9. Furthermore 

8(J1(p))8(J1(p)), = v(8(J1(p)))b. 

Taking the bar (reduction mod p), and taking into account that 

v(8(J1(p ))) = v(7ro) = qo, 

it follows that 8(J1(p))' reduces mod p to 7ro. This proves our theorem. 

Remark. As with Theorem 9, we can apply the Serre-Tate result to prove 
Deuring's criterion: 

If Po is unramified in K, and A has non-degenerate reduction at one prime 
pof K extending Po, then infact A has non-degenerate reduction at Po. 

Deuring had a rather hard time proving this in [13], (iv), and even comments 
that this is the "wesentliche Schwierigkeit" of his paper, as distinct from the 
rather formal arguments reproduced above for Theorem 10. 

Theorems 9 and 1 0 were proved by Deuring to describe the zeta function 
of the elliptic curve as a Hecke L-function. We carry out the formalism. 

Let F be a finite field with q elements and let .if be an elliptic curve defined 
over F. Let N be the number of rational points of if in F. Let 

n: A --t A 
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be the Frobenius endomorphism re = req• Then 

N = .,(re - 0) = (re - o)(rel 
- 0) 

= q + 1 - Tr(re), 

where Tr(re) = re + reI is the trace. Let 8: Q(n) -+ C be an embedding into the 
complex numbers such that 8(p) = re. Then following Hasse, we define the 
zeta function 

Z(A, F, X) 
(1 - jlX)(l - jl' X) 
(1 - X)(l - qX) . 

Note that jl, jl' occur symmetrically, so that the numerator of the zeta function 
is often written 

H(A,F,X) (l-reX)(1 nIX). 

Taking the logarithmic derivative, one sees by a trivial computation that 

d - ;, 4-1 

d
-log Z(A, F, X) = 1..J NdX , 
X d=l 

where Nd is the number of points of A in Fd (extension of F of degree d). Putting 
X = q_S, it is then easily seen that the zeta function is equal to the usual ex-
pression 

( 
1 )-1 Z(A, F, q-S) n 1 - Nps = L Na -s, 

where the Euler product is taken over all primes p of A, rational over F, and the 
sum is taken Over all positive divisors (cycles) a on if, rational over F. As 
already mentioned in Chapter 2, Hasse had determined the roots of the zeta 
function in this case as the eigenvalues of the Frobenius mapping. [This was 
generalized by Weil to arbitrary curves and abelian varieties, as is well known.] 

Let again A be an elliptic curve defined over the number field K or Ko as 
in the previous considerations. We define its zeta function, again following 
Hasse, by the product 

(A, K, s) = IT Z(A(p), K(p), Np-S),-
p 

taken over all p where A has non-degenerate reduction. Then according to the 
above definitions, Theorem 9 implies that 

while Theorem 10 implies that 

I. (A, Ko, s) = (X(S)(K(S - l)L(s, XA,K)-l. 
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The function Cx is the Dedekind zeta function associated with the number field 
K, and L(s, X) is the Hecke L-function ' 

0(1- X(p)Np-S)-l 
p 

associated with a Hecke character of the idele classes of K. 
Sometimes one wants to deal with a Hecke character of absolute value 1. 

Then one can define 
t/JA,X(P) = XA,K(p)Np-t, 

and then L(s, X) is replaced by L(s - t, t/J). 

APPENDIX. A RELA nON OF KRONECKER 

The contents of this appendix will not be used anywhere else in the book and 
may be omitted. They are due to Kronecker. cr. Weber, §1l5, 116. 

We shall prove another property of the modular polynomial $m(X, X), 
for an arbitrary positive integer m. Let Z E,D be imaginary quadratic. We are 
interested in the multiplicity ofj(z) as a root of$m(X, X). This multiplicity may 
of course be O. Write z ZI!Z2 where Zh Z2 lie in an imaginary quadratic field 
k, let a = [ZI' Z2] and let 0 be the order belonging to a (or equivalently to 
Lz = [z, 1]). An element fl E 0 is called primitive if it does not lie in no for any 
positive integer n ::f:. 1. If fl E 0, then 

with an integral matrix (X ap' and we see that fl is primitive if and only if 
(a, b, c, d) = 1. Two elements of 0 will be said to be o-equivalent if their quotient 
is a unit in o. 

Theorem 11. Let Z E.$5 be imaginary quadratic and let 0 be the order of 
Lz = [z, 1]. Then the multiplicity of Z as a root of$m(X, X) is equalto the 
number of primitive o-equivalence classes of elements fl EO such that Nfl = m. 

Proof Let {ail (i 1, ... , t/J(m)) be representatives for the left cosets of 
6.! with respect to r. It is clear thatj(z) is a root ofwm(X, X) if and only if 

j(z) = j(aiz) 

for some ai' and this is the case if and only if there exists y E r such that yaiz = z. 
Without loss of generality, we may assume that if aiz and z lie in the same orbit 
of SL2(Z), then they are equal (mUltiply a representative (Xi by a suitable element 
of SL2(Z)). 
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Using the notation before the theorem, we see that the association 

J! H> Ct.1l 

induces a bijection of the primitive o-equivalence classes of elements J! EO such 
that NJ! = m, and those representatives Ct.; such that Ct.iZ = z. We are therefore 
reduced to proving that the number r of such representatives is precisely the 
mUltiplicity ofj(z) in <l>m(X, X), i.e. that <l>m(X, X) is exactly divisible by (X - j(z)Y. 
It will suffice to prove that 

lim ~m(Kr),!(,» =I 0, 00 
r-: 0(,) - J(z)Y 

and therefore it will suffice to prove the following lemma. 

and 

Lemma. Let Ct. E L1: be such that Ct.Z = z. Then 

Proof. 

jeT) 

lim j~,) - j~Ct.,) =I 0,00. 
r-: J(') - J(z) 

We use the Taylor expansions: 

ro P)(z) 
j(z) = L -, (, - z)n 

n=l n. 

oc P)(,) 
j(r:t.,) - j(r) = L -,-(cx, rf 

n= 1 n. 

= f PJ(z) + /n+ l}(z)(, - z) + ... 
n-l n! 

Since cxr ,= ° has two distinct solutions (namely z and its complex con­
jugate) it follows at once that the above two expressions have the same order 
of zero at , = z, whence the lemma is proved. 

Let Go be the group of proper o-ideal classes for an order 0 in an imaginary 
quadratic field k. Let 

Ho(X) n (X - j(<1». 
(leGo 

We know that all the numbers j(<1) (<1 E Go) are conjugate over Q. Hence 
Ho(X) has integral coefficients, and is irreducible over Q. Let rem, 0) be the 
number of primitive o-equivalence classes of elements f1, E 0 such that NJ! = m. 
Then Theorem 8 shows that for a suitable constant Cm, we have 

<l>m(X, X) Cm n Ho(x)'{m.o). 
o 

Counting up the degrees will yield the relation we are looking for. We make 
some more remarks concerning the degree of <l>m(X, X) since the discussion in 
Chapter 5, §2 was kept brief for the limited purposes we had in mind then. 



[10, APP.] A RELATION OF KRONECKER 145 

We have 

Suppose that CI. is in triangular form, 

with ad = m, a, d > 0, and 0 ~ b ~ d - I. Also, CI. is primitive. The lowest 
term of the q-expansion of j - j 0 CI. is then: 

i) _e- 2 !t;bld q-a{d if a> d, 

ii) q-l 

iii) (I - e21tibl<f) q-l 

if a < d, 

if a = d. 

This third possibility occurs if and only if m is a square and had been disregarded 
before, but we must take it into account now. Note that in this last case, the 
coefficient of q-l is '" 0 since CI. is primitive, so that b '" O. The lowest term of the 
q-expansion of fPmU,j) is therefore Cq-N, where C is some non-zero constant, 
and 

, ..... ad ( , ..... d L 
N = £... -d - ep e) + £... 1- epee) + ep(.y m), 

a>d ~ aed e 

As usual, we use the notation e = (a, mja), and by convention, ep(,Jm) = 0 
if m is not a square, otherwise has the usual value of the Euler function. This 
yields: 

Theorem 11. The degree offPm(X, X) is equal to . 

N = 2 L :: epee) + ep(,Jm), 
aIm e 

a> '\I'm 

and we have the Kronecker relation 

L rem, o)ho = deg fPm(X, X), 
o 

taking the sum over all orders 0, where ho is the number of elements in Go. 

From the elementary discussion about orders, we know that an order 0 

is of the form 

0= [D +2/D, 1} 
where D is the discriminant of 0, and D == 0 or 1 (mod 4). We shall also write 
r(m,o) = rem, D) if D ::::: D(a). We ask what is the largest possible value of 
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IDI (for given m) such that rem, D) > O. The answer is given by the following 
theorem. 

Theorem 13. Let m> 1. The largest values of IDI with rem, D) > 0 are 
those for which D is equal to -4m and -4m + 1. The corresponding values 
ofr(m, D) are 

rem, - 4m) = I, and a representative primitive solution ofNJl = m is ~; 
rem, -4m + 1) = 2, and representative primitive solutions of NJl = mare 

. 1+.jD I .jD 
gwen by 2 and 2 

Proof. Write a primitive solution of NJl = m in the form 

x + y.jD 
Jl 2 with x, y E Z, 

Then 4m = x 2 - Dy2. If y = 0, then x = because Jl is primitive. Hence 
m = 1, which is impossible. Hence Iyl > O. Therefore 

IDI ~4m. 
Since D == 0 or 1 (mod 4), the highest possible values for IDI correspond to 
D = -4m and D = -4m + 1. We- now determine the multiplicities in these 
two cases. 

Case 1. D = -4m. From the relation 4m = x 2 + 4my2 we conclude that 

x = 0 and y = ± 1. Therefore Jl .jt, i.e. 

D D +.j75 
Jl 2 + -2---- , 

Th" I f d . .. . . D + JD h ffi . Th IS IS an e ement 0 0, an IS primitive since 2 as coe clent I, us 

we have found one solution, and its mUltiplicity is 1. 

Case 2. D = -4m + 1. Then 4m = x 2 + 4my2 - y2, Since Jl is primi­
tive, y '# ±2, and also y '# 0, so y = ± 1. Hence x = ± 1. Then 

__ -,--= ±l=FD +D+JD 
2 - 2 

lies in ° and is primitive, because D == 1 (mod 4), D is odd, and 

±1 =F D 
2 
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is an integer, while the other term has coefficient 1. This shows that 

rem, -4m + 1) 2, 

with the two inequivalent primitive solutions 

for Ntt = m. 

1 + JD 
2 

and 
1 -

147 
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§l. RELATION BETWEEN GENERIC AND SPECIAL EXTENSIONS 

Let F be the modular function field, studied in Chapter 6. We saw that F 
can be identified with the field of x-coordinates (or h-coordinates, h = Weber 
function) of division points of an elliptic curve A defined over QU), having 
invariant j. Let k be an imaginary quadratic field, and let Z E k n S. Then the 
fundamental theorem of complex mUltiplication tells us that the field F(z) 
consisting of all values /(z), / E F, is kab. Let 0 be the local ring in k(j) of the 
placefl-+ fez), with/E k(j). Let S be the integral closure of 0 in F. Then every 
functionfE S is defined at z, and we let 9)1 be the kernel of the homomorphism 
/1-+ f(z), fE S. We are now in a situation similar to that of the decomposition 
group, except that automorphisms of F do not necessarily leave Q(j) fixed. 
We want to determine in some fashion the decomposition group of this situation, 
which we shall see is isomorphic to Gal(kab/k), i.e. to the Galois group of the 
residue class field, so that our situation is essentially unramified, except in the 
two cases when z is equivalent to i or p under the modular group. . 

If ~ E k*, then there is a rational matrix qR) E GLi(Q) such that 

So we have an embedding 

qz = q: k* -+ GLi(Q) 

satisfying the above property. We note that z is a fixed point of q(k*). By con­
tinuity, we can extend q to an embedding 

qz,P = qp: k; -+ GL2(Qp), 

whence to an embedding of the ideles, again denoted by q = q= (depending on z), 

q: At -+ GL2(A), 
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although we shall use the homomorphism 

q: At -+ GL2CAf ) 

which drops the complex component, and otherwise is the same as above on the 
p-components. The image of At lies in the adelized GL2 because for all p, 

Qp ® k = k p = Qpz EB Qp, 
and for almost all p, 

0k,p = Zpz EB Zp. 

Theorem 1. CShimura) Let s be an idele of k, and let Cs-1
, k) be the Arlin 

symbol on kab • Let z E k and z E f:,. Let u = u(q,(s)) be the automorphism of 
F of Chapter 7, §3. Then for every function f E F defined at z, we have 

fCZ)<s-',k) = rCz). 
Proof We shall first prove that the above relation holds for the Fricke 

functions fa as in Chapter 7, and for j itself. After that, we shall give a formal 
decomposition group argument to show that the same relation holds for allf. 

Write 
q(s) = WI.. 

where 

rx E GLtCQ) and 
p 

as in Theorem I of Chapter 7, §l. Let a E Q2, a ¢ Z2. We recall the notation 

aG) = a1z + a2 • 

Locally, we have 

spaG) = aspG) = aq/sp)G) 

= aurxG) 

= aU J1 (
rxiZ)) 

with some J1 E k (actually jl = cz + d). 
As usual, we write Lz = [z, I]. What is sLz? We contend that 

sLz = jlLa(z)' 

It suffices to verify this locally at each p. We have 

This proves our contention. 
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We now have the usual diagram of complex multiplication, 

Note that 
j(Z)(S-l,k) = j(rx(Z), 

so that we can select 
A"'(Z) = (Az)"'. 

We contend that mUltiplication by u on the far left makes the diagram 
commutative. This is trivially verified using our previous computation. 

Therefore, if <Pz: CjLz -+ Ai: is our usual parametrization of A., we obtain, 
for some automorphism e, 

<p,(a)(S-l,k) = eo <p",(z)(au), 

if q(s) = urx. Taking the Weber function, rewriting this in terms of the notation 
/a where/a is the Fricke function, and recalling that q(s) uct., we have 

1a(z)<S-I,k) = 1:(z) = 1auCrx(z)) 

j(Z)<s-l,k) = j(rx(z») = j"{z). 

Thus we have proved our theorem for the special functions /a,j. Observe that 
we can take the Weber functions of anyone of the. three types, and these rela~ 
tions still hold. 

Next we prove that the relation of the theorem holds true for all elements 
of F. Let S be the integral closure of the ring R = kUl in F. Since j 0 rx is integral 
over kU], it follows that a maps S on a ring which is integral over kU 0 ct.], 
whence a induces an automorphism of S. We let In be the maximal ideal in 
kUl, and Wl the maximal ideal in S, which are the kernels of the homomorphism 

/I-+J=/(z). 

If p is an automorphism of S which maps Wl onto Wl, i.e. p lies in the iso­
tropy group of illl, then p induces an automorphism of the residUe class field, 
denoted by 

p: S -+ S. 

We identify S as the set of all elements J,J E S. 
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We shall prove that there exists an element p E Aut(F) such that: 

i) p maps !In onto 9R. 
ii) p = (1 on k(j). 

iii) P = (S-l, k). 

[11, §l] 

Let (J'~ be the automorphism of F such that (J'~/ = /0 iI.. Then (J'~ induces an 
automorphism of S (same argument as for (1). The formula 

j(il.z) = j(Z)(s-',k) 

shows that (1,,111 c !In, because (J'" leaves the constants fixed. Consequently 
In C (1; 19J1. By the ordinary Galois theory as in Chapter 8, §3 there exists an 
element't" E Gal(F/k(j)) such that't"!In = (1; 19J1, whence we obtain 

(1" 't"9Jl = 9Jl, 

and (1~'t" = (1 on k(j). This already achieves the first two of our desired conditions. 
Let G = Gal(F/k(j)). The residue class field R/m = R is precisely k(j(z)). By 
the surjectivity of Proposition 4, Chapter 8, §3 we know that there exists an 
automorphism ). E G9JI such that X has any prescribed effect on the residue class 
field, in our case such that 

I (1,,'t" = (S-l, k). 

We let p = ).(1,,'t". Then p satisfies all three of our requirements. 
The automorphism p-l(1 satisfies the condition 

(p-l(1/a)(Z) = /a(z) 

for all a #- 0, a E Q2/Z2, and leaves Q(j) fixed. By Theorems 2' and 3' of Chapter 
9, §3 we conclude that p-l(1 lies in the inertia group. Since the relations we want, 
i.e. 

pf = ]<s-I,k) 

are true for p and aB/E S, they are also true for (1, and this proves our theorem. 

In his proof of the reciprocity law, as given in [I! I 2], Shimura gave the 
arguments showing that the relation holds for j and the functions/a' To extend 
this to all elements of F, he then went through a fairly elaborate discussion, 
even using the parametrizations of the models of the function fields FN over Q 
from the upper half-plane. The difficulty concerning such a step had arisen 
before, in every treatment of complex multiplication. We have avoided the 
difficulty by a more direct usage of the formalism of decomposition groups, 
which follows the usual formalism of Galois extensions. 

It is worthwhile also to describe the inertia group in the full group of auto­
morphisms. 

Theorem 2. Let Z E ~ be imaginary quadratic, and let k = Q(z). Let 9.ll 
be the kernel of the place fH fez) = J in the modular function field F. Let 
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G be the group of automorphisms of F over k, and let G!)I be tlte isotropy 
group oflJJl. Then the map 

(J H ii, (J E G!)I, 

is a homomorphism of G!)I onto Gal(kQblk), whose kernel consists of those 
elements (Ja, with C( E GLi(Q) satisfying az = z. 

Proof. By Theorem 6 of Chapter 7, §3 (the Shimura exact sequence), we 
can write an element (J E G!IJI in the form 

(J = (J(ua), 

with u E n GL2(Zp) and a E GLi (Q). Then (Jj = j 0 a:. Suppose that ii = id. 
Then 

j(a:z) = j(z), 

whence az = yz for some Y E SL2(Z). For any Fricke function la, we have 
J:(z) = Ia(z), whence 

fQll(a:z) = Ia(z). 

But 1a..{rJ,z) = lau(Yz) = j""y(z). By Theorem 1, 2', 3' of Chapter 9, §3, we con­
clude that uy = Yl for some Yl E SL2(Z) such that Y1Z = z. Hence (J = (J(Yly-1a), 
and YIy-1

C( leaves z fixed. Conversely, if f3 E GLtcQ) and f3z = z, it is clear that 
(J(f3) lies in the kernel of (J H ii. The surjectivity of our homomorphism on 
Gal(kablk) comes from Theorem 1, thereby proving our theorem. 

Corollary. Let At be the group ofideles of k. Then G!)I is the image of A: 
under the embedding q •. 

Proof. Theorem I shows that the image of q. is contained in G!)I. Further­
more, if (J E G!)I, then 

ii = (J(q.(s» 

for some idele s, whence (J and (J(q.(s» differ by an element of the kernel in 
Theorem 2, which we know is of type (Jil' If 

C( = (: ~), 
we let 11 = cz + d, and identify 11 with the idele having p. on each component. 
Then (J(q.(p.» = a, and our assertion follows. 

§2. APPLICATION TO QUOTIENTS OF MODULAR FOR.l\1S 

We shall proceed as in Shimura [B12]. Iff is an automorphic function of 
a certain weight 2t as defined in Chapter 3, §2 we shall writefhomogeneously, i.e. 

J(T) = JG), 
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so that as a function of two variables, f is homogeneous of degree - 2t, Le. 

AEe. 

Aside from the meromorphic conditions, the functional equation of an auto­
morphic function with respect to r = SLz(Z) then reads in homogeneous 
notation 

all y E r. 

Theorem 3. Let J, g be automorphic functions of the same weight, and let 
~ E Mt(Z), det ~ = N. Let 

her) = f( aG)) 
gG) 

Then h is a modular function of level N. Furthermore: 

i) h is fixed under the group a-I r a ("\ r. 
ii) Letting U = n GLz(Zp) as before, h isfixed under 

a-1Ua ("\ U. 

Proof. Let y ErN, i.e. y E rand y = 1 + NfJ for some integral matrix fJ. 
Then 

aya- 1 1 + NafJa- 1 

is integral and has determinant 1. Hence 

f( (r)) f( -1 (r)) a 1 aya C( 1 
her) = = = h(yr), 

g(;) g(;) 
which proves that h is modular of level N. Substituting an element a-Iya which 
also lies in r into h leaves h invariant, as one sees at once. 

The proof of the other assertion is slightly longer. We first make a reduction 
by diagonalizing a. There exist}', D E SLz(Z) such that 

a = yfJD, fJ = (r~ ~) 
with r E Q and m equal to a positive integer. Then 
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It suffices to prove that hp is fixed under o(a- l Ua n U)O-l, i.e. under P-I Up n U, 
because oa- l = P-Iy-l, andy-l Uy = U. Thus it suffices to prove our assertion 
for 

hCr:) = f(P7:) = f(n17:) 
g(7:) g(7:) , 

which we have to show is invariant under p-l Up n U, where 

p = (~ n· 
Let u E U and suppose p-1up also lies in U. Write up as a matrix 

up = (~; ~;) E GL2 (Zp)' 

Then 

p-1upP = ( ap bp/m). 
mcp dp 

This lies in Up if and only if bp = mb~ for some p-adic unit b~. Consequently, 
we have proved: 

Lemma. If 

then a-I Uex. n U consists of all elements v E U such that 

_ (ap bp ) vp - , 
mcp dp 

and a-I rex. n r = r o(m), i.e. consists of all matrices 

("~C ~) E SL2(Z), 

Reading mod m, our proof of Theorem 3 reduces to the following special 
case. 

(1) 

T heore m 4. Let f, g be automorphic functions of the same weight with respect 

to r = SLiZ), and with rational Fourier coefficients. Let m be a positive 
integer. Then the function 

h(7:) = f(m7:) 
g(7:) 

has level m, and is fixed under the group of all automorphisms ofF represented 
by the matrices 
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Proof Since h has rational Fourier coefficients, it is fixed under the auto-
morphisms of F represented by matrices of the form . 

(~ ~), dE (Z/mZ)*. 

Multiplying a matrix of type (I) by such a diagonal matrix, we are reduced to 
the case when the element of (I) lies in SL2(Z/mZ). Such an element has a 
representative in SL2(Z) lying precisely in the group 

1X-1rlX n r = ro(m) 

as described in Lemma I. This concludes the proof, in view of the first assertion 
in Theorem 3. 

Corollary 1. Thefunctionf(mr)/g(r) lies in QU,j 0 m). 

Proof The fixed field of the group of automorphisms of Fm in Theorem 4 
is equal to QU, j 0 m), according to Theorem 5 of Chapter 6, §4, so our corollary 
is clear. 

Corollary 2. Let Il be the usual discriminantfunction, and let 

Il(mr) 
([Jm(r) = Il(r) . 

Then QU,j 0 m) = QU, ([Jm). 

Proof Takef = g = (2n:)-121l in the theorem. Then we see that the function 
([Jm lies in QU,j 0 m), referring back to Theorem 5 of Chapter 6, §4. Looking 
at the conjugates of this function under the modular group, and the coefficients 
of the q-expansion at infinity, one sees that all Ij;(m) conjugates are distjnct, 
and hence that we have an equality of fields as stated. 

The arithmetic result corresponding to the function theoretic result of 
Corollary 2 will be proved in Chapter 21, § I, Theorem 3. 

The next theorem is Excercise 6.37 of Shimura's book [BI2]. In his book 
Shimura proves the result only for ideals of the ring of all algebraic integers. 
It is needed explicitly in general for certain applications. 

Theorem 5. (Shimura). Let f, g be automorphic Junctions of the same 
weight with respect to r, and with rational Fourier coefficients. Let IX E Mt (Z), 
det IX = N. Let 

Let k be an imaginary quadratic field. Let s be an idele of k such that s p = 1 
for all pIN. Let L = [Zl' Z2] be a lattice in k with Z = Zl/Z2 E.5. There exists 
IJ E GLi (Q) such that,' 
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i) 1/(~:) is a b~iS for S-l L. 

ii) CX1/CX- 1 E GL2(Zp) for all piN. 

Assume that f 0 cx and g. are defined at z. For any 1/ satisfying (i) and (ii), 
we have 

h(Z)(s.k) = h(1/z). 

Proof We first prove the existence of 1/ satisfying the desired conditions. 
It is trivial to find some 1/ satisfying (i). We need only prove that there exists 
Y E r such that replacing 1/ by ')11/ satisfies (ii), i.e. 

CX')l1/CX- 1 E GL2(Zp) 

for all pIN. To do this, note that multiplication on the right by the element 
up E GL2(Zp) yields an automorphism of Z~, and hence we have an isomorphism 

Z2fZ2a ~ 11 Z;JZ;aup' 

There exists a sublattice M of Z2 such that Mp = Z;cxup for all p, and then 

Z2/Z2rx ~ Z2JM. 

By elementary divisor theory, there exists ')I E r such that Z 2a')l M, or in other 
words 

for all p. Hence 
a.')IU; la.- 1 EU p 

for all p. In particular, for piN, we know that u; 1 = 1/, whence the existence of 
the desired ')I follows. 

To give the effect of (s, k), we have to unwind the meaning of q(S-l) to 
apply Theorem I. We have 

Hence 
qis;l) = up1/, 

with some up E GL2(Zp) = Vp' Hence up = 1/-1 for pIN, and q(S-l) = U1/. By 
Theorem 1, we find 

h(Z)(S.k) h"(z) = h,,(u)(1/z), 

and it suffices to prove that /z,,(u) h. By Theorem 3(ii), we need only show that 
U E :x-I Va. n V, i.e. :XU1.-1 E V. We check this ~t each prime. If pIN, then this 
amounts to the second hypothesis on 1/. If piN, then cx itself lies in Vp, so this 
is clear. This completes the proof of Theorem 5. 

Let 0 be an order in k. If b is a proper o-ideal prime to the conductor of 0, 

we recall the notation of Chapter 10, §3, where (b, k) = (bk, k), bk = bOb and 
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(bk , k) is the Artin automorphism on any abelian extension of k in which all the 
prime factors of bk are unramified (in particular k(j(o»). 

Theorem 6. Let f, g be automorphic functions of the same weight with 
respect to r, and with rational Fourier coefficients. Assume that they are 
holomorphic on f), and g does not vanish on f). Let 0 be an order of k, and let 
a, b be proper o-ideals, with b prime to the conductor of o. For any proper 
o-ideal e, define 

h ( ) 
= feat;) 

Q e g(e)' 

Then 110(0) lies in k(j(o», and 

ho( 0 Yb,k) = ho(b -1). 

Proof Let 0 = [z, I] and let r:t. be an integral matrix such that 

is a basis of a. Let det Cf. = N. Assume first that b is also prime to N. Let s be 
an idele such that sp = 1 for all pIN, and such that spop = bp for all p. Let h be 
as in Theorem 5. We find: 

and 

We shall ?ow prove that ~n{~) is a basis for b-1a,.and we check this for 

each prime p. If piN, then bp op and 

Z2 (z) Z2 - 1 (z) b - 1 pCf.1J 1 = pCf.lJCf. a 1 = ap = p ap 

using the definition of a. On the other hand, if P{ N, then r:t.p = op and Z;a = Z;, 
so that 

Z;r:t.IJ(~) = Z;IJG) b;1 = bp lap. 

This gives us the desired basis for b- 1a. 
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By Theorem 5 we conclude that 

h ( )(s,k) = h (b-1)- = f(ab-
1

) 
a 0 a g(b 1) • 

Let K = k(j(0),11o.(0». Let S be a finite set of primes containing all primes 
dividing N, all primes dividing the conductor of 0, and all primes which may 
ramify in K. Assume that b is also prime to S. We apply the above relation to 
b, and select s such that sp I for all p € S. Then 

h (O)(s,k) = h (O)(b,k) = f( ab - 1) 
a a g(b 1) • 

Suppose that (s, k) leaves j(o) fixed. The Kronecker congruence relation tells 
us that 

j( 0 )(s,k) = j( 0 Yb,k) = j(b - 1). 

Consequently b = ).0 is principal, and the above formula shows that ha(o) is 
also kept fixed by (s, k).It follows that ha(o) lies in k(j(o». 

If we start with a proper o-ideal b which is prime to the conductor of 0 

(and hence contains only prime factors in k which are unramified in k(j(o», 
then there exists ). € k such that ).b is an o-ideal prime to S, by Theorem 5 of 
Chapter 8, §l. On k(j(o» the two symbols (b, k) and (i.b, k) have the same 
effect. This reduces our theorem to the case already treated, and concludes 
the proof. 

Corollary. The values a(ao)/a(o) lie in k(j(o», and we have 

(
a(ao»)(b.k) a(ab -1) 
a( 0) = a(b - 1) . 

Proof Takef= g = (2n)-12a in Theorem 6. 





12 The Function A(at)/A(t) 

§1. BEHAVIOR UNDER THE ARTIN AUTOMORPHISM 

In this section we give an example for the Shimura theorem concerning 
the quotient of automorphic functions. Throughout this section we let k be an 
imaginary quadratic field and we let 

Ok = [z,1], Z E.s. 
We consider the special case when 0: = (; ~} so that o:(z) = mz, and 

o = [mz, I] 

is the order with conductor m. If b is a proper o-ideal prime to m, we recall the 
notation of Chapter 10, §3, where (b, k) = (bk, k), bk = bok, and (bk , k) is the 
Artin automorphism. 

Theorem 1. The value L\(O)/L\(Ok) lie in k(j(o», and for any proper o-ideal 
b prime to the conductor m of 0, we have 

(
L\(a»)(b.k) = L\(b- 10) 

L\( ak) L\(b 1 ak) 

for any proper o-ideal a prime to m. 

Proof We shall first prove the special formula 

( 
L\( 0 »)(b.k) _ L\(b -1) 

L\(Ok) - L\(bk-
1)' 

It will be a special case of Theorem 5, takingf = 9 = (2,,)-12L\, Note that the 
power of 2" cancels in the quotient, so that the condition on rational Fourier 
coefficients is satisfied. We let II be as in the theorem, such that 

161 
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is a basis of bk" I, and cxl1cx-1 E GL2(Zp) for all plm. Theorem 5 of Chapter II 
gives us 

which is what we want, provided we check that 

is a basis of b-1 • We do this at each prime p. If p{m, then ex is locally invertible 
at p, and the matter is clear. If plm, we write 

(1) 

By hypothesis, ct11CX-1 is p-integral and its determinant is a p-unit. Hence locally 
at p, the local lattice whose basis is given by (I) 1S precisely 0P' which is also 
b; I since b is assumed prime to m. 

From the special formula, we get the general one of the theorem, simply 
by applying the special case to (bo- 1

, k) instead of (0, k), and using the special 
result twice. 

Finally, to see that the desired values lie in the ring class field k(j(o», let 
(J be any automorphism of the ray class field k", over k which leaves j(o) fixed. 
Select an ok-ideal bk prime to m such that (J = (bk> km/k). Since the restriction 
of (J to the ring class field k(j(mz» is the identity, it follows from Theorem 5 of 
Chapter 10, §3 that the proper o-ideal b = bk () 0 must be principaL The 
formula giving the effect of (b, k) and the homogeneity property of n now show 
that (bk> k) is also the identity on b.(O)/b.(Ok), which is therefore contained in 
k(j(o». This proves all of Theorem l. 

Corollary. The numbersj(o),j(Ok)' b.(O)/b.(Ok) are real, and 

. b.(o) . 
l(Ok), b.(Ok) E Q{j(o». 

Proof. The reality assertion is clear, because from the original series, say 
for 92 and 93, and any lattice Lin k, with complex conjugate L', we have 

9z(L') = 92(L)' and 93(L') 93 (L)" 

whence b.(L') = b.(L)' and jeL') = j(L)'. Since 0' 0, the reality assertion 
follows, and so does the corollary, because Q(j(o» is the maximal real subfield 
of k(j)o)). 
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It will be proved in Chapter 21, §l, Theorem 3, that the numbers j(Ok)' 
A(o)/A(Ok) actually generate k(j(o» over k. 

§2. PRIME FACTORIZATION OF ITS VALUES 

We want to describe the prime factorization of the values 

A(az) 

A(z) 

for imaginary quadratic z, and a E Mt(Z). This was done completely by Hasse, 
but we shalI work out here only the most important special case, and refer to 
Deuring (BI], §22, p. 43 for the general tables. We begin with some integral 
properties similar to those for the j function. Let (X have determinant n, also 
denoted by 10:1. Define 

For any y E SL2(Z) we have. CPya = CPa' so the value of cP depends only on the 
left coset of Ct, which we may assume primitive. We may then also assume that 
(X is in triangular form 

(2) 

as in Chapter 5, §1. Then 

( ) =1 112 d-12 A(Cl1:) 
qJa T (X A(T) • 

Theorem 2. The/unction qJlt is integral over ZU). 

Proof Let (XI> ••• , C1.';(n) be representatives of the left cosets of primitive 
matrices in M1.(Z) having determinant n, with respect to the modular group, 
and take these representatives in triangular form as above. We use the same 
method as in Chapter 5, §2. The q-expansion for A is of the form 

A (2rr)1:Zq(1 + A(q» 

where A(q) is a power series with integer coefficients, and does not vanish on f>. 
Each cpa{ is holomorphic on f), and has a ql/n-expansion at infinity. Each CPa, in 
fact has leveln, as one sees by the same argument that we used for j (Theorem 4, 
Chapter 6, §4). The symmetric functions of the CPal are therefore modular func­
tions of levell, and being holomorphic on f), they lie in CUJ. 
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To get them in ZU] we use the q-expansion. For a in triangular form as in 
(1), we see that under the transformation 

q H qQ/d,S 

the q-expansion for !l transforms in such a way that 

(3) () _ lZrIZ!l(ar) _ 12 vb 1 + A(q"/d,S) 
fPa. r - n !l(r) - a ~d 1 + A(q) . 

The Fourier coefficients of this expression lie in Z['d]' An automorphism Us 

sending'd on ,~ (with (s, n) = 1) extends to the power series field in ql/n, and 
permutes the expansions of the t/J(n) functions fPa., (i = 1, ... , t/J(n». Hence 
the elementary symmetric functions of qJa." ... , qJa.",(n) are invariant under these 
automorphisms, and therefore have coefficients in Z. Together with the fact 
that each qJa. is hoI om orphic on t), this proves our theorem. 

Actually if one analyses the proofs of Theorem 2, one finds that they are 
valid in the more general context of a quotient of automorphic functions having 
the same weight, under the following conditions. 

Theorem 3. Let f, g be automorphic functions of the same weight -m with 
respect to SL2(Z). Assume that: 

i) both f, g have Fourier coefficients in Z. 
ii) both f, g are holomorphic on t) and g is not zero anywhere on t). 

iii) the function g has a q-expansion of the form 

g = qV(l + qB(q» 

where v is some integer, and B(q) is a power series in q with integer coefficients. 
Then the function 

is integral over ZU]. 

Theorem 4. For imaginary quadratic z, the values qJiz) are algebraic 
integers, which divide la1 12

• 

Proof. Since the valuesj(z) are algebraic integers, and since qJ,,(z) is integral 
over Z[j(z)] , we conclude that qJa.(z) is also' an algebraic integer. To get the 
divisibility, we let a' be the integral matrix such that 

a'a = 1(1.1/2 = C~I I~I)' 



[12, §2J PRIME FACTORIZATION OF ITS VALUES 165 

We cancel a numerator and denominator, and use aa' = lallz with the homo­
geneity of ~, of degree -12, to get 

Knowing that q>.Jz) is an algebraic integer proves our theorem. 

We use the following notation. If e is an algebraic integer, and a is some 
ok-ideal, we write 

e:::::a 
to mean that eOK = aOK in some large number field K. Similarly, if el> e2 
are algebraic numbers, we write 

to mean that edez is a unit. We then say that eb ez are associated. 
Let 0 be an order in k and let a, b be proper o-ideals. Let b = [Zl' Z2J and let 

a € Mt (Z) be such that 

is a basis of abo We denote by Na the index (0: a), and it is clear (say from 
elementary divisors) that Na = lal. Thus we use the notation 

({Jo(b) 
12 ~(ab) 

({J"'(Z) = Na ~(b)' 

Theorem 5. Let p be a prime number which splits completely in k, and does 
not divide the conductor of O. Let po pp' be its factorization in 0, l' ¥- 1". 
Thenfor any proper a-ideal a, 

Proof. Let b be a proper o-ideal prime to p such that up is principal, say 
bp = ),0. Then 

Nbll ~(bpa) 12 ~(pa) = Nb l2 12 ~(Aa) 
~(pa) p ~(a) p ~(a) 

= Noll p12 X- 12• 
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By Theorem 3, the first factor on the left divides Nb 12
, which is prime to p, 

and the second factor divides p12. On the other hand, in the prime factorization 
of i.o, we know that p appears with multiplicity I, and p' does not appear since 
b is prime to p. Hence in the prime factorization of the right-hand side, p'12 
is the precise contribution of p'. This proves our theorem. 

Corollary. For any proper o-ideal b the number 

Nb l2 II:1(bW 
II:1(oW 

is a unit. 

Proof. Let 

(b) = Nb6 II:1(b)1 
e 11:1(0)1 • 

For any). E k, ). =1= ° we see that e().b) = e(b), i.e. e(b) depends only on the class 
of the ideal b. We can always find some ). such that ).b is equal to a prime p of 
degree I, i.e. 

(p) = pp' 

with p =1= p', and p is a prime number not dividing the conductor. (We are using 
here the existence of primes in generalized arithmetic progressions from class 
field theory. The theorem for Ok' combined with Theorem 5 of Chapter 8, §1 
gives us what we want.) Replacing b by such a prime ideal p, and taking the 
product of the expression in Theorem 5 with its conjugate yields the corollary. 

We prove one other statement which is occasionally useful in applications. 

Theorem 6. Let p be a prime number, let z be imaginary quadratic, and let 
(J.i E M{(Z) (i = 0, .. . ,p) be representatives for the left cosets of matrices 
with determinant p, with respect to SL2 (Z). Then 

p+1 

IT CPa, = (_l)p-Ip12. 
i=1 

Proof. We know that I/J(p) = p + I, and that representative matrices can 
be selected as 

(J.i = (~ 
(J. = (p 

p ° 

i) p , i = 0, .. . ,p - 1 

~) . 
Hence we get the q-expansions for the cpa, from the q-expansions as given in (3). 
The leading term of cpa, for i = 0, ... , p - 1 is 

~i I/p-l 
~pq • 
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The leading term of (flap is p12qP-l. From this it follows that the product has a 
q-expansion beginning with the constant 

{~+2+"'+P p12 = (_1)rlp12. 

Since this product is a modular function having no pole at infinity, it is constant, 
thereby proving our theorem. 

Corollary. Let a be a proper o-ideal, and let p be a prime number, prime 
to the conductor, and splitting completely in k, so that po = pp', p =f:. p'. 
Let a = [z 1> Z2] and let P, P' be matrices of determinant p such that 

and 

are bases of pa and p' a respectively. If:t E Mt (Z) has determinant p and (i.: 

does not lie in the orbit of P or P' under SL 2(Z), then (fliz) is a unit, where 
z = ZdZ2' 

Proof The contributions to the product in Theorem 6 coming from the 
two terms (flp(a) and (flp,(a) arising from Theorem 5 will already contribute p12 

to the factorization of the product. Since there can be no other prime factor 
contribution by Theorem 6, we conclude that all other terms in the product 
must be units, because they are aU algebraic integers by Theorem 3. 

To find the values of (fliz) in general, one can u.se an inductive procedure. 
For suppose :t = py, with p, y E Mt(Z). Then for any lattice L [Zl' zz] with 
z = Zl!Z2 E D we have 

in other words 

Given a lattice L and a sublattice M we can find a chain of lattices 

L = Lo :::J Ll :::J L z :::J ••• :::J L, = M 

such that (Li : Li+d = Pi is a prime number. Now, if (L: M) = p, then M has 
a basis .. 

with a matrix P such that !PI p. So in principle, the values of (flll are reduced to 
computing values (flp where P has prime determinant. 
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§3. ANALYTIC PROOF FOR THE CONGRUENCE RELATION OF j 

For the convenience of the reader, we shall reproduce here the classical proof 
of Hasse [19], [Bl] for the congruence relation ofthej-function. 

Tlieorem 7. Let 0 be an order in k and let p be a prime not dividing the 
conductor oj 0, such that po = pp', p # p'. Let a be a proper ideal oj o. 
Let K be a finite Galois extension oj k containing all the numbers j(c), where 
c ranges over the proper ideals oj o. Then 

j(a)p == j(p'a) (mod POK). 

Proof Without loss of generality we can extend K to a bigger finite Galois 
extension of k to contain other algebraic numbers which will occur in the proof, 
e.g. values CPa(z) where IX is a primitive integral matrix with determinant p. 
We select the same representatives as before for the left cosets of such matrices 
with respect to SLiZ), namely 

lXi=(~~) for i=O, ... ,p-l 

IXp=(~ .n. 
IfJis a function on the upper half-plane, we writeJ*(q) for its powers series in 
q (or ql/ P = e2nir/ P). We agree that 

J*(q) == ° (mod p) 

means that all coefficients of the power series lie in p. We also write a congruence 
mod p, or 1 - " where C is a primitive p-th root of unity, to mean that the 
coefficients lie in the ideal generated by these elements. 

We consider the polynomial in two variables 
p ~ 

F(X, Y) == L (X -jOlXi)(Y - CP2.)·· '(Y - CPa)' "(Y - CPa) 
i=O 

the factor Y - cpa, being omitted from the product on the right. The above 
polynomial has coefficients which are functions on .s, modular of level p. 
The permutation induced by j 0 lXi 1--+ j 0 IX;'Y for l' E r is~the same as cpa, 1--+ CPal7' 

Hence F(X, Y) has coefficients which are invariant under r. Furthermore, if 
(d, p) = 1, the automorphism (Td on roots of unity such that (TdC = Cd has the 
effect 

and 

for i = 0, ... , p - 1 (mod p), while leaving j 0 IXp and cpa p fixed. Therefore the 
coefficients of F(X, Y)are modular functions invariant under r, and with rational 
Fourier coefficients. We may therefore write 

F(X, Y) = F(X, Y,j) E Z[X, Y,j] 

as a polynomial in X, Y, j with integer coefficients. 
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Observe that if 
!*(q) = A(q) E Z«q» 

is a power series in q with coefficients in Z, then for i = 0, ' , "p 1 we have 

(J 0 (X;)'" (q) = A(ql lp(i) 

(mod 1 - 0, 
On the other hand 

(J 0 (Xp)*(q) = A(qP) ;: A(q)P (mod p), 

Here ( is a primitive p-th root of unity, and the congruences mean that all 
coefficients are divisible by 1 - ( in the ring of algebraic integers in K, taken 
sufficiently large to contain the p-th roots of unity. Applying this to the first p 
terms, and to the functions j and (2rr)-12.1, we conclude that these first p terms 
are aU congruent to each other mod l - (. 

The last term involves (X - j*(q)P) as a factor. If we substitute jP for X, 
then this factor becomes;: 0 (mod p), Therefore 

F(j *(q) P, Y,j*(q» ;: 0 (mod 1 - 0, 
i.e, this expression lies in (l - OZ[(]«qll P»[ Y]. Since the Fourier coefficients 
are integers, we conclude that 

FU*(q)P, Y,j*(q» ;: 0 (mod p). 
Therefore 

F(P, Y,j) epZ[Y,j]. 

Let a = [Zl, z21, with z = zI1z2 E f,. Since (a: pa) and (a: p'a) have indexp, 
we can find two of the matrices Ct. i, say P and p', such that 

and 

are bases of pa and p'a respectively. Substitute j(a) for j and ({'r(z) for Y. 
We find that 

F(j(a)p, ({'r(z),j(a» ;: 0 (mod p). 

On the other hand, in the original sum defining F(X, Y), all the terms become 
equal to 0 except one, and we find 

(j(a)p - j(p'a» n «({'r(z) - ({'!ZJz» ;: 0 (mod p). 
J.i'#P' 

From the preceding section, we know that ({'r(z) ~ p12, We also know that 
(('a,(Z) is a unit for Ct. i ,;. P or r. This proves our theorem, 

In his paper, Hasse gave a further slightly elaborate argument to show 
that k(j(o» is abelian over k and that the Frobenius automorphism gives, for 
almost all p, the effect 

(1pj(a) = j(p'a). 
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Deuring [Bl] observed that this now follows trivially. Indeed, disregard the 
finite number of primes dividing all differencesj(ay) j(a,,) and the differences 
of their conjugates, if a. represent the different proper o-ideal classes. By general 
properties of the Frobenius automorphism (cf. the end of Chapter 8, §3) we 
see that the precise equality 

u'1li(o) = j(1"o) 

does hold for any ~ dividing p in K. Since multiplication of proper o-ideal 
classes is abelian, it follows that the map 

~ 1-+ u;}l 

is a homomorphism from the free abelian group generated by almost all primes 
into the Galois group of the smallest Galois extension of k containing j(a). 
Using now theorems concerning the existence of primes with given Frobenius 
element, one concludes that this extension is abelian, and that the proper 
o-ideal class group is isomorphic to the Galois group under the map induced 
both by the Frobenius element on almost all primes, and also by the property 

(3)j(a) j($-la) 

for proper o-ideal classes a and $. 



13 The L-adic and p-adic 
Representations of Deuring 

It was first proved by Hasse that even in characteristic p > 0, if N is an 
integer prime to p, then the points of order N on an elliptic curve A form a 
cyclic group of type Z,NZ x ZjNZ. On the other hand, Hasse also discovered 
that there may not be points of period p, and if there are some, then the group 
of points of order p' is then cyclic. Essentially one sees this from the representa­
tion of the endomorphism 

Nb:aHNa, 

whose degree is N 2
• If we represent this endomorphism on the local tangent 

space at the origin, or equivalently on the differential forms, we see that it 
must be separable if (N, p) = 1, and must be inseparable if p divides N. Thus in 
characteristic p > 0, there cannot exist two points of period p linearly independ­
ent over ZjpZ. Therefore either 

Ap = ° or Ap ;:::; ZjpZ. 

The first case is called supersingular. The second case is called singular or generic 
according as the j-invariant is transcendental over the prime field or not. Hasse 
also discovered that over finite fields the algebra of endomorphisms must be 
either an imaginary quadratic field, or a division algebra of rank 4 over Q, 
depending on the two cases. 

Using t-adic and p-adic representations, Deuring [4] gave a more com­
prehensive theory, and especially determined what happens to the ring of 
endomorphism of an elliptic curve under reduction mod p. We shall closely 
follow Deuring's paper, except that as usual we use the projective limit of the 
groups Ap" forming the Tate vectors and Tate module Tp(A), which gives 
a natural representation of the endomorphisms over the p-adic integers. Except 
as specified above, the results of this chapter are due to Deuring. 

171 
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§l. THE t-ADIC SPACES 

Let, therefore, A be an elliptic curve defined over a field of characteristic 
p. Points of A are taken in a fixed algebraic closure. For any prime number (, 
define the t-sdic module l't(A) to be the set of infinite vectors 

(aI' az, .. ,) 

with aj e Atl (thatistiaj = 0) andtaj+ 1 = aj • Addition is defined componentwise 
so Tt(A) is a group, It is clear that Tt(A) is a module over the t-adic integers Zt. 
To define the multiplication of a vector by an !-adic number, we define it com­
ponentwise. On the i-th component, we approximate the t-adic number by an 
integer mod ti, and multiply the i-th component by this integer. It is immediately 
verified that this multiplication is well defined, and gives an operation of Zt 
on Tt(A). 

Theorem 1. If t :f:. p, then T(A) is a free Zrmodule of dimension 2. On 
the other hand, Tp(A) = 0, or is afree module of dimension lover Zp, accord­
ing as we are in the supersingular or singular case. 

Proof. Take first t :f:. p. Let Xl> Xl be elements of Tt(A) whose first com· 
ponents al,l, al. 1 are linearly independent over the field Z/tZ. Then thesy 
vectors XI' Xl are linearly independent over Zt, for if we had a relation of 
linear dependence over Zt, we could assume that not all coefficients are divisible 
by t, and hence the projection of this relation on the first component would 
contradict the hypothesis made on XI, Xl' 

I contend that Xl' Xl form a basis of Tt(A) over Zt. We are going to prove 
this by an inductive argument. Suppose that we can write every element w of 
TAA) as a linear combination 

(1) modt"TAA) 

with integers Zj e Z. Let w (b l , .•• , b", b,,+l> ... ). By definition, we have for 
the first n + 1 components, 

zl(al,l, ' . "al.II+I ) + zl(aZ • I, .. "a2.1I+1) 

= (b l " , ., bl!' b1l+I ) + (0, . , ,,0, cll+!) 

for some point cll+! of order t. By the very choice of the vectors Xi' there exist 
integers d1, dz such that 

cll+! = dJ"al .,,+! + dzt"az.,,+!, 

If we replace Zl> Zz by Zl + d1t", Zz + dzt", we see that we have extended the 
congruence (1) from n to n + 1. That gives us what we wanted, 

If t = p, then one verifies at once that Api is cyclic of order pi in the 
singular case, and that TP(A) is free over Zp in this case (easier than for t :f:. p 
in this instance). If there is no points of order p, then TiA) = O. 
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From now on~ we use I to denote a prime number other than p. 

Let I.: A -l> B be a homomorphism of elliptic curves. Then A. induces a 
homomorphism also denoted by I., 

I.: T,(A) -l> TtCB), 

and similarly for Tp- Its effect on a vector (aI, a2, ... ) is given by 

2(a l , a2 , ••• ) (I.a1> ).a2, ... ). 

Theorem 1. If }'1> ••• , I'r are endomorphisms of A which are linearly 
independent over Z, then as endomorphisms of T,(A), they are linearly 
independent over Z{. 

Proof. Say cl}'j + ... + cr}.r = 0 with C i € Z,. It will suffice to prove that 
all Cj are divisible by t (then cancel the I and start over again to get an impossi­
bility unless allcf = 0). Write 

Cj = mi + Id;, 

with d i E Zt and mj E Z. It suffices to prove that 11m; for all i. The endomorphism 

I. = ml;'l + ... + m/r -t(dr)'l + ... + dr)'r) 

lies in End(A). Acting on A, we see that I. kills At. Hence ). factors through to, 
i.e. }. = Irx for some Cl E End(A). But 1'1' .•. , I'r generate a space Q21 + ... + QiLr 

over Q, and 
(Q/'l + ... + Q/.,) n End(A) 

is a lattice of rank r in this subspace. Without loss of generality, it suffices to 
prove that a basis of this lattice is linearly independent over Z" Le. we can 
assume that }'I> •.. ,2, themselves forma basis of this lattice. But then it foHows 
that rxlies in Z2 1 + ... + Z)." whence tlmJor all i, as desired. 

The above theorem shows that our representation of End(A) on Tt(A) 
corresponds to tensoring with Z(, i.e. we get an injection 

Zt ®z End(A) -l> Endzt(Tt(A». 

We denote by A(') the set of points of A whose order is a power of I. 
Let ViA) be the set of vectors 

(ao, a1> a2, ... ) 

with ao € A(t) any point of order a power of t, and satisfying 

tai+l = ai' 

It is clear that 

Vt ~ Q( ®ZtTt· 

In fact for any point x in VI we can find a power r such that tSx has its first 
component equal to O. Identifying the vectors 

(0, aI' az, ... ) 
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such that r a 1 = 0 in V" with elements of Tt> we get an exact sequence 

° ~ T,,(A) ~ Vt(A) ~ A(t) ~ 0, 

the mapping on the right being projection on the first component. 

[13, §2J 

Of course we have a similar sequence with Tp and Vp; however, when Tp = 0, 
we do not get a faithful representation of End(A). We do if Tp '# 0, because an 
isogeny has finite kernel. 

For an arbitrary t we get a faithful representation 

Q ®z End(A) = End(A)Q ~ EndQiVt). 

Since dimQt(V,) = 2 it follows that dimQt EndQ/V{) = 4. Hence: 

Theorem 3. In any characteristic, dimQ End(A)Q ~ 4 and 

dimz End(A) ~ 4. 

This gives a proof for a result mentioned previously, 

We already know that every element of End(A) is invertible in End(A)Q, as 
discussed in Chapter 2, §2. Hence End(A)Q is a division algebra of dimension 
~4 over Q. The only possibilities are that it has dimension 1, 2 in which case 
it is commutative, or dimension 4. In that case, it cannot be commutative, 
because we have an injection 

Qr ® End(A)Q ~ MiQ,) 

in the representation on Vt. 

§2. REPRESENTATIONS IN CHARACTERISTIC p 

We first give a proof in arbitrary characteristic for the following fact, using 
only the involutive property of a H- Ct.'. 

Let CI. E End(A) be a non-trivial endomorphism. Then Q(a) is quadratic 
imaginary. 

Proof. Since Q(et.) is a commutative subfield of a division algebra of dimen­
sion 4 over Q, it follows that [Q(et.) : QJ = 2, so et. is quadratic. The mapping 

;. H- ;,' 

on Q(a) (where).' is the endomorphism such that V.' v(},)<5 as discussed in 
Chapter 2) defines an automorphism of Q(o:), and is not the identity, for other-
WIse 

),2 = ).).' = v(),) E Z 
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for all ), E Z[ex] which is patently false. Hence ), H A' is the non-trivial auto­
morphism of Q(ex). Furthermore Q(ex) must be imaginary (in any embedding 
in C) because 

N Q(~)/Q(J,.) = A.X = v(J,.) > 0 
for all A. E Z[ex], ). =F o. 

Theorem 4. Let A be defined over the finite field with q elements, and let 
nq be its Frobenius endomorphism. If nq E Z, then Tp = o. So if Tp #- 0, 
then nq is a non-trivial endomorphism. 

Proof Let q = pro We know that nq has degree q. If nq = nfJ, then 

q = v(nq) = n2
, • 

whence n = pm for some integer m. But nq is purely inseparable, and therefore 
pmfJ has kernel 0, whence Tp = 0. 

Theorem 5. Let A be an elliptic curve over afinitefield F of characteristic p, 
and assume Tp(A) #- 0. Then: 

i) End(A)Q = k is a quadratic imaginary field, and End(A) = 0 is an order 
in k. 

ii) The prime p does not divide the conductor c of o. 

iii) The prime p splits completely in k. 

Proof Theorem 4 shows that there exists a non-trivial endomorphism of 
A, namely 1tq• The representation of End(A)Q on Vp (or of End(A) on Tp) is 
faithful, and therefore gives rise to an embedding of End(A) in Zp, which shows 
that End(A) = 0 is commutative. It follows that End(A) has dimension 2 over Z, 
whence End(A)Q = k is a quadratic field. Since k admits an embedding in Qp, 
it follows that p splits completely in k. There remains only to prove that p does 
not divide the· conductor c of o. We know that 0 = Z + cok • There is an integer 
m such that 

nq = m + cex 

for some ex E Ok. We get 

and n~ = m + cex' 

qfJ = nqn~ == m 2 (mod COk). 

Viewing Ok as embedded in Zp, from the representation on Tp(A), we conclude 
that p divides m, whence from the representation on Tp(A) it follows that nq kills 
the points of order p on A. This is a contradiction, since nq is purely inseparable, 
and our theorem is proved. 

Corollary. Let q = pd be the number of elements ofF. Let n = nq be the 
Frobenius endomorphism. If pO = 1'1" is the factorization of pin 0 = End(A), 
then 

no = 1'd or 

and any other generator of no is ± n. 
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Proof. Since nn' = qo, in the unique factorization in 0 (with primes not 
dividing the conductor), only divisors of p can occur as divisors of 1t and n', 
Since p does not divide n (because n is purely inseparable, and po has a non­
trivial kernel), it follows that there is a positive integer m such that, after 
permuting p and p' if necessary, we get 

no = 1'171 and 

Therefore nn'o = pdO, and m = d. Since the curve is not supersingular, the 
only automorphisms are ±o (according to the tabulation of Appendix 1), 
and n is uniquely determined up to ± 1. This proves our corollary. 

Next we consider the supersingular case. We observe that if Tp(A) = ° and 
B is isogenous to A then TP(B) = ° also (obvious). 

Theorem 6. Let A be defined over afield of characteristic p. If Tp(A) = 0, 
then jA = j~2, 

Proof. If Tp = 0, then po must be purely inseparable of degree pl, Hence 
there is an isomorphism 

1: A -+ np2(A), 

whencejA = jf. We are using the fact in characteristic p thatjA is the invariant 
of isomorphism classes of elliptic curves. 

In particular, we see that jA E Fpz must lie in the field with pl elements if 
Tp(A) = 0, and there is only a finite number of isomorphism classes of elliptic 
curves A in characteristic p such that Tp(A) = 0, 

Corol/ary. Assume that A is supersingular, with invariant j, and that A 
is defined over F p(j) F, Then for p :j: 2, 3 we have: 

if j E Fp 

ifj¢Fp-

Proof. Suppose first that F = Fp, i.e, thatj E Fp- Let n = np- Since po and 
n2 have the same degree p2, it follows that they differ by an automorphism of A, 
Since p :j: 2, 3 and the curve is supersingular, it follows from Appendix 1 
that the only automorphisms of A are ±o, whence Tel -po, and the first 
formula is proved. 

Secondly, suppose that j is of degree 2, so F = Fp(j) = Fp2, and q = p2. 
Then Teq and po have the same degree p2, so that they differ by an automorphism 
of A. Again by Appendix I, it follows that in the supersingular case the only 
possible automorphisms are ±o, whence n = ±po. The second formula is then 
obvious. ' 
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Remark. In characteristic 2 or 3 there are slight variations on the formulas of 
the corollary. Take for instance characteristic 2. The curve A defined by 

y2 + y = x3 + x 

over F2 has 5 rational points (counting the point at infinity). If N is the number 
of rational points, then 

N = v(n - <5) = (n - <5)(n' - <5) 

= q + 1 - (n + n'). 

In the present case, 
5 2 + 1 - (n + n') 

whence Tr(n) = -2. Thus n = -1 ± i and n2 = ±2i. In general, when we 
have 

n 2 = pe, 

with some unit e, one must take a power of this expression to get rid of the 
non-rational unit. 

Theorem 7. If TP(A) 0, then End(A)Q is a division algebra of dimension 
4 over Q. 

Proof First we prove that there exist non-trivial endomorphisms. Let 
11> 12, ••• be a sequence of distinct primes unequal to p, and let aI, a2, .•. be 
a sequence of points such that a i has order II' Let (aJ be the cyclic group 
generated by ai' Each factor curve A/(a l ) has no point of order p. By Theorem 6 
we must have an isomorphism 

A/(a l ) ::::! A/(a) 

for some i ::j:; j. Consider the composite homomorphisms 

A -+ A/(aj) ::::! A/(a) -+ A, 

where the first is the canonical homomorphism ).i of degree Ii' and the last is 
a homomorphism of degree I;, say I.J. We then obtain an endomorphism of A 
of degree Ill' which cannot be of type n<5 for n E Z because its degree is not a 
square. Hence we have obtained non-trivial endomorphisms of A. 

Next we prove that End(A}Q cannot be a quadratic field. Suppose it is a 
quadratic field k. Let Pi' P2, .•• be a sequence of primes =1= p which remain 
prime in k, and let aj be a point of order Pi on A. We consider the factor curves 

A/(al), A/Cal> a2), A/(al> a2, as), ... 

none of which has a point of period p. Hence by Theorem 6 we have an iso­
morphism 

A/(al> ... , ar) ::::! A/Cal> ... , ar> ar+!, ••• , aJ 

for some pair of integers r < s, Let B = A/(al , ••• , ar), and let bI> ••. , bs be 
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the images in B of ar+l , ••• , ar+s under the canonical map. We have an endo­
morphism of B, 

A: B ~ B/(bl> ... , bs) ~ B 
of degree PI ... Ps' Let 

i.ok = ql ... qm 

be the prime factorization in Ok' Then 

vu.) = ;.;.' = Nql ... Nqm = PI .•. P.· 

Hence the prime ideals qj must be the prime ideals of Ok dividing PI, ... , Ps 
and must occur to the first power. Since Pi remains prime in k for all i, it follows 
that Nqj is the square of a rational prime, a contradiction which proves the 
theorem. 

Theorem 8. Let TiA) = 0, and let D be the division algebra End(A)Q. 
Then D splits at all primes ( =f. p. 

Proof If t =f. p, then D is represented as a ring of endomorphisms of 
VAA), in a way which we know is the tensor product with Qt> and VAA) has 
dimension 2 over Qt. Hence locally at t, we must have Qt ® D ~ M 2(Qt). 

For the reader who knows the Hasse theorem on simple algebra, we now 
see that D ramifies at P and also at infinity (i.e. becomes the ordinary quaternion 
algebra over R) because the sum of its invariants is equal to 0, and D cannot 
split everywhere, otherwise D is a matrix algebra globally, which is not the case. 

Theorem 9. /JTp(A) = 0, then End(A) is a maximal order in End(A)Q' 

Proof We shall omit this proof, which the reader can look up in Deuring 
[4], and which depends on a counting argument, considering left ideals. The 
result will not be used in this book. 

For the further properties of supersingular invariants, we refer the reader 
to Deuring's basic paper [4], and more recently to Manin's fairly comprehensive 
survey [30]. Observe that in characteristic p, if the group of automorphisms 
of an elliptic curve has order> 2, then j = ° or 123 (as you can verify from the 
tables in the Appendix). If the curve is supersingular in addition, then we neces­
sarily have j = 0. Connections with the Hasse invariant are discussed in an 
appendix. 

§3. REPRESENTATIONS AND ISO GENIES 

We continue to suppose that t =f. P where P is the characteristic oj the field 
over f'.·/Zicll A is defined. 
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We want to see how the modules Tt correspond under isogenies. In many 
ways these modules play the same role as a lattice L in C. Let 

J.: A -l- B 

be an isogeny. Tensoring Hom(A, B) with Q to get Hom(A, B)Q, we can find 
an inverse A.- 1 in Hom(B, A)Q. 

First we have a simple lemma, giving us a criterion of t·integrality for an 
element a E End(A)Q in terms of its representation on T AA). 

Lemma 1. Let S, be the multiplicative monoid of positive integers prime 
to t, let 0 = End(A), and let OU) = SF 10 be the localization of 0 at t. Let 
a E End(A)Q. Then aT, c T, if and only if a E ou). In other words, 0(1) is 
the set of aE End(A)Q such that aTt c T(. 

Proof If IX E om, it is clear that aT( c T,. Conversely, suppose that 
aT( c Tt . There exists I. tiE 0 such that m(Ta = }. for some integer m prime to t. 
Then 

mt'IXTt c t'T" 
whence AT( c t'T" and I. = t'P for some P EO. It follows that 

mtrlX t'P, 
and therefore ma = p. This proves that a E SF 10 , a is I ·integral, as desired. 

Lemma 2. Let I,: A -+ B be an isogeny, and let M, be the set of vectors 
(ao, ai' ... ) in V(A) such that ao E Ker J.. Then I,M, = T,(B). 

This is clear from the definition of T" and therefore gives us some description 
of the inverse image of T(B) under J., in ViA). 

Theorem 10. Let }.: A -l- B be an isogeny, and let a E End(A)Q. Let M t be 
the inverse image of TAB) in Vt(A) under I .. We have },a}.-1 E End(B) if and 
only if aM, c M" for all t. 
Proof Assume fir~t that P{V(I.). Suppose that }.ctl.-1 E End(B). Then for all 

I, we get 

aMt = }.-l),a}.-lA.M, c }.-lTiB) c Mt . 

Conversely, assume that aM, c M, for all t. Then 

;,(X}.-IT,(B) == }..,ctM, c ;.M, c TiB). 

By Lemma I, we conclude that Aa),-I is t-integral for each I. There remains to 
prove that }.al.-1 is also p-integrai. Suppose that 

).a).-l = p-rp 

for some P E End(B). Let n = v(J.). Then 

np = pr}.(Xn}.-l = pry, 
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for some Y E End(B). So 

But 

for all tin, and by Lemma we conclude that I' = ny' for some 1" e End(B). 
Therefore 

1.ct.I.- 1 = y' E End(B), 

thus proving our theorem in the present case P{v(}.). 

Next we have a result which will be used to deal with the remaining case, 
but is of interest in itself, so we state it separately as a theorem. 

Theorem 11. Let I.: A ...... B be an isogeny and v(I.) = pro The map 

ct. ....... i.ct.1.- 1 

is an isomorphism between End(A) and End(B). 

Proof We may decompose I. into a composition of isogenies each of 
whose degrees is p, and it will therefore suffice to prove the theorem tinder the 
assumption that v().) =: p, which we now make. It will suffice to prove that if 
ex E End(A), then I.al.- I E End(B), for then we get an inverse mapping using ).', 
and the fact that 

1.'}.ct.i.- I /.'-1 = pct.p-l = a. 

Let (/. E End(A). Suppose that I. is separable. Let I).' = po. Then I.' is purely 
inseparable, arid 1,-1 = p-l I.'. Suppose that 

with some p E End(B). Then 

1,:(/, - 1 _ I P - p , 

,--I I,., 
A(/./. = - AaA. 

p 
I P p, 

whence I.ct.}.' = p. But ),' is purely inseparable, I. is separable, hence Ker p 
contains the point of period p. Hence p PI' with some y e End(B), so 

;.(/.}.-1 = )' e End(B), 

proving our theorem in this case. 

If I. is purely inseparable, then I, =: eTC with some isomorphism e, and then 

;,-1 = 1[-le-l, 
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so that 
}.a).-l = &nan-1e- l . 

For any point x E n(A) we have 

1!"Cl1!"-I(X) = n(a(x(l/p») = a(p)(x), 

where a( P) is the image of Cl under the automorphism C f-> c P of the universal 
domain. Hence we find 

1tCln -1 = rJ.(p) E End(nA), 

whence e1tCln- l s-1 E End(B), thereby proving Theorem I I. 

. 
Returning to the proof of Theorem 10, we decompose an arbitrary isogeny 

into a product of an isogeny whose degree is prime to p, and an isogeny whose 
degree is p' for some r. The theorem follows at once. 

§4. REDUCTION OF THE RING OF ENDOMORPHISMS 

We now investigate the relationship between elliptic curves in characteristic 
o and curves in characteristic p, and consider especially how the ring of endo­
morphisms reduces. 

First we look at the t -adic spaces. Suppose that A is an elliptic curve defined 
over a number field. Let '~ be a place of the algebraic numbers 0Q (algebraic 
closure of Q in C) with values in an algebraic closure of the finite field with 
p elements, denoted by °Fp. On each number field finite over Q, the place, 
denoted by 

X f-> X = x{'l3) 

induces a discrete valuation ring. Suppose that A has non-degenerate reduction 
mod ~l. Again we use t for a prime number unequal to p. Then we know that 
we have an isomorphism 

where A(l) denotes the group of points of A whose order is a power of t, in the 
given algebraic closure aQ. Consequently we have an isomorphism 

TtCA) ~ Tt{A). 

If we want to specify the'll in the notation, we also write 

A = A('-lJ). 

On the other hand, we only have a homomorphism 

Tp(A) ~ Tp(A). 
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If TiA) "# 0, then the kernel of this homomorphism is a I-dimensional module 

over Zp' 
We observe that a result like that of Theorem 10 allows us to test for 

integrality both upstairs and downstairs, i.e. on A and A. 

Theorem 12. Let A be an elliptic curve over a number field, with End(A) :::::: 0, 

where ° is an order in an imaginary quadratic field k. Let ~ be a place of aQ 
over a prime number p, where A has non-degenerate reduction A. The curve A 
is supersingular if and only if p has only one prime of k above it (p ramifies 
or remains prime in k). Suppose that p splits completely in k. Let c be the 
conductor of 0, and write c = p' co, where P{co. Then: 

i) End(A) = Z + COOk is the order in k with conductor Co· 

ii) Jfp{C, then the map;. 1-+ A is an isomorphism ofEnd(A) onto End(A). 

Proof Suppose that p splits completely in k, say POl<. = PI", l' "# 1", and 
~ r-. Ok = p. To prove that A has a poini of period p, it suffices to do it for any 
elliptic curve isogenous to A. By changing A with an isogeny over some number 
field, we may assume without loss of generality that we have a normalized 
embedding 

0: k -+ End(A)Q 

such that O(Ok) = End(A). Let m be a positive integer such that pm and p,m are 
principal, say 

and 

Then /l/l' = pm. Note that /l' ~ p, and since (1 is a normalized embedding, it 
follows that (J(/l') is separable because the reduction of /l' w (for a differential 
form of first kind w) mod ~ is not O. Since O(/l') has degree a power of p, so 
does its reduction mod ~, and hence A has a non-trivial point of order p, thus 
proving that A is not supersingular. 

On the other hand, if p does not split completely in k, we know from 
Theorem 9 of Chapter 10, §4 that there is some element /l E Ok such that O(/l) 
reduces to a Frobenius endomorphism. Since POk = pm, with only one prime p, 
and since /ll is equal to a power of p, it follows that Jl' differs from /l by a unit 
in Ok' and that O(/l)9(/l') = q6, where q is a power of p. This implies that q6 is 
purely inseparable, whence A is supersingular. 

Let us assume now that p splits completely in k, and that quite generally 
End(A) :::::: 0, where ° is an order in k with conductor c = p' Co, and P{Co. We 
want to determine End(A). 

We know from general reduction theory that the reduction map 

End(A) -+ End(A) 

is an injection. So End(A) contains at least End(A). Theorem 5 of §2 
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puts some limitation on how much more there is in End(A), for we know that 
End(if)Q is an imaginary quadratic field. Hence at least we get an isomorphism 

End(A)Q ~ End(A)Q 
induced by reduction. 

Now suppose that p does not divide the conductor of ° = End(A). We have 
an isomorphism 

Tt(A) S. T(A) 

for every prime t ¥ p, and we use Lemma I of §3, which tells us that End(A) 
and End(A) have the same localizations at t. On the other hand, 0k.(p) = o(p) 

if p does not divide the conductor, and therefore o(p) is integrally closed, hence 
must coincide with the localization at p of End(A). This proves that 

End(A) ~ End(A) 

because they have the same localizations at all primes. 
If p divides the conductor, the argument is similar. We see that End(A) and 

End(A) have the same localizations at t ¥ p. Theorem 5 of §2 tells us that p 
does not divide the conductor of End(A). This proves our theorem. 

Let / be the set of all invariants /4 of elliptic curves A over the complex 
numbers with non-trivial endomorphisms. If j E /, we let k j be the quadratic 
imaginary field isomorphic to the endomorphism algebra corresponding to the 
given invariant. We know that / is contained in the integral closure of Z in 
the field of algebraic numbers, and we denote this integral closure by oZ. 

For each prime number p we let / p be the set of j E / such that p splits 
completely in k j, and p does not divide the conductor of the ring OJ of endo­
morphisms of an elliptic curve A with invariant j. We shall sometimes use 
Ihara's notation, and write 

G)=l 
if P splits completely in the field k and does not divide the conductor of the 
order ° in k. 

Let ~ be a place of QQ, lying above p. We get a map 

/p -t QFp 
denoted by the usual bar, 

j~j, 

into the set of singular (and not supersingular) invariants in characteristic p, 
according to Theorem 12. One of Deuring's major results is: 

Theorem 13. The map /p -t QFp is a bijection of /p with the set of singular 
invariants in characteristic p. 
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Proof We first prove that the map is injective. 
Suppose that fA = iA = J B = jiJ. We know by Theorem 12 that k j is 

preserved under the reduction map, whence A and B have the same field k. 
Hence there exists an isogeny ).: A -+ B, giving rise to a reduced isogeny 

1: A -+ B. 

Also there exists an isomorphism e: B -+ A. By Theorem 12 again, we know 
that End(A) = End(A). Hence there exists ;J. E End(A) such that 

ii=eClA. 

Let C be the image of the map). x ;J.: A x A -+ B x A. Then C is the image of 
J. x ii. The projection of C on each factor induces an isomorphism of C on its 
projection, i.e. has degree I. By general reduction theory, this must also be true 
for C, and therefore C is the graph of an isomorphism between A and B. It 
follows thatjA = jB' thereby proving the injectivity. 

The surjectivity will be proved in the next section by a method different 
from that which we have been using, also as in Deuring'S paper [4]. In fact, 
somewhat more is proved, since one shows that given an elliptic curve in 
characteristic p, and some endomorphism, then they can both be lifted to 
characteristic O. Given a singular elliptic curve A in characteristic p, we then 
select an endomorphism ii such that End(A) = [ii, 1] and lift back, to an endo­
morphism IX of an elliptic curve A. It follows that the reduction of End(A) is 
precisely equal to End(A) (it is contained in End(A) and cannot be bigger). 

§5. THE DEURING LIFTING THEOREM 

Theorem 14. Let Ao be an elliptic curve in characteristic p, with an endo­
morphism IXo which is not trivial. Then there exists an elliptic curve A defined 
over a number field, an endomorphism IX of A, and a non-degenerate reduction 
of A at a place '-l3 lying above p, such that Ao is isomorphic to A, and IXo 

corresponds to ii under the isomorphism. 

Proof We shall give the proof only in cases which imply the surjectivity 
of Theorem 13. It is a little simpler than the proof of the general theorem, on 
which we shall make technical comments at the end. 

First we can assume that v(IXo) is prime to p, by considering IXo + nb with 
suitable n, namely such that 

v(IXo + nb) = IXolX~ + n(IXo + IX~) + 11
2 

is prime to p, which we can obviously do. Indeed, if we can lift 1X0 + nb, we can 

lift (;(0, since the trivial endomorphisms lift in a trivial way. 
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We can also assume that rxo is cyclic, for otherwise, factor out any multiple 
of the identity. Let n = lI(rxo). Let AU) be an elliptic curve with transcendental 
invariantj over Q. Let Zj, .. " Z!}t(II) be the cyclic subgroups of AU), of order n. 
Let 

Ai: AU) ~ AU;) 

be a homomorphism with kernel Z;, i = J, ... , ljJCn). Let R be the integral 

closure of 
Z[j,jl'" .,j!}t(II)J 

in a suitable finite extension of QU)· 
Let} E DFp be the invariant of Ao. There exists a homomorphism 

ZUl ~ DFp 

whose kernel contains p and sendingj on j. We can extend this homomorphism 
to R, say R ~ R, because all thejj are integral over Z[jJ. We can select models 
for the AU) so that they have non-degene'rate reduction at the local ring of the 
homomorphism 

R~R. 

Without loss of generality, we can select Ao = AU) = A since they have the 
same invariantj. For one of the indices i, say i = I, the kernel Zl of 11 will be 
the kernel of rxo. Therefore 

A ::::: AIZI ::::; AUl)' 

Let 9Jl be the kernel of the homomorphism R ~ R. We have the inclusions 

R ::::> Wl ::::> (p,j - jl)' 

Let qR be a minimal prime containing U jd. Then qR is of dimension 
(geometrically speaking, qRaefines a component of the hypersurface j = 11)' 
Then qR 1\ Z = {OJ, for if q E qR is a rational prime, then qR contains q and 
j - j I, whence would be of dimension 2, which is impossible. 

Let q be an extension of qR to a prime ideal in the integral closure a R of R 
in the algebraic closure of Q(j). We reduce mod q. Then j - jl goes to 0, and 
AUI) reduces to an elliptic curve AUl)q, while A reduces to Aq, and we have an 
isomorphism 

We have an isogeny 

)'q: Aq ~ AUl)q, 

whose kernel is Z]q, and therefore Aq admits an endomorphism ex whose kernel 
is Zlq' Reducing further mod .Wl, we conclude that it has the endomorphism 
fi whose kernel is ZI, which is the same kernel as eto. 

l[ A = Ao has no automorphisms other than ± 1, we have now completed 
the proof, because two endomorphisms with the same kernel differ by ± 1. 
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This suffices for our purposes of lifting singular, i.e. not supersingular, 
invariants. Indeed, in characteristic> 0, if an elliptic curve admits automorphisms 
other than ± 1, then one sees from Appendix I that either the characteristic 
is ¥ 2,3 and the curve is not supersingular, and is definable by an ordinary 
equation, 

y2 = x3 - x or y2 = x3 - 1, 

whence the ring of endomorphisms obviously lifts; or the characteristic is 2 or 
3, in which case the curve is necessarily supersingular, and actually j = O! 

So, for our purposes, we are done. 
Observe the compatibility of the present situation with the general system 

of Theorem 12, say. If A is an elliptic curve over a number field with ring of 
endomorphisms ZU], then its reduction mod 2 or 3 must be supersingular, 
because 2 ramifies in Q(i) and 3 remains prime in Q(i). Similarly, if A admits 
Z[p] as endomorphisms, then its reduction mod 2 or 3 must be supersingular, 
because 3 ramifies in Q(p) and 2 remains prime in Q(p). 



14 Ihara's Theory 

One can reduce the modular function field mod p and obtain an infinite 
extension of F ij), with j transcendental over F p. Igusa determined the Galois 
group [22J, pointing out that it has the same SL 2 part as in characteristic zero, 
and that the part acting on the roots of unity is just that generated by the 
Frobenius element, i.e. those matrices having determinant a power of p. Ihara 
had the idea of lifting back singular values] of j in the algebraic closure aFp by 
the Deuring lifting, and to represent the Frobenius automorphism in the de­
composition group of the modular function field in characteristic p by an 
element of the isotropy group of the point Z E f> such that j(z) = ], with a 
suitable place of the algebraic numbers, denoted also by a bar. This led him 
to. deep conjectures concerning non-abelian extensions of the rational field 
F pU), for which we refer to his original treatise [B6]. 

However, as pointed out in [28], one can use some of Ihara's ideas in the 
context of extensions of Z[j] in characteristic 0, also allowing for the possibility 
of studying extensions of number fields generated by coordinates of point of 
finite order on elliptic curves without complex multiplication. The ideas used by 
Ihara for his proofs could be extended to this context, and we shaH follow 
here the exposition of [28]. 

§l. DEURING REPRESENTATIVES 

As in Ihara, we start with Deuring's canonical bijection, 

/p -+ /p, 
from singular invariants in number fields to singular invariants in aFp, with 
respect to a fixed place 'P of aQ into aF p. We take aQ as the algebraic closure 
ofQ in C. 

187 
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The elements of ,II' are valuesj(z), such that the order 0 of [z, I] has con­
ductor not divisible by p, and p splits completely in the imaginary quadratic 
field k = Q(z). We shall abbreviate these two conditions by (o/p) = I. 

The association 

j{z) ~j(z) 

gives a bijection between ,I p and the set of singular invariants in /IF P' by Theorem 
13 of the preceding chapter. A point z E,f) such that j(z) =] will be called a 
Deuring representative of] in ,f). 

We consider such a point z, let the order 0 be as above. We let 

p 'iJ r; 0, 

so that po == pp'. Note that p is determined by our original pla.c~ 'iJ. 
Theorem 1. Having fixed the place ~ ofllQ, let z be a Deuring representa­
tive for J E °Fp. let 0 be the order of[z, I], and let p = 'iJ r; o. Then the period 
D of p in the proper ideal class group of 0 is equal to the degree of j over F P' 

Furthermore, letting a = [z, 1], the elements 

j(a), j(pa), ... , j(pD-1a) 

form a complete set of conjugates ofl over Fp' 

Proof The Kronecker congruence relation 

j(p-lq) = j(a)", 

together with the fact that the elements listed above are distinct (no repetition 
because of the injectivity in Deuring's reduction mapping on ,11'), implies that 
these elements form a complete set of conjugates over F 1" and also that D is 
the degree of 

] = j(a) 
over Fl" This proves the theorem. 

We denote by MP = MHZ) the set of 2 x 2 rational integral matrices 
whose determinant is equal to a power of p. Then MP operates on !). We let 
M~ be the isotropy set of z, i.e. the subset of matrices :x E M p such that a(z) = z. 

Theorem 2. Let z be in the upper half plane, let 0 be the order of [z, I], 
and assume (o/p) = J. Then there exist two elements !x, :x' of M~ such that M: 
is a disjoint union of two direct products 

M: = {cc} x pN X T u {:x'} x pN x T, 

where {:x}, {!X'} are the positive powers of a, :x' respectively, pN consists of all 
powers of p with natural numbers, and T is isomorphic to the group of units 
in the order 0 oJ[z, 1]. 
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Proof Let the notation be as in Theorem 1. Let pD = 110. Then there exists 
a unique matrix a in MP such that 

and a(z) = z, i.e. z is a fixed point of a. Let Lz = [z, 1], and let A% be, as in 
complex multiplication, an elliptic curve whose j-invariant is j(z), and having 
non-degenerate reduction mod~. We identify k = Q(z) as End(AZ)Q in the 
normalized way. Let 

({Jz: Q2 -+ QLzlLz -+ A Z 

be our usual coordinatization, as in Chapter 7, §2. By the lemma of Chapter 7, 
§2,if 

so that 11 = cz + d, then there exists an isogeny I,: A~(Z) -+ A Z such that the 
following diagram is commutative. 

In other words, 

Q2 -+ QLa(z) -+ Aa(z) 
a! ! ! ). 
Q2 -+ QLz -+ AZ 

A.O({Ja(z)(a) = ((J.(aa). 

In the present case, a(z) = z. Reducing mod ~, we obtain 

X ((Jz(a) = 

Furthermore, since 11 E p, it follows that I is purely inseparable. Hence I differs 
from the Frobenius map 1'CpD by an automorphism s of A", and consequently 
we get the relation 

~z(aa) = s ({Jz(al
o
• 

The matrix a has infinite period modulo pN x T (T torsion) because jJ. does 
not lie inpo (not divisible by the conjugate p'). 

Let P E M~. Dividing out a positive power of p, we may assume that p is 
primitive. Then 

with some 111 EO, because z is a fixed point of p. But 111 If; po. Hence if p' is the 
conjugate of p, then 

or 



190 !HARA'S THEORY [14, §2) 

for some positive integer m. Since D is the period of p in the proper ideal class 
group of 0, we must have Dim. Hence 

fl1 = flm/DC or fl1 = fl,m/Dc, 

where C is a unit of 0. Hence p = am/Dy, where y has finite period, and corresponds 
to a unit of 0, or P rf.'m/Dy, where rf.' relates to fl' as rf. relates to J1.. This proves 
Theorem 2. 

Observe that the distinction between rf. and et.' was due to the determination 
of p as ~ (") o. We call a a p-generator of M~. It is well-defined modulo T, and 
is characterized as being that matrix such that if D is the period ofp in the proper 
ideal class group of 0, and pD = J1.0, then 

§2. THE GENERIC SITUATION 

Let j be the modular function. Let F1 = Q(j) and F.v the field of modular 
functions of level N. As usual we let F be the union of all FN• We let R1 = ZU), 
and let R be the integral closure of Rl in F. 

Theorem 3. Let Z E t> be imaginary quadratic, and let k = Q(z). Let ~ be 
a place of kab' denoted by a bar, and lying above p. Let 0 be the order of[z, 1] 
and assume (o/p) = 1. For fER, let f = fez), and let 9Jl be the kernel of the 
bar mapping in R. Let p \.l3 (") o. Let a be a p-generator of M~. Then a 
Frobenius automorphism (£Ol, FfFl) restricted to those subjields F." with p{N 
is given by the automorphism 

J. Hfa~ 
on the Fricke functions J. with a E (Q2/Z2)N, P{ N. 

Proof Let pD = flO as before, and let s be the idele 

s = ( ... , fl, fl, 1, fl, J1., ••• ) 

having p-component equal to 1, and all other components equal to fl. For any 
prime t =F p, the embedding qt(s) in GL2(Z,) is simply the matrix IX itself. By 
Shimura's reciprocity law in Chapter 11, we know that for any function f E F 
defined at z, we have 

f(Z)(S-I,k) = r(z), 

where (1 = (1(q(s». Note that ex = u(. So the right-hand side of the above relation 
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gives us the desired effect on functions. As for the left-hand side, (r 1
, k) is the 

same automorphism as (r, k) where r is the idele 

r = ( ... , 1, I, fl., I, I, ... ) 

with fl. in the p-component and I everywhere else. Now one knows by local class 
field theory (cf. Algebraic Number Theory, Chapter XI, §4) that (r, k) lies in the 
decomposition group of~, and has precisely the effect (~, kQblk), modulo the 
inertia group of~. Consequently we find that 

-- --pD 
r(z) = fez) , 

because Ji has order D at p. This proves our theorem. 

Remark 1. On the sU,bfield of F which is the union of all FN with p{ N, it is clear 
that the inertia group of9Jl n FH is precisely Tas in Theorem 2. 

Remark 2. From the argument in Theorem 3, we also get some description of 
the Frobenius automorphism in the p-part of F. Indeed, it is the matrix qp(sp), 
where sp = (fl., 1) with fl. at.p and I at .p'. 

§3. SPECIAL SITVA TIONS 

Let F again be the modular function field, and let Rll R be as in §2. Let] 
be a singular value in QFp and let 111 be the kernel of the homomorphism . 

Rl = ZUJ -+ Fp[J] 

in R 1- Let 9)1 be a maximal ideal of R lying above m. If q is a prime of dimension 
1 in 111, and .0 is a prime in 9)1 lying above q, then we can reduce mod.Q. Let 
G = Gal{FIF1)' Those elements of Gror which leave .0 invariant then induce a 
Frobenius automorphism of RI.Q over Rr/q. In this way we can recover Ihara's 
theorem in characteristic p, if we select q to be the ideal generated by p, and 
make use ofIgusa's irreducibility theorem, which says that the modular function 
field reduces mod p in a non-degenerate way [23]. 

We can, however, take a prime q which yields extensions of a number field. 
We start with a value z e i> such that j(z) is algebraic, and that an elliptic curve 
with invariant j(z) does not have complex multiplication. Let us give ourselves 
again a place'-P ofoQ, and assume thatj(z) is ~-integral. Let~. = ~ n Q(j(z». 
Suppose thatj(z) is not supersingular, and let 

J = j(z). 
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Let F(z) be the field of all valuesj(z) withfe F,fdefined at z. The Galois group 
of F(z) over Q(j(z» is a factor group of the decomposition group of the place 

fl-+f(z). 

Let Wlz be the maximal ideal in R which is the kernel of the map 

fl-+ fez). 

We can find a Deuring representative z' for }, and we let Wl:' be the kernel of 
the map 

fl-+ fez') 

in R.Both Wlz and Wlz' lie above tn, and the Frobenius automorphisms 

(Wln F/F1) and (9Jl., FIFl) 

are conjugate to each other (as are the ideals Wl: and Wl:,). We can then apply 
Theorem 3 toz' to get a description of the Frobenius automorphism in F(z). 

Thus we obtain a correspondence from certain non-abelian extensions of 
Q(j(z» to abelian extensions of Q(z',}(z'». In some sense, the study of the non­
abelian Frobenius automorphism can be thrown back to the study of an abelian 
one, which, however, varies with p. Thus it becomes a major problem to deter­
mine the distribution laws of this variation with p, having fixed z. This concerns 
both the distribution of z~ and of the valuesj(z~). For instance, one may start 
with a given integer}o e Z, such that an elliptic curve with invariant}o does not 
have complex multiplication. One then asks for the distribution of values j(z;) 
with Deuring representatives z; such that 

}(z~) ==}o (mod p), 

and jo (mod p) is not supersingular. One can conjecture that the set of p for 
which jo (mod p) has a given quadratic imaginary field k as algebra of endo­
morphisms must have density 0, but is infinite. Hale Trotter and I have made 
extensive computations about this problem, and a more precise discussion will 
appear, with the data, in a forthcoming joint paper. For supersingular reduction, 
Serre has proved that the density is 0, cf. [35], 3.4 and 4.3. 

One can also recall a problem which I had encountered many years ago, 
for abelian class field theory over finitely generated rings over Z, namely describe 
an appropriate equivalence among the maximal ideals to determine which ones 
have the same Artin symbol in an abelian extension. It turns out here that we 
are studying a non-abelian situation of Kronecker dimension 2, i.e. a situation 
where both p and} vary, not only with fixed}, variable p as in ordinary complex 
multiplication, or fixed p, variable}, as in Ihara's work. In this way, complex 
multiplication seems to have a much wider range of applicability than thought 
of previously, since it affects the most general non-abelian situation. 





Part Three 
Elliptic Curves with 

Non-Integral Invariants 



The preceding part studied elliptic curves with singular invariants, having 
complex multiplication from an imaginary quadratic field. We now study a 
case, which is both special and generic, of elliptic curves with invariant which 
is not integral at a given place, and find that there is a very convenient way to 
parametrize them, as shown by Tate, over a field with a non-archimedean 
valuation. Actually, as pointed out in [28], one also can work over complete 
local rings such that ifj is the invariant of the curve, then I/j lies in the maximal 
ideal, and this allows us to treat the generic case as well, since we can always 
send a transcendendentaljto infinity. 

For the higher dimensional theory, the reader is referred to: 
H. MORIKAWA, "On theta functions and abelian varieties over valuation 
fields of rank one," I and 11, Nagoya Math. Jour. 20 (1962), pp. 1-27 and 
231-250. 
D. MUMFORD, "An analytic construction of degenerating curves over 
complete local rings," Compositio Math. 24, Fasc. 2, (1972), pp. 129-174. 





15 The Tate Parametrization 

§l. ELLIPTIC CURVES WITH NON-INTEGRAL INVARIANTS 

In this section, we have essentially copied an unpublished manuscript of 
Tate. For an exposition of Tate's results which is more complete we refer to 
Roquette [B9]. We have done essentially what is needed to prove the isogeny 
theorem afterwards. 

Consider the formal series in variables q, w given by 

g2 ..!..[1 + 240 f n
3
q" nJ 

12 n"" 1 1 - q 

g3 = 3 -1 + 504 :E 
1 [ co nSqll 

6 11=11 -

. 1 
] = - + 744 + ... 

q 

1 qmw co nq" 
x( w) = - + :E m 2 - 2:E --n 

12 meZ(I-qw) n=-ll-q 

y(w) = :E q
m

w(1 +m qm;v) 
meZ (1 - q w) 

The denominators involving the primes 2, 3 are a slight blemish on these series, 
and so we make a transformation which 'gets rid of them. 

First we get rid of the 4 in 4x3 by letting y H y/2. Next we get rid of the 1/12 
by Jetting x H x - 1/12. Finally we make a translation on y, to give us new 
variables X, Y whose relations to the original x, yare 

X = x - -~ Y . Y + !(x - ~) 
12' 2 2 12' 

Then the Weierstrass equation is transformed into the Tate equation 

y2 _ X Y X 3 - h2 X - 113 

197 
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where 

co nq" 
X( w) = L --=--:--:;. - 2 L --II 

lIeZ (1 - 11= 1 1 - q 
(IX) 

(iY) Yew) = L (q"W/ 
"eZ (1 

co nq" 
-L-II' 

• II"" 1 1 - q 

By expanding the square of the geometric series, one sees that the last term can 
be rewritten in the form 

The reader will find both expressions in the literature. 
We shall see that the series (1 X) and (l Y) parametrize the elliptic curve A 

defined by the Tate equation over any field k complete under a non-archimedean 
absolute value, in any characteristic, under the following conditions. 

Let q be an element of k such that 0 < Iql < 1. Consider the series X(w) 
in (IX) where w is a variable in k*. Using the identity 

w 1 w- 1 

(1 - W)2 - W + w- - 2 (1 _ W- l)2 , 

we can rewrite the series in the form 

(2X) X(w) = --, +" + ~=------:-,: w 00 (q"W q"w- 1 

(1 - w/ "i;;;1 (1 - q"W)2 (i - q"w-

which shows, by comparison with the geometric series Lq"; that the convergence 
is absolute for all WE k* and is uniform for w in an annulus 

o < 1'1 ~ Iwl ~ 1"2' 

We get the functional equations 

(3X) X(qw) X(w) = X(w- I ), 

trivially from (l X) and (2X) respectively. In the restricted range 

Iql < Iwl < Iql-l 
we have Iq"wl < 1 and Iq"w-11 < 1 for all positive integers n, and hence we can 
expand the fractions under the summation signs in (2X) to obtain 



[15. §l] ELLIPTIC CURVES WITH NON-INTEGRAL INVARIANTS 199 

(4X) 
w 

X(w) = (1 _ W)2 + m~1 n~1 (Ilq mn
w

n + nqmnw-
n 

- 2nqmn) 
ex:> ex:> 

1 ex:> nqn 
= --......,--- + L --n(wll + w- n 

- 2) 
w + w n=11 - q 

for /q/ < Iwl < Iql-l. 
Similar to (2X) we have the analogous expression for the other coordinate, 

namely for all w e k* we have 

(2Y) Yew) = + ~ - - -.::...--" 
w2 '" [ q2nw2 qnw-l qn ] 

n':1 (1 - qnw)~ (1 - qnw- 1)3 (1 _ qn? . 

Trivial rearrangements of the defining series show that Y satisfies the functional 
equation 

(3 Y) Y(qw) = Yew) and Y(W-I) + Yew) = -X(w). 

The series giving h2 and 113 converge, because the coefficients are integers, 
so of absolute value ~ 1. 

As usual, we let 

L\ = h3 + M + 7211].113 - 432h~ + 64h~ 
= q - 24q2 + 252q3 + .. " 

the polynomial in h]., 113 being simply obtained from the formal relation 

g~ - 27gi = (4h2 + AY - 27(4h3 - ~h2 - 2~6r· 
We have L\ 'i' 0 because L\ := q (mod q2) (non-archimedean absolute valuel). 
Therefore we have the absolute invariant 

(1 + 48h2)3 1 + 240q + 2160q2 + .. '. 
j= = ------~----~-----L\ L\ q 24q2 + 252q3 + ... 

j = ! (1 + 744q + 196884q2 + ... ) 
q 

as expected. The Tate equation defines an elliptic curve, called the Tate 
curve. 

Theorem 1. Let qZ be the infinite cyclic group generated by q in k*. Let 
A be the Tate curve. Let 

cp(w) = (X(w), Yew»~ if w ¢ qZ 

<pew) = 0 if we qZ, 

where 0 is the origin (point at infinity) on A. The map <p is a homomorphism of 
k* into Ak with kernel qZ, 
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Proof We prove first that cp maps k* into A. Since 0 E Ak, this amounts to 
proving that the points cp(w) for w ¢ qZ satisfy the equation of the curve. Because 
the functions X(w) and Yew) have mUltiplicative period q, it is enough to 
consider values of w such that Iql < Iwl ~ I and w¥-I. In this range we can 
use formula (2X) which expressed X as a power series in q with coefficients which 
are rational functions of w, and similarly for Y. Our first task will be completed 
if we can show that the Tate equation is a formal identity when we interpret X, 
Y, 17 2 , 173 as formal power series in q with coefficients which are rational functions 
of an indeterminate w. In fact, the coefficients of the formal power series in 
question are expressed as elements of the ring 

Z[w, w- I, (l - W)-I]. 

The canonical homomorphism Z -> k extends to a homomorphism of this ring 
into k(w). Hence the formal identity we are trying to establish is a "universal" 
one, and will hold in any characteristic provided it holds in characteristic O. 

From the classical theory over the complex numbers we know that the 
point cp(w) satisfies the Tate equation if we substitute any pair of complex 
numbers w ¥- 1, q ¥- 0 such that 

jqj < Iwl < jql-I. 

Fixing first w such that I wi < I and letting q vary, we conclude that the resulting 
power series in q with complex coefficients are equal coefficient-wise. Then 
letting w vary, we conclude that the coefficients are formally equal as rational 
functions of an indeterminate, as was to be shown. 

Next we prove that our map is a homomorphism. Given WI' W 2 E k*, let 
W3 = WI w 2 • We must prove 

(5) CP(WI w2 ) = cp(wd + cp(w2). 

Let Pi = cp(w;), i = 1,2,3. In view of the periodicity 

cp(qw) = cp(w), 

we can restrict our considerations to values of WI and W2 in the range 

iql < IWII ~ 1 and I ~ IW21 < jqj-l. 
Then 

Iql < IW31 < Iql-t, 
so that all three Wi are within the domain of convergence of the power series 
expressions for X and Y considered before. 

Since cp(l) = 0 by definition, (5) holds trivialJy if WI = I or W 2 = 1. The 
algebraic addition formula derived for the so-function yields an addition formula 
for points on the Tate curve. 

Let Pi = (Xi' Yi ), i = 1,2,3. If PI> P2 are on the curve, then PI + P2 = 0 
if and only if 

(6) XI = X 2 and Y1 + Y2 = -XI' 

from this we see that (5) holds if WI IV2 = 1. 
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In general, suppose that all three points Pi are different from O. If Xl -:f. X2 

then the addition formula for the 8J-function yields at once an addition formula 
for points on the Tate curve, which reads 

(7) (Xl - X2 )2 X .. = (Yl - y 2)2 + (Yl - Y2)(Xl X 2) -

(Xl - X2)2(XI + X2 ) 

(8) (Xl - X 2)Y .. = -(Xl - X 2)(Yl + X .. ) + (Yl - YZ)(XI - X 3 ). 

Now we can argue just as in the proof that ip(w) lies on the curve. Relations (7) 
and (8) hold in the classical case. Hence they are identities in the ring of formal 
power series in q with coefficients in 

Z[Wl>W~1,W2,W21,(1- Wl)-l,(l- w2)-1,(1- Wj W2)-1], 

and (5) is therefore a functional identity in any complete field k. Tne remaining 
case Xl = X 2 can be taken care of also by an explicit formula or by a con­
tinuity argument. 

If W ~ ipz then X(w) and Yew) lie in k, so <pew) =1= O. Hence the kernel of <p is 
<pz. Tate has also shown that <p maps k* onto Ag. For this and a description of 
the function field in terms of the functional equation, we refer to the exposition 
of Roquette [B8]. 

Theorem 2. Let A(q) be the Tate curve corresponding to a choice of q E k 
with iqi < 1. For any positive integer N, the curves A(q) and A(qN) are iso­
genous. 

Proof. Let <1>N(T,j) = 0 be the modular equation of order N. Writej(q) for 
the q-expansion of j. Then from the complex theory we know that we have a 
formal power series relation 

tDN(j(qN),j(q» O. 

Hence this relation is valid for q E k* and /q/ < 1. This proves the theorem in 
characteristic 0 by Theorem 5 of Chapter 5, §3. Actually the theorem is valid 
in general, and we again refer to Roquette's exposition for this. 

It was convenient to give the above proof here, but of course it is also natural 
to see the theorem from the general theory. The groupqZ plays the role ofa lattice, 
and in this analogy. any sublattice gives rise to an isogeny in a natural way. 

Suppose given an element j E k* such that iji > 1. Then the formal q­
expaltsion for the modular function can be inverted, to give 

q = 7 + fO), 
where/is a power series with coefficients in Z. Hence we can define q in k* and 
get a Tate curve having the given invariant, chosen to be non-integral. 
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§2. ELLIPTIC CURVES OVER A COMPLETE LOCAL RING 

Throughout this section, let R be a complete local ring, Noetherian, without 
divisors of zero, and integrally closed, with maximal ideal In, and quotient 
field K. 
Letj E K be such thatj-J E llt. Then we can get an element q E In such that 

q =) + fG) 
wherefis the power series at the end of the last section. Conversely, given q E In 

the seriesj(q) converges in R. 
We can always find a discrete valuation on K which induces the topology 

on R such that the powers of m form a fundamental system of neighborhoods 
of O. For instance if R is regular, for any element a E R we define 

ord a 

to be the largest exponent r such that a Em', and extend the order function to 
the quotient field so as to make it a homomorphism. In general, we use the 
Cohen structure theorem, which states that a ring R as above is always a finite 
module over a subring Ro, satisfying the same conditions, and in addition 
regular. We can then put a discrete valuation on the quotient field of Ro as 
above, and extend it to the quotient field of R. It serves our purposes. Such a 
valuation will be called admissible. 

Alternatively, one could also use the procedure known by geometers as 
blowing up the point corresponding to m in spec(R), and one way of doing it 
is to take generators m = (ai, ... , am). For at least one of the ai' say ai, the ideal 

is not the unit ideal in R[az/al> ... , am/ad. Let S be the integral closure of 
R[aZ/a l , ••• , a./a l ) in K, and let p be a minimal prime ideal containing the ideal 
Sal' Then ai -+ 0 under the canonical homomorphism S -+ Sip. The local ring 
Sp is a discrete valuation ring whose maximal ideal induces m in R. 

Geometrically, the above construction amounts to the following. We have 
a morphism spec(S) -+ spec(R), and we intersect S with the hypersurface 
a 1 = O. Then all components of this intersection have dimension dim spec(S) - 1, 
and since S is integrally closed, these components are non-singular divisors on 
spec(S). One of them lies above the point in spec(R), thus giving rise tp the 
discrete valuation. Cf. Zariski, A simple analytical proof of a fundamental 
property of birational transformations, Proc. Nat. Acad. Sci. USA (1949), 
pp.62-66. 

For a formal reference to the commutative algebra used above, you can 
always look up Grothendieck's EGA, Chapter IV, 7.8.3 and 7.8.6. The point 
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is that starting with a certain type of ring called excellent, and including Z, 
a field, or a complete Noetherian local ring, then the rings obtained by taking 
completions, localizing, taking finitely generated extension rings, or taking 
integral closure, will have all desirable properties. For instance, we used the fact 
that the integral closure of R[b l , ••• , bmJ is finite over this ring (b i = aia l ). We 
shall continue to assume such basic results from commutative algebra. For 
another reference, the reader can look up Matsumura's Commutative Algebra, 
Benjamin, Reading, Mass. 1970, Chapter XIII. 

Let A be an elliptic curve defined over K, with invariantj = j(q). Let Dq = qZ. 
We denote by DJIN the subgroup of K* consisting of all elements whose N-th 
power lies in Dq• This subgroup is generated by the N-th roots of unity, and any 
N-th root of q, say ql/N. The factor group 

Dl/NID q q 

is isomorphic to a direct product of cyclic groups of order N, generated respec~ 
tively by a primitive 'N and ql/N mod qZ, if the characteristic of K does not divide 
N. 

Theorem 3. Let A have invariant j(q) as above, and q lie in the maximal 
ideal m of R. Let RN be the integral closure of R in KN = K(eN, ql/N). Then 
the Tate mapping defined by the same formulas as in Theorem 1 converges in 
RN and induces a homomorphism of DJIN into AN' If N is prime to the charac­
teristic of K, it induces a Galois isomorphism of DJ IN / D q onto AN, and 

K(AN) = K('N' ql/N). 

Proof Let w 'qs/N where e is an N-th root of unity, and s is an integer. 
The series giving X(w) and Yew) in the preceding section are seen to converge 
in RN, and even in R['N' ql/NJ, to yield elements in K(eN, ql/N). Formulas (2X) 
and (2 Y) exhibit the desired convergence. Note that a finite number of terms 
are rational functions in q, w, but that all but a finite number of terms lie in the 
maximal ideal of RN, and tend to O. We then see that the mapping is a homo­
morphism of D~/N either by repeating the arguments of Theorem 1, or by re­
ducing the present situation to the preceding one by means of a discrete valuation 
vas constructed above. We get an injective homomorphism of D!IN/Dq into AN' 
If N is not divisible by the characteristic of K, the homomorphism must be 
surjective since AN has order N 2• 

Let G be the Galois group of K(AN) over K. Then G operates in a manner 
compatible with the Tate parametrization, i.e, that for U E G we have 

X(uw) = X(w)" and Y(uw) = Y(w)" 

if we Di IN . This is clear by continuity. It is then clear that 

K(AN) = K(CN, ql/N), 

thereby proving our theorem. 
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Example, Let A be an elliptic curve with transcendental invariant j over Q. 
We consider the ring Z[l/j], and its completion at the maximal ideal generated by 
(p, l/j). Let R be this completion, so that actually 

R = RI = ZA[I/j]] = ZP[[qJ]. 

Let KI be its quotient field and let KN = Kl (AN)' Then 

KN = K t«(", q1/N). 

The Galois group of this extension is easily determined. Over Kj«(N) it is 
a Kummer extension, whose Galois group is generated by the map 

qllN f--l. (Nq1fN. 

Let <p = (X, y) be the Tate mapping, and let PI = <P«(N), P2 = <p(ql/N). Then 
the above element in the Galois group is represented by the matrix 

(6 D· 
On the other hand, suppose for simplicity that p{N. Then eN generates an 
unramified extension of Zp[[qI/NJ], whose Galois group is generated by the 
Frobenius automorphism such that 

eN f--l. (~, 

represented on the points of period N by the matrix 

(~ ~). 
The full Galois group Gal(KN/K1) is the subgroup of GL2 (ZjNZ) generated by 
the above two elements (when P{ N). When pIN, then the root of unity ramifies, 
but the group is again easily determined, since KN over the quotient field of 
Zp[(ql/N]] has the same Galois group as Qp«(N) over Qp-

Observe that taking the union of all fields KN yields a field which we denote 
by K. The group of all matrices 

(~ ~), 
is contained in the inertia group of a maximal ideal 9Jllying above (p, q) in R I • 

If we restrict this group to the subfield obtained as the union of all KN such that 
P{ N, then it is the inertia group of this subfield, since the N-th roots of unity 
for P{ N generate an unramified extension. 

Igusa was the first to recognize the presence of such unipotent elements in 
the Galois group in the case of bad reduction [25]. 



16 The lsogeny Theorems 

Throughout this chapter we let K denote afield of characteristic O. 

§1. THE GALOIS p-ADIC REPRESENTATIONS 

We return to p-adic representations. Let A be an elliptic curve defined over 
K. We take points of A in a fixed algebraic closure K". We have the p-adic spaces 

Tp(A) and ViA) 

over Zp and Qp respectively. We recall that Tp(A) consists of all vectors 
(a l , a2 , ••• ), 

such that pia; = 0, paj+ 1 = aj; and Vp(A) consists of all vectors 

(ao, aj, a2, ... ) 

a,EA 

such that ao is an arbitrary point of order a power of p, and pai+l = aj. We 
know that Tp(A) (resp. Vp(A» is free of dimension 2 over Zp (resp. Qp). 

The Galois group Gal(K,,/K), also denoted by GK, operates continuously on 
both Tp(A) and Vp(A) in the obvious way. If a E GK, then 

a(a1, a2, ... ) (aa1, aa2' •.. ). 

Thus we get a representation 
p: GK -+ GL2(Zp) 

if a basis of TP(A) over Zp has been selected, and without such a selection, into 
A utzp ( Tp(A». 

For simplicity, we shall write Tp, Vp, omitting the A if the reference to A is 
fixed throughout a discussion. We call the above representations the p-adic 
(Galois) representations associated with A over K. 

If/': A -+ B is an isogeny defined over K, then ;. induces a GK-isomorphism 

vp.): ViA) -+ ViB) , 

205 
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but of course only an injection of TiA) into Tp(B). Indeed, if A is defined over 
K and (J E GK , then for any point a of A in the algebraic closure of K, we have 

}.(a)"" = ;'''(a''') J.(a"'). 

It is then clear that the induced map on Vp(A) commutes with the action of the 
Galois group. For simplicity, we also write Vp.) =- ).. 

It is a major problem to prove the converse over fields which are of arith­
metic interest, and the first progress in this direction was made by Serre [BII], 
whose results and methods we reproduce in this chapter. 

Remark 1. We observe that all the results will be such that they allow us to 
pass to open subgroups of the Galois group over the field K. Thus whenever 
we want to prove an isogeny theorem, it suffices to do it over a finite extension 
of K, which we select at our convenience. We can also do it over a finitely 
generated extension, because the Galois group of a Galois extension does not 
change when we lift this extension over a purely transcendental extension of K. 

Remark 2. The Galois representation of GK on Vp factors through the Galois 
group leaving K(AIP» fixed, where AlP) is the group of points on A having 
p-power order. Hence we are really concerned with the representation of the 
Galois group of K(AIPl) over K. In particular, if A, A' are two elliptic curves 
defined over K, and ViA), Vp(A') are Gx-isomorphic, then K(AIPl) = K(A'(P». 

There is a converse to the preceding remark in certain cases. 

Theorem 1. Let A, A' be elliptic curves defined over K, and assume that 
K(A(P» = K(A'(P». Let G be the Galois group 0/ K(AlPl) over K, and assume 
that the representations o/G on TiA) and Tp(A') map G onto open subgroups 
0/ SL2(Zp)' Then Vp(A) and ViA') are G£-isomorpltic/or some finite extension 
Eo/K. 

The theorem follows from the next lemma. 

Lemma 1. Let G be an open subgroup 0/ SL2 (Zp) and let 

PI: G -> SL2 (Zp) and P2: G --+ SL2 (Zp) 

be continuous injective representations. Then there exists g E GL2(Qp) such 
that g-J p2g = Pion an open subgroup o/G. 

Proof Without loss of generality we may assume that PI is the identity 
and P1. =::: p. Thus P induces a local isomorphism of SL2(Zp) into itself. We look 

at its effect onthe Lie algebra. Let X = (~ ~). Y = G ~).andH = (~ _~). 
Then [X, H] = 2X, [Y, H] 2 Y and [X, Yj = H. Since p maps H on a 
semisimple element, after a conjugation by an element of GL2(Qp) if necessary 
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we may assume that p sends H into a scalar multiple of H. Looking at the above 
brackets shows that this scalar is ± 1, and another conjugation reduces us to the 
case when p leaves H fixed.· Again looking at the effect of p on the brackets 
we conclude that p sends X into aX and Y into bY, and then that b == a- 1

• 

Conjugation by (~ ~_l) then returns aX to X and bY to Y. Hence the effect 

of p on the Lie algebra is inner. It follows that it is locally given by a conjuga­
tion on the group. 

Corollary. Let A, A' be elliptic curves over K, and assume that K(A(P» 
and K(A'(P» have an intersection which is of infinite degree over K. Assume 
that the representations of Gal(K(A(P»/K) on TP(A) and Gal(K(A'(P»/K) on 
TP(A') map the Galois groups onto open subgroups of SL2 (Zp)' Then there 
is a finite extension E of K such that 

E(A(p» == E(A'(P», 

and Theorem J applies. 

Proof. Since the Lie algebra of SLiZp) is simple, there exists an open 
subgroup W of Gal(K(A(P»/K) having the following properties: 

i) W has no finite subgroup other than 1. 

ii) Any closed normal non-trivial subgroup of W is also open, and hence 
of finite index. 

Let Kl be the fixed field of W. We consider the inclusion of fields: 

Kl c:: K
1
(A(P» ('j K

1
(A'(p» c:: K

1
(A(p». 

The intermediate field is of infinite degree over K 1 , and is the fixed field of a 
closed normal subgroup of W. By the above two properties, it must be equal 
to K 1(A(P». Arguing the same way with respect to A', i.e. selecting an open 
subgroup W' in a similar way, we can find a finite extension K2 of K such that 

K
2
(A(p» = KiA'(P». 

This proves our corollary, with E = K 2 • 

The assumptions of the corollary concerning A and K are always satisfied 
in the following cases. 

i) K is obtained from a number field by adjoining all roots of unity, and 
then making a finite extension. A has no complex multiplication. This is a 
theorem of Serre, whose proof will be reproduced in the next chapter, in 
case the invariant of A is not integral over Z. 

ii) K is finitely generated over an algebraically closed field of characteristic 
0, and A has transcendental invariant over this field. This is clear from 
Chapter 6. 
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§2. RESULTS OF KUMMER THEORY 

In this section we assume that K has characteristic O. We let fln be the group 
of pn_th roots of unity in an algebraic closure K". We thus use the p-logarithmic 
notation, and similarly let An denote what we would otherwise write as Ap., 

the group of points of order pn on an elliptic curve A. 

We let G = GK == Gal(K,,/K) through the section. 
We suppose that K is the quotient field of a ring R, complete, local Noetherian, 
integrally closed, and we assume that the prime p lies in the maximal ideal m. 

Let q, q' be elements of m and let A = A(q) and A' = A(q') be the elliptic 
curves as in the Tate parametrization, defined over K. Let Dq = qZ. We know 
that there is an isomorphism 

Actually, the elliptic curve will be irrelevant for this section, and one could 
phrase all the statements completely in terms of the Kummer extensions 
K(D~fP"), letting the above:::::; be an equality. 

As in Kummer theory, if z E D~/P" then zP" lies in Dq, and there is an 
integer c such that 

zP" = qC. 

The association z I-l' class of c mod p"Z defines a homomorphism of An onto 
Z/pnZ, and hence gives rise to the exact sequence 

(I) 0 -+ lIn -+ AI! -+ Z/pnz -+ 0 

of G-modules, the Galois group acting trivially on Z/pnz. Taking the limit, 
we obtain an exact sequence 

(2) 

where G operates trivially on Zp- Tensoring with Qp yield the exact sequence of 
G-modules, 

(3) o -+ Vp(P) -+ ViA) -+ Qp -+ O. 

Lemma 1. The above sequence does not split. 

To prove Lemma 1, we introduce an invariant x which belongs to the group 

lim HI(G, fl,). 
+-

Let d be the coboundary homomorphism 

d: HO(G, Z/p"Z) -+ HI(G, fln) 

with respect to the exact sequence (1), and let Xn = d(l). We define x to be the 
element of lim H1(G, fln) defined by the family {xn}, n ~ 1. 

+-
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Lemma 2. i) The isomorphism 

0: K*IK*P" -+ Hl(G, PH) 

of Kummer theory transforms the class of q mod K*P" into XII' 

ii) The element X is of infinite order. 
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Proof Recall that 0 is induced by the coboundary map relative to the 
exact sequence 

1 -+ PH -+ K:P
" -+ K: -+ 1. 

The first assertion of Lemma 2 is immediate from the definitions, because the 
isomorphism of Kummer theory transforms an element (X E K* into the class 
of the cocycle ex" lex, (J E G. 

To prove the second assertion, let v be a discrete valuation on K which is 
admissible, i.e. induces the given topology on R. Then the valuation defines a 
homomorphism 

fn: K*IK*P" -+ Zlp"Z, 

and hence a homomorphism 

f: lim K*IK*pn -+ Zp. 
+-

If we identify X with the corresponding element of lim K*IK*P\ as in (i), then 
~h~ +-

f(x) = v(q), 

and hence x is of infinite order, proving Lemma 2. 

We can now prove Lemma I. Suppose the sequence (3) splits. There is a 
G-subspace Wof VpCA) which is mapped isomorphically onto Qp- Let 

WT = W t1 Tp(A). 

The image of W T in Zp is pNZp for some N ~ O. But then it follows immediately 
thatpNx 0, contradicting the fact that x has infinite order. 

Lemma 3. Let R-r.; be the integral closure of R in 

K«) = K(P(p), qI/P"') = K(A(p». 

Let IDl be the maximal ideal of R«) lying above m. Let I be the inertia group 
ofIDl in Gal(K«)/K). Then I is offinite index in Gal(K""IK). 

Proof Let v be an admissible discrete valuation on K. We denote an exten­
sion of this valuation to K«) by the same letter. Let Iv be the inertia group for this 
extended valuation. It will suffice to prove that Iv is of finite index in Gal(KooIK), 

because I ::;:) Iv' Without loss of generality, we may therefore assume that R 
is a discrete valuation ring. Let Kv be the completion of K at v, and let L be the 
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completion of the maximal unramified extension of Kp. Then L again has a 
discrete valuation u. It will suffice to prove that Gal(L(A(P»/L), identified in the 
usual manner with a subgroup of Gal(K(A(P»/K), is of finite index. The picture 
of Galois theory is as follows. 

'\ 
K 

It is known from elementary algebraic number theory that if' is a primitive 
p"-th root of unity, then 1 - , has order l/cp(p") = l/(p - l)p"-l at the p-adic 
valuation giving p order 1. Since u is a discrete valuation, it follows that there is 
a constant c such that for all n, 

[L(/ln) : L] ~ cp", 

and in fact the ramification index of L(/ln) over L satisfies a similar inequality. 
The operation of the Galois group on T/A) is represented, relative to a basis 
by matrices 

with components in Zp. There exists some positive integer r such that the 
equation 

x P' - q = 0 

has no root in LCJ1(P». For otherwise, we obtain 

L(Jl(P» = L(/l(Pl, ql/p",) = L(A(P»,· 

and the Galois group of L(A(Pl) over L is abelian, which means that the above 
matrices must be diagonal, whence the representation is reducible, contradicting 
Lemma 1, applied to the field L, with its discrete valuation ring. By an elementary 
irreducibility criterion, or even Kummer Theory, this implies that the degree of 

L(/l{p), q liP") 

over L(/l(P» satisfies an inequality of the same kind as above, i.e. it is at least 
equal to cp" for some constant c. Hence there is a constant c such that for all n, 

[L(An) : L] ~ Cp211. 
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Since the Galois groups of K(An) over K and L(An) over L have an order of 
magnitude at most equal to c'pzn for some constant c', it follows that 

Gal(L(A{Pl)/L) 

is of finite index in Gal(K(A{Pl)/K). Since L is maximal unramified, it follows 
thatL(A{P» is totally ramified over L, thereby proving our lemma. 

§3. THE LOCAL ISOGENY THEOREMS 

Serre [35] discovered that over a v-adic field, an elliptic curve whose j­
invariant is not integral satisfies the isogeny theorem: If A, B are such elliptic 
curves, and their p-adic representations on Vp are Galois isomorphic, then the 
curves are isogenous. It turns out that his proof, with minor modifications, 
is valid over a more general type ofloca! ring [28a]. Thus we shall prove: 

Theorem 2. Let R be a Noetherian complete local ring, integrally closed, 
without divisors of 0, and of characteristic o. Let K be its quotient field. 
Assume that the maximal ideal m of R contains the prime number p, and that 
R/m is finite. Let A, A' be elliptic curves defined over K, with invariants j, / 
such that l/j and 1// are contained in m. Suppose that ViA) and Vp(A') are 
GK-isomorphic. Then A and A' are isogenous. 

Proof It will suffice to prove that there exist integers i, i' such that qi = qi', 
by Theorem 2 of the preceding chapter. Let 

cp: Vp(A) ~ Vp(A ') 

be a GK-isomorphism. By Lemma I we know that Vp(p) is the only I-dimensional 
subspace of Vp(A) (resp. Vp(A'» which is stable by GK. Hence cp maps Vip) 
into itself. Moreover, after multiplying cp by some p-adic integer, we may 
suppose that cp maps TiA) into Tp(A'). We then have a commutative diagram: 

o ~ Tip) ~ Tp(A) ~ Zp ~ 0 
(4) r1 "'l sl 

o ~ Tip) ~ T/A') ~ Zp ~ 0 

where the vertical arrows on the ends are multiplication by p-adic integers rand 
s respectively. Let x, x' be the elements of lim Rl(G, Pn) associated to A and A' 
above, then the commutativity of (4) shows that 

rx = sx'. 

Using again our discrete valuation v, we get a homomorphism 

lim Hl(G, Jln) = lim K*/K*P" -+ Zp, 
+- +-



212 THE ISOGENY THEOREMS [16, §3] 

and we have seen that the image of x is v(q) and the image of x' is v(q'). Hence 

rv(q) = sv(q'). 

It will now suffice to prove that 

a = qV(q')lq,v(q) 

is a root of unity. 
We look at the image ofa in lim K*IK*P". This image is 

v(q')x - v(q)x', 

and mUltiplying by s, we find 0 by using the above relations. Hence the image 
of ~ in lim K*/K*P" is O. 

We are thus reduced to proving that the kernel of the canonical map 

K* -+ lim K*IK*P" 

is finite. If an element a lies in the kernel, then a. must be a p"-th power in K for 
all n. If a. does -not lie in R, then lla does not generate the unit ideal in R[l/a]" 
for otherwise a would be integral over R, whence in R, a contradiction. A 
minimal prime over the ideal (Ila) in the integral closure of R[l/a.] would give 
rise to a discrete valuation where a has a pole, and hence could not be ap"-power 
for large n. So a. lies in R. Similarly, a cannot lie in m, otherwise l/a does not 
lie in R. Hence a. is a unit in R. Since the residue class field is finite, and R is 
complete, there is a finite subgroup k* in R representing the non-zero elements 
of Rim, and the group of units U of R is isomorphic to a product 

U ~ k* X Ulo 

where U1 consists of the units congruent to 1 mod m. If w E m, then (1 + w)pn 
lies in I + mil. From this it is clear that a must lie in k*. This concludes the proof 
of Theorem 2. 

Remark 1. Having proved that two integral powers of q and q' are equal, it is 
then also true that the curves are isogenous over K. This follows from the 
general Tate theory viewing qZ and q'Z as "lattices". 

Remark 2. In higher dimensions, one can define the analogue of the "multi­
plicative" parametrization given here for certain abelian varieties. However, 
Ribet has given an example where the corresponding local isogeny theorem is 
false in dimension 2, over an ordinary p-adic field. There remains the problem 
of determining if it is true for "generic" abelian varieties. 

Theorem 3. Let R be a complete Noetherian local ring, without divisors of 
zero, integrally closed, with maximal ideal m, and quotient field K of character­
istic O. Assume that Rim is finite. Let A be an elliptic curve defined over K, 
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with invariant j E R, and let A' be defined over K, with invariant / such that 
1// Em. Then the representations of OK on Vp(A) and ViA') for any prime 
p are not isomorphic. 

Proof Passing to a finite extension of K and the integral closure of R in 
this extension if necessary, we may assume that A has non-degenerate reduction 
mod m. Furthermore, A' becomes isomorphic over a finite extension of K to 
the curve having th,e Tate parametrization in terms of q', and hence again 
without loss of generality, we may assume that A' is the Tate curve. We now 
distinguish two cases. . 

The reduction A of A mod m has a point of order p in the algebraic closure 
of the residue class field R = RIm. Then K(A(P» contains an infinite unramified 
part, corresponding to the infinite residue class field extension 

R(A(P». 

On the other hand, by Lemma 3, we know that K(A'(P» is almost totally ramified, 
in the sense of that lemma. Hence A and A I cannot be isogenous. (If p =ft charac­
teristic of Rim, then all of K(A(P» is unramified, and the argument works even 
more strongly.) 

The reduction A of A mod In is supersingular, i.e. has no point of order p, 
so that A(P) = O. In that case, we use an admissible discrete valuation v. The 
representation of GK on Vp(A') is triangular, and has in particular an invariant 
subspace of dimension 1, corresponding to Vp(p). On the other hand, Serre has 
proved that the representation of GK on ViA) is irreducible, [36], p. 128, Prop. 8. 
[For the convenience of the reader, we shall reproduce the proof in §4.] Hence 
these representations cannot be isomorphic, and the curves are not isogenous, 
as was to be proved. 

Remark. The assumption that the residue class field is finite can be weakened 
to finitely generated over the prime field, since it is known that for such field k, 
the extension k(A(P» of k has an infinite separable part if A is not supersingular. 
However, we shall not use this in the sequel. 

§4. SUPERSINGULAR REDUCTION 

We now deal with the irreducibility property mentioned above. For the rest 
of this section, we let A be an elliptic curve defined over a field K of characteristic 
0, with a discrete valuation. We let OK be the ring of integers of the valuation, 
mK its maximal ideal. To prove that ViA) is OK-irreducible, it suffices to do so 
with respect to any closed subgroup of OK' Thus we may assume without loss 
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of generality that K is complete. We let ° be the ring of integers in the algebraic 
closure of K, and we let m be the maximal ideal of 0. We assume that o/m has 
characteristic p. 

Suppose that A has non-degenerate reduction mod mK' We want to find 
an appropriate parametrization of the points of A(P) which will exhibit their 
ramification properties. This is done by studying the formal law defined by A 
over OK' (Cf. Serre's Lie Algebras and Lie Groups, Chapter 4 and Appendix 1, §3.) 
Assume for simplicity that the characteristic of the residue class field is =F 2, 3 
and that A is in Weierstrass form, 

y2 = X3 + bx + c, b, c E OK, 

with non-degenerate reduction. The origin is represented by the point at infinity. 
Let (XI' YI) be a point in AK which is in the kernel of the reduction map. Then 
X], Yl cannot lie in OK' 

It is clear by comparing poles that 

with some positive integer m, units UI , VI, where 1C is an element of order 1 at 
the discrete valuation of K. Let 

X 
t =-

Y 
and 

1 
s = -. 

Y 

The correspondence Cx, y) r-+ (t, s) changes the Weierstrass model into the curve 
defined by 

s = t 3 + bts2 + cs2
• 

The kernel of the reduction map is then represented by points in the (s, t) plane, 
with coordinates in m, and the origin of AK has coordinates (0, 0) in the (s, t) 
plane. Observe that t is a local uniformizing parameter at the origin of A. 
[The only use we have made of the assumption that the characteristic of o/m is 
=F 2,3 is to give this explicit parameter. Except for this, all the arguments which 
follow hold quite generally. The p-adic analytic study of the points on an elliptic 
curve was originated by E. Lutz, "Sur l'equation y2 = _x3 - Ax - B sur les 
corps p-adiques," 1. reine angew. Math. 177 (1937), p. 204.] 

Let z be the point with affine coordinates (x, y) on A, and write t = t(z). 
It is easily shown by an explicit computation that mUltiplication by p on A is 
represented by a power series with coefficients in Ox' In other words, 

t(pz) = J(t) = pt + a2t 2 + a3t3 + .. " 
with a l = p, and an E OK for all n. [In general, the formal group law is defined 
by a power series in two variables, 

t(z + z') = F(t(z), t(z')), 

andfis obtained by iterating F, p times, setting z = z'.] See Appendix 1, §3. 
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Assume that the absolute value on K defined by the discrete valuation is 
normalized in such a way that Ipi = lip. Let in general 

J(t) = alt + a2t 2 + ... 
be a power series with coefficients in OK' Let h be a positive integer such that 
lail < I for 1 ~ i ~ It - 1, and suppose that a" is a unit u. Then the Weierstrass 
preparation theorem tells us that we can factor J as 

J(t) = g(t)ifJ(t), 

where get) is a polynomial of degree h, and ifJ(t) is a unit in the power series ring 
0K[[t]l, i.e. a power series starting with a unit. In particular, a zero of J in In is 
a root of g. For the proof, see A. Frohlich, Formal Groups, Lecture Notes 74, 
Springer-Verlag, 1968, Chapter I, §3, Theorem 3. 

We apply this to the power series obtained from t(pz) on our elliptic curve. 

t(pz) = J(t) = pI + a2t2 + ... + ah_llh-l + uth + ... , 
where u is a unit, and lail < 1, I ~ i ~ It - L We see that a point Q E AKa lies 
in the kernel of the reduction map if and only if t(Q) = 0, and this occurs if 
and only if t(Q) Em. 

Assume now that A has supersingular reduction, i.e. that A(P) consists, 
only of the origin. Then all points of A(P) lie in the kernel of the reduction, and 
in particular, there are p2 elements in A p , so that h ?,; p2. Indeed, if pQ = 0, 
then t(Q) is a zero off, because teO) = O. 

Theorem 4. Assume that A has supersingular reduction, i.e. that A(P) = O. 
Let w = (Wlo W2' ... ) e TiA), so that pWn+1 = W", and suppose Wi # O. 
There exists a number C> 0 such that the ramification index oj K(wn) over 
K is ?,; Cp2". 

Proof Let tn = f(Wn). Then It,,1 < 1, and we have the relation 

tn = pt"+1 + a2t;+1 + ... + ak-It!:;:} + ut:+ 1 + .... 
First let us prove that 

We cannot have It"+11 ~ Itnl, because the right-hand side would then have an 
absolute value < It"l. Furthermore, the absolute value of the right-hand side 
is at most 

max{/p/ltn+1/, It,,+11 2
}, 

and its absolute value must be the same as It"l. This shows that 

1111+1/ ~ pltlll or 11,,+11 ?,; It"lt. 
From this we conclude that Itnl ~ 1 as n ~ OJ. 

If It,,1 is sufficiently close to "I, then the term ut!+1 on the right-hand side has 
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absolute value strictly greater than any other term, because laA < 1 for 
I ~ i ~ h - 1. We must therefore have 

I till = lut!+d = Itll+1Ih. 
Thus from a certain no on, the ramification index at the n-th step increases at 
least by a factor of h ?; p2. This proves our theorem. 

Theorem 5. Let A be an elliptic curve defined over afield K of characteristic 
0, complete with respect to a discrete. valuation, and with non-degenerate 
reduction A, which we assume supersingular. Then ViA) is GK-irreducible. 

Proof Let w = (Wi> W2, ••• ) E Tp(A) and suppose that WI '" O. It suffices 
to prove that there exists a E GK such that aw does not lie in the I-dimensional 
module over Zp generated by w, because then wand aw form a basis of VI'(A) 
over Qp, whence Vp(A) is GK-irreducible. We use Theorem 4, and need only that 

[K(wn): K] ~ Cp211. 

Suppose that aw is a p-adic multiple of w for all a E GK • Take n large. Then for 
all a E GK, the point aWn is an integral multiple of Wn, and there are at most p" 
such mUltiples. This contradicts the degree inequality above, and proves that 
Vp(A) is irreducible, as desired. 

§5. THE GLOBAL ISOGENY THEOREMS 

We shall now see that the isogeny theorem holds globally, over a number 
field, for an elliptic curve having non-integral invariant; and over a function 
field for an elliptic curve having transcendental invariant, both when the function 
field has a constant field which is a number field, and when it is over the complex 
numbers. The first case, over number fields, is due to Serre. 

Theorem 6. Let A, A' be elliptic curves over a number field K, with invariants 
j,j'. Assume that j is not p-integral for some prime p of K, dividing p. Assume 
that ViA) and Vp(A') are GK-isomorphic. Then the curves are isogenous. 

Proof We have seen in §3 thatj' is necessarily not p-integral. The Galois 
representations being isomorphic on GK , they are isomorphic on any closed 
subgroup, in particular the subgroup which is the Galois group over the p-adic 
field Kp. This reduces our problem to the local case, and concludes the proof by 
Theorem 2. 

At the time this book is written, the isogeny theorem in general over number 
fields is not known. 
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Next we deal with the generic case. Deligne [2] proved it over the complex 
numbers by using Hodge structures. I showed [28a) that the Serre arguments for 
p-adic fields hold also in this case by working over Z[l/j] as follows. 

Theorem 7. Let A, A' be elliptic curves over afield K,finiteiy generated 
over the rationals. Assume that they have transcendental j-invariants. Let p 
be a prime number, and assume that VP{A) and Vp(A') are GK-isomorphic. 
Then the curves are isogenous. 

Proof It is trivial that j,j' must be algebraically dependent. Hence K can 
be selected to be a finite extension of Q(j,P), oftranscendence degree lover Q. 

Next we prove that j' is integral over ZU] and vice versa. Suppose this is 
not the case. There exists a homomorphism of Z[}] which extends to Z[}, lfj'] 
sending III to O. Let R be the integral closure of Z[j, lin in K. Extend the 
homomorphism to R. By composing our homomorphism with another one if 
necessary, we may assume that our homomorphism takes on its values in a finite 
field. Let m be the kernel in R. The completion Rm has no divisors of 0 by EGA, 
Chapter IV, 7.8.3 and 7.8.6. The Galois representations being isomorphic on 
GK , they are isomorphic with respect to any closed subgroup, in particular the. 
subgroup arising from the extension Km(A{IJ)) = Km(A'(P}), where Km is the 
quotient field of Rm. This is a contradiction in view of Theorem 3. Hence j' 
is integral over Z[j]. 

(For the reference to commutative algebra, the reader can also look up 
Matsumura's book on the subject, W. A. Benjamin, Reading, Mass., 1970, 
Chapter XIII.) 

Consider the ring Z[l/j, I/n. We contend that the ideal generated by 
p, lfj, l/P is not the unit ideal. Let 0 be the local ring in Q(j) of the homo­
morphism of Z[lfj] which sends p and Ifj to O. Any place of Q(j) over this 
homomorphism must send liP to O. Otherwise, suppose III goes to a finite 
element c # O. Thenp goes to l/c, andj goes to infinity, which we have already 
seen is impossible. Similarly, l/F cannot go to infinity. This proves our contention. 

Let R be the integral closure of Z[1/j, lin in K and let m be a maximal ideal 
of R containingp, Ilj, lU'. We now argue as in the first part of the proof, with 
Rm, reducing our problem to the local case, and cite Theorem 2 to conclude 
the proof. 

Theorem 8. Let K be afinitely generated field over an algebraically closed 
field k of characteristic O. Let A, A' be elliptic curves defined over K, with 
invariants j, j' which are transcendental over k. Assume that Vp(A) and ViA') 
are GK-isomorphic. Then the elliptic curves are isogenous. 

Proof As in Theorem 7, the invariantsj,j' must be algebraically dependent 
over k, and we can assume K finite over k(j,j'). Without loss of generality, we 
can assume that A is defined by a Weierstrass equation 



218 THE ISOGENY THEOREMS [16, §5] 

y2. = 4x3 - gx - g, 
and that A' is defined by 

y2. = 4x3 - g'x - g', 

after replacing K with a finite extension if necessary. Then keg) = kU) and 
keF) = k(g'). There exists a function field Ko with constant field ko• such that ko 
is contained in k, is finitely generated over Q, Ko is a finite extension of koU,P), 
and Kis obtained from Ko by extending the constants from ko to k. The picture 
is as follows. 

~~ 
Ko . ~ k(j,j') 
l t 

koU,j') k 

1 
ko 

The only new constants introduced over Q by the points A(P) are the p-power 
roots of unity (Chapter 6, §3). Let k I be the constant field of Ko(A<P», Le. the 
algebraic closure of ko in Ko(A (P». Let KI = k 1 Ko be the corresponding con- I 

stant field extension. We must then have 

K
1
(A(p» = K

1
(A/(p». 

Indeed, if we make the constant field extension to k, the two fields 

K1(A(Pl) and K 1(A'(P» 

become equal. Let 
E K

1
(A(P» n K

1
(A'(p». 

If E is a proper subfield of K1(A(P», then there is an element i= 1 of the Galois 
group of K)(A(P» over E which extends to an element of the Galois group of 
Kj(A(P), A'(PJ) over K1(A'(P», thus acting trivially on A'(P), contradicting the 
hypothesis that the Galois representations over K on Vp(A) and ViA') are 
isomorphic. 

We now conclude that 

Ko(A(p» Ko(A'(p». 

Let G be the Galois group of the extension Ko(A(P» over Ko. We have two 
representations. 

p: G ~ Aut TiA) and 

onto open subgroups of these automorphism groups, each. one of which is 
isomorphic to GL2 (Zp) after a choice of basis over Zp. Let S be the Galois . 
group of K1(A(PJ) over K I • Then the image of S under both p and p' is an open 
subgroup of the special linear subgroup of Aut Tp(A) and Aut TiA'), respec-
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tively, that is this image is open in SLz(Zp) under both representations. The 
center of S maps onto open subgroups of the diagonal groups, formed with 
units in Zp- An open subgroup W of the center, not containing -1, is then such 
that W () S = 1, whence S x W is open in G. 

The representations of Won Vp(A) and Vp(A') give rise to two characters 
ifJ, ifJ' of W into the group of p-adic units, such that if a E W, then the matrix 
representation of a on Tp(A) is a diagonal matrix: 

(
ifJ(a) 0) 
o ifJ(a) , 

and similarly for a'. The effect of a on a p-power root of unity' has been 
shown to be 

a(O = ,deIP(a). 

This implies that ifJ(a2) = ifJ'( ( 2) for all a E W. Since (W: W2) is finite, passing 
to an open subgroup of W is necessary, we may assume without loss of generality 
that ifJ = ifJ' on W. 

By hypothesis, we know 'that there is a Qp-isomorphism 

h: ViA) -+ Vp(A') 

which is also an S-isomorphism. Since Wacts on Vp{A) and Vp(A') as the same 
group of p-adic multiplications, it follows that h is also a W-isomorphism, in 
other words, h is a G-isomorphism for the group G = S x W. The fixed field 
of G is a finite extension of Ko, finitely generated over the rationals, and we are 
therefore reduced to the situation of Theorem 7, thus concluding the proof of 
Theorem 8. 

The argument given at the end also shows: 

Theorem 9. Let A, A' be elliptic curves defined over a field K. Assume 
that the representations 

p: GK -+ Aut ViA) and p': GK -+ Aut ViA') 

map GK onto open subgroups of Aut Vp(A) and Aut Vp{A') respectively. 
Let L = K(P(P») be the field obtained by adjoining all p-power roots of unity 
to K. If the restrictions of p and p' to GL are isomorphic, then p and p' are 
isomorphic on an open subgroup ofGK • 

A result of Serre states that the hypotheses of Theorem 9 are satisfied in the 
case of number fields, for elliptic curves without complex: multiplication. 

In each one of the cases of Theorems 7 and 8, the curves are actually 
isogenous over the given field K. This comes from an easy additional argument, 
as in Serre, namely: 

Theorem 10. Lei A, A' be elliptic curves defined over afield K of character­
istic O. Assume that Vp(A) and Vp(A') are G K-isomorphic, and that the images 
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of Gal(KQ/K) in Endzp(Vp(A» and Endz,,(Vp(A'» contain an open subgroup 
of SLiZp). Let ;.: A -+ A' be an isogeny. Then I, is defined over K. 

Proof First), must be defined over a finite extension of K (otherwise ;. 
would have infinitely many distinct conjugates, corresponding to distinct images 
of a smallest field of definition under isomorphisms in a sufficiently large 
algebraically closed field). Say}. is defined over a Galois extension L of K. 
Let GL and GK. be the Galois groups of K" over Land K respectively, and let 
G = Gal(L/K). It suffices to prove that I,a = ;, for all (J' E G, and since 

Aa(aa) = A(a)a 

for any point a of A rational over the algebraic closure of K, it suffices to prove 
that the endomorphism 

Vi).): Vp(A) -+ ViA') 

commutes with all (J' E G. As noted already in §l, we know that Vp(}.) lies in 
HomGL(V, V') {writing V = ViA) and similarly for V'). It will suffice to prove 
that 

HomG:r.(V' V') = HomGJ(V, V'). 

We know that V and V' are GK-isomorphic. Hence it will suffice to prove that 

EndGL(V) = EndGJ(V), 

Having assumed that the image of GK., and hence GL , in End(V) contains an 
open subgroup of SL2(Zp), it follows that the only Grendomorphisms of V 
must be scalar multiples of the identity, i.e. are the endomorphisms rx! with 
'X E Qr These are also GK-endomorphisms, and our assertion is proved. 

In the generic case, we know from function theory that the image of the 
Galois group GK (when K is finitely generated over Q) in End(V) contains an 
open subgroup of SL2(Zp)' In the next chapter, this will be proved over number 
fields for curves with invariant which is not p-integral, so that our remark 
applies to this case too. As mentioned before, the proof whenj is integral over 
Z (and A has no complex multiplication) is harder and won't be given in this 
book. 



17 Division Points over 
Numher Fields 

We know from Chapter 2, §l that over any field K, the Galois group of the 
field obtained 'by adjoining to K all coordinates of points of finite order on an 
elliptic curve A defined over K is representable as a closed subgroup of the 
product 

taken over primes t. In this chapter, we reproduce Serre's fundamental work 
that over a number field this Galois group is always open in the product, in the 
case that the elliptic curve has a non-integral invariant at some prime p. Serre 
also proved the theorem in general, when the curve does not have complex 
multiplication, but the proof involves different, and in many respects deeper, 
techniques. The special case to be given here is sufficiently important, and fits 
in well enough with the preceding chapters to be included, since the proof is 
quite short. 

§1. A THEOREM OF SHAFAREVIC 

Let K be a number field. Let ° be the ring of algebraic integers OK' and let 
S be a finite set of primes of K. We let Os be the ring of S-integers, i.e. elements 
of K which are integral for all l' rt S. The group of units of Os is denoted by o!. 

Let A be an elliptic curve defined over K. We shall say that A has good 
reduction at a prime l' of K (or at one of the discrete valuations v of K) if A is 
isomorphic over K to an elliptic curve defined by an equation baving non­
degenerate reduction at the local ring 01> (resp. 0.). If p does not divide 2 or 3, 

221 
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we know that this equation can then be chosen to be a Weierstrass equation 
whose discriminant is a unit in the local ring. 

Theorem 1. (Shafarevic) There is only a finite number of K-isomorphism 
classes of elliptic curves over K having good reduction at all primes of K 
outside S. 

Proof Shafarevic ded ueed his theorem from a theorem of Siegel on integral 
points on curves of genus I. The particular exposition given here is due to Tate­
it is also the one in Serre's book [BII]. Suppose that A is defined by the equation 

y2 = 4x3 - g2 X - g3, 

with g2. g3 E K, and has good reduction outside S. Without loss of generality 
we can assume that S contains all primes dividing 2 and 3. For each v if. S there 
exists an elliptic curve isomorphic to A over K, defined by an equation 

y2 = 4x3 - g2,vx - g3,v 

with g2.v and g3.v E 0v' and discriminant av E o~, so that there exists Cv E k such 
that 

We may also enlarge S so that Os is principal, because making S bigger only 
strengthens the theorem. For almost all v if. S we can take Cv = I, i.e, wherever 
a is a unit. Write 

where Uv is a unit in 0U' Let 

c = IT p~ •• 
v 

Then let 
, -4 

gz = C g2 and 

so that a' = c- 12a. It follows that the curve A' defined by 

y2 = 4x3 g~x _ g; 

is K-isomorphic to A, and has non-degenerate reduction at all v outside S. We 
can still change A' by changing the coefficients with a factor b E o~ so that 
a' ........ bl2a' = a". Therefore A is X-isomorphic to an elliptic curve A" with 
coefficients in Os and discriminant defined in O~/O~12. Thus we can insure that a" 
lies among a finite set of representatives F of this factor group of S-units. 

But according to the theorem of Siegel (extended by Mahler and Lang, 
cf. my Diophantine Geometry) for rEF, the equation 

U 3 - 27V2 = r 

has only a finite number of solutions in Os. This proves Shafarevic's theorem. 
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Remark. The theorem of Shafarevic extends as follows. Let R be a finitely 
generated ring over Z, without divisors of zero, and integrally closed. A minimal 
prime of R is called a prime divisor. It gives rise to a discrete valuation of the 
quotient field K. We can form as usual the group of divisor classes, which is 
known to be finitely generated (cf. DG again). Thus by localizing, e.g. consider­
ing R[l/x] for some x e R, we can kill the finite number of generators of this 
group, and end up with a factorial ring. One calls X == spec(R) an absolute affine 
model of K. Theorem 1 extends to the following statement. 

Let S be a finite set of prime divisors of an absolute affine model of a field K, 
finitely generated over Q. The set of isomorphism classes of elliptic curves 
over K, with good reduction at all prime divisors of the model not in S, is 
finite. 

The proof is the same as the above, because we only used the unique factor­
ization in R, the finite generation of the group of units (also known, cf. DG), 
and the finiteness of the number of points in R, of a curve U 3 

- 27V2 
"" r, an 

extension of Siegel's theorem which is also known (loc. cit.). 

The importance of Theorem 1 for what follows lies in the fact that we can 
combine it with a known result: 

If A is an elliptic curve ,over a field K with nondegenerate reduction at a 
discrete valuation ring 0 of K, and if B is an elliptic curve over K isogenous 
to A over K, then B has good reduction at o. 

This theorem was proved by Koizumi-Shimura [27}, and Serre-Tate [37] for 
abelian varieties. I don't know a convenient (perhaps computational) proof for 
elliptic curves, although it is quite plausible. For instance, it is obvious that B 
has good reduction at the valuation ring in a finite extension, which could easily 
be taken of degree 4 or 6. 

We shall now give an alternate prooffor the Shafarevic theorem. 

Lemma 1. Let K be a number field, let S be afinite set of primes in K, and 
let d bea positive integer. There is only afinite number of extensions of K of 
degree ~ d, unramified outside S. 

Proof. By taking a sufficiently large set of prime numbers, including all 
*ose divisible by primes in S, and those which ramify in K, we see that any 
extension of K satisfying the hypotheses as stated in the lemma will give rise to 
an extension of the rationals satisfying similar hypotheses. Thus we may assume 
that K = Q. It will therefore suffice to prove that the Galois extensions of Q 
of bounded degree, unramified outside a finite set of primes S, are finite in 
number. For each prime PES, let Ep be the smallest Galois extension of Qp 
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containing all the extensions of Qp of degree ~ d. (There is only a finite number 
of these, see for instance [B7], II, §5, Proposition 14.) Let E be a Galois extension 
of Q whose completions at all primes dividing those of S contain Ep. If F is a 
Galois extension of Q of degree ~ d, unramified outside S, then the completion 
Fp for any prime p dividing PES has degree ~ dover Qp, and hence is contained 
in Ep. This implies that FE over E is unramified (in fact splits completely) at 
any prime lying above a prime p in S. If Fover Q is also assumed to be unramified 
outside S, then it follows that FE over Eis everywhere unramified. The different 
of E over Q is fixed, and is equal to the different of FE over Q ([B7], III, § I, 
Proposition 5). Its norm down to Q from FE is the discriminant of FE over Q, 
and is therefore bounded. But a classical elementary theorem of Minkowski says 
that there is only a finite number of extensions of Q with bounded degree and 
bounded discriminant ([B7], V, §4, Theorem 5). This proves our lemma. 

Lemma 2. Let K be a number field andjo E K. Let S be afinite set ofprimes 
of K. There exists only a finite number of K-isomorphism classes of elliptic 
curves over K with good reduction outside S, having invariant jo. 

Proof Let A, B be such curves. There is an isomorphism 

cx:A-+B 

defined over an extension of K of degree ~ 6. We contend that cx is defined over 
an extension which is unramified outside S. To prove this, we may replace K 
by its completion Kp for p rt= s. Let alex, ... , anCX be the distinct conjugates of 
ex over Kp, where ai' ... , an are automorphisms of the algebraic closure of Kp' 
over Kp. Then 

are distinct, and are equal to alcx, •.. , O:;;a respectively, where av is the auto­
morphism on the residue class field extension determined by avo Hence the 
embeddings a l , ... , an are distinct. This implies that the smallest field of 
definition for cx containing Kp is unramified over Kp. 

Using Lemma I, we conclude that there is a finite extension E of K, which 
we may assume Galois, such that any two elliptic curves'A, B over K, with good 
reduction outside S, having the same invariant jo, become isomorphic over E. 
If ex: A -+ B is an isomorphism over E, then 

a E GalCE/K) 
is a function of Gal(E/K) into Aut(A), and the set of such functions is finite. 
If we fix A, and consider elliptic curves Bl> B2 having the same associated 
function as above, say by isomorphisms 

cx:A-+BI and f3:A-+B2' 

then BI , B2 are isomorphic over K. Indeed, let ), = f3ex- l . From ex-lex" = f3- 1 f3" 
we see that ;." = ;., so;. is an isomorphism defined over K. This proves our lemma. 
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To prove the theorem of Shafarevic from the lemmas, let N be an integer 
so that the genus of the modular function field FN is ;;; L Let RN be the integral 
closure of Z(jl in FN• Enlarge the set S to contain all prime divisors of N. Let 
A be an elliptic curve defined over K with good reduction outside S. Then the 
extension K(AN) of K is unramified outside S, and has degree bounded by N4. 
Hence there is a finite extension E of K, which we may assume Galois, such that 
for all elliptic curves A over K, with invariant jo, E 0K.S, and good reduction 
outside S, we have 

K(AN) c: E. 

Let 0e,s be the integral closure of 0K,S in E. Then any specialization j 1-+ jo in 
0K.5 extends to a point of spec(RN) in 0E.5' By the Siegel-Mahler-Lang result, 
we conclude that there is only a finite number of possible values of such jo in 
0K.S' The proof of Shafarevic's theorem is finished by using Lemma 2. 

The advantage of the above proof over the previous one is that it exhibits 
better the connection of the theorem with the moduli scheme, which'in our case 
is SpeC(RN)' A similar proof could be given for higher dimensional abelian 
varieties if one knew the finiteness of integral points on the higher dimensional 
moduli schemes. 

§2. THE IRREDUCIBILITY THEOREM 

Theorem 2. Let A be an elliptic curve without complex multiplication, 
defined over a number field K. Let G = GaI(K,,/K). Then: 

i) For almost all primes p, AI' is G-irreducible. 

ji) For all primes p, ViA) is G-irreducible. 

Proof Suppose that AI' is not irreducible for infinitely many p, and let WI' 
be an irreducible subspace, necessarily of dimension 1, over Fl" Then WI' is 
cyclic of order p, and A/WI' is an elliptic curve which can be defined over K, 
and is isogenous to A over K. If W, W' are cyclic subgroups of A of different 
prime orders, then A/Wand A/W' cannot be isomorphic, otherwise we get a 
non-trivial endomorphism of A from the following diagram, 

A 

~/ ~A 
A/W ---'» A/W' 

~ 
A 



226 DIVISION POINTS OVER NUMBER FIELDS [17, §3] 

where U' = v(i.), and the endomorphism is ).' 0 :::::: 0 (I.. This contradicts the 
hypothesis that A has no complex multiplication. Theorem 1 (the theorem of 
Shafarevic), together with the remarks at the end of §I, now show that there can 
only be a finite number of Wp as above, in other words, only a finite number of 
primes p such that A p is reducible. 

The proof of (ii) is similar, except that we work vertically. Suppose that 
ViA) is not irreducible. Then there is a G-irreducible I-dimensional subspace 
over Qp, and therefore after mUltiplying a generator for this subspace with a 
suitable p-adic integer, we get a G-invariant I-dimensional Zp-subspace Z of 
Tp(A). Let Zn be the projection of Z in Apn. Then the order of Zn goes to infinity 
with n, and each Zn is cyclic, invariant under G. We form AJZn = Bn as before, 
defined over K, and with good reduction by the assumed result mentioned above. 
The curves Bn cannot be isomorphic, for if Bm :::::: Bn, say Zm c:: Zn, then we have 
a sequence of isogenies 

~ can 
AJZ. -+ A/Zm -+ AJZn' 

whose composite. has cyclic kernel, whence is a complex multiplication, contrary 
to hypothesis. This proves Theorem 2, again in view of the theorem of Shafarevic. 

§3. THE HORIZONTAL GALOIS GROUP 

Let A be an elliptic curve defined over a number field K. For each prime 
t, let A(t) be the group of points of order a power of t on A, in a fixed algebraic 
closure. (When we consider A with invariantj .. which is not v-integral for some 
prime V of K, it is convenient to take this algebraic closure to be in an algebraic 
closure of the completion Kp .) Let Ator denote the group of torsion points of A, 
and K(Ator) be the field generated over K by all the coordinates of the torsion 
points of A. 

Let G Gal(K(Ato.)JK) be the Galois group of the torsion points of A. 
By the representation on the product 

II Tt(A), 

taken over all primest, we get an embedding 

p: G -+ II GLiZt) 
t 

of G as a closed subgroup of the product of the linear groups GL2 (Zt). At each 
t, we get a similar embedding 

Pt: Gt -+ GL2(Zt), 

where Gt Gal(K(A(t))/K). We shall often identify G and Gt with their images 
under this representation. 
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Serre has proved; 

T heo re m 3. Let A be an elliptic curve over a number field K, without complex 
multiplication. Then tlte Galois group of K(A ,or) over K is open in the product, 
taken over all primes t, 

We shall prove Serre's theorem here only when A has an invariant j h. 
which is not integral at some prime p of K. The proof in general uses quite 
different techniques. 

In this section, we prove one portiop. of the theorem, namely; 

Step 1. The Galois group of K(A() over K is GL2 (Z/tZ) for almost all t. 

We note that the local extension KiAt) has a local group which acts on At, 
which we know is Galois-isomorphic to 

DI/(ID 
q q' 

under the Tate parametrization, as in Chapter 15, §2. Here, Dq is the cyclic 
group generated by q, and q = neu. has order e > 0 at p, and can be expressed 
as the above product with some unit u in Kp. For all t not dividing e, the field 

Kp«(t> ql/t) 

admits an automorphism u over Kp which leaves (( fixed and such that 

uql/t = (tql/t. 

Thus in a suitable basis of A, the matrix of u is 

On the other hand, A( is a vector space of dimension 2 over F" and is 
irreducible for almost all t by Theorem 2. Since u leaves a I-dimensional sub­
space of At fixed (corresponding to 't), there exists some r E GaJ(K(A()/K) which 
moves that subspace to another. Then u f = 1:ur-1 leaves the other subspace 
fixed. If we select for basis eigenvectors of u and u' respectively, then u and u f 

have matrices of the form 

and 

with b, c :j:: O. These matrices generate SLiZ/tZ), thus proving that 

Gal(K(A()/K) 

at least contains SL2(Z/tZ). 
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We also know that the roots of unity lie in K(A(), and hence for almost all t, 
we get a subgroup (Z/tZ)* as a factor group of the Galois group. This implies 
that Gal(K(At)/K) must be the whole group 

GL2 (Z/tZ), 
as desired. 

Step 2. For all t, the Galois group of K(A(f) m.:er K contains an open sub­
group ofGLl.(Z(), 

Proof. We first consider the matter locally over K". As r goes to infinity, 
qlW generates an extension of arbitrarily high degree over the field generated 
by all (>-th roots of unity over Kp (notation as in Chapter 16, and justification 
by Lemma I. of Chapter l6, §2 concerning the non-split exact sequence 

o -4 Vp(Ji) ---+ Vp(A) -4 Qp ---+ 0 

locally, for t p.) For t 1= p, the extension by {' -th roots of unity is unramified, 
and so our assertion is even more trivial. 

Hence there is an automorphism a of the algebraic closure of K" leaving Kp 
and all {'-th roots of unity fixed, such that the matrix of a has the form ' 

with some a 1= 0 in Zt. By the irreducibility Theorem 2 (ii), there exists globally 
an element r in Gal(K(A(t)/K) which moves the I-dimensional subspace of Vp 
left invariant by (1, and t'ar-1 leaves another subspace invariant. In a suitable 
basis, we conclude that there exist automorphisms in the global Galois group 
Gal(K(AV')/K) represented by the matrices 

and 

Hence the closure of the subgroup generated by these matrices contains the 
analytic subgroups 

and 

as well as their product. It is therefore locally a 3-dimensional analytic subgroup 
of SL,.(Zt), whence is open in SLz(Zt). (Again for the elementary theory of 
Lie subgroups, cf. Serre's Notes, Lie Algebras and Lie Groups.) 

To get an open subgroup of GLiZt), we merely consider the exact sequence 
del 

o -4 SL2(Zt) -4 GL2(Zt) -4 Z~ -4 0, 

and observe that since the field of all roth roots of unity (for all r) over the 
rationals has a Galois group isomorphic to Z~, the translation of this field to a 
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number field has a Galois group open in Zi. From this it follows at once that 
Gal(K(AU})/K) is open in GLiZt). 

Step 3. Given a positive integer N, let A(N) be the group of points of order 
divisible by prime powers only for primes dividing N. Then the Galois group 
of K(A(N}) over K contains an open subgroup of 

IT GL2(Zt)· 
liN 

Proof. Again, we do the SL2 part first. For each tiN, a suitably small open 
subgroup W( of SL 2(Zt) is a pro-t -group (it is a subgroup of those elements 
== 1 (mod t)). The field K(A(N») is the composite of the fields K(A(t») for tiN, 
and passing to a finite extension E of K (corresponding to an open subgroup of 
the Galois group) we know that E(A(N») is the composite of the fields E(A(t)) for 
tIN. Taking E sufficiently large, we see that E(A(l») is a union of Galois extensions 
over E, finite, of degree a power of t. Hence for different t, these extensions are 
linearly disjoint, thus proving our assertio)l. 

Again, using the roots of unity takes care of the GLz part. 

§4. THE VERTICAL GALOIS GROUP 

Now let us prove that for almost all t, we get all of SL2(Z,) in the Galois 
group. The proof is based on the following lemma. 

Lemma. Let H be a closed subgroup of GLiZ,) whose projection modt 
contains SL2(Z/tZ). Then H contains SL2(Zt) if t ~ 5. 

Proof. Let s E SL2(Zt). We must show that s E H. There exists Xl E H such 
that 

. Xl == s (modt), 
so 

X 11 S == ~ (mod 0. 
Without loss of generality, we may thus assume that s == 1 (mod t), and write 

s = 1 + tu, 
with 

u = (: ~) E Mz(Zt). 

Then 
det s == 1 + tea + d) (mod (2), 

and therefore a + d = tr(u) == 0 (mod I). 
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We can write U as a sum 

U U 1 + ., . + Un (modt), 

where Uj E M 2(Zr) and Uf 0, tr(uj) = 0 for all i. For instance, 

and the last matrix in the sum can be written as a scalar times 

Then we have 
(1 + tUI) ••• (I + tUn) == S (mod t2). 

Let Si = 1 + lUi' Then det Sj = 1 + t tr(uj) + t2 det(uj) = 1. We see that our 
S is a product of the SI> and we are reduced to studying each SI separately. 

Suppose therefore that 
S = 1 + tu, 

with u2 = 0, tr(u) O. We want to show that there exists X2 E H such that 

X 2 == S (mod t 2
). 

By hypothesis, there exists Y E H such that y == 1 + U (mod t), so 

y = 1 + u + tv, with v E MzCZ,). 
Then H containsI', and 

(-1 (t) 
y': 1 + t(u + tv) + '~2 V (u + tv)" + (u + IvY 

1 + tu (mod t 2
). 

The binomial coefficients (:) contain t for v = 2, ... , t - 1, and the terms in 

the sum contain either u2 = 0, or t for t ;;S 5, so these terms contain t 2• 

The last term (u + tv)t contains (u + tV)3 because t ;;S 5, and 

(u + tV)2 = 0 + {(uv + vu) + t 2v2, 
so 

(u + tvtcontainst2 • 

This proves that H containsI' == s (mod ( 2). 

We can now proceed inductively, writing s = 1 + ru, and take 

y = 1 + tn-1u. 
This proves the lemma. 

We can combine the lemma with the result of the preceding section, and 
find: 
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Step 4. Let A(t) be the group of points of t-power order on A, defined over 
a number field K, and with a non-integral invariant at some prime p. Then 
Gal(K(A(t))/K) contains SLzCZt)for almost all t. 

Let G = Gal(K(Ator)/K). Then we have a closed embedding of G in the 
product of all GL2(Zt). For each t we have the determinant GLzCZt) -+ Z~, 
which extends to the product over all t componentwise, and induces a homo­
morphism of G onto a subgroup of IT Z't, denoted by Z, with kernel W. Note 
that Z is open in the product because all the roots of unity lie in K(Ator). Thus 
we have a pair of exact sequences 

0-+ w 
~ 

G 

~ 
o -+ IT SLz(Zt) -+ IT GLzCZt) -+ IT Z: -+ O. 

t t t 

Furthermore we know from our above results that there is a finite set F of 
primes such that the projection of G on 

IT GL2(Zt) 
teF 

'is an open subgroup of this product by Step 3. Also, the projection of G on the 
t-th factor contains SLzCZt) for almost all t. 

In the next section we conclude the proof, using only group theory. 

§5. END OF THE PROOF 

The end of the proof depends on a formal juggling with groups and factor 
groups, and prime factorizations, and we don't use elliptic curves any more, 
just group theory. Again we let 

G = Gal(K(Ator)/K). 

Step 5. The group 'G contains 

rp = ( ... , I, I, SLzCZp), I, I, ... ) 
for almost all p. 

Proof A group X is called profinite if it is a projective limit of finite groups. 
Galois groups of infinite Galois extensions are of this type. If X is profinite and 
S is a finite simple group, we shall say that S occurs in X if there exist subgroups 
Xl c X 2 C X such that Xl is normal in X 2 and Xli Xl ~ S. 

Using elementary isomorphism theorems, one sees that if X is a closed 
normal subgroup of the profinite group Y, then S occurs in X or S occurs in Yj X. 

Let Sp = SLiZ/pZ)/ ± I for a prime p. It is well known that Sp is simple 
for p ~ 5. 
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We use the exact sequences of the last section. We know that Sp occnrs in 
G for almost all p, by projecting on the p-factors. We want to conclude that G 
contains the factor 

rp = ( ... , I, J, SL2(Zp), I, I, ... ) 

for almost all p. We show first that Sp occurs in G (\ r p' Let 

Up = ( ... , I, I, GL1 (Zp), I, 1, ... ). 
We have an injection 

G/{G (\ Up) --+ (IT Ut)/Up' 
t 

But Sp does not occur in any GL1 (Zt), for I i= p and p > 5. Hence Sp does not 
occur in G/(G (\ Up), so Sp occurs in G (\ Up, whence it occurs in G (\ r p , 

which is closed in rp, and projects into PSL2(Z/pZ) = SL2(Z/pZ)/ ± 1. Let Hp 
be its image. We contend that Hp = PSL2(Z/pZ). If not, Hp is a proper subgroup, 
so Sp occurs in the kernel of the projection, i.e. in 

{u E SL1 (Zp), u == 1 (mod p)}. 

This is impossible because this group is solvable, while Sp is simple. 
We have therefore shown that G (\ rp projects onto SLiZ/pZ), whence 

G (\ rp SL1(Zp) for p large by the lemma of §4, combined with our preceding 
results. This finishes Step 5. 

We now conclude that G contains finite products 

( ... , I, 1, SL1(Z/,), SL2(Zt,), ... , SL2(Ztn,), 1, 1, ... ) 

for Ii sufficiently large. Since G is closed in IT GL2(Zt), it follows that there is a 
finite set S of primes such that G contains 

IT SL1{Zt). 
t¢S 

Step 6. The group G contains an open subgroup olIT SL2(Zt). 

Proof Let S be as above. Let Gs be the projection of G into 

IT GL'}.(Zt), 
teS 

and Gs the projection into the complementary product 

IT GL'}.(Zt). 
t¢S 

Let 
and 

so that Hs c:: Gs and HI; c:: Gs. We have canonical isomorphisms 

Gs/Hs ~ Gi(Hs x Hi) ~ GMHi. 

Step 5 shows that HI; contains IT SLz{Zt), so that GSlHs is abelian. Hence 
t¢S 
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Gs/Hs is abelian, and Hs contains the closure of the commutator group of Gs· 
But the Lie algebra of SL2 is equal to its own derived Lie algebra. Hence the 
closure of the commutator subgroup of an open subgroup of SL2(Z() contains 
an open subgroup of SLiZ(). This implies that Hs contains an open subgroup 
Wof 

(eS 

Combined with Step 5, this yields Step 6. 

Final Step. We now consider the determinant map 

G -" IT Zj, 
( 

induced from the product of the determinant maps 

IT GLiZ() -" IT Zj. 
( ( 

Since K(A 1or) con~ains all roots of unity, it follows that the determinant map 
sends G onto an open subgroup of IT Z;, necessarily of finite index. By Step 6, 

( 

we know that the kernel contains an open subgroup of IT SL2 (Z(), also of finite 
( 

index. From the commutative exact sequences at the end of §4, it follows that 
G is of finite index in 

IT GL2 (Z(), 
( 

and must therefore be open because G is closed in this product. This concludes 
the proof. 





Part Four 
Theta Functions and 

Kronecker Limit Formulas· 





This last part enters into the multiplicative theory of the elliptic functions, 
and its connection with L-series. Chapters 18 and 19 are immediate continuations 
of Chapters 1 and 4, and could have been treated much earlier, with the obvious 
exception of the arithmetic application of Shimura's reciprocity law to the 
special values of the Siegel function. We deal first with the analytic construction 
of modular functions. by "multiplicative" means, and then study the special 
values at imaginary quadratic numbers. 

The reader can" read the first Kronecker limit formula independently of 
the other chapters, and immediately in connection with Chapter 18. He can then 
read the chapter on the fundamental theta function in connection with the second 
Kronecker limit formula. The treatment of these limit formulas follows Siegel's 
exposition [B 15]. A complete account, including relations to L-series, and real 
quadratic fields, is also given in Meyer's book [88]. 





18 Product Expansions 

§1. THE SIGMA AND ZETA FUNCTIONS 

Both in number theory and analysis one factorizes elements into prime 
powers. In analysis, this means that a function gets factored into an infinite 
product corresponding to its zeros and poles. Taking the values at special points, 
such an analytic expression reflects itself into special properties of the values, 
for which it becomes possible to determine the prime factorization in number 
fields. 

In this chapter, we are concerned with the analytic expressions. 
Our first task is to give a universal gadget allowing us to factorize an elliptic 

function, with a numerator and denominator which are entire functions, and 
are as periodic as possible. 

One defines a theta function (on C) with respect to a lattice L, to be an entire 
function e satisfying the condition 

O(z + u) = O(z)e2nl[l(z,u)+C(U)l, z E C, U EL, 

where I is C-linear in z, R-linear in u, and c(u) is some function depending only 
on u. We shall construct a theta function. 

We write down the Weierstrass sigma function, which has zeros of order I 
at all lattice points, by the Weierstrass product 

o'(z) = z n (1 - :')e=/ro+ t (z/roJ2• 
CJ)EL' (0 

Here L' means the lattice from which 0 is deleted, Le. we are taking the product 
over the non-zero periods. We note that 0' also depends on L, and so we write 
a"(z, L), whi,ch is homogeneous of degree I, namely 

qO.z, ).L) = M(z, L) ),eC 

239 
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Taking the logarithmic derivative formally yields the Weierstrass zeta 
function 

cr'(z) 1 
(z, L) = (z) = = - + L 

Z meL' 

lIZ] + - +- . _ 00 00 00 2 

It is clear that the sum on the right converges absolutely and uniformly for Z in 
a compact set not containing any lattice point, and hence integrating and ex" 
ponentiating shows that the infinite proQlJct for cr(z) also converges absolutely 
and uniformly in such a region. Differentiating (z) term by term shows that 

1 [1 1 ] "(z) = -p(z) = -1: - L 2 - 2 . 
Z t.<)eL' (z - (0) 00 

Also from the product and sum expressions, we see at once that both cr alld 
, are odd/unctions, i.e. 

er( -z) =-cr{z) and ( -z) = -(z). 

The series defining (z, L) shows that it is homogenous of degree -I, that is 

1 
((J,z, }'L) = ,«z, L). 

/I. 

Differentiating the function (z + (0) - (z) for any 00 E L yields 0 because 
the fJ-function is periodic. Hence there is"a constant l1(w) (sometimes written 
11t.<) such that 

C(z + w) = C{z) + I1{W). 

It is clear that l1(w) is Z-linear in w. If L = [WI' W2], then one uses the notation 

l1(w 1 ) = 111 and I1(W2) = 112' 

As with (, the form I1{W) satisfies the homogeneity relation 

11(J,W) = ~ 11(00), 

as one verifies directly from the similar relation for C. Observe that the lattice 
should strictly be in the notation, so that in full, the above relations should read 

C(z + 00, L) = C(z, L) + 11(00, L) 

I1P,w, J..L) 
1 
,11(00, L). 
/I. 

Remark. For those who like to connect with oth~r ideas, the map 

(z, t) H (1, 80 (z), 8O'(z), t - 8O(z)) 
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sends C2 onto a 2-dimensional group variety, which projects on the elliptic 
curve parametrized by the g.) and g;)'-functions. We observe that the above map 
is genuinely periodic, with periods (WI' IJI) and (£02, 1J2)' The group variety is 
that associated with integrals of the second kind on the elliptic curve, and is a 
group extension of the elliptic curve by an additive group. 

Theorem 1. The/unction (f is a theta/ulJction, and in/act 

O'(z + (0) = l/;(w)e~{w)(;+w!2) 
(f(z) 

where 

Proof We have 

Hence 

1/;(£0) = 1 if £0/2 E L 

1/;(£0) = -1 if £0/2 ¢L. 

d I O'(z + (0) () 
og = IJ £0 . 

dz 

O'(Z + (0) 
log (f(z) == lJ(w)z + c(w), 

whence exponentiating yields 

O'(z + (0) = (f(z)e~(w)=+C{w), 

which shows that 0' is a theta function. We write the quotient as in the statement 
of the theorem, thereby defining 1/;(£0), and it is then easy to determine 1/;(£0) as 
follows. 

Suppose that o;f2 is not a period. Set z = -£0/2 in the above relation. We 
see at once that 1/;(£0) = - 1 because (f is odd. On the other hand, consider 

0'(:: + 2(0) (f(z + 2(0) (f(z + (0) 
= (f( Z ) 0'( Z + (0) (f( Z ) 

Using the functional equation twice and comparing the two sides, we see that 
",(2£0) 1/;( W)2. J n particular, if £0/2 E L, then 1--

1/;(£0) = 1/;(£0/2)2. 

Dividing by 2 until we get some element of the lattice which is not equal to 
twice a period, we conclude at once that 1/;(£0) = { _1)211 = 1. 

The n um bers '/1 and IJ 2 are called basic quasi periods of (. 

Legendre Relation. We have 

1J2Wl - 1J 1W2 = 27[i. 

Proof We integrate around a fundamental parallelogram P, just as we did 
for the s.J-function: 
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a 

The integral is equal to 

r '(Z) dz = 2rri L residues of, 
JiiP 

= 2rri 

[18, §l] 

Fig. 18·1 

because ( has residue 1 at 0 and no other pole in a fundamental parallelogram 
containing O. On the other hand, using the quasi periodicity, the integrals over 
opposite sides combine to give 

as desired. 

Next, we show how the sigma function can be used to factorize elliptic 
functions. We know that the sum of the zeros and poles of an elliptic function 
must be congruent to zero modulo the lattice. Selecting suitable representatives 
of these zeros and poles, we can always make the sum equal to O. 

For any a E C we have 

ljJ(w)e~(OJ)(Z+OJ!l) e~(",)a. 

Observe how the term I'/(w)a occurs linearly in the exponent. It follows that if 
{ai}, fbi} (i = 1, ... , n) are families of complex numbers such that 

La i Lb i , 

then the function 
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is periodic with respect to our lattice, and is therefore an elliptic function. 
Conversely, any elliptic function can be so factored into a numerator and 
denominator involving the sigma function. We write down explicitly the special 
case with the p-function. 

Theorem 2. For any a E C not in L, we have 

u(z + a)u(z - a) 
p(z) - p(a) = - u2(z)u2(a) 

Proof The function p(z) - p(a) has zeros at a and -a, and has a double 
pole at O. Hence 

u(z + a)u(z - a) 
p(z) - p(a) = C u2(z) 

for some constant C. Multiply by Z2 and let z ~ O. Then u2(Z)/Z2 tends to I and 
Z2 p(z) tends to 1. Hence we get the value C = -1/u2(a), thus proving our 
theorem. 

APPENDIX. THE SKEW SYMMETRIC PAIRING 

As an application of the sigma function, we shall carry out the details of 
the skew-symmetric pairing between points of order N on an elliptic curve 
mentioned in Chapter 6, §3. 

Recall that a divisor (oraO-cycle) on the elliptic curve (torus) A is an element 
of the free abelian group generated by the points, and can therefore be written 
in the form 

a = ImlaJ, 

with integer coefficients mi' We take ai to be a point in C representing a point on 
Ac = CjL. We say that a has degree 0 if I mi = O. We write a '" 0 if a is the 
divisor of a function, and we say then that a is linearly equivalent to O. We let 

S(a) = I miai (mod L) 

be the point on the torus obtained by summing the ai in C (as distinguished from 
the formal sum giving the divisor). Then the representation of a function as 
a product of sigma factors shows that a - 0 if and only if Sea) = O. 

Let 9 be a non-zero function on A such that none of the components (a i) of 
a are zeros or poles of g. Then we define 
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If f, 9 are non-zero rational functions on A, then we have the reciprocity law 

/((g» = g((f» 

provided of course that the expressions are defined, i.e. the divisors of/and 9 
have no point in common. This fact holds on arbitrary curves (Weil, 1940), and 
a suitably formulated generalization holds on arbitrary varieties (Lang, 1958). 
In the case of elliptic curves, the relation is obvious if we make use of the sigma 
function. Indeed, if 

and 

where ai' bj are complex numbers corresponding to points on the torus, such 
that I miaj = I njbj = 0, then 

fez) = c n a(z - a;)mi, 
j 

with some constant c. Consequently 

f«g» = n a(bj - aj)minj = g«(f», 
i,j 

because a is an even function and I mj O. 
Now let 0, b be divisors such that No and Nh '" O. Say 

Na = (f) and Nb = (g). 

Assume that 0 and b have no point in common. We define 

(a, b) 
feb) 
g(a) . 

Theorem. The symbol (a, b) depends only on the linear equivalence classes 
0/ a and b. /t induces a skew-symmetric non-degenerate pairing 

AN X AN -+ Ji.N, 

where Ji.N is the group 0/ N-th roots a/unity, 

Proof If b' - b and a, h' have no point in common, it is immediately 
verified from the reciprocity law that (a, b> (a, b'). Thus our pairing depends 
only on the linear equivalence classes of a and b respectively. In particular, if 
a, b are points of order N on A, we may let Ct (a) - (0) and b = (b) (0), 
and define 

(a, b) = (Ct, b) (a', h'), 

where a' '" a, b' '" b, and a', h' have no point in common. (We can always find 
such a', b' by making appropriate translations.) 

1t is also an immediate consequence of the reciprocity law that the pairing 
is skew-symmetric, and takes its value in the N-th roots of unity. We shall 
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obtain an analytic expression for this root of unity, which will automatically 
show that the pairing is non-degenerate. 

The symbol (a, l» is independent of the linear equivalence classes of a and 
b respectively. We let a, b be complex numbers representing the points Sea) and 
S(b) respectively, so that 

Na = W and Nb = Wi 

are periods. To compute (a, b) we may then take 0 and b to be the divisors 

a = (u + a) - (u) and b = (v + b) - (v), 

where u, v are sufficiently general. Again letting 

No :: (j) and Nb = (g), 

we see that the factorization off and 9 in terms of the sigma functions is given by: 

fez) = a(z N- /u + a))N 
a(z - u) a(z - u - w) 

g(z) = a(zN -1 (v + b))N " 
a(z - v) a(z - v - w) 

Ifwe now make the appropriate substitutions forf(o)/g(b), and use the functional 
equation for the sigma function, together with the fact that the sigma function 
isodd,wefindtheva~e 

f(a) e~({)))w'/N 

g(l» e~(w')w/N 

Let us select w = Wj and w' = W 2 , and use the Legendre relation. We find 

, I 
(OJ, O2 ) = e-2>tI/N I 

for the special divisors OJ, O2 such that S(Oj) is represented by the cbmplex 
number wj/N and S(a2) is represented by the complex number w2 /N. Expressing 
wand Wi as linear combinations of WI, w 2 with integer coefficients, we see at 
once that our pairing (a, b) is non-degenerate. This proves everything we 
wanted. 

Remark. The symbol (a, b) can also be given in terms of Kummer theory. 
Cf. my book Abelian Varieties for the general statement in higher dimensions. 
We leave it as an exercise to the reader to give the proofs in terms of sigma 
function on eJIiptic curves. Shimura [B12] treats the pairing directly from the 
Kummer point of view. 
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§2. A NORMALIZATION AND THE q-PRODUCT 
FOR THE u-FUNCTION 

[18, §2] 

We normalize our lattice to be L< = [r, I], so that the corresponding sigma 
function is u(z; r). We wish to multiply u by a trivial theta function, of the form 

i.e. let 
cp(z) = eaz2+bzu(z), 

such that cp has period r (we shall see afterwards how cp behaves under translation 
by I). This is a trivial problem in solving for a and b. We let 

a = -t/l(1) and b = in. 

Computing cp(z + r)/cp(z), and using the functional equation for u, yields the 
first part of the next theorem. 

Theorem3. Let 

cp(z; r, 1) = cp(z) = e-t~z2 qJ u(z; r), 

where/l = 11(1)(= 112!orthelattice[r, I]),andqz = e2niz .Then 

cp(z + 1) = cp(z) and 
, I 

cp(z + r) = - - cp(z). 
q, 

Proof. The first relation was achieved by construction. The second part of 
the theorem comes by expanding 

cp(z + r) = ea(z+<)2+b(z+<) ljJ(r) e~«)(z+</2) u(z) 

= cp(z) times an obvious exponential factor. 

Write down the exponential factor explicitly, and use the Legendre relation, 
which reads 

/l(I)r - /l(r) . I = 2ni. 

You get at once 

cp(z + r) = cp(z)(_1)e- 2ni,. 

This proves the second part, as described. 

One also wants the formulation of Theorem 3 in its homogeneous form as 
follows. 

Theorem 3'. Let L = [WI> W2] and 

rn(z· W w) = e - t~2W2(Z/W2)2 q t u(z, L) 
't' , 1, 2 zjro2 ' • 

Then 
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and 

Remark. In the relation between qJ and CT, observe that CT is homogeneous of 
degree 1, and that the exponential factors in front are homogeneous of degree 0 
(that is the products '12w2 and Z/(2)' In particular, qJ is homogeneous of degree 
I, that is: 

We want product expansions for CT(Z) and qJ(z), which are entire, with zeros 
of order I atthe lattice points Of[T, I]. Let qt = e2nit and qz = eln .' •. 

Theorem 4. Let qJ(z) be as in Theorem 3. Then 

and 

-1:) n°O (1 - q~qz)(1 - q~/qz) 
qz (1 n)2 . 

11=1 - qt 

(Again we put 1'/ = 1'/(1) = 1'/2 with respect to the lattice [T, I).) 

Proof Let g(z) be the expression on the right-hand side, which we want 
to be eq ual to qJ(z). It is clear that 9 has period I, just like qJ, that is 

g(z + 1) g(z). 

Let us compute g(z + r). Substituting z + T for z in the terms of the product, 
we essentially get all these terms back, except that the product of terms involving 
q~q= starts with n = 2, and the product of terms involving q~/qz starts with n = O. 
Taking these into account, together with the transformation of q. - I into 
qzqt - I arising from the term in front of the product, we find that 9 satisfies 
the same functional equation as qJ, namely 

g(z + T) _ I g(z). 
qz 

Therefore qJlg has a period lattice [T, I]. On the other hand, our product ex­
pansion for 9 shows that 9 has exactly the same zeros, of order I, as CT (and 
hence qJ). Therefore qJlg is constant. Letting z ..... 0 immediately shows that the 
constant is I, th us proving our theorem. 

Again for the record, we give the homogeneous form of Theorem 4. 
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Theorem 4'. Let L = [WI' W2J, and let rp(z: Wl, wz) be as in Theorem 3'. 
Then 

and 

0"(':; L) 

Remark. In all our q-expansions, we emphasize that the power of 211.i occurs 
with precisely minus the homogeneity degree of the function involved. Thus we 
have (211.i)-1 in the q-product for 0", while we have for instance C2ni)2 in the 
q-expansion for p, in Chapter 4, and say (2ni)4 in the q-expansion for g2' 

§3. q-EXPANSIONS AGAIN 

This section may be omitted. For the most part we recover q-expansions 
already obtained in Chapter 4, by using the q-product for 0", and then getting 
the corresponding q-expansions for (,112, 6:) by differentiation. In particular, 
rhe product expression for .1. ill the next section is independent of the present 
section. 

Taking the logarithmic derivative of the product for 0" term by term, which 
we can do by absolute convergence, we obtain: 

(1) (Cz) 
q. + 1 '" 

112 Z + ni' + 2ni L 
q= - n=l 

where 112 = 'h(r, 1). On the other hand, going back to the additive expression 
for , obtained from the logarithmic derivative of the Weierstrass product 
for 0", we get the power series expansion of, at the origin, 

(2) (z) 

where 

Furthermore, we have trivially 

q= + I 

. q: - 1 

E = L - {O}. 

. cos 1t:: 
-1-.-- , 

S111 11:2 
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whose power series expansion at the origin is immediate from Taylor's formula, 
and yields 

7[i q= + 1 = 7[[~ _ 7[Z _ (7[Z)3 _ 2(7[Z)5 - ... J. 
q= - 1 7[Z 3 45 45 ·21 

To get a power series in z for the sum in (I), let q = q, and IV = q: for simplicity. 
Then for /q/ < Iwl < Iql-1 we have 

l: n - n = l: l: - - (qnlV)m , 'YO [qn/ IV q"1V J 0Ci a:; [(qn)m J 
1I=11-q/1V 1-qlV n=1m=! IV 

which by interchanging the two sums is equal to 

~ qm (-m m) 
f...;--IV -IV. 

m=! 1 - qm 

Substituting back IV = e2ni:, we obtain another power series in z for" Com­
paring the coefficient of z yields the q-expansion 

(2) 112(r, 1) = -- -1 + 24 l: -'-n . 
(27[i)2[ 0Ci nqn J 

12 n=ll-q, 

Similarly, comparing the coefficients of Z3 and Z5 would yield the same expansion5 
for g2 and g3 that we found in Chapter 4. 

Differentiating (I) with respect to z also gives us another derivation of the 
q-expansion for S:)(z; T) found in Chapter 4. Observe that one needs here th~ 
intermediate step giving us /]2 in (2). There is no need to write these expansions 
again, as they have been tabulated previously. 

§4. THE q-PRODUCT FOR 6 

We shall obtain the product expansion for 6 = 6(T, I). 

Theorem 5. 

a:; 

6 = (27[i) 1 
2 q, n (1 - q~f~. 

n=\ 

By definition, the discriminant of our cubic polynomial is given in terms of 
the roots by 

where 
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We shall actually find q-products for the differences ei - eb and even their 
square roots. 

We continue to work with our normalized lattice [r, 1]. Then by Theorem 2, 

We use th·e functional equation of the sigma function in Theorem I on each one 
of the numerators of the expressions on the right hand side. For instance, 

aC ; 1) = aC ; 1 - 1) = - e - ~(1 Ht aC ; 1), 
and similarly for the other cases. We also use the fact that a is an odd function. 
Then our expressions for the differences of the ek become: 

Remark 1. Each expression on the right is a perfect square, which shows that 

the square roots .,/ ek - ej are holomorphic on ~. 
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Remark 2. Using the q-product expression for (J found in Theorem 4 and 
substituting the special values for z yields the corresponding q-product expres­
sions for the differences of the ek' We can tabulate these, although we won't 
need them in what follows. Let q = q. and let as in Fricke, 

Then: 

Eil 

Ei3 

E51 

'" Po = IT (1 - q") 
n:l 

co 

P 2 = IT (1 + qn) 
n:;;;;l 

co 

PI = IT (1 - qn- t ) 
"=1 
'" P3 = IT (1 + qn- t ) 

"=1 

Since POPJP2P3 = Po trivially, we see that· 

PIP2P3 = l. 
It then follows that the product expansion for L\ is the desired one. However, 
we shall do it directly again below. 

Remark 3. Having given the differences of the ek in terms of the SD-function, 
we see that these differences are modular forms of appropriate weight. The 
classical literature went overboard on this. To read Weber, just to find lhe 
q-product expansion of A, one has to plow through all the formalism of these 
differences and the names given to the numerators and denominators occurring 
on the right in E2(, E23, E31 (they are theta functions with various indices). 
Of course, these modular forms oflow level are very useful in other applications, 
and provide computational data which should not be disregarded, but should 
be tabulated in its proper place. 

Let us now multiply together all the expressions Eik . We get cancellations, 
giving us 

e~(1)/2+~(.)(.+ 1)/2 ) 

~6 ~ 4 -'W-'Gh'; I)· 
We use the q-product for (J found in Theorem 4. To figure out A, we must 

therefore keep track of the exponential term, a rational function in q, and three 
types of infinite products. 

The exponential term is dealt with by using the Legendre relation 

1'/(1)r - I'/(r) = 2rri, 
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which will cause all the transcendental terms in the exponent to cancel. It 
comes out neatly, and we won't clutter up the page with it. 

For the product, let 
co 

P(z) = n (1 - q~q=)(l q~/q:)· 
,,"'1 

We have to study the product 

co 
= n (1 + q")(l - q2"+I)(1 + q")(1 _ q2n-l). 

,,=1 
co 

Let Po = n (I - q"). Then we get the efficient relation 
n= 1 

so that (miracle) 

P~ 
PP~ = 

-q 

P= 
1 
-q 

!! 

This contribution from the infinite product therefore reduces to a contribution 
of a rational function of q, which we can combine with the other rational 
functions of q arising from the expression for the cr-function in Theorem 4. 
We are therefore left only with the product 

You can work out the rational function in q which must appear in front, and 
you will find that all the terms cancel out except the desired q = qt. The power 
of 2ni must be 12, and is 12 (corresponding to the homogeneity degree of M. 
This gives us our desired q-product for L1. 

§5. THE ETA FUNCTION OF DEDEKIND 

We now use the symbollJ for a new function, and not for the quasi periods of(, 

We define the Dedekind eta function by 
co 

~(-r) = q;/24 n (1 - q~), 
,,=1 

where q qt = e2nit• It is holomorphic on the upper half plane .5. 
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Theorem 6. The etafunction satisfies 

11(' + 1) = eZ
r<i/24 1/(,) 

1/( -0 = -/ - i, 1/(,), 

where the square root is the obviously normalized one for, E i), taking positive 
values on the positive real axis. 

Proof The first relation is trivial from the q-product. As for the second) 
we know that ~, viewed as a function of two variables, i.e. 

is homogeneous of degree -12, so that 

(-1/,) (1(0 ~(-1/') = ~ 1 = ~ ~ 1 

Taking the 24-th root shows that 

11/( - 1/,)/ = /-/rl [1/(,)/. 

Note that J! is holomorphic on i). Hence the function 

1]( -1/,) 

~7T 1/(') 

is holomorphic on i) and has absolute value 1. By the maximum modulus 
principJe, it must be constant. Putting, = i shows that 

1 = C-/7, 
whence C = J /,/7 = -/ - i. This proves our theorem, 

We can now recover a fact used in our analysis of ramification in the modular 
function field, We have the definition of J, 

J = gil~. 

We want to see that its cube root exists as a modular function of level 3. Since 
g2 is homogeneous of degree -4 as a function of two variables, we find that 

g2( - II,) ,4g2(,)· 

On the other hand, from Theorem 6 we get 

1]8( - II,) = ,41/8(,). 

Furthermore, 

118(1 + 1) = e2ni/3178(r) and 
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Hence we obtain the transformation rule for Jt under the modular group. 

Theorem 7. Let Jt = 9zft/ B
• Then 

jt(t + 1) = e27t1 / 3 jt(t) and jt( -lit) jt(t). 

Similarly, 

Theorem 8. Letf ,jJ - I = 2793/YJ12. Then 

f(t + 1) = -f(t) and f( -lit) f(t). 

Corollary. The functions jt and ,jJ - 1 are modular functions of level 3 
and 2 respectively. 

Proof Let r SLz(Z) as usual, and let 9 = Jt, f = -. We have a 
representation of r on the space generated by J, 9 overC, which is abelian, 
with characters of order 3 and 2 respectively. However, letting S, T be the 
mappings 

Set) -lit and T(t) = t + I, 

we know that S, T generate the modular group, and so do S, ST which have 
order 2,3 respectively. The abelianized modular group can therefore have order 
at most 6, and has order 6 since we just found the appropriate representation 
for it. Let r 3 and r:l be the congruence subgroups of level 3 and 2 respectively. 
Then n±r3 has order 12 and r;r2 has order 6. Also, r3 has a normal 
subgroup whose factor group is cyclic of order 3, and r;r z has a normal sub­
group whose factor group has order 2. In this way we obtain another representa­
tion of r into a cyclic group of order 6, whose kernel must be the same as that 
of the previous one, because the abelianized modular group has order at most 
6. This proves that r 3 and r 2 leavef and 9 fixed, as was to be shown. 

§6. MODULAR FUNCTIONS OF LEVEL 2 

This section will not be used anywhere else, and is included as an example, 
for the sake of completeness, and because it fits with the computations involving 
e1 , e2, e3· 

We consider the congruence subgroup r(2) consisting of all elements 'Y. of 
SLiZ) satisfying the condition 

a == I (mod 2). 
Such a can be written in the form 
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with a, d odd and b, c even. Using arguments similar to those involved in 
determining a fundamental domain for the modular group, one sees that the 
elements 

and 

generate [(2), and that a fundamental domain for [(2) consists of the shaded 
region in the next figure. The mapping S2 carries the semicircle on the left onto 
the semicircle on the right. 

Fig. 18-2 

Let G6 = G = f/[(2) be the factor group, which is of order 6. It is re­
presented by the matrices: 

Define the function 

The homogeneity properties of the quasi periods of the Weierstrass zeta function, 
and of the u-function, show that the above ratio is pomogeneous of degree 0, 
and that our notation as a function of 7: is legitimate. Indeed, in the relations 
Ejk, the exponential factor is homogeneous of degree 0, and each factor involving 
(1 is homogeneous of degree 2, so that we get homogeneity of degree 0 when 
taking the quotient. 

It is now verified by direct computation that the six transformations of G6 

transform the function t. into the following six functions. 
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e2 - e3 1 e3 - el }. - 1 el - e2 ). = --- ---
e l - ej 1 - }. e2 - e l }. e3 - e2 

1 e l - e3 ;. e3 - e2 e2 - e l - -- = .--- 1 - ;. = ---
I. e2 - e3 }. - 1 e1 - e2 e3 - e1 

This yields a faithful representation of G6 on those six functions, and the fixed 
field consists of rational functions in j, with rational coefficients. The function 
i. generates the modular function field of level 2, which we denoted by F2 • We 
shall expressJ(t) as a rational function of ;.(t), namely we shall prove: 

:. '(t) = j8 (2 - ;, + 1)3 
J. - '2('_1)2 i I. ), 

(Recall that j( t) = 123 J( t) is the normalization whose q-expansion starts with 
1 jq.) 

To derive the above rational expression as in Ford's Automorphic Functions, 
consider the rational function 

( 1 )(;' - 1 )(1 )(). ) Q = (). + 1) ----=-' + 1 -.- + 1 - + 1 ~ + 1 (1 - I. + 1) 
1 I. I. }, I. 1 

(I. + 1)2(). - 2)2(2;. - 1 )2 

I. 2(}. - 1)2 

J n terms of e l , e2, f3, it becomes 

(e 2 + e l - 2e3)2(e2 + e3 - 2e l )2(e l + e3 - 2e2)2 

(e l - e2)2(e2 - e3)2(el - e3)2 
Q= 

But 

ej + e2 + e3 = 0 and e j e2e3 = ig3' 

The numerator of Q is then equal to 

(- 3e3)2(-3ej)2(-3e2)2 = ~~g~. 
The denominator is equal to 

}tf(9l - 27gD, 

which is~, up to the factor 1/16. Therefore 

Q = 27(1 - J). 

Since we had the original expression of Q as a rational function of }., it is then 
trivial to get the rational expression of j in terms of J., and it is the stated one. 

The function ;. is used by Deuring [8]. It is also taken by 19usa as one of 
the fundamental parameters in his theory of abstract elliptic functions [25]. 
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It is advantageous because it can be used instead of j to parametrize elliptic 
curves in a non-degenerate way, by means of the equation 

y2 l)(x ).), I. :f 0, 1, 00. 

The point I. =:: 0 lies above j 00, and is ramified of order 2. One can see 
directly (and thus confirm the general fact) that Q().) is ramified over Q(J) Q(j) 
of order 3 over j = 0 and of order 2 over j = 123 , i.e. J == I. A direct computation 
shows that the j-invariant of the above curve is precisely j, for i. :f 0, L As 
Igusa points out, the same parametrization is valid for all characteristics :f 2. 

One can look at the function I. from another point of view, namely as the 
analogue of a "Minkowski" unit in the function field. It can be generalized as 
follows. For an integer N > I, let 

~o(w2/N) - P(W3/N) 
- ~o(w3/N) . 

The expression on the right is homogeneous of degree 0, and hence gives rise 
to a function of TEfl, modular of level N. The function )'N obviously has no 
zero or pole on fl. It would be interesting to determine the part of the unit 
group it generates in the integral closure of Z[j] in the modular function field 
of level N, and to investigate its special values at imaginary quadratic points, 
to see if they generate the ray class fields. 





19 The Fundamental 
Theta Function 

§1. BASIC PROPERTIES 

Let L [OOI' OO2]' We defin.e 

wherer 
of degree 

Al/12(:J 

oot/oo2 and 1] is the Dedekind eta function. Then A 1/1:Z is homogeneous 
1, that is 

We define the function 

(1) f(z; OOI' OO2) = e-fqztl/",l A1/12(OOl' OO2) a(z; L). 

= q;;t1 A
l/12(OOl' OO2) qJ(z; OOl, OO2), 

where qJ is the function considered in Chapter 18, §2 (an adjustment of (J 

made to have period r). This function/is homogeneous of degree 0, that is 

(2) 

Therefore by Theorem 4 of Cpapter 18, §2, it has the q-product 

<Xl 

(3) f(z; r) = q;/12(qJ - qz IT (1 - q~qz)(l - q~/qz)' 
n=l 

Replacing z by - z shows immediately that 

(4) f(-z;r) = -f(z;r). 

259 
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In order to apply modular transformations easily, we also write the arguments 
offin vertical notation, 

Theorem 1. Let 1. = (~ ~) be in SL 2 (Z). Then there is a l2-th root of 

unity e(::x) such that 

III particular, if S = (~ 
SL2 (Z), then 

and 

-I) o alld T 

where eT and es are 12-th roots of ullit y. 

(~ :) are the usual generators of 

Proof We use the definition (1), and the fact that (f(z; L) is invariant under 
modular transformations. The factor involving the 12-th root of 6 picks up a 
J 2-th root of unity under a modular transformation (easily determined, using 
the functional equation of the eta function). The exponential factor does not 
change under T. Under S, it becomes 

which differs from the exponential factor involving 1'f2, (02 by the factor 

as one sees at once from the Legendre relation. The case of general a is treated 
in the same way, thus proving our theorem. 

Remark. We have treated the theta functions from the multiplicative point 
of view here, because of the applications which we intend to make, or did make 
(say to the discriminant Ll, or to seeing that JJ - 1 is a modular function). 
The theta functions have interesting additive expansions, for which there are 
many adequate references, say to Siegel [B14] or books on analysis like Hurwitz­
Courant, and they can be used to construct modular forms. A recent paper of 
McDonald, completing work of Dyson, also relates the multiplicative and 
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additive expansions to the general theory of affine root systems [29]. Considering 
the size of the present book, and the type of result considered here, I decided 
to omit the additive theory and its relation to the multiplicative theory, which 
could probably occupy another book. 

§2. THE SIEGEL FUNCTIONS 

Let u, v be real parameters. Define 

(7) O(U,V;T) = O((~);T) = feu vT;T)eniV(vt-ul, 

We can also write this in the form 

(7') O(u, v; T) = f( -(u, V)s(;); G)) e"iv(vt-u). 

This second way of writing the function shows more clearly the fact that in 

terms of G)' the factor involving the function f is homogeneous of degree O. 

However, the vertical way in terms of Ii, v makes it easier to state the trans­
formation formula with respect to IX E SLz(Z), which reads: 

(8) 

for some 12-th root of unity eo:. 
We prove this by looking separately at c( = T and C( S, using definitions 

and the formulas of Theorem 1 in the preceding section. The desired result just 
drops out. 

(9) 

(10) 

Two other formulas are also useful, namely 

D(u + 1, v; T) = _e-"iv D(u, v; ,) 

8(u,v + 1;,) = -e"iUD(u,v;,). 

These are consequences of the periodicity behavior of tp(z; T, 1), and the ex­
pression ofJ(z; " 1) in the definition off 

We shall use the above functions when (u, v) is a pair of rational numbers 
not both integers, which we denote by a = (al> az), in the same notation as for 
the Fricke functions. Suppose that N is the precise denominator of a (i.e. the 
least common multiple of the denominators of ai' az). Raising the expressions 
in (8) to the 12N power kills the root of unity, and raising the expressions in 
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(9), (10) to this power makes them periodic of period I with respect to u, v. Thus 
we define the Siegel functions of primitive level N 

H(a; 't) = HaC't) = e(a; 't)12N 

if N is the precise denominator of a. The periodicity relations (9) and (10) show 
that Ha depends only on the residue class of a (mod Z2). If (u, v) are a pair of 
rational numbers with precise denominator N, then we also write the Siegel 
functions in the form 

Relation (8) gives us a similar relation for the Siegel function, without the root of 
unity. Namely for C( E SL 2(Z), 

Replacing a by (X-la for any (X E SLiZ) shows that 

H2. H(a-1a; 't) = H(a; r:t.'t). 

Taking a == I (mod N) shows that Ha is a modular function of level N. As with 
the Fricke functions, we see that the modular group, operating on the upper half 
plane, induces a permutation of the Siegel functions of primitive level N. 

Using the product definition ofj(z; 't) given in §l, (3), we immediately find 
the q-product expression for the functions H Q • Let r, s be integers not both 
divisible by N. Then 

H3. H((r~N). 't) = 
SIN' 

Here, CN = e2ni
/
N

• 

As in the study of the Fricke functions, and the automorphisms of the 
modular function field, let G'a (for d prime to N) be the automorphism of the 
modular function field FN induced by the action 

(N H (~ 

on the roots of unity, and leaving the local uniformizing parameter q;IN fixed. 
From the q-product ofH3, we see that in the present case, if u, v have denominator 
N, then 

H4. 
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Recall also that we had defined automorphisms of the modular function 
field, namely u(o:) for 0: E GLi (Q) and u(g) for 

g E U = IT GL2(Zp)' 
p 

(As u is already occupied, we use g for elements of this product over all primes 
p.) The automorphism u(g) was defined relative to the coordinatization obtained 
by the Fricke functions. Their effect on the Siegel functions is, however, easily 
determined. 

This is merely the definition of how u(o:) operates on modular functions. 

H6. Let g E U and write 

g 2 (~ ~)o: (mod N) 

with some positive integer d satisfying d det gp (mod N) for all pIN, and 
0: E SL2(Z). Then on FN we have 

u(g) = O'dO'(O:), 

andfor any rational u, v with denominator N, we have 

Proof The first assertion is merely a repetition of the fact that we have a 
homomorphism of U into the group of automorphisms of FN , and of the matrix 
representation of the automorphism Ud on the Fricke functions as described in 
Chapter 6, §3. The second assertion follows by definition, and H4. 

Finally, we can use the functions H" to generate the modular function field: 

Theorem 2. The Siegel functions H" (a E Q2, a ¢ Z2, a has precise de­
nominator N) lie in the modular function field FN, and generate FN over Q(j). 
Theyare integral over Z[j]. 

Proof The proof is essentially the same as for the Fricke functions. For 
the integrality, we symmetrize, taking the product 

over all a (mod Z2) with precise denominator N. The coefficients are symmetric 
both for the action of SL2(Z), and the action of the automorphisms Ud (with 
d prime to N), and hence are modular functions in Z[j). The fact that the 
f~nctions H" generate FN is easily seen, and is left as an exercise. 
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§3. SPECIAL V ALVES OF THE SIEGEL FUNCTIONS 

Throughout this section, we let k be an imaginary quadratic field. We let b be 
the different of k over Q. We let f be an ideal of the ring of algebraic integers 
o = Ok' and assume f ::j: o. 

For the convenience of the reader, we recall that b-1 = ool is the set of 
elements I. E k such that 

Tr(i.o) c: Z. 

This condition on the trace (from k to Q) is equivalent with the condition 

which is the reason for the orthogonality sign. 
Let e be a fractional ideal of o. Following Siegel [B14] and Ramachandra 

[33J, if e = [ZI1 Z2] with zdzz E D, we put 

H(e) = H( (~~~;~j) ; ZI/Z2)"' 

Property HI shows that this definition is independent of the chosen basis of c. 
Furthermore, let b be an ideal (i.e. not fractional) which is prime to f. We define 
the Ramachandra invariant 

<prCb) H(b'O-lf-l). 

It is easy to see that if N is the smallest positive integer contained in f and 
c == bb-1f-1 = [Zl, Z2], then Nis also the precise denominator of the pair 

Cu, v) = CTr(zl), Tr(z2»' 

In particular, the function Hu•v has level N. 

Lemma. The value <pr(b) depends only on the ray class ofb modulo f. 
Proof Let \1 be an ideal in the same ray class, so that there exist two 

algebraic integers fl, v E 0 prime to T, such that fl := v (mod f) and 

va f..lb. 

Let the notation be as above. Then 

flb"b-1f-1 [pZj, flZ2] = vab-1f",l. 

Hence 

is a basis for ab-1 f- I , In view of the fact that Ha depends only on the residue 
class of a mod Z2, it suffices to prove that 

Tr( ~ z) Tr(zi) (mod Z) 
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for i = 1,2. For any prime p, let Dp be the local ring at p, and fp = fop. If plf, 
then . 

It follows that 

f1. 
- - 1 == 0 (mod fp). 
v 

(~- 1)Zi Eh -
1

, 

whence the trace of this element lies in Z. This proves our lemma. 

Let J(f) be tlie monoid of ideals prime to f, let P1(f) be the subset of Jrf) 
consisting of those ideals which are principal, generated by an element f1. == 1 
(mod n, and let Gf be the ray class group J(f)/P1(f). In view of the lemma, for 
any ray class R in Gr, the value <pf(b) is independent of the choice of b prime 
to f in the class, and defines what we denote by <Pr(R). 

Theorem 3. Let f be an ideal =P 0 in the imaginary quadratic field k. For 
any ray class R E Gf, let R' be its complex conjugate. Let (R, k) be the Artin 
automorphism on the ray class field with conductor f. Then <Pi(R) lies in the 
ray class field with conductor f', and 

<Pr(R)(S',k) = <Df(RS). 

Proof. Let a be an ideal in the ray class S' of T', relatively prime to ff'. 
Let d = Na so that do = aa'. Let 

bb-1f-1 = [Zl' Z2] 
as before. Let 

f = H u•u where (u, v) = (Tr(zj), Tr(z2»' 

Let s be an idele of k such that sp = 1 unless pld, so that in particular sp = 1 if 
pIN, and such that spop = ap (for instance you can take for sp a generator of the 
locally principal ideal 0Cp) over o(P»' Then spbb-lf- l = (obh-1f-1)p' Let q(s) be 
the embedding ofs in GL2(Af ) given as in Shimura's reciprocity law of Chapter II 
§l, so that 

Then q/sp) = I if p{d. We shall apply Shimura's reciprocity law, 

<Di(R)(a-I,k) = f(Z)/Z2)(S-I,k) = f a (q(S))(Zl/Z2)' 

Let CI. E M{ (Z) be such that 

is a basis of abb-lf-l. Then det CI. = No = d. Furthermore, 

and 
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both form a basis of(abb-1f-1)p over Zp, for allp. Hence there existsgp E GL2(Zp) 
such that . 

gpqp(sp) = ex for all p. 

By definition, q(s) = g-la and a(q(s» = a(g-l)a(a). The effect of 9 on any 
function in FN is determined by its congruence class mod N, since on the Fricke 
functionsla we have 

I ,,(g) = {' 
a Jag' 

For all piN we have gp = a. Let (:J E SL2(Z) be such that 

9 == (:J(6 ~) (mod N). 

Then a(g) = a({:J)ad' Let e be a positive integer such that 

ed == 1 (mod N). 

Then on FN we have a(g-l) = aea({:J-l), whence by H6, 

H:~~(s))(zdzz) = Heu,v(p- l a(zl!zZ» 

The ray class (modulo f') of a'-l is that containing ea. Therefore 

<J>rCRS) = H(eabb- 1r- l) = H(eaTrG~> r:I.(Zl!ZZ»)' 

Since Ha depends only on the residue class of a mod Z2, it now suffices to verify 
that 

{:J(~ n == ea (mod N). 

This is now clear, because for piN, we have gp = :x, and therefore 

a == (:J(~ ~) (mod N). 

Thus we have shown both that if a E Pl(D, then (S-1, k) acts trivially on WI(R), 
and that in general, it acts according to the formula stated in the theorem. 
This proves that WI(R) lies in the ray class field of f', and also proves the desired 
formula. 

The above theorem is due to Ramachandra [33]. Here it comes like all others 
of its kind as an immediate consequence of the Shimura reciprocity law. Observe 
that Ramachandra has the usual troubles at the two "singular" points i and p, 
taken care of once for all by the theorems of Chapter 9, §3 describing the 
various inertia groups, and the Shimura reciprocity law which ends up by 
making no distinction at these points. 



20 The Kronecker Limit 
Formulas 

§l. THE POISSON SUMMATION FORMULA 

Let / be a function on R. We shall say that / tends to 0 rapidly at infinity 
jf for each positive integer m the function 

XH Ixlm/(x) 

is bounded. We define the Schwartz space S to be the set of functions on R 
which are infinitely differentiable and which tend to 0 rapidly at infinity, as well 
as their derivatives of all orders. . 

Example. The function is in the Schwartz space. Any C TJ function with 
compact support is in the Schwartz space. 

We define the Fourier transform of a function/in S by the integral 

J(y) f~(1j f(x) e-21Cixy dx .. 

Differentiating under the integral sign shows that J is CTJ and tends rapidly 
to zero at infinity (it is in fact in the Schwartz space but we won't need this), 

Poisson Summation Formula. Let/be in the Schwartz space. Then 

L fen) ::: L len). 
nliiZ nEZ 

Proof Let 
g(x) L f(x + k). 

kEZ 

The convergence 'is obviously absolute and uniform on compact sets, and we 
see that g is periodic with period J, and ex:. Its Fourier coefficients are defined by 

267 
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Cm = I~ g(x) e-2~imx dx. 

Integrating by parts, one sees that Icml ~ Cflml 2 for some constant C (essentially 
the sup norm of the first two derivatives of g). Hence the Fourier series converges 
to g. We have 

L cm = g(O) = L f(m). 
meZ mEZ 

On the other hand, interchanging a sum and an integral, we get 

C
m 

= I· 1 g(x) e-2~imx dx = L II f(x + n) e-2~imx dx 
o n 0 

= L II f(x + n) e-2~im(x+n) dx 
n 0 

= I:", f(x) e-2~imx dx = J(rn). 

This proves the formula. 

§2. EXAMPLES 

The function hex) = e-~xl is self dual, i.e. h = h. One merely has to differ­
entiate under the integral sign and integrate by parts to see that 

h'(y) = -2rryh(y). 
It follows that 

fi(y) = C e-~yl 

for some construct C. Using the standard integral fiCO) shows that C = l. 
Letfbe in the Schwartz space, and let g(x) = f(x + c) for some constant c. 

Then 

g(y) = ehicy j(y). 

This just comes from changing variables in the integral defining g. 
Similarly, let g(x) = f(bx) where b > O. Then 

g(y) = ~j(~) . 
Again this comes from a trivial change of variables in the integral. 

If we let 
O(t) = L e-~nlt 

nEZ 
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with t > 0, then we obtain the relation e(t-l) = tte(t), or 

'\' 1 -"n2 /t -1..J- e - nez-Vi 

known as the functional equation of the theta function. 

269 

From it we shall obtain the functional equation of the zeta function defined 
for Re(s) > 1 by the ~eries 

Recall that 

1 
((s) = '\' . 

1..J nS 

r(s) e- I t S _ f
ro dt 

t ' o 

and also recall the invariance of the integral with respect to multiplicative 
translations, that is 

f
oo dt ,"00 dt 

feat) = J f(t) 
o tot 

if a> 0 andfis absolutely integrable. Select a = nn. Then let 

F(s) = 7t-sr(~)'(s) = ff:/:) £ e-,,"2 r el2 ~ • 
2 .0 11= 1 t 

Under the integral on the right we have essentially the theta function, except 
for its term with n = O. 

Let 
oo 

<pet) = l: e -"n~l, 
n=1 

so that 2<p(t) = eel) - I. Then we obtain 

F(s) = ISl2 <pet) foo dt 

o t 

t'll <pet) _. + t- sj2 <p(1ft)-, r
oo . dt fOO dt 

., I t 1 t 

The functional equation of the theta function immediately implies that 

n-S!2r(-=)(S) = _1_ 
2 s- 1 

+ <p(t)[ii + (2J - . 
1 foo . 1-$ dt 

sIt 
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The right-hand integral is absolutely convergent for all 5, and this whole ex­
pression is invariant under S H 1 - 5, so we obtain the analytic continuation 
and functional equation of the zeta function, following Riemann's original proof. 

The argument is typical of all proofs of functional equations, and of ex­
pressions for functions of zeta type, especially those which we shall give for the 
Kronecker limit formula in a moment. 

§3. THE FUNCTION K.(x) 

Let a, b be real numbers> O. Define 

Kl. 

This is like an integral for the gamma function, but is much better, because first, 
it is more symmetric, involving both t and l/t, and second, it converges absolutely 
for all complex s, because the presence of 1ft cures the blow up which occurs 
for the gamma integral near O. 

Let us use the invariance of the integral under multiplicative translations, 
b 

and let t H-t. We find that 
a 

K2. Kia, b) = (~y K.(ab) 

where for c > 0 we define 

K3. Kic) . fro e-c(t+ J/t) t't!.!. . 
o t 

In general, this integral cannot be changed any further, and we note that 

K4. 

proved by letting t H t- I and using the invariance of the integral on R+ by this 
transformation. 

However, for 5 = i, the integral collapses to 

K5. 
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whence 

K6. 

The proof of K5 is easy, and runs as follows. Let 

g(x) = Kt(x) = e-x(r+ l/r) tt - . f'YJ dt 

o t 

Let t f-4 tlx. Then 

g(x) = -= e-(r+x
2 /r) tt - . 1 fOCJ dt 

, .Jx 0 t 

Let hex) = .Jx g(x). We can differentiate hex) under the integral sign to get 

1I'(x) = -2x e-(r+x2/ r) t-t -. f'YJ dt 

2 t 

Let t f-4 t- 1 , use the invariance of the integral under this transformation, and 
then let t f-4 t/x. We then find that 

h'(x) = -2h(x), 
whence 

hex) = Ce- h 

for some constant C. We can let x = 0 in the integral for hex) (but not in the 
integral for g(x)!) to evaluate C, which comes out as rm = .Jir.. This proves K5. 

It is also useful to have an estimate for KsCx), namely: 

K7. Let Xo > 0 and 0"0 ~ 0" ~ 0"1' There is a number C(xo, 0"0, 0"1) = C 
such that if x ~ xo, then 

K,ix) ~ C e- 2x
. 

proof First note that t + I/t ~ 2, if t > O. Split up the integral as 

f 'YJ = fIlS + fS + fOO. 
o 0 1/S S 

The middle integral obviously gives an estimate of the type Ce- h
. To estimate 

the first integral, note that if t ~ 1/8, then 

1 1 
-:2:4+-. 
t - 2t 

Hence 

e-x(r+ l/r-2) tt1 .!. ~ e- 2x e-xQ(r+ 1/21) t" -.! fIlS d fils d 

o tot 

which is of the desired type. The integral to infinity is estimated in the same way, 
to conclude the proof. 
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The preceding formulas provide the basic formalism of the K-function. 
We suggest to the reader that he skip the following properties until he needs to 
use them, or to give alternate proofs for identities which he knows already. 

K8. u = n: ----J"" 1 d ;- r(s -
_",,(u 2 +IY "\ 

for Re(s) > 1-. 

Proof Consider 

J
<Xl 1 JOC! Jro 

r(s) . 2 l}S du = 
-<Xl (u + -"" 0 

1 dt 
+ 1)' t$ t duo 

Let t r--> (u 2 + l)t and use the invariance of the integral with respect to dt/t, 
relative to multiplicative translations. The formula K8 drops out. 

The above formula allows us to find the first term of the expansion of the 
right-hand side at s = 1, which will be needed. There are of course alternate 
proofs for this (using the functional equation of the gamma function), but it 
does no harm to get it in the spirit of the present section. Putting s = 1 in the 
integral ofK8 yields the value n: because 1/(u2 + 1) integrates to the arctangent. 
To get the coefficient of s - I in the expansion, we differentiate under the 
integral sign with respect to s, and we must evaluate the integral 

J"" log (u 2 + 1) 
-~--du. 

-00 + 
To do this, I use a trick shown to me by Seeley. Let 

g(x) = du J
er. log (U

2
X

2 + 1) 

o + 1 

so that g(O) = O. Differentiating under the integral sign and using a trivial 
partial fraction decomposition yields 

g'(x) = _n:_ , 
1 + x 

x> O. 

Hence g(l) = n: log 2. This gives us 

r(s - t) 1-rw = ",n:(I - (s - 1) log4 + .. '). 

Finally in questions related to the second KroneGker limit formula it is 
sometimes useful to know the next identity. 

K9. for Re(s) > t. 
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Proo.f Again as in K8, write down the integral for res), interchange the 
order of integration, let t f-+ (u 2 + I)t and use the fact that e-x2/2 is self-dual for 
the Fourier transform normalized as 

J:"" f(x) e-
ixy 

dx. 

Then let t f-+ xt. The desired formula drops out. 

§4. THE KRONECKER FIRST LIMIT FORMULA 

Let, = x + iy be in the upper half plane, y > O. We are interested in the 
function E(" s) defined by the series 

yS 
E(" s) = If -I -+-~12s' 

m,n m, n 
Re(s) > 1, 

the sum being taken for all integers (m, n) 1= (0, 0). 
We want to get its constant term in the expansion at s = 1. We shaH derive 

an analytic expression for E(" s) which will exhibit a simple pole at s = 1 with 
residue n, and will show that otherwise it is holomorphic in the complex plane. 
From this expression, we shall be able to read off the first two terms. 

Kronecker first limit formula. Let qr = e2nir, and let 

"" ,jeT) = q;/24 n (1 - q~). 
n=1 

Let y be the Euler constant. Then 

E(" s) = s ~ 1 + 2n(y - log 2 - log (Jy 117(,)1)2) + O(s - 1). 

Proo.f Let, = x + iy, so that 
1m, + nl2 = (n + mx)2 + m2y2. 

As in the functional equational equation for the zeta function, we start with 

n-s['(s) = J"" e- nat tS ~ . 
as 0 t 

Therefore summing E(" s) first for m = 0 and then m 1= 0, we find: 

(4.1) n-sr(s)y-SE(" s) 

= 2n-sr(s)((2s) + 2 L L e- n[mr+n[2 t tS - . "" J"" dt 
m= 1 0 n t 

= 2n-sr(s)((2s) + 2 I I e- n(n+xm)2t e-ny2m2t tS - • "" f"" dt 
m=1 0 n t 

= I + II. 
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We now apply the Poisson summation formula on the sum over all n E Z under 
the integral, yielding 

L e-,,(n+xm)2r = l L e21tixmn e- 1t"'/t. 

n .Jt n 

The square root of t in the denominators will combine with tS to give tS-~. 
We now split the sum over n into two parts, with n 0 and n =f. 0. When n = 0, 
we essentially get a zeta expression, so that the corresponding term in the right­
hand side of (4.1) is 

(4.2) 
00 ""0 dt 

IIn=o = 2 L J e - 1ty
2
m

'r tS
- t 

m=l 0 t 
= 2n-(s-t) y-2(S-t) r(s - tK<2s - 1). 

Next we deal with the term lIn>' 0, which is 

(4.3) 

Therefore the expression in (4.3) is an entire function of s, as one sees by an 
easy estimate for K, but what concerns us is that this expression is holomorphic 
at s = I. Using (4.1), (4.2), and (4.3) now gives the analytic continuation of 
E(r, s), and it would be easy to get the functional equation, having a form 
similar to that of the zeta function. We concentrate our attention at s = 1, in 
which case 

(4.4) 
00 1 

at s = 1 is equal to 2 L L e2"ixmn - e - 2ymJnJ 
m=l ">'0 my 

Recall that 
q. e2"i(x+iy). 

Looking at q,;,n + q:;mn (arising from positive and negative values of n), and using 
formula K6, we find that 

(4.5) 
00 1 00 

4 L Re L q~n 
m 1 my n=1 

4 <lC 

- L log Iq - q~1 
Y 0=1 

; (log Iq(r)1 + ~i) 
4 rc 

::::: - y log I Il(r) I - 3 . 
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Putting all our terms together, we obtain 

(4.6) n-sr(s)y-S£(r, s) = 2n-T(s)((2s) + 2n-(s-tl y-2(s-tlr(s - tX(2s - 1) 

4 n 
- - log II1(r)1 - - + 0(5 - 1). 

y 3 

Since ((2) = n2/6, we see that the term arising from ((2s) will cancel - n13. 
Divide by n-T(s), setting s = I. From simple identities with the gamma 
function, or from KS, one knows that 

res - t) -
-----=:r(-:-:-5)- = In (1 - (s - 1) log 4 + ... ) 

while 

1 
((2s - 1) = 2( + y + 0(5 - 1). 

s - 1) 

Multiplying by yS we,still have to expand 

y'y-2(s-tl = i-s = 1 - (s - 1) log y + 0(5 - 1)2. 

Putting all this together shows that 

n 
£(r, s) = -- - n log y + 2n(y - log 2) - 4n log 1'7(r)1 + O(s - 1), 

s - 1 

which is another way of writing Kronecker's formula. 

Remark. The formula can be generalized to arbitrary number fields, the case 
treated above corresponding to the rational numbers. One uses the sum over 
pairs of integers of that field. For each real absolute value, one takes a copy 
of the upper half plane. It was unknown until very recently what to do for the 
complex absolute values, but as shown in Asai [I] one merely has to take the 
quaternion upper half plane in this case. The quaternion upper half plane can 
be represented as the set of matrices 

(~ -;) 
where z is a complex number, z' its conjugate, and u > O. You then end up with 
a multiple integral of K-functions, which does not collapse to an exponential 
function, and yielcis a function analogous to 10gllJ('r)l. Asai discusses precisely 
several aspects of the analogy. However, the connection with abelian functions 
and moduli remains to be worked out. 
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§s. THE KRONECKER SECOND LIMIT FORMULA 

Let u, v be real numbers which are not both integers. We define 

E () '" e2ni(mu+n v} -~--=-V,v r, S = f-, 
(m,n};Io(O,O) Imr + 

forr x + iy in the upper half plane, The series converges for Re(s) > l. 

Second limit formula. The junction Eujr, s) can be continued to an entire 
junction of s, and one has 

Ev,.(r, 1) = -TC log If(u - vr; r)q~2/212, 
where 

'" fez; r) = q;/12(qt q:-1) n (1 - q~qz)(l - q~/q=) 
n=1 

is the funcNon studied in Chapter 19, § I. 

Proof We follow Siegel [814]. We shall not need any property of f other 
than its definition as the above product. We carry out the proof first for the 
values 

and O<v<1. 

The extension to the general case will be done afterwards. 
As in the first formula, we split off the sum taken for m = 0, so that, 

abbreviating EL.ir, s) by E(r, s), we get 

e2ninv , 1 
y-SE(r, s) = L + L e2nimll L e2rdnv 2 •• 

n*O m;loO n Inn + nl 
At s I, the first sum is a standard Fourier series, 

L e2ninv = 2TC 2(V2 _ V + ~) . 
n;loO 6 

The second term is dealt with by using the Gamma integral, and is equal to 

-'- '5" e2ninlll '5" e 27tin l' e-7tllmr+nI2 t' _ . r,;' J'" dt 
res) m70 0 -; t 

We write r = x + i)" so that Imr + I1J2 = (11 + mx)2 + m2y2. The second 
term is equal to 

S'-'::t;i d ..::....,. L e 2nim(U-vX}J L e-nr(n+m •• -iV/I) e-7t(ly2m2+v2/1} ts ",! 
r(s) m;loO 0 n t 

We apply the Poisson summation formula to the inner sum over n. This sum 
is then equal to 

1 L e-nn'/I e 2nin(m:c-iv/t). 

n " 
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Therefore the second term is equal to an expression which involves a Ks-t 
integral, which is seen to be entire in s. At s = I, the second term is equal to 

~m dt 
n; L e 21tim(u-vx) L e 21[inmxJ e-lt[lmZyz+(n-vl'/I] t1: • 

m¢O not 

The inner integral is of the form Kt(a, b) = J; e-2ab
, and therefore our second 

a 
term is equal to 

n; L: eZ"im(u-uxl L: e21tinmx 1 e-21tyln-vllml. 
m;ioO n Imly 

The sums converge exponentially, and can be reversed, so that we sum over n 
first, and then over m -:f. O. This is the only point where we use v -:f. O. For v = 0 
one has to take the term with n 0 into account separately, and then interchange 
the summa.tions. The arguments are similar. We obtain for v -:f. 0, 

, E(r," 1) = 2n2(v2 - v + ~)y + n; L L ~ ehi(m(u-vxl+nmx+iyln-v: iml] 
6 n m¢O Im[ 

For Irl < I we have 
OCI rm 

log(1-r)= L: 
m= 1 nz 

We evaluate the double sum over nand m -:f. ° by distinguishing cases, dealing 
first with n = 0, and then with the four cases corresponding to n -:f. 0, m -:f. O. 

Take first n 0. Then we have the double sum 

which therefore yields 

f ~ e 21[im[(u-vx)+iyv] + f 1 e2lti[-(U-L'xl+iyu]m 

m=! In m=! nl 

-log (1 - e21ti(u-Vi'»)(1 _ e-Zlti(u-v<l). 

Let z u - vr. The term corresponding to n ° can be rewritten 

IQg (1 - e- Z1[iZ)(1 _ e21[iZ). 

But 

(1 - e- Z1[iz)(1 - e 21tii) (eniz _ e-lti=)(e-ltii _ e"/i) e"i(i-:) 

= Iqj - q;tl e- 21[VY. 

Hence the term corresponding to n = ° is equal to 

n;(-Iog IqJ - q;tl + 2nvy). 
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Now observe that 2rr 2 vy cancels the - 2rr2 vy arising from the very first expres­
S1On. 

Next, we consider the four sums separately, arising from the cases 

n > 0, n < 0, m > 0, m < 0. 

Consider first the case with n > 0 and m > O. Summing over m yields 

£ e2 :ri[u-Dx+nx+iy(n-D)]m = L ~ e21ti(u-vr+nr)m = -log(1 - q~qz)' 
m= 1 m 1 111 

One of the other cases will contribute the complex conjugate of the above 
expression, and the two other cases will contribute the factors of type (1 - q~/qz) 
and their complex conjugates. This accounts for the big double product in the 
functionJ(z; 1'). 

There remains to prove that 

2rr2 yv + trr2 y 

This is easily done as follows: 

jq;/12/2 = e21tir/12 e-21tir/l2 =:: e-Z1ty/6. 

Taking -rr times the log of this expression yields the term 2rr 2y/6. The other 
term is computed in a similar fashion. This concludes the proof. 

We still have to make the appropriate remarks when u, v do not lie between 
o and I. In that case, we note that the series defining Eu.lr:, s) is obviously 
periodic in u and v. On the other hand, from the definition ofJ(z; '1:) as a product, 
we see that the right-hand side of the formula is obviously periodic in u. A short 
computation again using the product definition shows that it is also periodic 
in v. This takes care of the general case. , 

The second limit formula will be applied to the case when u, v are rational 
numbers with exact denominator N> L Referring back to the definition of the 
Siegel function H of Chapter 19, §2, we see that in this special case, we can write 
the limit formula in the form 

EII)1', 1) = 
rr 
-log 
6N 

We shall use it as such when we look at L-series later. 



21 The First Limit Formula 
and L-series 

§1. RELATION WITH L-SERIES 

Let k be an imaginary quadratic field, with discriminant -dk < ° so that 
dk is the absolute value of the discriminant. Let 0 be an order in k, and let (1 be 
a proper o-ideal class. We define the zeta function 

1 
((s, (1) = L Na s 

taking the sum over all proper o-ideals a in the class. We can define Na to be 
the unique positive integer which generates aa', where a' is the conjugate ideal 
to a. (Refer back to Chapter 8, §I, to see that this makes sense.) Fix some 
proper o-lattice in the inverse class (1-1. Then ab = cea) is principal, and the 
association 

a f-t ea 
gives a bijection between the proper o-ideals in (1 and o-equivalence classes of 
elements of b. (Two elements of k are called o-equivalent if their quotient is 
a unit in 0.) In what we do later, b will only enter homogeneously of degree 0, 
so we assume right away for convenience that b = [r, 1]. Any proper o-Iattice 
is always equivalent to a lattice of this type. Then we can rewrite the zeta function 
in the form 

NbS 1 
((s, (1) = - L N;:s' 

w. ~Eb .. 

where w. is the number of roots of unity in 0 (the only units in an imaginary 
quadratic field are roots of unity). This also can be written as 

NbS 1 
((s, (1) = -L'I + 12s' w. m,n Inr n 

where the sum is taken over all pairs of integers (m, n) =f:. 0, 0). 
279 
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Note that NaNb = N~O! so that the b really appears only as the usual 
convenient means of making ideals principal. 

The discriminant of b is given by 

D(b) = 11 r /2 = (r' _ r)2 = _(2y)2 
1 r'l 

if r = x + iy and y > O. On the other hand we have 

D(b) = Nb 2 D(o), 

where D(o) is the discriminant of o. Hence we have a third expression for the 
zeta function, namely 

(1) 1(2)" yS ((5, Ci) = - -= L 2s 
Wo .Jd. m,n Imr + nl 

where we see appearing the Eisenstein series for which we know the Kronecker 
limit formula. Here do is the absolute value of the discriminant of o. 

It will be slightly more convenient to deal with 6 than with 11, and we note 
that the absolute value signs in the Kronecker limit formula anyhow eliminate 
the ambiguity of the possible roots of unity. As in Chapter 12, define 

g(b) = (27t)-12Nb 6 16(b)1 = (27t)-12N([r, 1])616(r)I. 

This function is an invariant of the equivalence class of b, because considering 
;.b instead of b, we see that 1;.112 comes out of the norm sign, and 1;.1-12 comes 
out of the 161. So we can write 

g(b) = g([f.,), 

where [f., is the proper o-Iattice class of b. 
We use the beginning of the exponential series 

( 
2 )S-1 2 

-;- = 1 + (5 - 1) log 1_ + "', 
"\ do -y do 

and we find the expression for ((5, Ci) which we wanted, suitably normalized, 
namely 

(2) 1 27t ( 1 1) ~(5,Ci) = Wo.Jd. 5 _ 1 + 2y - log do + 610g g(Ci-
1

) + O(s -1). 

Let X be a character of the proper o-ideal class group Go. We define the 
L-series 

L,(s,X) = ~X(CiK(5,Ci) = 0(1 _ ~:~)-1 
with the product taken over all proper irreducible o-ideals. Let 1 be the trivial 
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character. If X t= I, then taking the sum of X(a) over all a yields O. Hence the 
terms independent of the class (i.e. the polar term involving the residue, and the 
universal constants) will disappear after taking the sum, leaving us with 

Theorem 1. Let X be a non-trivial character of the proper ideal class group 
Go of all order 0 in k. Then 

L o(1, X) = - 3 1t j_ L x(a) log g(a ~ 1). 
wo-ydo (t 

011 the other hand, if ho is the order of Go, then 

21tho 1 
Lo(s, 1) = (0(5) = j-~ + .... 

wo-ydos- 1 

It will be convenient to split the product for the L-series and the zeta function 
into factors involving the conductor and factors not involving the conductor. 
Thus if c is the conductor of D, we let 

( 
1 )-1 

(0(5, c) = n 1 - NS 
pic p 

and 

( 
1 )-1 

Po(s~ c) = n 1 - N---S 
pic P 

The second product is taken over the irreducible proper D-ideals p dividing the 
conductor. We use a similar notation for the L-series. For the zeta function, 
we then have 

(o(s) = (o(s, c)Po(s, c), 

and for the full ring of algebraic integers, 

(k(S) = (k(S, c)Pk(s, c). 

For the L-series, factors Po(s, X, c) and Pk(s, X, c) would appear. 
Let K = k(j(D)) be the class field corresponding to the order o. It is contained 

in the ray class field with conductor c, and thus all primes not dividing care 
unramified in K. If p is prime to the conductor, then we have a formal relation 

n (1 - _1 ) = IT (1 _ X(p )) 
'PIp N$S all X Nps' 

whose proof we reproduce for the convenience of the reader. Let 

u = Nps. 

Then N'l3 = (Np)f and so our relation amounts to 

(1 - uf )' = n (1 - X(p)u), 
x 
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if POK = 'P 1 ••• 'Pr. The cyclic group generated by P in Go has order I by 
definition of the Frobenius automorphism. Let I/t 1, ••. , I/t I be the distinct 
characters of this cyclic group. If 'I is a primitive I-th root of unity, then we 
can make these characters correspond to 

I/t,(p) = 'f' 
Let Xl'" -, X, be the characters of G./{p}, i.e. the characters of Go which are 
trivial on p. Then the products XI'I/t, constitute all of the character group of Go­
Hence 

I-I n (1 - xCp)u) = n (1 GuY = (1 - uI )', 
z .-0 

thus proving our relation. In terms of L-series, it yields: 

Theorem 2. We have a relation 

(K(S, c) = ekeS, c) n Lk(s, X, c). 
1:;'1 

Both sides have a simple pole at s = 1. The residues must therefore be equal. 
One knows from elementary analytic number theory that the residues are given 
by the expressions 

and 

where 2r2 [K: Q] = 2110 because [K: k] = ho• Thus rz = ho• As usual, 
WK is the number of roots of unity in K. From the definitions, we therefore find 
that 

and 

while 

Lo(l, x, c) = Lo(l, X)Po(l, X, C)-I. 

From Theorem 2, we therefore obtain the corresponding relation for the residues. 

Theorem 3. Let 0 be the order with conductor c, and K = k(j(o». Then 

PK(C) = Pk(C) n Po(I, x, C)-1(3 ~ L x(a) log g(a- 1»). 
1:,0[ wo"\! do a 

We observe that since the residue of the zeta function is not 0, it follows 
that for any non-trivial character X of Go, the sum 

L x(a) logg(a- l
) 

u 

is also =f. 0. 
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In the next section, we shall do some elementary algebra involving the 
Frobenius determinant to transform some more the final product in Theorem 3. 

The above results are essentially due to Fueter [14), who gets the class 
number relation implicit in the above, when we substitute the values for the 
residues of the zeta function. Our exposition follows Siegel [B 14], and (B 15], 
§27.3, who phrases his results in terms of the absolute class field, but there is no 
change in the application to the ring class fields, taking into account the primes 
dividing c as separate factors, as done above. Meyer [B8) does it in general. 

We return to the values of the .1 function. Let 

!/I(O) 
.1(0) 

.1(Ok) 

for any proper o-ideal a. Recall that Ok OOk' 

Following Ramachandra's idea [33], we shall now see how Theorem 3 
implies a non-degeneracy statement for the values !/I(o) = .1(O)!.1(Ok)' 

Theorem 4. Let 0 be an order in k. Then 

k(jCo» k(j(ok),6(o)!.1(ok»' 

Proof First we state a lemma. If G, E Go we let G,k be its natural image in 

Lemma. Let S be the kernel 0/ the homomorphism Go - Gok • Let X be a 
character o/G., which is non-trivial on S. Then 

L X(G,)logg(G,k) O. 
(ieGo 

Proof The sum over G, E G. can be broken up into two sums 

L L X(G,) log g(.$). 
fIleGok Cik=fIl 

The distinct elements a such that G,k is equal to a fixed .$ constitute a coset of 
S, and since X is non-trivial on S, it follows that the inner sum is 0, as desired. 

Next we make two remarks on how we can change the sum over G, in 
Theorem 3 in a convenient way. We can replace G, by CX-I and X by rl, and 
we thus see that if X is non-trivial on G., then 

L xCG,) log g(CX) =1= 0. 
(1. 

Furthermore, if C is a positive number, then 

L X(CX) log C = 0. 
a 

Now we come to the proper part of the proof. We have a tower of fields 

k c k(j(oJ) c k(j(o)) = K, 
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with Galois group Go for the full tower Kover k, and Go. for the base level, 
between k and k(j(Ok»' The Galois group of the top level is precisely the kernel 
S of the homomorphism 

Go - Go.· 
Suppose that there is an element (J' E S, (J' ¥ 1 which leaves t{I(o) fixed. Let 
$ E Go be such that (J' = 0'($), the Artin automorphism. Let X be a character 
of Go such that X($) ¥ I. Let a be a representative ideal of a, prime' to the 
conductor. In view of our remarks, we can replace g(a) in the sum 

L x(a) log g(a) 

by 

\6(0)\ 
16(a

k

)1 (2n)-12 Na6 \6(ak )\ = !t{I(a)lg(a k ), 

without affecting the values of this sum, and in particular the fact that it is ¥ O. 
Recall that by Theorem 1 of Chapter 12, §I we have 

t{I(O)'1(a-Ij = t{I(a), 

if 0'(a- 1
) = (a-I, k) is the Artin automorphism. By the lemma, we conclude that 

L x(a) log It{I(a») ¥ o. 
(i 

Let {$i} be the subgroup generated by $. Let {av } be representatives for the 
co sets of G./{$i}. Then the sum over a can be replaced by the double sum 

L L: X(a,,)x($i) log /t{I«(j,v)/, 
\' i 

because t{I«(j,) depends only on the coset of (j, mod {$i}. Since 1. was chosen 
non-trivial on $, our last sum must be 0, a contradiction which proves Theorem 4. 

§2. THE FROBENIUS DETERMINANT 

Let G be a finite abelian group and (; = {X} its character group. We have 
the Frobenius determinant relation: 

Theorem 5. Letfbe any (complex valued)function on G. Then 

n L x(a)f(a- I
) = det f(a-1b). 

lEG DeG D,b 

Proof Let Fbe the space of functions on G. It is a finite dimensional vector 
space whose dimension is the order of G. It has two natural bases. First, the 
characters {X}, and second the functions {Db}' bEG, where 
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Obex) = I 

ObeX) = 0 

if x = b 

if x f= b. 

For each a E G let Talbe the function such that Tof(x) = f(ax). Then 

(ToX)(b) := x(ab) = x(a)x(b) , 
so that 

So X is an eigenvector of T", Let 

T :E f(a-I)T". 
"eG 

Then T is a linear map on F, and for each character X, we have 

T [:E x(a)f(a-1)]x. 
"f!iG 

285 

Therefore X is an eigenvector ofl T, and consequently the determinant of T is 
equal to the product over aU X occurring on the left~hand side of the equality 
in Theorem 5. 

On the other hand, we look at the effect of T on the other basis. We have 

T"Ob(X) = ob(ax), 

so that ToOb is the characteristic function of a-I b, and 

T,,01! 0o-lb' 
Consequently 

From this we find an expression for the determinant of T which is precisely 
the right-hand side in Theorem 5. This proves our theorem. 

Theorem 6. The determinant of Theorem 5 splits into 

det f(ab 1) = [:E f(a)] det [I(ab- I) f(a)]. 
".b Of!iG D.b* I 

Therefore 

Proof Let al = I, .. " a. be the elements of G. In the determinant 

f(ala~l) f(al,a l l ),., f(al,a;I)1 
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add the last n - I rows to the first. Then all elements df the new first row are 
equal to LI(a-1) = LI(a). Factoring this out yields 

1 1 1 

f(a 2a11) f(a 2a2 1) ••• f(a2 a;;1) 

[L f(a)] 
aeG 

f(a na11
) f(a na2

1) ••• f(a na;;l) 

Recall that at is chosen to be 1. Subtract the first column from each one of the 
other columns. You get the first statement of the theorem. 

On the other hand, the function I can be selected so that the elements 
{I(a)}, a E G, are algebraically independent over Q, and therefore the factoriza­
tion given in this first statement for the determinant is applicable in the poly­
nomial ring generated over Z by the variables I(a). Combining the first statement 
with Theorem 5 yields the second relation where the product is taken only 
over X -# l. 

§3. APPLICA nON TO THE L-SERIES 

We apply the determinant of §2 to the case when G = Go is the group of 
proper ideal classes of an order 0 in k, and 

1(6.) = log g(6.) 

where 
g(6.) = (2n:)-12N0616.(0)1 

is our previous invariant of the class 6., defined with any proper o-ideal 0 in 
the class. Then 

with 

g(6.3)-I) = Nb- 6 /6.(ob- 1
)/ 

g(6.) 16.(0)/ . 

Recall the Corollary of Theorem 5, Chapter 12, §2 which asserts that the above 
number is a unit. The product occurring in Theorem 3 can then be interpreted 
as a regulator of a system of units. 



22 The Second Limit Formula 
and L-series 

§1. GAUSS SUMS 

Let k be a number field and 0 = Ok the ring of algebraic integers. Let f be 
an ideal of o. (Unless otherwise specified, ideal means contained in 0.) We 
shall consider Gauss sums formed with characters (the generalization to number 
fields is due to Hecke). 

Let X be a character of the multiplicative group (o/f)*. We extend X to a 
function on olf by setting X(IX) = 0 if IX not prime to f. 

Let 9 be an ideal dividing f. We have a natural homomorphism 

olf ---i- olg 

sending (o/f)* into (o/g)*. If tf; is a character of (0/9)*, then we can define a 
character X on (o/f)* by composing tf; with the natural homomorphism above, and 
then set XCiX) = 0 if!Y. is not prime to f. A character X of (o/f)* which cannot 
be obtained by composition with a character tf; as above, for some proper divisor 
9 of f, is called proper, and f is called its conductor. A function on 0 defined as 
above by a character on (olf)* is called a character modulo f. 

A character X modulo f is proper if and only if it satisfies the following con­
dition: For each proper divisor 9 of f there exists a pair of integers J., J1 E 0 

prime to f such that }. == J1 (mod g) and X(A) -=I x{J1). 

This is immediate from the definition. 

Let f be an ideal of o. Let 0 = OklQ be the different. Recall that if 0 = Ok 

is the ring of algebraic integers, then 0.L is the set of elements }. E k such that 

Tr().o) c Z, 

287 
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and b- 1 = oJ. by definition. The above condition on the trace is equivalent 
with the condition 

which is the reason for the orthogonality sign. 

Let y be a fixed element of k such that yfO is an ideal prime to f. Thus yO bas 
exact denominator f. 

If). E f, then Tr(l,y) E Z and hence 

e2~jTrU.y) = 1. 

This proves the second assertion in the next identity. 

Gl. Let). E o. We have 

2: 2"iTr(,\zy) = {O if;. $ 0 (mod f) 
zmodf e Nf if A == 0 (mod f), 

Proof Suppose that!. ::f:. 0 (mod D. The map z ....... z - I permutes the residue 
classes mod f, and by the remark before GI, we see that the value of the sum is 
unchanged when we make this permutation. Therefore our sum is equal to 

e- 2 "iTr(A.y) 2: e2 ",.r(.<.zy). 

zmodf 

But Tr(J.y) is not an integer, otherwise }:y E oJ. = b-1
, which contradicts the 

way we chose y, and the assumption on I.. Therefore the sum must be 0, thereby 
proving our property Gl. 

For any character X modulo f, we define the Gauss sum 

Ty(X, et) = 2: xCx) e2ltiTr
(xay). 

xmodf , 
The y as subscript to T indicates that the sum depends on y and also on f. If 
x == y (mod 1), then Tr(x:xy) == Tr(y:xy) (mod Z), and hence each term in the 
sum is well defined. The sum depends on the choice ofy. However, in the applica­
tions, it will appear together with a factor which takes away this dependence. 
Namely, the character X will arise from a ray class character, and one then 
verifies that 

iCybf) 
1',(X,l) 

is independent of the choice oft, as a direct consequence of the next property. 

G2. Let X be a character modulo f. If}. is prime to f, then 

Ty(X, e>:).) == xU.)T lx, e>:). 
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Proof The map x i-+ x}. permutes the residue classes o/j, and hence our 
assertion is obvious. (Note that i. = ;;CI.) 

G3. Let X bea proper character modulo f. If".!. E 0 is not prime to T, then T;(X, 0:) = O. 
If rJ. is prime to f, then 

ITy(X, tt)/ = .jNf. 

Proof Suppose that 'Y. is not prime to f, and write 

(0:) = eg, f = TI9 

where 9 is the greatest common divisor of ('Y.) and f. Since X is proper, there exist 
elements ;., f,l, E 0 prime to f, with;' == J.l (mod Tl) such that X().) '# X{/i). Then 

Tlx, 0:/,) = X().)T,.(X, 0:) and Ty(X, (1.J.l) X(f,l,)Ty(X, a). 

But since ttl. == (1.f,l, (mod l), we have Tr(xClI,Y) == Tr(xttJ.lY) (mod Z), whence 
Ty(X, (1.;.) = Tlx, Clj).). This is a contradiction, which proves the first assertion. 

As for the second, for an arbitrary Z E 0 representing a residue class mod f, 
we have 

Ty(X, z)Tlx, z) = I x(x)X(y) e2niTr«x-y)ZY), 

x.ymod f 
prime 10 f 

and the left side is 0 if z is not prime to f. We sum over z in off. Then from the 
left-hand side, we get the value 

cp(f)IT,(X, 1)12 = cp(DITy(X, a)iZ 
where <p(f) is the Euler function, i.e. the order of (o/f)* . On the right-hand side, 
we consider the sum over z as the inner sum. If x y (mod f), then each 
exponential has the value I, and hence the sum over z, taken for x == y (mod n, 
gives a contribution of 

cp(f)Nf, 
since Nf is the order of n/f. On the other hand, for the sum taken over x 'I- y 
(mod n, we apply GI to see that we get O. This proves G3. 

§2. AN EXPRESSION FOR THE L-SERIES 

Again let k be an imaginary quadratic field with Ok = 0 and let f be an ideal 
of 0, f '# o. Let Gf I(f)/P1(f) be the ray class group, where I(f) denotes 
the monoid of ideals prime to f, and P j (f) denotes the subset consisting of those 
principal ideals (Ct) such that a == 1 (mod f). Let X be a character ofG f• 

We define 

L s' _ " X(o) 
r( ,X) - '-' N S 

(a,f) = 1 a 
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Let {Ci} be the elements of the ordinary ideal class group liP = G. For each 
ordinary ideal class Ci, let ba be an ideal in Ci -I, prime to f. Then for each 
a E Ci prime to f, the ideal abct (~a) is principal, and the association 

o H (~Q) 

is a bijection between elements of Ci prime to f, and non-zero principal subideals 
ofba prime to f. We can write 

No 

Let bam be the set of non-zero elements of ba prime to f. Then 

1 X(~) 
(I) Lr(s, X) = Nb~i(b(t) L N!'s 

IV ~Eba (f) ., 

where IV is the number of roots of unity in o. We follow Siegel [BI4] in finding 
an appropriate transformation of this expression. The map which to each element 
of 0 associates its principal ideal induces an injection 

(o/D* ..... J(f)/l\(f), 

and a character of Gr therefore induces a character of (o/f)*. The value xC';) 
in the above expression for the L-series can be therefore viewed either as the 
value of X on the principal ideal (~), or the value of X on the residue class of ~ in 
(o/f)*. 

Lemma 1. Let X be a proper character of Gr· Theil 

L (s 1..) = 1 "X-(b )NbS " e2niTr(~r) 1 
f " T (- I) ,-,. R R '-' N vs 

W, l' X, R ~.,bR <; 

where the sum over R is taken over all ray classes R E Gr; bR is a fixed ideal 
in R prime to f; wr is the number of root of unity in 0 which are == 1 (mod f); 
the'; E bR are of course =f. 0; and 7 is chosen as in § I, such that )'fb is integral 
prime to f. 
Proof Using G2 and G3 of the preceding section, we know that 

T( !') {OX(~)TJX' J) if (,;, f) = 1 
,. X, ., if (,;, f) ;6 L 

Therefore from (1) we find 
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We now observe that the products baz represent all the elements R of 

1(f)/PI(f) = G f 

exactly w/w f times. One sees this by considering the sequence of subgroups 

lCD/PI CD :::> P(f)/PI (f) :::> Z/ZI(f) 
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where Z is the group of roots of unity in 0, and Zlm the subgroup of those 
which are 1 (mod D. 

We multiply our expression for the L-series by Nz' and divide by Nz', 
to form N(ze)$. The elements ze then range over the ideal zb(i, as zranges over 
(olf)* and e ranges over bCt> always considering non-zero elements, of course. 
It is now clear that the expression which we obtain for the L-series is equal to 
that stated in the lemma. 

Remark. We made the assumption that k is imaginary quadratic for simplicity. 
The same arguments prove an analogous expression for the case of an arbitrary 
number field, and similarly, there is an analogous expression to that of Theorem 1. 
These can then be used to deal with quadratic real fields, as in the work of 
Hecke (cf. Siegel (B14]), or to some extent in general number fields, e.g. [33). 

Let R be a ray class in Gr. Let b be an ideal prime to f in the class. We define. 

(2) E,(R, s) N(bb If-I)5 L 
).ebb - If - 1 

(where, in such a sum, it is understood that ). ::j:. 0). The notation is justified, 
i.e. the sum on the right does not depend on the choice of ideal b prime to f in 
R. Indeed, if a is another such ideal, there exist jJ., v E 0 prime to f such that 
Ji. == v (mod f) and jJ.b va. The same argument as in the lemma of Chapter 19, 
§3 shows that the traces in the exponent corresponding to elements in bb-1 f- 1 

or ab- 1f- 1 are congruent mod Z. The multiplicativity of the norm shows that 
the other terms are also independent of the choice of h. 

Theorem 1. Let X be a proper character ofG f• Then 

L X(R)Ef(R, s). 
ReGf 

Proof In Lemma I we make the change of variables ;. ,yo Then ~ ranges 
over b as ). ranges over yb qbb- 1 if q = ybf. Note that X(q) = X(ybf) 
makes sense since q is prime to f. Substituting in Lemma 1, we note that R!--J. Rq 
permutes the ray classes, and Theorem I drops out at once. 

Let b be an ideal prime to f in the ray class R. Let 

bb-1f- 1 [ZI' Z2], 



292 THE SECOND LIMIT FORMULA AND L-SERIES [22, §2J 

and let 
't"R = zdzz = x + iy, y> 0. 

The elements ;, € bl>-lf-1 can be written mZl + nzz with (m, n) '# (0,0), As 
usual, we have the discriminants 

D(bl>-lf- 1
) = I;~ ;~r = Nzi(2y)2 

and also 
D(bl>-lf-l) = N(bl>-lf-l)2 D(o). 

Taking absolute values yields 

N(bl> -If-l)d{ 
Nzz = , 

2y 

Since N)' = NZzlm't"R + n1 2 , we obtain from the definition of Chapter 20, §5: 

(3) 
2" 

Ef(R, s) = dsl2 Eu,v('t"R' s) 
k 

where u = Tr(zl) and v = Tr(zz). 
Using the second Kronecker limit formula now gives us the value at s = 1 

n te rms of the Siegel function and Ramachandra invariant. 

Theorem 2. Let k be an imaginary quadratic field and f an ideal'# Ok' 

Let R be a ray class modulo f. Let N be the smallest positive integer contained 
in f. Then 

-21t 
Ef(R, 1) = dt 6N log IH(bh- 1f- 1)1 

where H is the Siegel function of Chapter 19, §3; b is any ideal in R prime to 
f; and <Pf(R) is the Ramachandra invariant. In particular, if X is a proper 
character ofGf, then 

- 2nx(ybf) _ 
L[(l, X) = TC l)dt 6N L: X(R) log ,<PI(R)!. w, 7 X, k REGf 

It does not seem to be known if the invariant <Pf(R) generates the ray class 
field modulo r, The difficulty lies in the fact that the above theorem applies to 
a proper character X, whereas one needs an analogous statement for a non­
trivial character. Precisely, one has the following formal result, due to 
Ramachandra. 

TheQrem 3. For each ray class R modulo f, suppose given an element 'P(R) 
in the ray class modulo f. satisfying the conditions: 
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i) IJ1(R)Q(S') = IJ1(RS), for all S E Gr, and where q(S') is the Artin auto­
morphism. 

ii) For any non-trivial character X ofGr, we have 

~ X(R) log I IJ1(R) I =1= O. 
ReGr 

Then IJ1(R) generates the ray class field modulo r. 
Proof. It suffices to prove that for any R, IJ1(R) is distinct from all its con­

jugates. By (i), it suffices to prove this for R = Ro, the unit class. Suppose that 
we have some S =1= Ro such that 

IJ1(RoS) = IJ1(Ro)· 

Then IJ1(RS) = IJ1(R) for all R. Let X be a character of Gf which is non-trivial on 
S, and therefore on the subgroup (S) = {Si} generated by S. Let {R j } be 
representatives of the eosets of Gd(S). Then 

~ x(R) log IIJ1(R)1 ~ ~ X(R jSi) log IIJ1(R jSi)! 
REGr j i 

~ ~ X(R)X(Si) log IIJ1(Rj)1 
j i 

o 
because ~ X(Si) = 0, a contradiction whieh proves our theorem. 

i 

By taking an appropriate product of invariants <Pflg with glr, Ramachandra 
constructs such invariants IJ1(R), satisfying the hypothesis of the theorem. 

Ramachandra also determines the pdme factorization of <Pr(R), showing 
that if f is a prime power, say a power of p, then 

<Pf(R) ~ p'm 

for some integer m, and if r is not a prime power, then <Pi(R) is a unit. For this, 
he needs arguments similar to those used in the analogous result for the Delta 
function, together with the finer results of Hasse (reproduced in Deuring [BI)) 
concerning the prime powers occurring in such values. We shall omit this, 
merely pointing out the analogies of these cases, and not forgetting the analogy 
with the simplest case of roots of unity, where we know that if ( is a primitive 
N-th root of unity, then I ( is a unit if N is not a prime power, and otherwise 
has the obvious order at p. 

Hecke also worked out the value of the L-series at s = 1 for real quadratic 
fields (cf. [BB], [B14]). In this case, there is no transcendental term like the log 
of a transcendental function, but a rational number which it is interesting to 
determine explicitly. Similar results should hold for number fields. For precise 
conjectures, cf. Stark's talk at the International Congress in Nice, 1970. The 
present chapter may be viewed as giving the reader an introduction to these 
questions, through the first non-trivial case beyond the cyclotomic case. 





Appendices 

Elliptic Curves in 
Characteristic p 





The two appendices constitute essentially a fifth part of the book, con­
centrating on results proper to characteristic p. The first appendix gives the 
basic formulas describing elliptic curves, in general, by algebraic means. The 
normal forms are due to Deuring [8J. A convenient, complete, systematic 
tabulation of them and the automorphisms was given by Tate, whose (un­
published) paper is reproduced here. See also [41]. 

The second appendix relates the trace of the Frobenius endomorphism 
with the p-th coefficient in the expansion of a differential of first kind. The three 
basic techniques involved (the arguments on "formal groups" in §l, the Cartier 
operation, and the Hasse invariant) are logically independent of each other, and 
the reader can read them in any order he wishes. 

We assume that the reader is acquainted with the basic theory of function 
fields in one variable, e.g. the Riemann~Roch theorem, used on fields of genus L 





Appendix 1 
by J. Tate 

Algehraic Formulas in 
Arbitrary Characteristic 

§1. GENERALIZED WEIERSTRASS FORM 

Let K be a field. An elliptic curve over K is a connected algebraic curv,; A. 
smooth and proper over K, of genus I. An abelian variety of dimension lover 
K is the same thing as an elliptic curve A over K furnished with a K-rational 
point, O. Given such an A, there exist functions x and y on A defined over K 
such that x (resp. y) has a double (resp. triple) pole at 0 and no other poles. 
Moreover, if w i= 0 is a given differential of first kind on A and co = dt + ... 
is its expansion in terms of a uniformizing parameter at 0, one can arrange (by 
multiplying x and y by constants) that x = t-2 + ... and y = - t·- 3 + .. '. 
Then in the projective imbedding defined by 3(0) the equation for A is of the 
form 

(1.1) y2 + a1xy + a3Y = x 3 + a2x 2 + a4x + a6 

with a, E K. Homogeneity: y is of weight 3, x of weight 2, and the ai of weight i, 
meaning that if we replace co by UW, then x is replaced by u-2 x, y by u-·3y, etc. 

Ifwe are given an equation of the form (1.1), we define associated quantities' 
b2, b4 , b6 , bs, C4, C6, ~, and j by the following formulas: 

(1.2) 

( 1.3) 

(1.4) 

(1.5) 

~ == -b~bs - 8bl - 27b~ + 9b 2b4 b6 

. c~ 
] = /1 (if ~ is invertible). 

299 
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These quantities are related by the identities 

(1.6) and 1728~ = d - cg. 
If the characteristic is # 2 or 3 and we put 

a1x + a3 bz 
(1.7) 1'/ = y + 2 ' and e = x + 12' 

then equation (1.1) becomes 

(1 8) 2 3 b2 2 b4 b6 3 c4 " c6 
• 1'/ = x +"4x + T X + ~ = e - 48" - 864 . 

The relation to the classical Weierstrass theory is given by 

e = p(u) C4 = 12g2 ~ = g~ - 27g~ 

21] = p'(u) C6 = 216g3 j = 1728J, 
(1.9) 

di; 
and (J) = - = du (see below). 

21] 
Some of the first facts to be proved are summarized by the following 

theorems: 

Theorem 1. The plane cubic curve (Ll) is smooth (and hence defines an 
abelian variety A of dimension one over K with the point 0 at infinity as origin) 
if and only if ~ # 0, in which case the differential of first kind (J) we started 
with is given by 

dx dx dy dy 
(LlO) 

(J) = 2y + alx + a3 = Fy = - F", = 3x 2 + 2a 2x + a4 - alY , 
where 

(1.11) 

is the equation of the curve. 

Theorem 2. Let A and A' be two abelian varieties of dimension one over 
K, given by equations of the form (1.1), and let j and j' be their "invariants". 
Then A and A' are isomorphic over some extension field of K if and only if 
j = j', in which case they are isomorphic over a separable extension of degree 
dividing 24, and indeed of degree 2, ifj # 0 or 1728. 

Theorem 3. For each j E K, there exists an abelian variety A of dimension 
one over K with invariant j. Indeed if j # 0 or 1728, such as A is given by 
the equation 

(1.12) 2 3 36 1 
Y + xy = x- j _ 1728x - j _ 1728 ' 

for which 
j 

c-c---.,-,-, 
4 - 6 - j _ 1728 and 

·2 
~ = ] 

(j - 1728)3 . 
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Theorem 4. The group of automorphisms of an abelian variety of dimension 
one is finite, or order dividing 24, and if j =f:. 0 or 1728, it is of order 2, 
generated by x H>X andYH> -y - a 1x - a3 (Le., by PH> -P), 

These theorems, and indeed more precise versions of them than we have 
bothered to state, can be proved by straightforward computations, once one 
analyzes the most general allowable coordinate change in (1.1). This is done as 
follows. Suppose A and A' are abelian varieties of dimension one over K, 
given by equations yZ + a1xy + . " and /2 + alx'y' + .. " and suppose 
f: A' :::::; A is an isomorphism defined over K. Then there are elements u E K* 
and r, s, t E K such that 

(1.13) xof= u2x' + r yof= u3y' + SU 2X ' + t O)of= u- 1
0)'. 

The coefficients ai are related to the a, as follows: 

ua'i = a1 + 25 
u2a; = az - SOL + 3r - S2 

(1.14) u 3a; = a3 + ral + 2t = Fy(r, t) 

u4a~ a4 - sa3 + 2ra2 - (t + rs)a t + 3r2 
- 2st = -Fir, t) - sFy(r, t) 

u6a6 = a6 + ra4 + r2
!l2 + r3 ~ ta3 - t2 rta l = -F(r, t). 

For the bi we have 

u 2 b; b2 + 12r 

(1.15) 
u4b~ b4 + rbz + 6r2 

u6 b6 b6 + 2rb4 + r2 b2 + 4r3 

u8b~ bs + 3rb6 + 3r2 b4 +r3b2 + 3r4. 

For the ci and !l one then finds 

(1.16) 

Hencej' = j is indeed invariant;j(A) depends only on the isomorphism class of 
A, not on the particular choice of an equation (1.1) defining A', 

§2. CANONICAL FORMS 

Let p be the characteristic of our ground field K. The easy case is p =f:. 2,3: 
Then we can always choose coordinates so that A is given by the equation 

dx 
(2.1) y2 = x3 + a4x + a6' with CO :::::: 2y' 
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and 

(2.2) A = - 16(4a4 + 27a~). 
Since any curve of the form (LI) is smooth at the infinite point 0, such a curve 
is smooth everywhere if and only if the polynomials F, Fx , and Fy have no 
common zero. In the case of an equation of the form (2.1) with p yf 2, this 
condition amounts to the non-existence of a common root of the polynomials 
G(X) = x 3 + a4 x + a6 and G'(X) = 3xz + a4, and since A = 16· discr. G(X), 
the condition in this case is just A :f: 0, at claimed in Theorem 1. 

Let A and A' be given by equations of the form (2.1) with the same invariant 
j j'. The isomorphisms/: A' ~ A are given simply by 

(2.3) 

where u is such that u4a~ a4 and u 6a6 = a6 • 

Suppose j :f: 0, 1728 (i.e. a4 :f: 0, a6 :f: 0). Then A and A' are isomorphic 
if and only if a4a6/a4.a6 is a square; the smallest field over which A and A' 
become isomorphic is the field obtained by adjoining the square root of that 
quantity to K. The automorphisms of A are given by u = ± 1. 

Suppose j = 1728 (i.e., a6 = 0). Then A and A' are isomorphic over K 
if and only if a4/a4, E (K*)4. The automorphisms of A are given by u4 1. 
A typical curve of this type is given by y2 = x3 - x. 

Supposej = ° (i.e., a4 0). Then A ~ A' over Kifand only if a6/a'r,E(K*)6, 
the automorphisms are given by u6 = 1, anda typical curve is i2 = x 3 - 1. 

Now suppose p = 3. In this case (and more generally if p :f: 2) we can always 
write A in the form 

(2.4) yZ = x 3 + azx2 + a4x + a6 = G(x), 

dx 
ru= --. 

y 
Using the fact that p = 3, we find 

(2.5) b4 = -a4, 

C6 = -a~, 

say, 

Here again A is the discriminant of G(X), up to an invertible factor, so A :f: 0 
is the condition for smoothness. 

Suppose A and A' ofform (2.4) withj = j'., 
,"-

Suppose j:f: 0 (i.e., az :f: 0). Then we can make the term in x disappear, 
getting the reduced form 

(2.6) 
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An isomorphism!: A' ~ A is given by 

(2.7) x of u2x', y of= u3y' 

where u2a1. = a2' Hence A' ::::: A if and only if a2la'z e; (K*)2, and the auto~ 
morphisms of A correspond to u = ± 1. 

Suppose j = 0 (i.e., a2 = 0). Reduced form: 

(2.8) 

Isomorphisms: 

(2.9) 

with 

~ = -a~, 

x of= u2x' + r, 

Hence A and A' are isomorphic if and only if (a4/a~) E (K*)4 and (a4/a4)ta't, - Ci6 

is of the form r2 + ra4. This is always so over a separable extension of degree 
dividing 12. The automorphisms of A are given by the pairs (u, r) such that: 

(2.10) either r3 + a4r ° and u = ± 1, 

or r3 + a4r + 2a6 0 and u = ±i, 
where i 2 = -1. Over the separable closure of K, they form a group of order 12, 
the twisted product of C4 (cyclic group of order 4) and C3 with C3 the normal 
subgroup acted on by elements of C4 in the unique non-trivial way-conjugation 
of C3 by a generator of C4 is the map carrying elements of C3 into their inverses 

A typical curve of this type is T x3 x, the automorphisms being given 
by u4 = I, r3 - r = ° (i.e., r E F3) in this case. 

Last case, p = 2. Here we have ual = at (see LI4) and C4 = b~ = at (see (1.2) 
and (1.3». Hence we havej = 04::> at 0, and separate .cases accordingly. 

Suppose a 1 =F 0 (i,e., j =F O). Then choosing suitably r, 5, and t, we can achieve 
a1 = I, a3 = 0, a4 = O. Hence A is given by an equation of the form 

(2.11) 

and 

. dx 
wIth (0 = , 

x 

Fx = y + Xl, and Fy = x have their only common zero at x = y = 0, and this 
is on the curve if and only if a6 =; ~ = O. Hence ~ #: 0 is condition for smooth­
ness. 

Isomorphisms: 
x of= x', yof y' + sx' 
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with 

(2.12) 

Two curves A and A' with the same j are isomorphic if and only if a2 - a2 
is of the form S2 - s, which is true over a separable extension of K of degree ~ 2. 
The group of automorphisms of A has two elements, corresponding to s = 0, 1. 
A typical curve is y2 + xy = x 3 + (lJj). 

Suppose a1 = 0 (i.e., j = 0).· Choosing r suitably we can arrange that a2 = 0, 
so A is given by 

with 
dx 

(2.13) 

and 
bs = a~, 6. = a~, j = 0. 

Since Fx = Xl + a4 and Fy = a3, the curve is smooth if and only if a3 ::/; 0, 
i.e.,6. ::/; 0. Two curves A and A' with the samej are isomorphic if and only if 
the following equations are soluble in u, s, and t: 

u3a; = a3 

(2.14) u4a~ = a4 + sa3 + S4 

u6a6 = a6 + s2a4 + ta 3 + S6 + t2. 

This is always so over a separable extension of K of degree ~ 24. A typical 
curve of this type is 

(2. ] 5) y2 - Y = x3. 

Its group of automorphisms (over the separable closure of K) is of order 24, 
the elements corresponding to triples (u, s, t) such that 

u3 = ], S4 + s = 0, and 

It is isomorphic to the twisted direct product of a cyclic group of order 3 with 
a quaternion group. The quaternion group is the normal subgroup, and is acted 
on by the group of order 3 in the obvious way. 

§3. EXPANSIONS NEAR 0; THE FORMAL GROUP. 

Let A be defined by a Weierstrass equation (1.1). Let 

(3.1) 
X 1 

z = ,w = --, 
y y 

so 
z 1 

X = -, y = 
w w 
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The equation for A in the affine (z, w)-plane is 

(3.2) w = Z3 + alzw + a2z2w + a3w2 + a4zw2 + a6w3. 

The point 0 is given by (z, w) = (0, 0), and z is a local parameter at O. From 
(3.2) we get the formal expansion 

(3.3) w Z3 + a1z
4 + (at + a2)z5 + (ai + 2a1a2 + a3)z6+ 

(at + 3ara2 + 3a1a3 + a~ + a4)z7 + ... 
= z3(1 + A1z + A zz2 + ... ), 

where An is a polynomial of weight n in the ai with positive integral coefficients. 
From (3.3) and (3.1) we get 

(3.4) 
x = Z-2 - alz-1 a2 - a3z - (a4 + ala3)z2 + .. " 
y = - z-lx - Z-3 + alz~2 + .. " 

as the formal exp<),nsion of x and y. Clearly, the coefficients of these expansions 
have coefficients in Z[a 1, a2, a3' a4, a6J. The same is true for the expansion of the 
invariant differential ill: 

(3.5) ill = H(z)dz 

where H(z) is given by 

H(z) = 1 + a1z + (ai + a2)z2 + (ai + 2a la2 + 2a3)z3 

because 

ill dx/dz - 2z- 3 + .. . 
dz + a1x + a3 + .. . 

3z-4 + '" 
+ a4 - a1y - 3z 4 +. , 

has coefficients in Z[t, aj, ... , a6], but also in Z[t, al> ... , a6]. 

Finally, if P3 = PI + P2 and Pi = (z;, w;), then we can express Z3 F(zl,22 ) 

as a formal power series in ZI and Z2, with coefficients in Z(al> .. " a6]. The 
expansion begins 

(3.6) F(z), Z2) ZI + Z2 - a1z1z2 - a2(zIz2 + zlzD 

- 2aizfz z + zld) + (a 1a2 - 3a3)zizi + .... 
This is the "formal group on one parameter" associated with A. 

For each integer n ~ 1 we have, formally, 

(3.7) z(nP) = ifJn(z(P», 

where the series ifJn are defined inductively by 

(3.8) 
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For example, we have 

(3.9) !/I2(Z) = 2z - alz2 - 2azz3 + (ala2 - 7aJ,)z4 + ' .. 
and 

(3.10) !/I3(Z) = 3z - 3a l z2 + (al 8a2)Z3 + 3(4ala2 - 13a3)z4 + ' , " 
In characteristic p > 0, the series !/I p is of the form 

!/liz) = CIZP' + C2ZZph + C3Z
3ph + ... 

with C 1 # 0, where h is an integer equal to 1 or 2, because the isogeny 
J 

p(j: A ..... A 

is of degree p2, and is not separable. This means that zop(j lies in the inseparable 
subfield of degree p or pZ of the function field of A, whence our assertion follows. 

EXERCISE 

Let p = char (K) be arbitrary, let j E K with j # 0 or 1728, and let A J denote 
the abelian variety of dimension lover K given by the equation (1.l2), i.e., 

3 36 1 
x - x--:-----:-:::-::-:: 

j - 1728 j - 1728 . 

Show that for each separable quadratic extension L of K there exists an abelian 
variety A j.L of dimension one over K such that A j.L is isomorphic to A j 
over L, but not over K, and A }.L is uniquely determined up to isomorphism 
by j and L. Show also that (denoting by A(K) the group of points on A 
rational over K) we have 

Aj,L(K) = {P E AiL) looP = -P}, 

where 0' is the non-trivial automorphism of L/K, (and where 

-P = (x, -y - alx - a3) if P = (x,y». 



Appendix 2 
The Trace of Frohenius and 
the Differential of First Kind 

§1. THE TRACE OF FROBENIUS 

Theorem 1. Let A be an elliptic curve defined over the prime field F" of 
characteristic p, let t 'be a local parameter at the origin in the function field 
FiA). Let w be a differential of first kind in FiA), with expansion 

<Xl dt 
w = L cvtV-

v= 1 t 

normalized such that Cl = 1. Let n = np be the Frobenius endomorphism of 
A. Then 

won' = cpw, and to(po) == c/P (mod t 2P
). 

Proof. We lift an equation for the elliptic curve to the integers. Thus it is 
useful to write if for the curve in characteristic p, and A for its lifting. We dG 
this in a naive way, by lifting the coefficients in a Weierstrass equationifp ¥= 2,3, 
or in a normalized equation otherwise. We let t be the parameter at the origin 0, 
and let t be a parameter at the origin 0 of A, reducing to i. Then 

- ~ _ -v di 
w = /..; cvt --:-, 

v=l t 

and the differential form w on A has the expansion 

<Xl dt 
w = L c.t v 

- = h(t)dt 
v=1 t 

withe1 == 1 (modp). 

307 
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On the one hand, we have 

ro 0 (pC;) = pro ph(t)dt. 

Let 0 == Z(p) be the local ring of Z at p. There are power series U(t), Vet) E o[[t]] 
such that 

to (pC;) = UW) + P Vet). 

So on the other hand, we find 

(1) plz(t) = h(U(tP) + pV(t»(U'(tP)ptP-
1 + pV'(t». 

Let n + n' = 1;,. Since 

Ion' = 1;,1 + 
and since nn' = po, we see that 

(2) 

and 

with gp =1;, (modp). 

We divide (1) by p. We then read it mod p, as well as mod (P, and look at the 
coefficient of tp<·I. The term h(U(rp) + Vet»~ is then congruent to 1. The constant 
term of U'(tP) is gp' and V'(t) has no term of degree p - 1. Comparing co­
efficients of tp

-
1 , we find the desired congruence 

cp JP (mod p). 
This proves our theorem. 

The above proof is due to Tate, and generalizes to formal groups. The 
reader will find another proof using the Weierstrass normal form in Manin [30]. 

All Jurther sections oj this appendix take place in characteristic p. Whereas 
in the first section, we considered a reduced elliptic curve over the prime field, 
we now work quite generally with any elliptic curve in characteristic p. 

§2. DUALITY 

Let K be the function field of an elliptic curve in characteristic p, over an 
algebraically closed constant field ko. Let {P} range over the points of A in 
ko (or in other words, the places of Kover ko). We let Kp denote the completion 
at P. An adele e of K is an element of the cartesian product llKp , such that the 
component ep is P-integral for almost all P. The group of adeles is denoted by A. 
There is a pairing between differential forms of K and adeles, given by 

(ro, e) H (ro, 0 = L resp(epro). 
p 
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Theore m 1. Let OJ be a differential oJtheftrst kind in K. Let Q be an arbitrary 
point oj A, let t be a local parameter at Q, and let OJ have the expansion 

a:) dt 
OJ = L c.tV 

- , 

v= 1 t 

normalized so that C1 == 1. ThenJor any adele ~, we have 

<OJ, ~p> = c~<OJ, Op. 

Proo): We assume that the reader is acquainted with Weil's proof of the 
Riemann-Roch theorem (given in the books on algebraic functions by Artin, 
Chevalley, or Lang); We let A(O) be the group of integral adeles (i.e. adeles ~ 
such that i;p is P-integral for all P). Weil's proof of the Riemann-Roch theorem 
shows among other things that 

[A : A(O) + K] = 1, 

where the brackets mean dimension of the factor space A/(A(O) + K) over the 
constant field ko. Therefore the adele 

Yf = ( ... ,0, l/t, 0, ... ) 

having 0 at all components except Q, where YfQ = l/t, generates this factor 
space. Since OJ is of the first kind, both sides of the formula in the theorem an,; 
equal to 0 when e lies in A(O) + K. Furthermore, both sides are p-power linear 
with respect to constants. Hence it suffices to prove the formula when ~ = 'I. 
But in this case, the formula is obvious. 

§3. THE TATE TRACE 

This section is preliminary to the next section on the Cartier operator, and 
gives lemmas on purely inseparable extensions of degree p. Let K be a field of 
characteristic p, and let x be algebraic, purely inseparable over K, so that xF is 
an element of K, but x ¢ K. An element of K(x) can be written uniquely in the 
form 

Y Yo + YIX + ... + Yp_lXP- t , YiEK. 

We define a substitute for the trace by letting 

Sx(Y) Yp-l' 

and derive properties of Sx as in Tate [42], 
We note first that for 0 ~ i ~ pI, we have 

Yi == Siyxp
-

1-
i
), 
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whence 

Furthermore, S", is K-linear, and hence linear with respect to p-th powers in 
K(x). 

If I(X) is a polynomial in a variable X over K, we let as usual reX) be its 
formal derivative. Then the map 

I(x) 1-+ rex) 

is immediately verified to be well defi~d, because if I(x) = 0, then I(X) is 
divisible by XP - a, with a = x p

• Hence rex) ~ o. It follows at once thatthis 
map is a derivation of K(x), and is the unique derivation trivial on K, mapping 
x onto 1. We denote this derivation by Dx. If an element y E K(x) is expressed 
as above, then 

Diy) = Y1 + 2Y2X + ... + (p - I)Yp_1 xP- z. 

A power X,i (0 ~ i ~ P - 2) can be "integrated", and we see that an element 
Y E K(x) can be written in the form y = D"z for some z E K(x) if and only if 
Yp-l = O. We have the following properties, the first of which is immediate. 

SI. SxDx =::. O. 

S2. SiyP- 1 DxY) = (DxY)P, or equivalently, Sx(DxY/Y) = (DxY/y)p. 

Proof Let R be the set of elements yin K(x) for which S2 is true. We observe 
that R is the kernel of the additive map 

y 1-+ SxCDxY/Y) - (DxY/y)p; 

The non-zero elements of R form a mUltiplicative group. Furthermore, if y E R, 
then y + 1 E R, because (y + IY- 1 DxY - yP-l DxY consists of terms which can 
be integrated, so that 

Sx«Y + lY-1 DxY) = SiyP DxY) , 

and DxY = Diy + I). Finally, if y, Z E Rand Z = 0, then 

y + Z = Z(Z-l + 1) E R. 

Therefore R is a field containing K and x, thereby proving our assertion. 

S3. Let K(x) = K(w). Then Sw(z) = SX(Z(DxW)l-P) lor all Z E K, or in other 
words, 

SizDxli-') = Sw(z)(Dxw)P. 

Proof Both sides of the formula are K-linear with respect to the variable z. 
Hence it suffices to prove the formula when z = Wi, and ° ~ i ~ P - 1, or 
equivalently, it suffices to prove 

(DxwYSw(wi) = SiWiDxw). 
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If i < P - 1, then wiD;cw = D(W i+1/(i + 1» (i.e. wiD;cw can be integrated), 
and both sides are equal to O. If i = p - 1, then the left-hand side is equal to 
(D;cwY, which is equal to the right-hand side by 82. This proves our property. 

In the next section, we interpret 83 more naturally in terms of differentia! 
forms. 

§4. THE CARTIER OPERATOR 

Let k q be a perfect field of characteristic p > 0 and let kq(t) be a purely 
transcendental extension in one variable t. Then k q(t)IIP = kq(t 1/P). Similarly, 
as we have already seen in Chapter IX, §4, if K is a function field in one variable 
over k, then K has a unique purely inseparable extension of degree p. namely 
K1/P. Looking at this in another way, we see that KP is the unique subfield of iC 
over which K is purely inseparable of degree p. If x is an element of K such 
that x rj: KP, then K = KP(x). 

Let x E K. We denote by dx the functional on derivations D of K, triviai (Hl 

k q , given by the pairing 
(dx, D)~ Dx. 

A differential fO,rm w = ydx is therefore the functional whose value at D is 
yDx, also denoted by (w, D). If K is a function field of one variable over the 
perfect constant field kq, and if x rj: KP, then there exists a unique derivation 
D D", of K, trivial on k q , such that Dx = 1. An arbitrary differential form of 
K can then be written as ydx for some y E K, or in other words 

w = (yg + yfx + '" + Y~_IXP-l) dx. 

We define the Cartier operator C on differential forms by letting 

Cw = yp-l dx. 

In terms of the Tate trace, this is merely 

C(ydx) = S;c(y)l/P dx . 

. Formula 83 shows that this value Cw is independent of the representation ox 
the differential form, i.e. we get the same value if we write the form as ::dh 
for some W ¢ KP. 

The Cartier operator is obviously additive, and it is linear with respect to 
the prime field. The following properties will be immediate from what we already 
know, and the definitions. Let Z E K be arbitrary. 
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CI. 

C2. 

C3. 

C4. 

C5. 

THE TRACE OF FROBENIUS [APP. 2, §4] 

C(zPw) = zCw. 

C(dz) = 0. 

C(~):: ~. 
C(ZP-l dz) = dz. 

C(zn-1 dz) = 0, if (n,p) = I, 
The first property is obvious since Sx is KP-linear. If z E KP, then dz = 0, and 
if z Ij KP, then we apply the definition of the Cartier operator to the forms dz or 
ZP-l dz directly, substituting z for x in t'l1e definition, in order to obtain C2 and 
C4. Property C3 then follows from C4 and CI, while C5 follows from the fact 
that zn-l dz = d(znJn), and C2. 

It is useful to decompose a differential form w = ydx as a sum 

dx 
w = df + gP­

x 

with some elements J, g E K. The existence of such a decomposition is obvious 
since terms Ylx i with 0 ~ i ~ p - 2 can be integrated. The uniqueness is 
equally clear. When w is so written, then 

dx 
Cw = g-. 

x 

C6. If w is regular at a place of Kover k o, then Cw is also regular at this 
place. 

Proof. We can take for x a local parameter at the given place. In the ex­
pression w = ydx, all the coefficients Yl must then also be regular at x, for 
otherwise, Ylx i has a pole of order mp - i for some integer mi ;?; 0, and there 
cannot be any cancellation of such poles among yg + ... + Y~-l xP- 1 • 

We observe that jf we make a constant field extension of our function field, 
then the definition of the Cartier operator remains the same, and we may assume 
without loss of generality that the constant field ko is algebraically closed. 

C7. Let P be a place of Kover k o. Then 

resp Cw = (resp W)lfP. 

Proof. We select x to be a local parameter at the place. We then write 

dx 
w = df + gPxP 

x 
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so that Cw gdx. Expanding g in powers of x, say 
9 = c_mx-m + . , . + Co + c1x + ... , 

we see that resp w = c~ l' Taking the p-th root yields precisely resp Cwo 
In terms of the duality between differential forms and adeles, C7 can be 

expressed by the formula 

taking Cl into account. 

Theorem 3. Let K be the function field of a curve of genus 1 (an elliptic 
curve) over an algebraically closed constant field ko of characteristic p. Let 
w be a differential of the first kind in K. Let x be a local parameter in K jor 
some place of K, and expand 

_ ~ n dx 
w - '-' CnX , 

n= 1 ;X 

with Cn E ko. Then C1 =F 0, and if we normalize w so. that Cl 1, then 
Cw = CpW. 

Proof By C6 we know that Cw = cw for some constant c. On the otht:r 
hand, the Cartier operator is clearly continuous for the topology induced 011 

K by the discrete valuation arising from the place, and consequently by C4 and 
C5 we find 

Cw = 2: cnpxn dx . 
x 

This yields CC1 cpo We cannot have C1 0, for otherwise the differentiai of 
first kind would have a zero at the place, whence would have a zero at every 
place since it is invariant under translations. This proves our theorem. 

The same argument also gives the relations 

cnp = cpcn-
Atkin and Swinnerton-Dyer had found such congruence relations, and con­
jectured higher ones. Serre observed that applying the Cartier operator 
could be used for a proof. For the higher ones, cf. Cartier's talk at the Inter­
national Congress of Mathematicians, 1970, Tome 2, pp. 291-299. 

Theorem 4. Let K be a function field in one variable over an algebraicai/y 
closed constant field of characteristic p, and let w be a non-zero differential 
form in K. Then: 

i) We have Cw = 0 if and only if there exists z E K such that w = dz. 
ii) We have Cw = w if and only if there exists Z E K such that w = dz/z. 

Proof The above two statements amount to the converses of properties 
C2 and C3, As to the first, if Cw = 0, then from the decomposition 

w = df + gP dx/x, 
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we conclude that 9 = 0, whence w = df The second is somewhat harder to 
prove, and amounts to showing that there is some z E K such that for any 
derivation D of K over the constants, we have (w, D) = Dzjz. If w = ydx, 
it suffices to prove this relation for D = Dx , and our problem amounts to show­
ing that the element yDx of K is a logarithmic derivative. To show this about 
an element WE K, it suffices to pr?ve that there exists an element z E K such that 

(w + D)z = 0, 

because in that case, wz + Dz = 0 and 

tz DZp-l 

W= z = Zp-l • 

If W E K, we denote by L(w) the linear map equal to mUltiplication by w. 

Lemma. Let K be a field of characteristic p, let D be a derivation of K, 
and w E K. Then 

(L(w) + D)P = L(wY + DP + L(DP-l w). 

Before proving the lemma, we show how it implies the second part of Theorem 4. 
We set w = yDx with our previous notation, and D = D". Then D~ = O. 
From the decomposition w = df + gPdxjx, we see at once from the definitions 
that 

(Cw, D)P = - DP-l(W, D). 

From the hypothesis Cw = w, it follows that aP = - DP-la, whence 

(L(w) + D)P = O. 

This proves what we wanted. 

There remains for us to prove the lemma. Let u, v be elements of a ring (not 
necessarily commutative), of characteristic p. We let L = L(u) and R R(u) 
be left and right multiplication by u respectively. Then Land R commute, and 

p-l 

(L - Ry-I L EW- i , 

1=0 

as one sees by using the geometric series formally on (L - R)Pj(L R), say. 
If t is a new variable, we have 

p-l 

(tu + vy = tPu P + uP + L Ci(U, v)ti, 
1=1 

with appropriate coefficients du, v). 
Replacing t by t + II, expanding out, and looking at the coefficient of h 

(i.e. differentiating with respect to t), we obtain 
p-l 

L (tu + vYu(tu + vy-l 
1=0 
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Writing Ad u for the operator such that 

(Ad u)(v) = uv - vu = (L - R)(v), 
we now see that 

p-l 

(Ad(tu + V))P-l(U) = L iCi(U, V)t i
-

1 

i= 1 

In the ring of endomorph isms of K (as additive group), substitute u = L(w) and 
v = D. From the formula 

[L(w) + D, L(z)] = L(Dz), 
we see that 

(Ad(tL(w) + D))P-l(L(w)) = L(DP-I W), 

and in particular that this expression is independent of t. This implies that 

ci(L(w), D) ;= 0, 

Finally, putting t = 1, we obtain for u = L(w), v = D, 

(u + v)P = uP + vP + c1 (u, v), 

for i > t. 

and we have just seen that c1 (u, v) = L(DP-1w). This proves the lemma, and 
thus also concludes the proof of the theorem. 

In this section, we essentially followed Cartier's paper "Sur la rationalite 
des diviseurs en geometrie algebrique," Bulletin Soc. Math. France (1958), 
pp. 177-251. 

Let A be an elliptic curve defined over the prime field Fp. If A and its 
Frobenius endomorphism are obtained by reduction mod p as in §1, then we 
now see that cp = i p, and hence the residue class of i p can be determined from 
the local expansion of w at any point. If one wishes to avoid reduction mod p, 
one can use the discussion of Hasse invariants in the next section instead. In 
any case, we see that for A defined over Fp , we have 

Cw = won' I 

The Cartier operator is the transpose of Frobenius. 
In particular, we have Cw = ° if and only if n' is purely inseparable, which 

me!).ns that the curve is supersingular, i.e. has no point of order p. 

On the other hand, suppose that the curve is not supersingular. Then ep j~ 
the reduction of an ordinary integer v modp, with 1 ~ v ~ p - 1. Write v = bi-v 
for some constant b. Then the basic formalism of the Cartier operator shows th,'.[ 

C(bw) = bw. 
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In other words, we can normalize the differential of first kind so that it is fixed 
by the Cartier operator. We now see that the two cases of Theorem 4 correspond 
to the singular and supersingular cases respectively, i.e. the differential of first 
kind (suitably normalized) is logarithmic or exact according as the elliptic curve 
is singular orsupersingular. 

5. THE HASSE INVARIANT 

In this section, we follow Hasse [J8] and Hasse- Witt [20]. 

Let ko be an algebraically closed field of characteristic p, and let K be the 
function field of an elliptic curve A over k o. In other words, K is a function field in 
one variable, of genus 1. We fix a point Q of A in ko (i.e. a place of Kover ko), 
and we let t be a local parameter of Q in K. If a is a divisor of K, we let .5f(a) be 
the ko-vector space of functions z E K such that (z) ;;;:; -a. In particular, .5f(pQ) 
is the vector space of functions having at most a pole of order pat Q. 

By the Riemann-Roch theorem, for any positive integer m, the space 
.5f(mQ) has dimension m. Again by the Riemann-Roch theorem, for each 
m ~ 2, there exists a function in .5f(mQ) having a pole of order exactly mat Q, 
and consequently there exists a function Xm whose expansion at Q (as a power 
series in t) is like 

x ==.~ (mod~). 
m tm t 

In particular, there exists a function y E .5f(pQ) such that 

1 a 
y= --+ ... 

tP t 

at Q, with some constant a. Since the difference of two such functions has at 
most a pole of order 1 at Q and no other pole, it must be constant, and we see 
that y is uniquely determined modulo constants. We call such a function y 
a Hasse function of K (or on A). The constant a is uniquely determined by the 
choice of parameter t. 

Theorem 5. Let 0) be a differential offirst kind on K, with expansion at Q 
given by 

normalized such that C1 L Let -a be the residue of the Hasse function y 

as above, with respect to the parameter t. Then a = cpo 
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Proof The only possible residue of yw is at Q, and is equal to cp - a. It is 
also equal to 0, whence our theorem follows. 

The constant cp is called the Hasse invariant at Q with respect to t. If We 

change the parameter t by a constant factor b, then cp changes to cpb 1
- P• 

The Hasse invariant arising in the above fashion is related directly to Ihe 
existence of points of order p on A. If such a point exists, then the isogeny pI! 
breaks up into a separable part of degree p, and a purely inseparable part of 
degree p. The separable part is unramified, and hence A has an unramified cover­
ing of degree p (i.e. K has an unramified extension of degree p). Conversely, 
if such an unramified extension of K exists, then it has genus I (say by the 
Hurwitz genus formula). Let A: B -+ A be the corresponding covering of elliptic 
curves, normalized so that A(O) = O. Then ). is a homomorphism with kernel 
of order p. Indeed, jf PI' P2 are points of B, then the divisor 

(PI) + (P2 ) (PI + P2 ) - (0) 

is the divisor of a function on B, whence its image 

(API) + (AP2) - (A(PI + P 2» - (0) 

is the divisor of a function on A (the norm, as is clear from elementary valuation 
theory). Hence by the Riemann-Roch theorem on A, we get 

),(P1 + P 2) = )'P1 + ).P2 , 

and ). is a homomorphism. 
[Actually, the fact just prov.ed follows from very general properties of 

abelian varieties due to Wei!, that any rational map of one abelian variety intc 
another is a hompmorphism followed by a translation.] 

It is clear that the kernel of our homomorphism A has order p. 
The Hasse function will give us a natural way of constructing unramified 

extensions when the Hasse invariant is '# O. 
For each place P of K we again let Kp be the completion of K (isomorphic 

to the power series field over ko, in a local parameter at P)~ By additive Kummer 
theory in characteristic p (Artin-Schreier theory) a cyclic extension of K ,')f 
degree p is obtained by adjoining the roots of a polynomial XP - X - Z.Wit!l 
zeK. We let 

f.JX = XP - X, 

and write f.J-IZ for any root. An extension of K is unramified at P if and onlv 
if it splits completely atP (because we took ko algebraically closed), andhenc~ 
it is unramified at P if and only if z e f.J Kp. Let 

U = n (f.JKp n K). 
p 

Then U:::J f.JK, and the unramified extensions of K are precisely those obtained 
by adjoining tJ-th roots of elements of U to K. (In fact, U/tJK is dual to the 
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Galois group of the maximal unramified extension of K of exponent p, but we 
won't need this.) 

Theorem 6. The additive group .fe(pQ) n fpKQ is contained in U, and the 
inclusion induces an isomorphism 

(.fe(pQ) n 6oKQ)Jko ~ UJ&oK. 

Proof. If an element z of K is integral at P, then a root ct of XP - X - z = f( X) 
is unramified at P because f'(cc) = -1 is a unit. This proves the desired inclusion 
relation. If z E .fe(pQ) n pK, then \here exists x E K such that z = x P - x. 
Hence x is P-integral for all P # Q. If x has a pole at Q, then this pole has at 
most order 1, and hence x is constant, whence z is constant. This proves that 
the homomorphism of .fe(pQ) n KQ into Vj 60K has kernel equal to the constant 
field ko• Finally, given an element Z E U, we wish to prove that there exists an 
element WE .fe(pQ) such that z == w (mod {oK). First take P # Q. Since 
Z E pKp , if z is not integral at P, then z has a pole of order pm at P for some 
positive integer m, say 

a 
Z=- + ... 

upm 
' 

where u is a local parameter at P. By the Riemann-Roch theorem, there exists 
x E .fe(mP + nQ) for some large n such that 

a 1/ p 

x = + .... 
um 

Then z - &OX has a pole of smaller order than z at P. After repeating the above 
procedure, we may assume without loss of generality that z has a pole only at Q. 
Since z E sDKQ , it follows that z has an expansion of the form 

b 
z = + ... 

tpm 

at Q, with some positive integer m, and a constant b. If m = 1, we are done. 
If m > 1, there exists an element x E .fe(mQ) such that 

blIp 
x = + ... tm • 

Hence z - px has a lower order pole at Q than z. Again inductively, we can 
finally achieve that z E .fe(pQ). This proves our theorem. 

Theorem 7. The following conditions are equivalent: 

i) The space .fe(pQ) n 6'DKa is equal to the constant field. 
Ii) There exists no cyclic unramffied extension of K of degree p. 

iii) The Hasse invariant at Q is equal to O. 
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Proof By Theorem 6, the cyclic unramified extensions of K are obtained by 
p-th roots of elements of !l'(pQ) n pKQ• Hence i) implies ii). If the Hasse 
invariant a is not 0, let b be a constant such that b1-

p = a, and let z = bP}.:, 

where y is the Hasse function, 
a - + .... 
t 

Then Z E !l'(pQ). and also Z E f'JKQ' because 

pkoUt]] = ko[[t]], 

i.e. every equation XP - X v 0 with a power series v E ko[[t]l has a fOOl 

in ko[[t]]. A p-th root of Z generates an un ramified extension of degree p, by 
Theorem 6, thus proving that ii) implies iii). Finally, assume iii). If !l'(pQ) n fJ KQ 
contains a non-constant z, then z can be written x P - x with some x E S:)KQ -

Expanding x as a power series in.!. we see that Z has an expansion 

b 
Z -, + ... 

t 

with some constant b # O. Dividing by bP yields the Hasse function, and ShO'1iS 

that the Hasse invariant is not 0, thus proving our theorem. 
The above arguments also prove: 

Theorem 8. Assume that the Hasse invariant is not O. Then modulo cons tams, 
there exists a unique non-zero function 

z E !l'(pQ) n pKQ • 

Thisfunction has the expansion 

bP b 
Z= --+ ... 

t P t 

for some constant b, and the cye/ic unramified extension of K of degree p is 
equal to K(S9- 1 z). 

Over the prime field, we may now summarize the results obtained. identifying 
possible definitions of the element c p" 

Theorem 9. Let A be an elliptic curve defined over the prime field Fp. Let 
w be a differential of the first kind in the function field FiA). Let Q be a 
rational point of A in F P' and t a local parameter at Q in F peA). Let 

normalized so that Cl = 1. Let 7( 7(p be the Frobenius endomorphism oj A 
over Fp, and let C be the Cartier operator. Then: 

ew = w 0 7(' c pW. 
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Jfy E 2(pQ) has the expansion 

1 a 
Y = tp - t + ... , 

then a = cpo The curve A is supersingular if and only if cp = O. We also have 
the expansion 

to(pb) == cptP (mod t 2 p). 

The information in Theorem 9 puts together Theorem 1 of §1, Theorem 3 
of §2, and Theorem 5 of §5, which relate t;e various possible definitions of the 
Hasse invariant. 



Bibliography 

BOOKS AND MONOGRAPHS 

[B11 M. DEURING, "Die Klassenkorper der Komplexen Multiplikation," Enzyklopii.dte 
der Math. Wiss. Band I, 2. Teil, Heft 10, Teil II. 

[B21 R. FRICKE, Die Elliptischen Funktionen und ihre Anwendungen, Vol. One (19)6) 
and Vol. Two (1922), Teubner, Leipzig, Berlin. 

[B3] --, Analytisch-Funktionentheoretische Vorlesungen, Teubner Verlag, Le:pzig, 
1900. 

[B41 R. FRICKE and F. KLEIN, Vorlesungen .iiber die Theorie der Automorphen 
Funktionen I, II, Teubner Verlag, 1897 and 1912. 

[B5] R. FUETER, Vorlesungen iiber die Singularen Moduln und die Komplexe Muiti­
plikation der Elliptischen Funktionen, Teubner, Leipzig, Berlin, 1924. 

[B61 Y. IHARA, On Congruence Monodromy Problems, Vols. I" and II, Chapter V. 
University of Tokyo, 1968. 

[B7] S. LANG, Algebraic Number Theory, Addison Wesley, Reading, Mass., 1970 .. 

[B8) C. MEYER, Die Berechnung der Klassenzahl abe/scher KiJrper iiber quadratischen 
Zahlkorper, Akadamie Verlag, Berlin, 1957. 

[B91 P. ROQUEITE, "Analytic theory of elliptic functions over local fields," Hame 
Math. Einzelschri/ten, Neue Folgen, Heft 1, 1970. 

[BI0] J. P. SERRE, Cours d'Arithmetique, Presses Universitaires de France, 197{;~ 

[Bll] --, Abelian (-adic Representations and Elliptic Curves, Benjamin, Reading, 
Mass., 1968. 

[B12] G. SHIMURA, Introduction to the Arithmetic Theory of Automorphic Functions, 
Iwanami Shoten and Princeton University Press, 1971. 

[B131 G. SHiMURA and Y. TANIYAMA, Complex Multiplication of Abelian Varieties ami 
jts Applications to Number Theory, Math. Soc. Japan, 1961. 

[814J C. L. SIEGEL, Lectures on advanced analytic number theory, Tata Institutl:, 
1961. 

321 



322 BIBLIOGRAPHY 

[BlS] Analytische Zahlentheorie II, Course at the University of Gottingen, 
]963-1964, notes by K. Kurten and G. Kohler. 

[BI6] H. WEBER, Lehrbuch der Algebra, Vol. 1If, reprinted from the second edition 
(1908), Chelsea, New York. 

[BI7] Seminar on Complex Multiplication, Lecture Notes in Mathematics No. 21, 
Springer-Verlag, Berlin, Heidelberg, New York 1966 (from the Institute 
Seminar by Borel, Chowla, Herz, Iwasawa, Serre, held in 1957-1958). 

ARTICLES 

[I] T. ASAI, "On a certain function ~nalogous to 10gll7(z)I," Nagoya Math. J. 40 
(1970), pp. 193-21 I. 

[2] P. DELIGNE, "Hodge Structures," Publication IHES, 1971. 

[3] ---, "Varietes abeliennes ordinaires sur un corps fini," Invent. Math. 8 (1969), 
pp. 238-243. 

[4] M.DwRJ:<1G, "Die Typen der Multlplikatorenringe elliptischer Funktionenk6rper," 
Abh. Math. Selll. Hall1b. (1941), pp. 197-272. 

[5] --, "Teilbarkeitseigenschaften der singularen Moduln der elliptischen Funk­
tionen und die Diskriminante der Klassengleichung," Comll1ellfarii Math. Helv. 
19 (1946). pp. 74-82. 

[6] "Die Struktur derelliptischen Funktionenkorper und die Klassenkorper der 
imaginaren quadratischen Zahlkorper," Math. Anfl. 124 (1952), pp.393-426. 

[7] --, "Die Anzahl der Typen von Maximalordnungen einer definiten Quatern­
ionenalgebra mit primer Grundzahl," Jahrsbericht Deutschell Math. Ver. 54 
(1944), pp.24-41. 

[8] --, "Invarianten und Normalformen elliptischer Funktionenkorper," Malh. 
Zeitschr. 47 (1941), pp. 47-56. 

[9] "Zur Theorie der Moduln algebraischer Funktionenkorper, Math. Zeitschr. 
46 (1940), pp. 34-46. 

[10] --, "Zur Theorie der elliptischen Funktionenk6rper," Hall/b. AM. 15 (1942), 
pp. 211-261. 

[II] --, "Algebraische Begrundung der komplexen Muitiplikation," Hamb. AM. 
16 (1946), pp. 32-47. 

Il2] --, "Reduktion algebriiischer Funktionenkorper nach Primdivisoren des 
Konstantenkorpers," Math. Zeitscltr. 47 (1942), pp. 643-654. 

113] ~-, "Die Zetafunktion einer algebraischen Kurve vom Geschlechte Eins," 
four papers in Nachrichtell Akad. Wiss. Gott/l1gm: 

i) 1953, pp. 85-94. 
ii) 1955, pp. 13-42. 
jii) 1956, pp. 37-76. 
iv) 1957, pp. 55-80. 



BIBLIOGRAPHY 

[14] R. FUETER, "Die verallgemeinerte Kroneckersche Grenzformel und ihre Anwen­
dung auf die Berechung der Klassenzahl," Rend. Palermo 29 (1910), pp. 380-395. 

[15] H. HASSE, "Beweis des Analogons der Riemannschen Vermutung fur die Artin­
schen und F. K. Schmidtschen Kongruenzzetafunktionen in gewissen ellipti· 
schen Fiillen," Nachr. Ges. Wiss. Giittingen, Math.-Phys. K. (1933), pp. 253-·262. 

[16] --, "Abstrakte Begrundung der komplexen Multiplikation und Riemannsche 
Vermutung in Funktionenkorpern," Abh. Math. Sem. Hamb. 10 (1934), 
325-348. 

[17] --, "Zur Theorie der abstrakten elliptischen Funktionenkorper," J. Reilie 
angew. Math. 175 (1936), pp. 55-62,69-88, 193-208. 

[18] --, "Existenz separabler zyklischer unverzweigter Erweiterungskorper \'(':'n 

Primzahlgrade p tiber el1iptschen Funktionenkorpern der Charaketeristik j)," 

J. Reine Angew. Math. 172 (1934), pp. 77-85. 

[19] --, "Neue Begrundung der komplexen Muitiplikation, I, II," J. Reine Ang"c;. 
Math. 157 (1927), pp. 115-139 and 165 (1931), pp. 64-88. 

[20] H. HASSE and E. WITT, "Zyklische unverzweigte Erweiterungskorper von, 
Primzahlgrade p tiber einem algebraischen Funktionenkorper der Charak,eristik 
p," Mon Math. Physik 43 (1936), pp. 477-492. 

[21] H. HECKE, "Zur Theorie derelliptischen Modulfunktionen," Math. Ann. 97 (1926), 
pp. 210-242. 

[22] J. IGUSA, "Kroneckerian model of fields of elliptic modular functions," Am. ], 
Math. 81 (1959), pp. 561-577. 

[23] --, "On the transformation theory of elliptic functions," Am. J. Math. 81 (1959), 
pp.436-452. 

[24] --, "On the algebraic theory of elliptic modular functions," J, Math. Si)~. 

Japan, 20 (1968), pp. 96-106. 

[25] --, "Fibre systems of Jacobian Varieties III (Fibre systems of elliptic curves):' 
Am. J. Math. 81 (1959), pp.453-476. 

[26] Y. IHARA, "Heeke polynomials as congruence zeta functions in elliptic modu)a, 
case," Ann. Math. 85 (1967), pp. 267-295. 

[27] K. KOIZUMI and G. SHIMURA, "On specializations of abelian varieties," Scien:'/i<: 
Papers 0/ the College 0/ General Education, University of Tokyo 9 (,959), 
pp.187-211. 

[28a] S. LANG, "Isogenous generic elliptic curves," Am. J. Math. 1972. 

[28b] --, "Frobenius automorphisms of modular function fields," Am.J. Math. ]97), 

[29] 1. McDONALD, "Affine root systems and Dedekind's IJ-function," Im:ent. kfath 
15 (1972), pp. 91-143. 

[30] J. MANIN, "The Hasse-Witt matrix of an algebraic curve," A.MS Trailsiaricils 2, 
50, pp. 189-234. 



324 BIBLIOGRAPHY 

[31] 1. PJATECKII-SHAPIRO and I. SHAFAREVIC, "Galois Theory of transcendental 
extensions and uniformization," Izvestia Akad. Nauk SSSR Ser. Math. 30 
(1966), pp. 671-704, AMS Translation Series 2 69 (1968), pp. 111-145. 

[32] I. PJATECKII-SHAPIRO, "On reduction modulo a prime of fields of modular 
functions," Izv. Akad. Nauk SSSR Ser. Math. 32 (1968), AMS translation 
2 (No.6, 1968), pp. 1213-1222. 

[33] K. RAMACHANDRA, "Some applications of Kronecker's limit formulas," Ann. 
Math. 80 (1964), pp. 104-148 .... 

[34] --, "On the class number of relative abelian fields," J. Reine angew. Math. 
236 (1969), pp. 1-10. 

[35] l.-P. SERRE, "Groupes de Lie t-adiques attaches aux courbes elliptiques, Colloque, 
Clermont-Ferrand," Les tendances geometriques en algebre et tMorie des 
nombres, pp. 1964. 

[36] --, "Sur les groupes de Galois attaches aux groupes p-divisibles," Proceed. 
Can! on Local Fields, Springer-Verlag, 1967, pp. 113-131. -

[37] l.-P. SERRE and l. TATE, "Good reduction of abelian varieties," Ann. Math. 
88 (1968), pp. 492-517. 

[38] G. SHIMURA, "Correspondances modulaires et les fonctions zeta de courbes 
,algebriques," J. Math. Soc. Japan 10 (1958), pp. 1-28. 

[39] --, "Reduction of algebraic varieties with respect to a discrete valuation of the 
basic field," Am.J. Math. 77(1955), pp. 134-176. 

[40] --, "A reciprocity law in non-solvable extensions," J. Reine angew. Math. 
221 (1966), pp. 209-220. 

[41] l. TATE, "The arithmetic of elliptic curves, Colloquium lectures," AMS, Dart­
mouth, 1972. 

[42]--, "Genus change in purely inseparable extensions of function fields," Proc. 
AMS, 3 (1952), pp. 400-406. 



Index 

Abelian curve, 15,299 
Addition theorem, 12 
Adeles,75 
Admissible valuation, 202 
Artin automorphism, 106 
Associated, 165 
Automorphic form, 36 
Automorphisms of modular function field, 77 

Bernoulli numbers, 48 

Cartier operation, 31 J 
Completion, 98 
Complex multiplication, 87, 123 
Conductor, 92, 285 
Congruence relation, 57, 168 
Congruence subgroup, 61 

Decomposition group, 102 
Defined over a field, J 5, 65 
Degree of a homomorphism, 25 
Degree of automorphic function, 33 
Delta function, 161,247 
Deuring representatives, 188 
Differential form, 117 
Differential of first kind, 118, 307 
Dirichlet density, 108 
Division points, 24, 221 
Divisor, 243 

e" II 
Elliptic curve, 15 
Elliptic function, 5 
Equivalent elements, 143 
Equivalent lattices. 15 

eta, 241 
eta function of Dedekind, 252 

Formal group, 214, 304 
Fourier expansion, 43 
Fourier transform, 267 
Fricke functions, 64 
Frobenius determinant, 284 
Frobenius endomorphism, I J 8, 138 
Frobenius map, 1 J 8 
Fundamental domain, 30 
Fundamental parallelogram, 6 

92,B" II 
Galois p-adic representations, 205 
Gauss sum, 288 
Global isogeny theorem, 216 
Good reduction, 221 

Hasse function, 316 
Has~e invariant, 317 
Hecke character, 136 
Homomorphism, 16 

Ideles, 76 
Idele multiplication of lattice, 100 
Ihara's theory, 187 
Inertia group, 104 
Involution, 28 
Irreducible ideal, 91 
Irreducibility theorem, 225 
Isogenous, 27, 205 
lsogeny theorem, 205 
Isomornhi<;m<. 15 



j-invariant, 17, 39, 40 

Kronecker class number relation, 143 
Kronecker congruence relation, 57, ]68 
Kronecker limit formula, 273 

I-adic representations, 172 
Lattice, 5, 89, 99 
Legendre relation, 241 
Level, 61 
Lifting, 184 
Linearly equivalent divisors, 243 
Linearly equivalent lattices, 15 
Local isogeny theorem, 211 
Localization, 97 

Meromorphic at infinity, 33 
Modular function, 54 
Modular function field, 63, 66, 72 
Modular group, 29 
Modular polynomial, 55, 143 

Nondegenerate reduction, 111 
Normalized, 119 

Order, 89 

p-ad ic representat ion, 172 
p-generator, 188 
Poisson formula, 267 
Prime to an ideal, 92 
Primitive element, 143 
Primitive level, 64 
Primitive matrix, 51 
Primitive sublattice, 59 
Proper character, 287 
Proper ideal classes, 94 
Proper lattice, 91 

q-expansion, 33, 43, 246, 248 

INDEX 

Ramachandra invariant, 264 
Rational points, 16 
Ray class field, 109, 124 
Reduction mod p, 111 

Schwartz space, 267 
Shafarevic theorem, 222 
Shimura exact sequence, 83 
Shimura Reciprocity Law,. ISO 
Siegel functions, 261 
Sigma function, 239 
Singular, 171 
Skew symmetric pairing, 243 
Split completely, 105 
Supersingular, 171 
Supersingular reduction, 213 

Tate curve, 197 
Tate parametrization, 196 
Tate trace, 309 
Theta function, 239, 261, 269 
Tp (A),I72 
Trivial endomorphism, 19 

U, 75 
Unipotent elements, 204 
Unramified character, l36 

Von Staudt's theorem, 49 
Vp(A), 173 

Weber function, 19,63, 115 
Weight, 33 
Weierstrass p-function, 7 
Weierstrass sigma function, 239 
Weierstrass zeta function, 240 

Zeta function of elliptic curve, 142 
Zeta function of ideal class, 279 




