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CHAPTER 1
Introduction to Locally Convex
Topological Vector Spaces and Dual Pairs

§1. Locally Convex Vector Spaces

The purpose of this chapter is to provide a quick introduction to some of the
basic aspects of the theory of topological vector spaces. Various versions of
the Hahn-Banach theorem will be used later in the book and the exposition
therefore centers around a fairly detailed treatment of these fundamental
results. Other parts of the theory are only sketched, and we suggest that the
reader consult one of the many books on the subject for further information,
see e.g. Robertson and Robertson (1964), Rudin (1973) and Schaefer (1971).

1.1. We assume that the reader is familiar with the concept of a vector space
E over a field I, which is always either K = R or I = C, and of a topology
O on a set X, where () means the system of open subsets of X.

Generally speaking, whenever a set is equipped with both an algebraic
and a topological structure, we will require that the structures match in the
sense that the algebraic operations become continuous mappings.

To be precise, a vector space E equipped with a topology ¢ is called a
topological vector space if the mappings (x, y)—x + y of E x E into E and
(4, x)> Ax of K x E into E are continuous. Here it is tacitly assumed that
E x E and K x E are equipped with the product topology and I = R or
K = C with its usual topology. A topological vector space E is, in particular,
a topological group in the sense that the mappings (x, y)+—>x + yof E x E
into E and x+ —x of E into E are continuous.

For each u € E the translation t,: x — x + u is a homeomorphism of E,
so if 4 is a base for the filter % of neighbourhoods of zero, then u + Zis a
base for the filter of neighbourhoods of u. Therefore the whole topological
structure of E is determined by a base of neighbourhoods of the origin.
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A subset A4 of a vector space E is called absorbing if for each x € E there
exists some M > 0 such that x € 14 for all A€ KK with |A] = M; and it is
called balanced, if AA = A for all A€ K with |A| £ 1. Finally, 4 is called
absolutely convex, if it is convex and balanced.

1.2. Proposition. Let E be a topological vector space and let U be the filter
of neighbourhoods of zero. Then:

(1) every U € % is absorbing;
(ii) for every U € U there exists Ve U withV + V < U,
(iii) for every U € U, b(U) = (121 1U is a balanced neighbourhood of zero
contained in U.

ProoF. For a € E the mapping A+ Aa of K into E is continuous at A =0
and this implies (i). Similarly the continuity at (0, 0) of the mapping (x, y) —
x + y implies (ii). Finally, by the continuity of the mapping (4, x) — Ax at
(0,0) e K x E we can associate with a given U €  a number ¢ > 0 and
V €9 such that AV < U for |A| £ e Therefore

eV eblU)cU

so U contains the balanced set b(U) which is a neighbourhood of zero
because ¢V is 50, x > ex being a homeomorphism of E. U

From Proposition 1.2 it follows that in every topological vector space the
filter % has a base of balanced neighbourhoods.

A topological vector space need not have a base for % consisting of
convex sets, but the spaces we will discuss always have such a base.

1.3. Definition. A topological vector space E over K is called locally convex
if the filter of neighbourhoods of zero has a base of convex neighbourhoods.

1.4. Proposition. In a locally convex topological vector space E the filter of
neighbourhoods of zero has a base % with the following properties:

(i) Every U € & is absorbing and absolutely convex.
@ii) If Ue B and A £ 0, then AU € A.

Conversely, given a base & for a filter on E with the properties (i) and (ii),
there is a unique topology on E such that E is a (locally convex) topological
vector space with 9 as a base for the filter of neighbourhoods of zero.

Proor. If U is a convex neighbourhood of zero then b(U) is absolutely convex.
If B, is a base of convex neighbourhoods, then the family # =
{Ab(U)|U € B,, A + 0} is a base satisfying (i) and (ii).

Conversely, suppose that 4 is a base for a filter # on E and satisfies (i)
and (ii). Then every set U € # contains zero. The only possible topology on
E which makes E to a topological vector space, and which has & as the
filter of neighbourhoods of zero, has the filter a + % as filter of neigh-
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bourhoods of a € E. Calling a nonempty subset G < E “open” if for every
a € G there exists U e & such that a + U < G, it is easy to see that these
“open” sets form a topology with a + & as the filter of neighbourhoods
of a, and that E is a topological vector space. ad

In applications of the theory of locally convex vector spaces the topology
on a given vector space E is often defined by a family of seminorms.

1.5. Definition. A function p: E — [0, oo[ is called a seminorm if it has the
following properties:

(i) homogeneity: p(Ax) = |A|p(x)for Ae K, x € E;
(i) subadditivity: p(x + y) < p(x) + p(y) for x, y € E.

If, in addition, p~!({0}) = {0}, then p is called a norm.

If pis a seminorm and o > O then the sets {x € E|p(x) < a} are absolutely
convex and absorbing.
For a nonempty set 4 < E, we define a mapping p,: E — [0, co] by

pa(x) = Inf{A > O|x € A4}

(where p4(x) = oo, if the set in question is empty).
The following lemma is easy to prove.

1.6. Lemma. If A < E is

(i) absorbing, then p 4(x) < oo for x € E;
(ii) convex, then p, is subadditive;
(iii) balanced, then p, is homogeneous, and

{xeE|psx) <1} =A< {xeE|pyx) =1}

If A satisfies (i)-(iii) then p is called the seminorm determined by A.

A seminorm p satisfies |p(x) — p(y)| £ p(x — y). In particular, if E is a
topological vector space then p is continuous if and only if it is continuous
at 0 and this is equivalent with {x|p(x) < a} being a neighbourhood of zero
for one (and hence for all) a > 0.

We will now see how a family (p;);c; of seminorms on a vector space E
induces a topology on E.

1.7. Proposition. There exists a coarsest topology on E with the properties
that E is a topological vector space and each p; is continuous. Under this
topology E is locally convex and the family of sets

{xe E|p;(x) <e&...,p(x) < ¢}, i,eosinel, neN, &¢>0,

is a base for the filter of neighbourhoods of zero.
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PrOOF. Let 4 denote the above family of sets. Then 4 is a base for a filter on
E having the properties (i) and (ii) of Proposition 1.4, and the unique topology
asserted there is the coarsest topology on E making E to a topological vector
space in which each p; is continuous. U

The above topology is called the topology induced by the family (p;);.; of
seminorms.

Note that in this topology a net (x,) from E converges to x if and only if
lim, p(x — x,) =0foralliel

The topology of an arbitrary locally convex topological vector space E is
always induced by a family of seminorms, e.g. by the family of all continuous
seminorms as is easily seen by 1.4 and 1.6.

1.8. Proposition. Let E be a locally convex topological vector space, where the
topology is induced by a family (p;);c; of seminorms. Then E is a Hausdorff
space if and only if for every x € E\{0} there exists i € I such that p(x) % 0.

ProOF. Suppose x # y and that (p;);.; has the above separation property.
Then there exist i € [ and ¢ > 0 such that p,(x — y) = 2¢. The sets

{ulpdx — u) < e}, {ulp(y —w) <&}
are open disjoint neighbourhoods of x and y.

For the converse we prove the apparently stronger statement that the
separation property of (p;);.; is a consequence of E being a T;-space (i.e. the
one point sets are closed). In fact, if x + 0 and {x} is closed there exists a
neighbourhood U of zero such that x ¢ U. By Proposition 1.7 there exist
¢ > 0 and finitely many indices iy, ..., i, € I such that

Wip <& ...,p (V) <et U,
so for some i € {iy, ..., i,} we have p(x) = & d

1.9. Finest Locally Convex Topology. Let E be a vector space over K. Among
the topologies on E, which make E into a locally convex topological vec-
tor space, there is a finest one, namely the topology induced by the family
of all seminorms on E. This topology is called the finest locally convex
topology on E. An alternative way of describing this topology is by saying
that the system of all absorbing absolutely convex sets is a base for the filter
of neighbourhoods of zero, cf. 1.4.

The finest locally convex topology is Hausdorff. In fact, let e € E\ {0} be
given. We choose an algebraic basis for E containing e and let ¢ be the linear
functional determined by @(e) = 1 and ¢ being zero on the other vectors
of the basis. Then p = || is a seminorm with p(e) = 1, and the result follows
from 1.8.

Notice that every linear functional is continuous in the finest locally
convex topology.

In Chapter 6 the finest locally convex topology will be used on the vector
space of polynomials in one or more variables.
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1.10. Exercise. Let E be a topological vector space, and let 4, B, C, F < E.

(a) Show that A + Bis open in E if A is open and B is arbitrary.
(b) Show that F + C is closed in E if F is closed and C is compact.

1.11. Exercise. Let E be a topological vector space. Show that the interior
of a convex set is convex. Show that if U is an absolutely convex neighbour-
hood of 0 in E then its interior is absolutely convex. It follows that a locally
convex topological vector space has a base for the filter of neighbourhoods
of 0 consisting of open absolutely convex sets.

1.12. Exercise. Show that a Hausdorff topological vector space is a regular
topological space. (It is actually completely regular, but that is more difficult
to prove.)

1.13. Exercise. Let E be a topological vector space and 4 < E a nonempty
and balanced subset. Then:

(i) f Aisopen, 4 = {x € E|p(x) < 1};
(ii) if Aisclosed, A = {x € E|p.(x) £ 1}.

1.14. Exercise. Let p, g be two seminorms on a vector space E. Then if
{x e E|p(x) £ 1} = {x € E|q(x) £ 1} it follows that p = g.

1.15. Exercise. Let the topology of the locally convex vector space E be
induced by the family (p;);.; of seminorms, and let f be a linear functional
on E. Then f is continuous if and only if there exist ¢ € ]0, o[ and some
finite subset J < I such that | f(x)| £ ¢- max{p,(x)|ie J} forall x € E.

§2. Hahn-Banach Theorems

One main result in the theory of locally convex topological vector spaces is
the Hahn-Banach theorem about extensions of linear functionals. In the
following we treat this and closely related results under the name of Hahn-
Banach theorems.

We recall that a hyperplane H in a vector space E over K is a maximal
proper linear subspace of E or, equivalently, a linear subspace of codimension
one (i.e. dim E/H = 1). Another equivalent formulation is that a hyper-
plane is a set of the form ¢~ !({0}) for a linear functional ¢: E — KK not
identically zero.

Neither local convexity nor the Hausdorff separation property is needed
in our first version of the Hahn-Banach theorem. However the existence of
a nonempty open convex set 4 + E is a strong implicit assumption on E.
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2.1. Theorem (Geometric Version). Let E be a topological vector space over
K and let A be a nonempty open convex subset of E. If M is a linear subspace of
E with An M = (J, there exists a closed hyperplane H containing M with
AnH=(.

ProoF. We first consider the case K = R. By Zorn’s lemma there exists a
maximal linear subspace H of E such that M < H and A n H = (. Let
C=H+ (Jis0 44

The sum of an open set and an arbitrary set is open, hence C is open,
cf. Exercise 1.10. We now derive four properties of C and H by contradiction:

@@ Cn(-0)=.
In fact, if we assume x € C N (—C), we have x = h; + A,a; = hy, — A,a,
with h;e H,a; € A, 4; > 0,i = 1, 2. By the convexity of 4

A - A, .
A+ DA+ D A+ A

(h —h)eAnH

which is impossible.

b)) HuCu(-C)=E ‘

In fact, if there exists x € EN\(H u C U (—C)) we define A = H + Rx, so
H is a proper subspace of H. Furthermore 4 n H = ¢ because ye 4 n H
can be written y = h + Ax with he H and A + 0 (4 n H = ), and then
x = (1/2)y — (1/)h e C u (—C), which is incompatible with the choice of
x. Finally the existence of H is inconsistent with the maximality of H so (b)
holds.

) HNn(Cu (=0) = .

In fact,if xe HN C then x = h + la with he H,ae A and 1 > 0, but
then a = (1/A)(x — h) € A n H, which is a contradiction.

From (b) and (c) follows that H is the complement of the open set
C v (=), hence closed.

(d) H is a hyperplane.

If H is not a hyperplane there exists x € E\ H such that H = H + Rx + E.
Without loss of generality we may assume xe C and we can choose
y € (—C)\H. The function f: [0, 1] » E defined by f(1) = (1 — )x + Ay
is continuous, so f ~*(C) and f ~!(—C) are disjoint open subsets of [0, 1]
containing, respectively, 0 and 1. Since [0, 1] is connected there exists
a € J0, 1[ such that f(«) € H. But thisimplies y = (1/o)(f(a) — (1 — a)x) € H,
which is a contradiction.

This finishes the proof of the real case.

A complex vector space can be considered as a real vector space, and if H
denotes a real closed hyperplane containing M and such that A " H = &,
then H n (iH) is a complex hyperplane with the desired properties. O



§2. Hahn-Banach Theorems 7

The following important criterion for continuity of a linear functional
will be used several times.

2.2. Proposition. Let E be a topological vector space over K, let ¢: E — K
be a nonzero linear functional and let H = ¢~ *({0}) be the corresponding
hyperplane. Then precisely one of the following two statements is true:

(i) ¢ is continuous and H is closed;
(i) @ is discontinuous and H is dense.

PRrOOF. The closure H is a linear subspace of E. By the maximality of H we
therefore have either H = H or H = E.If ¢ is continuous then H = ¢~ }({0})
is closed. Suppose next that H is closed. Let a € E\ H be chosen such that
¢(a) = 1. By Proposition 1.2 there exists a balanced neighbourhood V of
zero such that (a + V) n H = ¢, and therefore ¢(V) is a balanced subset
of KK such that 0 ¢ 1 + @(V), hence (V) = {x € K||x| < 1}. It follows that
|p(x)] < ¢ for all x e eV, ¢ > 0, so ¢ is continuous at zero, and hence con-
tinuous. O

2.3. Theorem of Separation. Let E be a locally convex topological vector space
over €. Suppose F and C are disjoint nonempty convex subsets of E such that F
is closed and C is compact. Then there exists a continuous linear functional
¢: E — K such that

sup Re ¢(x) < inf Re ¢(x).

xeC xeF
PROOF. Let us first suppose K = R, and consider the set B=F — C.
Obviously B is convex, and using the compactness of C it may be seen that
B is closed, cf. Exercise 1.10. Since F n C = J we have 0 ¢ B, so by 1.4
there exists an absolutely convex neighbourhood U of Osuch that U n B = .
The interior V of U is an open absolutely convex neighbourhood (cf. Exercise
1.11) so A = B+ V = B — V is a nonempty open convex set (1.10) such
that 0 ¢ A. Since {0} is a linear subspace not intersecting A4, there exists by
Theorem 2.1 a closed hyperplane H with A n H = (. Let ¢ be a linear
functional on E with H = ¢~ !({0}). By 2.2, ¢ is continuous. Now ¢(A4) is a
convex subset of R, hence an interval, and since 0 ¢ ¢(A4) we may assume
@(A4) < ]0, oof. (If this is not the case we replace ¢ by —¢). We next claim

inf ¢(x) > 0,
xeB

which is equivalent to the assertion. If the contrary was true there exists a
sequence (x,) from B such that ¢(x,) — 0. Since V is absorbing there exists
ueV with o) <0, but x, + u€ A so that ¢(x,) + ¢(u) > 0 for all n,
which is in contradiction with ¢(x,) — O.

In the case I = C we consider E as a real vector space and find a R-linear
functional ¢: E — R as above. To finish the proof we notice that there exists
precisely one C-linear functional : E — C with Re ¢ = ¢ namely y(x) =
@(x) — ip(ix), which is continuous since ¢ is so. O
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Applying the theorem to two one-point sets we find

2.4. Corollary. Let E be a locally convex Hausdorff topological vector space.
Fora,be E, a # b, there exists a continuous linear functional f on E such that

f@ + ()

We shall now treat the versions of the Hahn-Banach theorem which are
called extension theorems. Although they may be derived from the geometric
version, we give a direct proof using Zorn’s lemma.

The first extension theorem is purely algebraic and very useful in the
theory of integral representations. It uses the following weakened form of
the concept of a seminorm.

2.5. Definition. Let E be a vector space. A function p: E — R is called sub-
linear if it has the following properties:

(i) positive homogeneity: p(Ax) = Ap(x)for A 2 0, x € E;
(i) subadditivity: p(x + y) < p(x) + p(y) for x, y € E.

A function f: E — R is called dominated by p if f(x) < p(x) for all x € E.

2.6. Theorem (Extension Version). Let M be a linear subspace of a real vector
space E and let p: E — R be a sublinear function. If f: M — R is linear and
dominated by p on M, there exists a linear extension f : E — R of f, which is
dominated by p.

Proor. We first show that it is always possible to perform one-dimensional
extensions assuming M + E.

Let e € E\M and define M’ = span(M U {e}). Every element x' € M’ has
a unique representation as x’ = x + te with xe M, re R. For every a e R
the functional f,: M’ — R defined by fi(x + te) = f(x) + ta is a linear
extension of f. We shall see that « may be chosen such that f7, is dominated
by p.

By the subadditivity of p we get for all x, y e M

f)+ f(») = f(x+y) S px +y) = p(x —e) + ple + ),

or
JG) —p(x —e) = ple + y) — f()
Defining
k = sup{f(x) — p(x — €)|x € M},
K =inf{pe +y) — f(y)y e M},
we have

-0 <kZK<o.
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It is easily seen that a necessary condition for f, to be dominated by p on
M’ is that a € [k, K]. This condition is also sufficient. In fact, for a € [k, K],
x,y€ M and t > 0, we have

[ —pt 'x —e)sasple+t7ly) = 7).
Multiplying by ¢ > 0 and rearranging yields
J(x) — 1 = plx —te),  f(y) + ta = p(y + te)

and shows that [ is dominated by p on M'.

We next consider the set & of pairs (M’, f'), where M’ =2 M is a linear
subspace of E and f” is a linear p-dominated extension of fto M'. For (M, f"),
M", f"ye F we define (M, ) < (M", ) if and only if M’ < M” and "
is an extension of f’. Under this relation % is inductively ordered, so by
Zorn’s lemma there exists a maximal element (M, ). The preceding discus-
sion shows that M = E, which finishes the proof. O

The following corollary was established by Choquet (1962) in his treat-
ment of the moment problem.

2.7. Corollary. Let M be a linear subspace of a real vector space E, and let P
be a convex cone in E such that M + P = E. Then every linear functional
f: M — R, which is nonnegative on M ~ P, can be extended to a linear
functional f: E — R which is nonnegative on P.

PrOOF. On E we define the order relation x £ y by y — xe P. For xe E
there exist y;, y, € M such that y; < x < y, because x, —x € M + P. This
implies that the expression

p(x) = inf{f(y)lye M,y 2 x}, x€E

satisfies — oo < p(x) < oo, and it is clear that p is sublinear and f(x) = p(x)
for x € M. Let f: E — R be a linear extension of f which is dominated by p.
We shall see that f(x) = 0 for all x € P. Indeed, for x € P we have —x £ 0
and hence f(—x) < p(—x) £ f(0) = 0. O

2.8. Theorem. Let M be a linear subspace of a vector space E over K and let
p: E— [0, o[ be a seminorm. If f: M — K is linear and satisfies | f(x)| <
p(x) for all x € M, there exists a linear extension f : E — K of f which satisfies
[ f(x)| £ p(x) for all x € E.

PrOOF. The real case follows immediately from Theorem 2.6 since a seminorm
p is sublinear and satisfies p(—x) = p(x).

In the complex case, we consider E as a real vector space and extend
g = Re(f) to a R-linear functional §: E — R satisfying |g(x)| < p(x) for
x € E. Let finally f : E — C be the unique C-linear functional with Re(f) = g,
ie. f(x) = g(x) — ig(ix) for x € E. Since Re(f|M) = §|M = g = Re(f) we
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necessarily have f|M = f. For x € E we choose a € C with |«| = 1 such that
of (x) = | f(x)|, and find

| ()] = f(ax) = Re f(ax) = §(ox) < plax) = |a|p(x) = p(x). O

2.9. Corollary. Let E be a locally convex topological vector space and M a
linear subspace. A continuous linear functional on M can be extended to a
continuous linear functional on E.

ProOF. There exists an absolutely convex neighbourhood U of 0 in E such
that the linear functional f on M satisfies | f(x)| =< 1 for xe U n M. Let
x €M and let A > 0 be such that x € AU. Then A" 'x € U n M and hence
| f(x)| £ A. This shows that the seminorm p, determined by U (cf. 1.6)
satisfies | f(x)| < py(x) for x € M. Let f be a linear extension of f satisfying
| f(x)| £ py(x) for x € E. Then | f(x)| < ¢ for x € eU, which shows that f'is
continuous. O

2.10. If E denotes a topological vector space we denote by E’ the vector
space of continuous linear functionals on E, and E’ is called the topological
dual space, which is a linear subspace of the algebraic dual space E* of all
linear functionals on E.

2.11. Exercise. Let E be a real vector space and p a sublinear function on E.
Show that

p(x) = sup{f(x)| f € E*, [ < p}.

2.12. Exercise. Let py, ..., p,: E > R be sublinear functions on a real vector
space E and let f: E — R be linear and satisfying f(x) < p,(x) + -+ + pu(x)
for x € E. Show that there exist linear functions f}, ..., f,: E — R such that
f=fi+--+ f, and such that f; is dominated by p; for i=1,...,n
Hint: Consider the product space E".

2.13. Exercise. With the notation as in Theorem 2.6 we denote by A(f, E)
the set of linear extensions f: E — R of f which are dominated by p. Clearly
A(f, E) is convex. Show by a Zorn’s lemma argument that A(f, E) has
extreme points. Let x, € E. Show that there exists an extreme point f; in
A(f, E) such that

fo(xo) = SUp{f((xoﬂf~ € A(f, E)}.

(For the notion of an extreme point see 2.5.1. The result of the exercise is due
to Vincent-Smith (1966, private communication). For a generalization see
Andenaes (1970).)
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§3. Dual Pairs

Let Ny = {0, 1,2,...}, let E = R™ be the vector space of real sequences
s = (S kzo and let F be the vector space of polynomials p(x) = Y %_o ¢, x*
with real coefficients. Note that F can be identified with the subspace of
sequences s € E with only finitely many nonzero terms. For se Eand pe F
we can define

(s, p) = Z Sk Cr
k=0

and {-,-) is a bilinear mapping of E x F into R, which clearly satisfies the
axioms in the following definition, so E and F form a dual pair under (-, - ).

3.1. Definition. Let E and F be vector spaces over I and (-, -): E x F - K
a bilinear form, i.e. separately linear. We say that E and F form a dual pair
under (-, - if the following conditions hold:

(i) For every e € E\ {0} there exists f € F such that (e, f> % 0.
(ii) For every f € F\ {0} there exists e € E such that {e, f> % 0.

3.2. A locally convex Hausdorff topological vector space E and its topo-
logical dual space E’ form a dual pair under the bilinear form {x, @) = @(x)
for xe E, ¢ € E'. The condition (ii) is clearly true and (i) follows from
Corollary 2.4.

A vector space E and its algebraic dual space E* form a dual pair under
the bilinear form {x, ¢> = ¢(x). This example is a special case of the above
example if E is equipped with the finest locally convex topology, cf. 1.9.

We see below that every dual pair (E, F, <-, -») arises in the above way in
the sense that there exist a topology 5 on E, such that E is a locally convex
Hausdorff topological vector space, and an isomorphism j: F — E’ such
that j(f)(e) = <e,f> for e€ E, f € F. Such a topology 1 is called compatible
with the duality between E and F. In general there exist many different topolo-
gies on E of this kind, and we will now define one, which turns out to be the
coarsest compatible with the duality and therefore is called the weak topology.

3.3. Definition. Let E and F be a dual pair under (-, ->. The weak topology
o(E, F) on E is the topology induced by the family (p,);.r of seminorms,

where p(e) = [<e, /)|

Condition (i) of 3.1 implies that o(E, F) is Hausdorff, cf. 1.8. By reasons
of symmetry there is also a weak topology o(F, E) on F.

3.4. Proposition. The topology o(E, F) is the coarsest of the topologies
compatible with the duality between E and F.

Proor. If 7 is a topology compatible with the duality then e (e, f) is
n-continuous for all f € F, and so are the seminorms (p,),.r. By 1.7 it
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follows that 6(E, F) is coarser than 5. If E is equipped with the weak topology
then e+ (e, f) is a continuous linear functional on E for each f € F, and
the mapping j: F — E’ given by j(f)(e) = {e,f) is linear and one-to-one
(condition (ii) of 3.1). To see that j is onto we consider a o(E, F)-continuous
linear functional ¢ on E. By 1.7 there exists ¢ > Oand fj, ..., f, € F such that
pr(x) <é&i=1,...,n, implies |@(x)| < 1. This gives at once that

{(xeE|{x,f>=0,i=1,...,n} <o '({0}). €))]
Let us consider the linear mapping : E — K" defined by

Y = (% f1), - <% f)),  x€E.

The image Y(E) is a linear subspace of K" and the inclusion (1) implies that
@: Y(E) » Kis well defined by @(¥/(x)) = ¢(x), x € E. But a linear functional
on a subspace of K" may be written

o(y) = ; A Vi, yeY(E) = K",

for a not necessarily unique vector (4,,..., 4,) € K", and this shows that
@(x) = <x,f) with f = Y7, A f; € F, hence j(f) = o. O

It is only slightly more difficult to show that there is also a finest topology
on E compatible with the duality. This topology is called the Mackey
topology and is denoted t(E, F), cf. Exercise 3.13.

We now associate with each subset of one of the two vector spaces of a
dual pair a subset of the other space of the pair, called the polar subset.

3.5. Definition. Let E and F be a dual pair under (-, -). For asubset A € E
the polar subset A° is given by

A° = {f e F|Rele,f)> < 1 forall e 4}.

For e € E the set {e}° = {f € F|Re{e, f) < 1} is convex and closed in any
topology ¢ on F compatible with the duality. Therefore also
Ao — m {e}o

eeA

is é-closed and convex. Furthermore 0 € 4°.

3.6. The Bipolar Theorem. Let n be any topology on E compatible with the
duality between E and F and let A < E. The bipolar set A°° = (A°)° is the
smallest n-closed and convex subset of E containing A U {0}.

PrOOF. From the above remark it follows that A°° is an n-closed and convex
set containing 4 U {0}. To finish the proof we show that the existence of an
n-closed convex set B containing 4 U {0} and a point e € A°°\ B will lead
to a contradiction. In fact, by the separation theorem (2.3) there exists an
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n-continuous linear functional ¢: E — K and a number 4 € R such that
Re ¢(e) < A < inf Re ¢(b).

beB

Since 0 € B we have A < 0. If f '€ F is such that ¢(x) = {(x, [ for x € E we

find
1 1
sup Re<b,—f> <l< Re<e, —f>.
beB ’1 ’1

The first inequality shows that (1/1) f € A° and the last inequality is then
incompatible with e € 4°°, O

3.7. Remark. If A4 is balanced we have
A° = {f eF|[<e,f>| < lforallee A}.

This is often used as a definition of the (absolute) polar set.
If Ais a cone (i.e. A4 < A for all A = 0) we have

A° = {f eF|Rele,f) < 0Oforallee A4},

which is a convex cone. With A < E we also associate another convex cone
A* < F, which is closed in any topology on F compatible with the duality
between E and F, namely

At = {f eF|{e,fy = 0forallee A}.

Clearly A* < —A4° and if E and F are real vector spaces and if A is a cone
then 4+ = —4°.

For a set A containing 0 the bipolar theorem states that 4°° is the y-closed
convex hull of 4. Using translations we therefore have the following con-
sequence of the bipolar theorem:

3.8. Proposition. The closed convex hull of a subset of E is the same for all
topologies on E compatible with a given duality.

If E is a finite dimensional vector space over [, hence isomorphic with
K" where n is the dimension of E, there is exactly one topology on E com-
patible with the duality between E and E*. More generally there is exactly
one Hausdorff topology on E such that E is a topological vector space. We
will refer to this topology as the canonical topology of E. These assertions are
contained in the following result.

3.9. Proposition. Let E be a finite dimensional subspace of a Hausdorff topo-
logical vector space F. Then E is closed in F, and any algebraic isomorphism
¢: K" > E (n = dim(E)) is a homeomorphism, when K" is equipped with the
topology generated by the euclidean norm.
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Proor. We first show by induction that any isomorphism ¢: K" — E is a
homeomorphism.

Forn = 1 we put ¢(1) = e. The continuity of scalar multiplication implies
that @: 4 — Ae is continuous from K to E. The inverse ¢~ ! is a linear func-
tional on E, and its kernel is the hyperplane {0}, which is closed since E is
Hausdorff. By 2.2 it follows that ¢ ~! is continuous.

Let us assume that the above statement is true for all dimensions less
than n and let ¢: K" — E be an algebraic isomorphism. As before the con-
tinuity of the algebraic operations shows that ¢ is continuous. To see that
@~ ': E > K" is continuous it suffices to prove that each linear functional
on E is continuous. To get a contradiction let us assume that y: E - K isa
discontinuous linear functional and put H = y~1({0}). Then H is a (n — 1)-
dimensional hyperplane, which is dense in E by 2.2. Let || - || be the euclidean
norm (or any norm) on H. By the induction hypothesis the norm topology
on H coincides with the topology induced from E, so there exists an open
set U in E such that

UnH={xeH]||x| <1}

Since H is dense in E and U is open, we have U n H = U, where the closures
are in E. But the set {x € H||/x|| £ 1} is compact in H, hence in E and in
particular closed in E, so we get

UcU=UnHc{xeH||x| <1}.

Since U is absorbing in E we get E = H. By this absurdity ¢ is indeed a
homeomorphism.

We finally show that E is closed in F. If this is not true there exists x € E\E.
Then E = span(E U {x}) is a (n + 1)-dimensional space. If e, ..., e, is an
algebraic basis for E, then ¢: K"*! > E given by @A, ..., 4, 4) =
Y71 Aie; + Ax is an algebraic isomorphism, hence a homeomorphism. It
follows that E is closed in E, hence x € E n E = E, which is a contradiction.

a

3.10. Exercise. Let E and F be a dual pair under {-,->. Then the weak
topology a(E, F) is the coarsest topology on E for which the mappings
e — (e, f ) are continuous when f ranges over F.

3.11. Exercise (Theorem of Alaoglu-Bourbaki). Let E be a locally convex
Hausdorff topological vector space with topological dual space E' and let
U be a neighbourhood of zero in E. Show that U° is o(E’, E)-compact.
Hint: Show that for x € E there exists 4 > 0 such that |{x, f)>| £ A for all
feU-

3.12. Exercise. Let E, F be a dual pair under ¢, -> and let # be a topology on
E compatible with the duality. Let U be a closed, absolutely convex neigh-
bourhood of zero in E and let p, be the seminorm determined by U, cf. 1.6.
Show that

pu(x) = sup{|[<{x,f>||fe U},  xeE.



Notes and Remarks 15

3.13. Exercise (Theorem of Mackey-Arens). Let E, F be a dual pair under
(-, ->, and let o/ be the family of all absolutely convex and o(F, E)-compact
subsets of F. For A € .o/ we define

lel.s = sup{|<e,f>||f €A}, ecE.

Show that | -|| 4 is @ seminorm on E. Use 3.11 and 3.12 to show that ify is a
topology on E compatible with the duality then # is induced by some sub-
family of (|||l \)4ew- Show finally that the topology induced by the family
(II' | 4)4 e 1s the Mackey topology, i.e. the finest topology on E compatible
with the duality.

Notes and Remarks

In the period up to the 1940’s most results in functional analysis were about
normed spaces. The development of the theory of distributions of Schwartz
was one main motivation for a study of general spaces, since the basic spaces
of test functions and distributions are nonnormable in their natural topology.
Today locally convex Hausdorff topological vector spaces are a natural
frame for many theories and problems in functional analysis, e.g. the theory
of integral representations, which we shall discuss in the next chapter. For
historical information on the theory of topological vector spaces we refer
the reader to the book by Dieudonné (1981).



CHAPTER 2
Radon Measures and
Integral Representations

§1. Introduction to Radon Measures on
Hausdorff Spaces

It is well known that the pure set-theoretical theory of measure and inte-
gration has its limitations, and many interesting results need a topological
frame because measure spaces without an underlying “nice” topological
structure may be very pathological. In classical analysis this difficulty was
overcome by introducing the theory of Radon measures on locally compact
spaces. On these spaces there is a particularly important one-to-one relation-
ship between Radon measures and certain linear functionals (see below)
which in many treatments on analysis leads to the definition, that a Radon
measure is a linear functional with certain properties.

Another branch of mathematics with a need for a highly developed
measure theory is probability theory. Here the class of locally compact
spaces turned out to be far too narrow, partly due to the fact that an infinite
dimensional topological vector space never can be locally compact. For
example, it was found that the class of polish spaces (i.e. separable and com-
pletely metrizable spaces) was much more appropriate for probabilistic
purposes.

Later on it became clear that a very satisfactory theory of Radon measures
can be developed on arbitrary Hausdorff spaces. This has been done, for
example, in L. Schwartz’s monograph (1973). We shall follow an approach
to Radon measure theory which has been initiated by Kisynski and developed
by Topsge. It deviates, for example, from the Schwartz-Bourbaki theory in
working only with inner approximation, but we hope to show that it gives
an easy and elegant access to the main results.
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In the following let X denote an arbitrary Hausdorff space. The natural
g-algebra on which the measures considered will be defined will always be
the o-algebra # = #(X) of all Borel subsets of X, i.e. the o-algebra generated
by the open subsets of X. In our terminology a measure will always be non-
negative; a measure defined on #(X) will be called a Borel measure on X.
Later on we also need to consider g-additive functions on %(X) which may
assume negative values, these functions will be called signed measures.

1.1. Definition. A Radon measure p on the Hausdorff space X is a Borel
measure on X satisfying

(i) u(C) < oo for each compact subset C = X,
(it) u(B) = sup{u(C)|C < B, C compact} for each B € #(X).

The set of all Radon measures on X is denoted M, (X).

Remark. Many authors require a Radon measure to be locally finite, i.e.
each point has an open neighbourhood with finite measure. There are good
reasons for not having this condition as part of the definition, see Notes and
Remarks at the end of this chapter. A finite Radon measure pu (i.e. u(X) < o0)
satisfies

u(B) = inf{u(G)|B = G, G open} for Be #(X)

as is easily seen by considering the property (ii) for B¢. However for arbitrary
Radon measures this need not be true as is shown by Exercise 1.30 below.

Let 2" = o'(X) denote the family of all compact subsets of X. Clearly
the restriction to ¢ of a Radon measure u is a set function
A A — [0, o[

satisfying the axioms of a Radon content below.

1.2. Definition. A Radon content is a set function A: A" — [0, co[ which
satisfies
MC2) — MCy) = sup{A(C)|C = C,\Cy, Ce X} 1

for all C,, C, € " with C, < C,.

The key result in our approach to Radon measure theory is the extension
theorem (1.4) below, the proof of which will need the following lemma.

1.3. Lemma. A Radon content A has the following properties:

@) MC) =2 MC)forallCy,Cye A, Cy < C,,ie. Ais monotone.
(it) AC, U Cy) + HC, N Cy) = ACy) + MC,). i.e. Ais modular.
(iii) Ifanet (C,),. 4in A isdecreasing withC = (), C,then A(C) = lim, A(C,)
= inf, A(C,). In particular for a decreasing sequence C, 2 C, 2 --- of
compact sets we have lim, _,, A(C,) = X[ )%, C)-
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PRrOOF. (i) as well as A(F) = 0 is obvious.
(ii) We have (C, u C,))\C, = C,\(C; n C,) and therefore
MCyu Cy) — UCy) = HCy) — MCyn Cy)
as an immediate consequence of (1).
(iii) Assume that ¢ = inf,(A(C,) — A(C)) > 0. We choose a fixed set C,,
and C’' < C, \C, C' € A such that
MC,) — AC) — AC) < 0.
Now ()a24(C’ N C,) = & and therefore C' n C,, = & for some C,, = C,,
since C’' is compact and (C,),. 4 is decreasing. From (ii) we get
MC U Cp) = AUC) + UCy,) = UCyp)
<MCY+ MCY+ 6
implying A(C,,) — A(C) < J, a contradiction. O

1.4. Theorem. Any Radon content on a Hausdorff space has a unique extension
to a Radon measure.

PROOF. Let A be a Radon content on X. We define for any subset A < X the
inner measure by
A,(A) :==sup{A(C)|C < 4, Ce A}

and have to show that u:= 1, |4 is a measure. Of course 4, is an extension
of A, but it may assume the value + oo, if A is unbounded. In a certain analogy
with Carathéodory’s famous abstract measure extension theorem we con-
sider the set system

A ={A < X[A(CnA)+ A, (Cn A) = A (C)forall Ce A},

and we will show that .o/ is a g-algebra containing 4, on which the restriction
of A, is o-additive.

From the very definition &7 is closed under complements and contains
the empty set. The defining property (1) of a Radon content shows that .o/
even contains all open subsets of X. Let 4,, A, € o/ be disjoint and let
C, € A, C, < A, be compact. Then the modularity of A gives

MCy) + HC3) = MCy L Cy) £ A4(A; L 4))

and hence
/1*(A1) + A-*(Az) é /1*(/41 o AZ)»

ie. 4, is “superadditive”. As a consequence ./ may also be written as
A ={A < X[A(Cn A+ A2,(Cn A) 2 A (C)forall Ce X}

Now let a sequence 4, 4,,...€ o/ be given and fix C € " as well as
¢ > 0. Then there exist compact sets K; = C n 4; and L; = C n Aj such
that

1(C)§/1(K,)+/1(L,)+§, i=1,2.... Q)
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From the modularity of A we get

A("Ol Kj) + )*( nt1 D U K) A(O Kj) + MKpt1) (3)

ji=1 =1
as well as

A(nhle) + A’( n+1 Y m L) (ﬁ L) + A'(Ln+l) (4)

=1

We have
K~n:=Kn+1 N U KI EC(\ (UAJnAn+1>
j=1 Jj=1
and

E,,==L,,+1U ﬂLJECF\(
Jj=1

m A o An+ l)»
hence K, and L, are disjoint compact subsets of C, so that

AR, + AL, £ XO). O]
Adding the equalities (3) and (4) and inserting (2) and (5) give

1(@ K,.) + '1(nh L,-) = 1( O Kj) + 1(("\ Lj) + AKp+1) + AMLp+y)
i=1 j=1 j=1

j=1

Jj=

S

If we add (6)overn = 1,2,..., N — 1 and use (2) for j = 1 we get

(k) rofp)zi0-c 35 o

Put 4:= )%, 4;; then A(( Y-, K;) £ 4,(C n A4) for all N and

A(ﬁ L,.) = lim A((N] L,) < A,(C N A9 (8)
j=1

N- o Jj=1
by Lemma 1.3(iii), hence letting N tend to infinity in (7) gives
A (C A+ A,(Cn A) = AC) — ¢

and since this holds for all ¢ > 0, we have in fact shown A € &7, hence .« is
a g-algebra containing the open sets and therefore the Borel sets.

Let us now furthermore assume that the sets 4,, 4,, ... € & are pairwise
disjoint and that C < A. Then limy_ ,, A()}=, L;) = 0 by (8), and taking
again the limit in (7) gives

AC) — ¢ < lim A( U K) = lim Z MK = Z AK) < Z A4 (4))

N—- o j=1 N-ow j=1
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for all ¢ > 0. Letting ¢ — 0 we find

A (A) = sup{MC)|C = A, Ce X'} = .il A (4)),

and since the reverse inequality is obvious by the superadditivity of A, we
have that 1, | ./ is a measure, thus finishing our proof.

The result we are now going to prove is a kind of monotone convergence
theorem for Radon measures. The usual form of this theorem on general
measure spaces deals with an increasing sequence of nonnegative measurable
functions; however, if the underlying measure is a Radon measure and if the
functions to be integrated are lower semicontinuous (i.e. { f > t} is open for
all t € R), then the sequence may be replaced by an arbitrary increasing net
of functions, as we shall see.

In the sequel we shall make repeated use of the obvious inequality

1 a0
0= fn ‘=? ; 1{f>i/2") = f (9)

being valid for arbitrary functions f with values in [0, oo]. If f is finite the
infinite series in (9) reduces to a finite sum (pointwise) and /' — f, < 1/2".
Note that f, increases to f also if f assumes the value co. Let us mention that
the family of all lower semicontinuous functions is closed under finite sums,
multiplication with a nonnegative constant, and that the supremum of an
arbitrary subfamily of these functions is still lower semicontinuous. Noting
finally that an indicator function /' = 1; is lower semicontinuous if and only
if G is open, we see that the functions f, defined in (9) are lower semicontinuous
if £ is.

1.5. Theorem. Let u be a Radon measure on the Hausdorff space X. Then the
Jollowing holds:
(i) If a net (G,),c 4 of open subsets of X is increasing with | ), G, = G then
w(G) = sup u(G,) = lim p(G,).

(i) If anet (f,),c 4 of lower semicontinuous functions X — [0, co] is increasing
with sup, f, = f then

J.fd,u=sgpffady=liinffadu.

PRrOOF. (i) Let C = G be compact. Then finitely many G,,, ..., G, cover C
and by assumption there is some a, such that G,, U - -- U G,, < G,,,implying
u(C) £ u(G,,) < sup, u(G,) and therefore

H(G) = sup{u(C)|C = G, C e A"} <sup u(G,).

The reverse inequality is trivial.
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(ii) For every t € R the open sets { f, > t} increase to {f > t}. Using the
functions f, and the corresponding f, , as defined in (9) we find

Juan=z 2l 5f) -yl )
~tim ;u({fa > zi}) ~tim [ o0 dn

where the interchange of limits is justified, both limits being suprema, and
using this device once more we get

ffdﬂ = sup ff,,du = sup sup fﬁ,ndﬂ

= sup sup f Jandp = sup ffa dp,
applying, of course, the usual monotone convergence theorem. O

1.6. Remark. Theorem 1.5 can be applied to an upwards filtering family A
of sets or functions by defining an increasing net in the following way: The
index set and the mapping of the net will be 4 and the identical mapping.

A Borel measure satisfying property (i) of the above theorem is usually
called a t-smooth measure. The class of these measures is in general larger
than the class of Radon measures, however, for finite Borel measures on
locally compact spaces the two notions coincide. The generalized monotone
convergence theorem expressed as property (ii) of the above theorem uses
only the t-smoothness of the underlying Radon measure and therefore
remains valid for t-smooth measures as well, see Topspe (1970) and
Varadarajan (1965).

We shall need in the following the notion of restriction of a Radon measure
to a Borel subset. If X is a Hausdorff space and B € #(X), then B is again a
Hausdorff space with respect to the trace topology {B n G|G open in X}
and it is easy to see that the Borel subsets of B are given by

#BB)={Bn A|Ae B(X)} = {De BX)|D < B}
so that in fact #(B) = #B(X). For u e M, (X) we now define
1|B: B(B) - [0, ]

as the restriction of u to #(B), i.e. (u|B)(A) := u(A) for A € #(B). 1t is im-
mediately seen that u|B is again a Radon measure.

1.7. Proposition. Let pbe a Radon measure on X. If the functionf: X — [0, o]
is Borel measurable, then

fdu = sup fdu, (10)
Kex
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and if f: X - [0, ool is continuous then v: #(X) — [0, co] defined by

W®)= [ s

is again a Radon measure. The measure v is often denoted fu or fdp.

ProoOF. If f = 15 for some B € #(X), then (10) follows from the definition
of a Radon measure. It is obvious that (10) remains true if fis an elementary
measurable nonnegative function, i.e. /' = )7_, ;15 with pairwise disjoint
Borel sets By, ..., B, and a4, ..., o, = 0. But it is well known that an arbi-
trary Borel measurable f = 0 is the pointwise limit of some increasing
sequence of elementary functions, so that the usual monotone convergence
theorem and the possibility of interchanging two suprema give (10) in the
general case also.

Let now f:X —» R, be continuous and w(B) = [z fdu, Be B(X).
Obviously, v is finite on compact sets. Applying (10) to the restrictions
1| B and f'| B we find

fodu=sup{Lfdu|Kef,K gB}. O

1.8. Let u be a Radon measure on X and consider the family ¢ of all open
p-zero sets in X. The system of all finite unions of sets in ¥ filters upwards to
the union G of all sets in ¢ and p(G) = 0 by Theorem 1.5. The open set G is
therefore maximal in ¢ and its complement is called the support of u or
abbreviated supp(u). It is immediate that supp(u) is closed and that

supp(p) = {x € X|p(U) > 0 for each open set U such that x € U}.

Particularly simple examples of Radon measures are those with a finite
support which we will call molecular measures, and among these are the
one-point or Dirac measures ¢, defined by ¢.({x}) = 1 and ¢({x}°) = 0. Of
course supp(e,) = {x} and if u = Y7_, o;¢,, is a molecular measure with
x; ¥ x;fori # j, then supp(p) = {x;|o; > 0}. The set of molecular measures
is denoted Mol (X).

In the usual set-theoretical measure theory, as well as in the theory of
Radon measures, the notion of a product measure is of central importance.
In the latter case we are immediately confronted with the following problem:
Let X and Y be two Hausdorff spaces; then the product of the two s-algebras
of Borel sets, usually denoted #(X) ® #(Y), is by definition the smallest
o-algebraon X x Y rendering the two canonical projectionsy: X X ¥ - X
andmy: X x Y — Y measurable,i.e. #(X) ® #(Y)isthe g-algebra generated
by nx (B(X)) U ny '(#(Y)). By definition of the product topology these
two projections are continuous on X x Y and therefore Borel measurable,
so that always

BX)® B(Y) < B(X xY).
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On “nice” spaces we even have equality of these two o-algebras on X x Y,
but this need not always hold, see the exercises below.

Our next goal will be to show existence and uniqueness of the product of
two arbitrary Radon measures. This stands in some contrast to set-theoretical
measure theory where usually o-finiteness of the measures is required in
order to guarantee a uniquely determined product measure. We begin with
a lemma.

1.9. Lemma. Let Z be a Hausdorff space and let o/ be an algebra of subsets of
Z containing a base for the topology. If A: o/ — [0, co[ is finitely additive
then A: A (Z) — [0, o[ defined by

MC) :=inf{A(G)|C = G, G open, G € &}
is a Radon content on Z.

Proor. Let C = Z be compact, then every point x € C has an open neigh-
bourhood G, € . Finitely many of these neighbourhoods cover C and
their union is still in /. Hence A(C) is certainly finite.

Now let two compact sets C; = C, be given. For ¢ > 0 there is an open
set G, 2 C,, G, € o such that A(G;) — AM(C,) < & The set C:=C, n Gf
is compact, too, allowing us to choose a further open set G € &, G 2 C with
A(G) — AC) < & Of course, C, = G u G, € « so that A(C,) < AG) +
A(G,) and therefore A(C,) — A(C,) £ A(G) + A(Gy) + ¢ — A(G,) < XC) +
2¢. Hence

MCy) — MCy) = sup{l(C)|C = C,\Cy, Ce A}

The reverse inequality will follow immediately if we can show that 4 is
additive on disjoint compact sets. Therefore let K, Le # with KN L = J
be given. One direction, namely

MK U L) £ AK) + ML)
is obvious, so it remains to be shown that for arbitrary ¢ > 0
MK)+ ML) S MK UL)+e

By definition there is an open set W e o/ containing K u L such that
A(W) — (K v L) < &. The assumption made on the algebra o/ implies
that K and L may be separated by open sets G, H belonging to </, i.e. we
have

K =G, LcH, GnH=.
Hence
MK+ ML) S AGA W)+ AHN W)
=A(Gu H)Yn W)
SAW)< MK uUL)+e,

thus finishing the proof. O
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Later on we shall need existence and unicity of certain Radon measures
on the product of two Hausdorff spaces X and Y not only for the product of
two measures, but also for so-called Radon bimeasures. If (X, /) and (Y, %)
are just two measurable spaces (without an underlying topological structure)
then a bimeasure @ is by definition a function

O: o x B - [0, 0]

such that for fixed A € &7 the partial function B+ ®(A, B) is a measure on
4 and for fixed B € 4 the function 4+ ®(A, B) is a measure on .. Obviously,
if x is a measure on &/ ® 4%, then (4, B)— k(A x B) is a bimeasure, but in
general not even a bounded bimeasure is induced in this way, cf. Exercise
1.31. Our next result will, however, show that for Radon bimeasures such
pathologies do not exist, where by definition ® is a Radon bimeasure if ®
is a bimeasure defined on #(X) x %#(Y) such that ®(K, L) < oo for all
compact sets K, L and ®(A, B) = sup{®(K, L)|4A 2 Ke #(X), B=2
L € #°(Y)} for all Borel sets 4 and B.

1.10. Theorem. Let X and Y be two Hausdorff spaces and let ®: B(X) x
B(Y) - [0, o] denote a Radon bimeasure. Then there is a uniquely determined
Radon measure k on X x Y with the property

OK,L)=k(K x L) forall KeX(X), LeX(Y)
Furthermore, the equality
®(A, B) = k(A x B)
holds for all Borel sets A € #(X), Be #(Y).

ProoOF. Denote Z:=X x Y and let .o/ be the algebra generated by the
“measurable rectangles” A4 x B, where 4 € #(X) and Be #(Y). This
algebra contains, of course, the products of open sets in X (resp. Y) and there-
fore a base for the topology on Z. It is easy to see that there is a uniquely
determined finitely additive set function A on .o/ fulfilling

A(A x B) = ®(A, B) forall Ae%(X) and Be %(Y).

Let us now first assume that ®(X, Y) < oo. Then we may apply Lemma 1.9
which, combined with the extension theorem 1.4, shows the existence of a
Radon measure x on Z such that

k(C) = inf{A(G)|C = G € «, G open}

for each compact set C = Z. If C = K x L is the product of two compact
sets K = X, L < Y, then C € &/ and

k(K x L) = AK x L) = ®(K, L)

by monotonicity of A. On the other hand, we may use the two finite Radon
measures u(A) = ®(A4, Y) on X and w(B):=®(X, B) on Y to provide us
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with open sets G 2 K, H 2 L such that u(G\K) < ¢and v(H\L) < & Then
A(G x H\K x L) £ A((G\K) x Y) + A(X x (H\L))
= u(G\K) + v(H\L) < 2¢,
and thus
K(K x L) £ A(K x L),
i.e. we have the desired equality.

If Ae #(X), Be #(Y) and C is a compact subset of 4 x B, then the
projections K := my(C) and L := ny(C) are still compact and C = K x
L = A x B, implying

k(A x B) = sup{k(C)|C =< A x B, Ce A(Z)}
sup{r(K x L)|JK € A,L < B,K e #(X), Le A (Y)}
sup{®(K, L)|K < A, L = B,Ke #(X), L € #(Y)}
= (4, B),
using in the last equality once more that @ is a Radon bimeasure. We also
see from the preceding argument that « is indeed uniquely determined from
its values on products of compact sets (still assuming (X, Y) < o0).

In the second step we abandon the finiteness restriction on ®. For two
compact sets K < X, L < Y we know that there is a uniquely determined
Kk € M (K x L)such that

kg, (A x B) = ®©(A, B)

for all Borel sets 4 = K, B = L. Of course these measures kg ; are com-
patible in the sense that K; < K,, L, < L, implies

Kk, 1| K1 X Ly = kg, 1,

Ifnow C = Ziscompact, then C = K x L for suitable compact sets K < X,
L <Y, and irrespective of the choice of K and L the value

k(C) = kg, (C)
is well defined; furthermore, we see immediately that x is even a Radon
content on Z whose extension to a Radon measure on Z we still denote
by k.
Repeating the argument already used we see that also in this case
k(A x B) = ®(A, B) forall Ae%(X), Be%B(Y).

Since the values k (C) for compact subsets C = Z are uniquely determined
by the values k (K x L) for K € #(X), L e #(Y), so is finally x itself,
thereby finishing the proof. O

A particularly important special case is the following: let ue M, (X)
and ve M ,(Y) denote two Radon measures, then ®(A4, B) := u(A4) - v(B) is
of course a Radon bimeasure leading to
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1.11. Corollary. If 1 and v are two Radon measures on the Hausdorff spaces
X and Y, then there is a uniquely determined Radon measure on X x Y,
called the product of u and v and denoted u ® v, with the property

U VWK x LYy=w(K)-w(L) forall KeA(X), LeA(Y).
For all Borel sets A = X and B = Y we have
p®v(A x B) = u(A)-v(B),

so that, in particular, the restriction of u ® v to the product o-algebra #(X) ®
B(Y) is a product measure of 1 and v in the usual sense.

Later on we shall also need an amended version of the Fubini theorem,
being more general in allowing the interchange of the order of integration
for some Borel measurable functions on the product X x Y which are not
necessarily measurable with respect to #4(X) ® 4(Y). In particular, this
interchange will be possible for all nonnegative continuous functions on
X x Y.

1.12. Theorem. Let i and v be two Radon measures on the Hausdorff spaces
X and Y and let f: X x Y — [0, oc0] be lower semicontinuous. Then the two
functions

Xt f e dy)  and  ye f oy dux) (1)

are again lower semicontinuous and

d = s d = .V d d . (12
fmf “®) f Lf(x ¥) dv(y) du(x) f fx.f(x ¥ duCx) dv(y). (12)

If u and v are o-finite Radon measures and f: X x Y — [0, co] is Borel
measurable, then the two functions in (11) are again Borel functions and (12)
continues to hold.

ProOF. We know from the preceding corollary that the restriction of u ® v
to #(X) ® #(Y) is a product measure in the usual sense. Let us first con-
sider the simple case where f = 1, for Borel sets 4 = X and B = Y.
Then [ f(x, y) dW(y) = W(B)- 14(x), [ f(x, ) du(x) = u(4)- 15(y) are cer-
tainly measurable on X (resp. Y) and (12) obviously holds. This result
extends immediately to the case where f is the indicator function of a set in
the algebra spanned by the “measurable rectangles” A x B, 4 € #(X) and
B € #(Y), so thatit holds, in particular, forf = 1 where U = U;’= 1(G; x H))
and G; € X, H; = Y are open sets. In this case, however, f is also lower
semicontinuous and we have asserted that the partial integrations in (11)
yield again lower semicontinuous functions. To show this we have to make
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use of the sections of a subset of X x Y, defined for an arbitrary V = X x Y
by

Vo={yeY|(x,y) eV}
and
VV:i={xe X|(x,y)e V}.

All the properties of sections which we shall need follow from the simple fact
that V, is the preimage of V under the continuous mapping y +— (x, y) and
the corresponding fact for V”. If all the sections of V are Borel sets in X
(resp. Y) (which certainly is true for V € #4(X x Y)), then the two functions
in (11) are well defined for f = 1, and

f 166 3) dv(y) = WV, f G ) du(x) = p(V).

Now let us continue to assume f = 1, with U = ( Ji—(G; x H)), G; and
H, being open. For given t € R, let

D,:={o¢ E{l,...,n}lv(u H,.) > z},

(xeX|wUy>t= | NG

aeD; iea

then

is an open set, hence v(U,) is lower semicontinuous as a function of x and,
of course, y > u(U?) is also lower semicontinuous.

If ¥V = X x Y isan arbitrary open set, then V is the union of an upwards
filtering family of open sets U, of the above simple type, i.e. each U, is a
finite union of open rectangles. In this case

v(V) =supv((U,))  and  u(V?) = sup u((U,))

are again lower semicontinuous, and then Theorem 1.5 shows that (12)
remains valid for f = 1,,. The extension to an arbitrary nonnegative lower
semicontinuous function f is now easily obtained using the approximating
functions f, as defined in (9) and using once more Theorem 1.5.

Let us now assume that p and v both are finite measures and put
Z = X x Y. Then the set system

D = {V € B(Z)|v(V,) and u(V’) are Borel measurable and
(12) is valid for f = 1}
has the following three properties:

(i) Ze2
(1) AeD=A€9D
(iii) Ay, A, ... € 2 pairwise disjoint = ( )2, 4,€ 2.
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This means that 9 is a so-called Dynkin class and the main theorem about
these classes is as follows (cf. Bauer 1978, Satz 2.4): If Q is a nonempty set
and & is a family of subsets of Q closed under finite intersections, then the
smallest Dynkin class containing & equals the o-algebra generated by &.

Applying this result in our special situation where Q = Z and where &
is the family of all open subsets of Z, we may conclude that 2 = %(Z), so that
(12)isindeed valid for all f = 1,, V € #(Z), and then, by the usual extension,
for all Borel measurable f: Z — [0, oo].

The extension to the case where u and v are o-finite is completely straight-
forward and therefore omitted.

1.13. It is, of course, a natural question to ask if equality in (12) holds for
more general functions than just nonnegative lower semicontinuous ones.
The following example shows that one cannot, in general, hope for too
much.

Let X be the unit interval with usual topology and with Lebesgue measure
i, and let Y be the unit interval with discrete topology (i.e. every subset is
open in Y). On Y, we consider the counting measure v, i.e. v(B) = card(B)
for all B = Y. Both measures u and v are Radon measures, so that Theorem
1.12 may be applied. The diagonal A:= {(x, x)|0 < x < 1} is closed in
X x Y, hence f = 1, is a bounded nonnegative upper semicontinuous func-
tion, in particular f'is Borel measurable. But

f f L%, ) du(x) dv(y) = O
and

[[165. 9 1) duo = 1.

1.14. Another important method of generating new Radon measures from
given ones is the formation of image measures. Let X and Y be two Hausdorff
spaces, let 4 be a Radon measure on X and suppose that the mapping
/X - Y is continuous. Then a set function u/ may be defined on the Borel
sets of Y by

W(B):=u(f"'(B), BeH(Y)

and it is immediate that u/ is g-additive, i.e. u/ is a Borel measure on Y,
called the image of p under f.

The simple example of Lebesgue measure on the real line and a constant
function shows that the image of a Radon measure need not again be of this
type. We have, however, the following positive result which will be sufficient
in many cases of interest.
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1.15. Proposition. Let X and Y be Hausdorff spaces, let u be a Radon measure
on X and suppose that f : X — Y is continuous.
If u(f ~Y(K)) < oo for each compact set K < Y then ' is a Radon measure.
This condition holds if either w(X) < oo or if f is proper, ie. f~(K) is
compact for each compact set K < Y.

ProOF. We have only to verify condition (ii) of Definition 1.1 for u”, since
condition (i) is part of the assumptions. Let B € #(Y) be given. For any
a < u'(B) = u(f~(B)) there exists a compact set K < f~!(B) such that
a < i(K). Now C = f(K) is a compact subset of B and

() = u(f () =2 wK) > a
which shows condition (ii). O

1.16. Later on in this book we will work repeatedly with the so-called
convolution of finite Radon measures on a Hausdorff topological semigroup
or group. We are now going to give the precise definition of this notion. Let
S denote a Hausdorff topological abelian semigroup, i.e. S is a Hausdorff
space and there is a composition law +: S x S — S which is assumed to be
associative, commutative and continuous. For a detailed discussion of this
subject see Chapter 4. Let u and v be two finite Radon measures on S. Then
their convolution p * v is defined by

prvi=Eev)T,
ie. as the image of the product measure p ® v under the composition law.

By the preceding proposition p * v is again a finite Radon measure on S and
it is not difficult to see that

HxV=V*pU

and

(uxv)* Kk = pux(v*k)

hold for all p, v, k € M5 (S), the set of finite Radon measures on S; another
way to express this is, of course, that (M (S), *) is again an abelian semigroup.
We shall see later (cf. 3.4) that M?%(S) is even a topological semigroup in a
naturally chosen topology.

A special case deserves mention. Suppose S is an abstract abelian semi-
group, i.e. no topology is given on § in advance. If we then declare every
subset of S as open, i.e. if we equip S with the so-called discrete topology, S
becomes a topological semigroup in which the compact subsets are just
the finite ones. Every molecular measure

n
=¥ ue,
i=1

(where {s;,...,s,} €8, {ay,...,a,} = R,) is, of course, a finite Radon
measure on S, so that the convolution of molecular measures is well defined.
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In fact, if v = Z;’;l B;e.; 1s a second molecular measure on S then

uxv= Z Z aiﬁj£s;+tj‘
i=1 j=1
We finish this section by proving the so-called “localization principle”
for Radon measures which will turn out later to be very important for the
proofs of several integral representation theorems.
The following lemma will be needed in the proof of the localization
principle.

1.17. Lemma. Let X be a Hausdorff space and let C = X be a compact subset
covered by finitely many open sets G, ...,G,,ie. C <G, U---UG,. Then
there are compact subsets C; < G;, 1 < i < n,suchthat C=C, v ---u C,.

ProOF. We use induction on n. For n = 2 we have C < G, U G,, hence the
disjoint compact sets C N G4, C n G4 can be separated by open sets U,
U,,ie.

CnGicU,, CnGyeU, and UnU,=¢.

But then C;:==Cn U{ <G, C,:=Cn U5 =G, and, of course, C =
C,vuC,.

Assuming the assertion for n, let now C < G, U ---UG,, ; =
Giuv---uG)u G,y ;. ThenC=Ku C,,,whereK < G, u---uU G,and
C,+1 <G, are compact. By assumption K = C, U --- v C, for compact
sets C; < G;, i £ n, thus finishing the proof. O

1.18. Theorem. Let (G,),.p be an open covering of the Hausdorff space X and
on each G, let a Radon measure y, be given such that u(B) = uy(B) for each
pair of indices o, B € D and for each Borel set B < G, N G;. Then there is a
uniquely determined Radon measure y on X such that y(B) = u(B) if Bis a
Borel set contained in G, .

PROOF. Let C <= X be compact. We say that C = ()i, A4; is a decomposition
of C if (4,) is a finite family of pairwise disjoint Borel sets such that for each
i=1,...,n the (compact) closure 4; is contained in some G, , o;€D.
Decompositions always exist, because by compactness C < | Ji-, G,, for
suitable a4, ..., o, € D, and by Lemma 1.17 there exist compact sets C; = G,,
with C = (i, C;. Finally we put 4, := C;, A;:== C,\(C, U --- U C;_,) for
i=2...,n

If we have two decompositions of a compact set C, C = | Ji_; 4, =
U7 B; with 4; < G,,, B; < G, then

m,(UA.- n B,) =
=1 j=1 i

n
i=1 j=1

M=

.;l‘ae(Ai) = Pa(Ai 0 B))

13

[l

m

“ﬂj(Ai N B_]) = Zlnuﬂj(UAi N BJ) = Zl#ﬂj(Bj)’
i= i=1 j=

M=

=y

j=1i=1
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so that

MC)e= ¥ 14

is a well-defined function A: " — [0, co[. We show that Ais a Radon content.
Indeed, if C,, C, and L are compact subsets of X with C; < C,,L < C,\C,,
and if C, = A, U---U A4, is a decomposition, then C;, = (4, " C) U ---
v(d,nCy) and L=(A,nL)u---uU(4,n L) are decompositions, too,
and

MCy) — ACy) = '_Zl[”ai(Ai) — U (4; 0 Cy)]

= ._Zlﬂa.(Ai\Cl) = '—Zlﬂui(Ai n L) = A(L).

On the other hand, given ¢ > 0, there exist compact subsets K; < 4,\C,
such that pu, (4\C,) — p,(K;) < ¢/n,and K = U;‘=l K; is a decomposition
of the compact set K = C,\C;; hence

(SR WHCSESS WHEATNEE

= MC,) — XC,) — e

Let x4 be the unique extension of A to a Radon measure on X. Then if B
is a Borel subset of some G,, we have u(C) = p(C) for each compact subset
C < B and therefore u(B) = p(B).

If v is another Radon measure on X such that v(B) = u,(B) for B € 4(X),
B = G,,ae D, and if C = ()], A4; is a decomposition of the compact set
C < X, then

n

W(C) = Y W4) = _;#a.-(Ai) = A0) = u(C)

i=1

implying, of course, equality of x and v. O

1.19. Exercise. Let X be a Hausdorff space with a countable base 2 (i.e.
each open set in X is the union of some subfamily of ), then #(X) equals
the o-algebra generated by &. If Y is a further Hausdorff space with a
countable base, then Z(X x Y) = #(X) ® #(Y).

1.20. Exercise. Let R, be the real line equipped with the Sorgenfrey topology
(i.e. a neighbourhood base of x € R is given by {[x, a[|x < a < o0}). Then
R, is a HausdorfT space, #(R,) = #(R), but Z(R,) ® B(R,) & B(R, x R)).
Hint: The topology induced by R?2 on the second diagonal

A= {(x, —x)|x € R}

1s discrete.



32 2. Radon Measures and Integral Representations

1.21. Exercise. Show that any Borel measure 1 on R" which is finite on
compact sets, is already a Radon measure.

1.22. Exercise. There are o-finite measures on R which are not Radon
measures.

1.23. Exercise. If 4 isa Radon measure on X and A € #(X), then p,: #(X) -
[0, oo] defined by p,(B) := u(4 N B) is again a Radon measure.

1.24. Exercise. If y4 and v are Radon measures on X and Y, then
supp(p ® v) = supp(u) x supp(v). If p is finite and f': X — Y is continuous,
then supp(p’) = f(supp(n)). If X = Y is an abelian topological semigroup
and p, v are both finite, then supp(u * v) = supp(r) + supp(v).

1.25. Exercise. Let X be a Hausdorff space and let the set function
u: B(X) - [0, o] be finitely additive, finite on compact sets and inner
regular, i.e. u(B) = sup{u(K)|B = K € A#'(X)} for all Be B(X). Then u is
already g-additive and hence a Radon measure.

1.26. Exercise. If u is a Radon measure on X, v is a Radon measure on Y,
and f: X x Y - Y x X is defined by f(x,y) = (y, x) then (u® v)/ =

vV W

1.27. Exercise. Let p and v be two finite Radon measures on a completely
regular Hausdorff space X. If { f du < | f dv for each bounded nonnegative
continuous function then u < v, i.e. u(B) < w(B) for all Borel sets B < X.

1.28. Exercise. Let X be a Hausdorff space, let (1,) be a sequence of Radon
measures on X and let the set function u: #(X) — [0, co] be defined by

W(B) = fu,,(B) for Be B(X).

Show that if w(K) < oo for all compact sets K < X then u is a Radon
measure on X and

ff du = El Jf duy,

for all Borel measurable functions f: X — [0, co] and all p-integrable
functions /: X — C.

1.29. Exercise. Let X be a Hausdorff space, let (), 4 be an increasing net
of Radon measures on X (ie. o, B A, o< = u(B) < uyB) for all
B e #(X)), and let the set function u: Z(X) — [0, co] be defined by

w(B) = sup p,(B) = lim u,(B) for Be #(X).

acA acA
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Show that if u(K) < oo for all compact sets K = X then u is a Radon
measure on X and

ffdu=sup 1 du, = lim [ f du,

acA acA

for all Borel measurable functions f: X — [0, oo]. Furthermore,

[rdu=tim [ s an,

aeAd
for all u-integrable functions f: X — C. (Note that 1.28 is a special case of
1.29.)

1.30. Exercise. Let X = N U {00} be the Appert-Varadarajan space, i.e. all
sets {n} = N are open and a subset G = X containing oo is open if and only
if its “density” lim,_, (1/n)|G N {1, ..., n}| equals one. Show that X is a
normal Hausdorff space in which only finite sets are compact. Therefore the
counting measure on X is a Radon measure which is not locally finite.

1.31. Exercise. Let m denote Lebesgue measure on [0, 1] and let X, X, be
disjoint nonmeasurable subsets of [0, 1] both with outer Lebesgue measure
1. (For the existence of such sets see Oxtoby (1971, pp. 23-24).) On X; we
consider the Borel g-algebra #(X,) = {X;n B|Be #([0,1])}, i=1, 2.
Show that

(D(Al, A2) = m(Bl N Bz) fOr Ai € g(x,)

is independent of the choice of B; € ([0, 1])suchthat 4, = X; n B;,i = 1,2,
and that @ is a bimeasure on £(X ;) x %(X,). Show that there is no measure
non B(X,) ® #(X,) such that

ﬂ(Al X AZ) = (I)(Al, A2) for Aie.@(Xi), l = 1, 2.
Hint: Consider the decreasing sequence of sets in (X ,) ® %4(X,)

2= k k+1 k k+1
En = kgo (Xln[? 2 D * (in[?’ 2 D

§2. The Riesz Representation Theorem

In the introduction to §1 we have mentioned the close connection between
certain linear functionals and Radon measures on locally compact spaces, a
connection made precise in the famous Riesz representation theorem. There
is, however, a much more general integral representation theorem due to
Pollard and Topsge (1975) which implies not only numerous topological
representation theorems but also, for example, the abstract Daniell extension
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theorem. We shall not prove this result in full generality, but instead confine
our presentation to the topological setting.

Let X be a Hausdorff space and let € be a convex cone of continuous
R, -valued functions on X, separating the points in X (i.e. if x & y then
f(x) £ f(p) for some f € ). We consider a mapping

T:% — [0, oo],
and we shall assume that ¢ and T fulfil the following conditions:

(1) Iff,gebthenf Age¥b,(f —g)*ebandf A 1€¥.

i) T(f +9)=T(f) + T(g)forallf,ge?.
(iii) For each f € € we have

T(f) = sup{T(9)| / = g € %, g bounded, T(g) < o0}

(iv) For each compact set K = X there is some f € € with 1y < f and
T(f) < 0.

(v) Givenf € € such that T(f) < oo and given ¢ > 0 there is a compact set
K < Xsuchthatge ®,g < fand g|K = 0 implies T(g) < ¢.

Note that these conditions are obviously all fulfilled in the “classical”
setting where € = C¢, (X) is the set of all nonnegative continuous functions
with compact support on a locally compact space X, and where T is the
restriction to € of some positive linear functional on C‘(X).

An immediate consequence of (i) and (ii) is the monotonicity of T, i.e.
we have T(f) < T(g) if f < g, and this again, together with the additivity
of T, implies

T(af) = aT(f) forall fe® andall aeR,.

One might consider condition (v) as the “crucial” one among (i) to (v);
it follows from Proposition 1.7 that (v) necessarily holds if T(f) = [ f du
for some Radon measure p on X.

For the proof of the announced representation theorem we need the
lemma below.

2.1. Lemma. Assuming the above conditions on € the following properties
hold:

(a) Forall x % yin X there is some [ € € such that f(x) = 1 and f(y) = 0.

(b) For all x + y in X there are disjoint neighbourhoods U of x and V of y
such that f|U = L and f |V = 0 for some [ € €.

(¢) If K and L are disjoint compact subsets of X then f|K = 1 and f|L =0
for some f € €.

(d) If K and L are disjoint compact subsets of X then there are two functions
frge€suchthat 1y s f<s1,1,<g<landf ng=0.

PROOF. (a) With the cone € being point separating we find some h € € with
h(x) # h(y) and without restriction we may assume max{h(x), h(y)} = 1.



§2. The Riesz Representation Theorem 35

Using property (iv) there issome g € ¢ such that 1, ,, < g. Nowifh(x) < h(y)
then

S = (grl—-h7

1
1 — h(x)
belongs to € and f(x) = 1, f(y) = 0; if on the other hand h(x) > h(y) then
put
W= (g Al =B,
1 — h(y)
and in this case f := (g A 1 — h’)* has the desired properties.

(b) Using (a) we find two functions g, h € € such that g(x) = 1, g(y) = 0,
h(x) = 0 and h(y) = 1. The two sets

U={g>3h<3}, V={g<ih>3
are open disjoint neighbourhoods of x (resp. y), and for the functions g’ :=

Hg A2 h=%h A3 weseethat g|U =1 = h'|V whereas ¢'| V < % and
also i'| U < . Now it is clear that
f=lg-H-9"T
is one on U and zero on V.
(c) For each pair x € K, y € L there are disjoint neighbourhoods U, of
x, V, of y and functions f, , € € such that f, |U, =0,f |V, = L

Let us first fix a point y € L, then there is a finite subset {x;,..., x,} < K
such that K < U,, u---u U,,. The function

Syr=min{f, o ... f )

belongs to €, equals one in some neighbourhood W, of y and is zero on all
of K. Using again (iv) we choose some g € € with 15, < g; then

hy=(@ A1—f)"
iszero on W, and one on K. Now by compactness of L we find {y,,...,y,} S L
with L € W, u---u W, and finally f :=min{h, ..., h, } has the desired
properties.
(d) By (c) and (i) there is some h e % such that h < 1, h|K =1 and
h|L = 0; again we choose ¢ € € with 1z, < ¢ < 1. Putting

f=Th=(o - W7
and

g=[e—hm" —H",
we have indeed f|K = 1,g|L =1andf A g = 0. O
2.2. Theorem. Let X be a Hausdorff space, let € denote a point separating

convex cone of continuous functions f: X — [0, co[, and let T: ¢ — [0, o]
together with € fulfil the above conditions (i) — (v). Then there is a uniquely
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determined Radon measure p on X such that

T(f)=ffdu forall fe®.

The measure p is furthermore locally finite.
Proor. We define 4: #(X) — [0, oo[ by
AK) =f{T(/)|1x = f €€}
and we shall show that 1 is a Radon content. It is very easy to see that A is
subadditive, i.e.
MK v L) £ X(K)+ ML)
for all K, L € A (X). If, furthermore, K n L = &, then Lemma 2.1 ensures
existence of f,g € ¥suchthat 1, < 1,1, < gandf A g = 0. For any function
h e ¥ with 1, < h we then have
MK+ ALYSThAS)+ThAg)
=ThA f+hng
< T(h)
and therefore
AMK) + (L) = MK v L),
i.e. A is additive on disjoint compact sets, and this implies for compact sets
C] = C2 that
sup{A(K)|K < C,\Cy, K € X (X)} < ACy) — AC)).

To show the other direction we choose, given ¢ > 0, some f € ¢ such that
l¢, £ f and T(f) = AC,) + & We also fix some number a € J0, 1[ and
define K, := C, n {f < a}. Certainly K, is a compact subset of C,\C,, and
if 1, <ge%then

1
1c2§g+&f

implying
NC:) S MK + - T() < MK +  TAC) + ]

S sup{AK)|K = C,\Cy, Ke £ (X)} + é [AC)) + €]

Taking now on the right-hand side the limit for « — 1 and ¢ — 0 we see
that A indeed is a Radon content.

Let u denote the Radon extension of . We have to show that u represents
T, ie. that T(f) = [ f du for all f € 4. To see that [ fdu < T(f) it is
certainly enough to prove that

h= Yalg<f
i=1
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implies

Z au(Ky) £ T(f),

i=1
whenever K, ..., K, are pairwise disjoint compact sets and g; > 0 for all
i=1,...,n

Again we use Lemma 2.1 providing us for each 1 £i < j < n with
functions f;;, g;; € € such that

g, = f; =1, lx,-égijél and f;; A g;; =0.

For convenience put f; = g; = 1 and let

1
fi= (min gk,-) A (min ij) A <— f), i=1,...,n
k<i jzi a;

Then f;|K; = 1 and f; A f; = Ofor i # j. Furthermore,
h é Zaifi é f’
i=1
whence
YauK) £ Y a;T(f) = (Z ) < T()),
i=1 i=1 =
and therefore, as already remarked, | f du < T(f).
The reverse inequality remains to be shown, i.e. T(f) < [ f du for each
f e%. By (iii) we may assume 0 < f <1 and T(f) < oo. Given ¢ > 0 we
choose a compact set K as indicated in (v). There also exists a function
he® with 1gx £ h £ 1 and T(h) < oo, and then for n suitably chosen we

have (1/n)T(h) < e.
Consider now the compact sets

K]=Kﬁ{f>];} j=1,...,n

leading to the inequality

R

II/\

and thus to

1 & . z o1
fduz= Y wK)z mf{T(g)lg €692 ) - 11(,}’
n;=n j=1 n
where the last inequality is an immediate consequence of the definition of
1 on X' (X), ie. the definition of the Radon content A. (In view of what has
already been shown, this last inequality is in fact an equality.)
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Let us now choose age %, g = (1/n) Y-, I > such that
1 n
T(g) <~ Y wK) +¢
n j=1

and without restriction g < f. Then

h +
f’==(f—g—;) <f fIK=0
and therefore T(f") < & by choice of K. But
, h
f_géf +;’

and so

T(f —9)=T() — T(9) = 2,
and finally

TS TG +205, Y uK)+ 3% [ du+ 3
j=1

We now show uniqueness of the representing measure. Let v be some
Radon measure on X which also represents T, ie. [ fdv=T(f)= [ fdu
for allf € . Given K € A (X) and 14 < f € € we have

WK) < f fdv=T(f)

and therefore w(K) £ u(K) by construction of u. For the other direction
we choose some h € % such that 1x £ h < 1 and T(h) < co. By 1.7 the set
function B+ [ghdv is a finite Radon measure on X, hence given ¢ > 0
there is a compact set L disjoint with K such that

f hdv < e
(KUL)*

Once more by Lemma 2.1 there is some f € ¥ with f|K = 1, f|L = 0 and
without restriction f < h, implying

H(K)gT(f):ffdv=Lfdwﬁfdwfmwfdv

gv(K)+f hdv < v(K) + &

(KULYy

Hence u and v agree on compact sets and are therefore equal.
The local finiteness of u results as an immediate consequence of property

(iv). d
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If X is a Hausdorff space we let C(X) denote the vector space of all real-
valued continuous functions on X. Three subspaces of C(X) deserve par-
ticular interest: the space C°(X) of continuous functions “tending to zero at
infinity” in the sense that {| /| = ¢} is compact for each ¢ > 0, the space
CY(X) of continuous functions with compact support, where the support of
f € C(X) is defined by

supp(f) = {/ + 0},

and the space C’(X) of bounded continuous functions, being a Banach
space with respect to the supremum norm. Clearly,

C(X) = C%X) = C(X) = C(X)

and the four spaces coincide in case X is compact. If X is locally compact,
then it follows from Urysohn’s lemma that C°(X) is the uniform closure of
C(X).

As a corollary we now get the classical Riesz representation theorem.

2.3. Corollary. Let X be locally compact. Then there is a bijection between
all positive linear functionals T on C(X) and all Radon measures p on X
given by

T(f) = f fdu  feCX).

In the following we also have to consider g-additive set-functions which
may assume negative values. If u, and p, are two finite measures on a
measurable space (X, 4) then u = u, — p, is of this type and will be called
a finite signed measure. Conversely, the Jordan-Hahn decomposition
theorem tells that any g-additive set function u: # — R is representable as
the difference of two finite measures u, and u,, even in such a way that u,
and p, are concentrated on disjoint measurable sets. It follows in particular
that a o-additive real-valued function defined on a o-algebra is bounded.
Any difference of two Radon measures will be called a signed Radon measure.
This is perfectly well-defined when dealing with finite Radon measures. If
infinite Radon measures are involved, the difference is as a set function only
well-defined on the family of all relatively compact Borel sets.

In the first chapter we have defined for any topological vector space E
the topological dual E’ consisting of all scalar-valued continuous linear
functions on E. We shall now identify E’ in some cases where E is a certain
space of continuous functions. At first we shall treat the case where X is
compact and C(X) denotes the space of all real-valued continuous functions
on X. The space C(X) will be given the sup-norm; it is well known that
C(X) in this norm is a Banach space, and that (C(X)) is a Banach space,
too, if we define the norm of T € (C(X)) by

IT| = sup [T(f)I.
S
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The set M(X) of all signed Radon measures on X will be given the total
variation norm; if u € M(X) then

Il == sup{| u(A)| + |u(A)|| A € B(X)}.
2.4. Theorem. If X is compact then (C(X)) = M(X) in the sense that there

is a bijective linear isometry p— T, from M(X) onto (C(X)), given by the
natural mapping

7.0 = [ £ du
where | f du:={ f du, — | f du, is independent of the choice of uy, i1, € M . (X)

such that u = py, — u,.

PROOF. At first we remark that T, € (C(X)) for p € M(X).Forletu = p; — p,
with (positive) Radon measures u,, u, being concentrated on disjoint Borel
sets; then

deulgfmdul + {11 du < 171l
showing also | T,| = |ul.
Let now T € (C(X))' be given. We then define T*: C,(X) - R by
T*(f)=sup{T(W|f zhe C.(X)}, feC.(X)
It follows that 0 < T*(f) £ |T| | fI < oo, and for f, g € C ,(X) we have
T*(f+9)z2T"(f) + T
Letf,g,he C,(X)suchthat h < f + g. We put

hx)f(x) .
M) .
H(x):= f(x) + g(x) if f(x) + g(x) > 0,
0 if f(x) = g(x) = 0,
h(x)g(x) .
i
W)= 1/ + 900 f(x) + g(x) >0,
0 if £(0) = g(x) = 0,

then W', h" e C.(X), W < f,h" < gand h' + h" = h, implying
T =T () + T (9

so that finally T is additive on C . (X).

We put T~ := T* — T which also is additive, nonnegative and positively
homogeneous on C,(X). By Corollary 2.3 there are two Radon measures
U1, H on X such that

T*(f)=ffdm, T‘(f)=ffduz, fec.(x),
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implying for f € C(X)
TN=TUH-TY =T -T (S -IT(/)-T(f7)]

=ff+d(u1—#z)—ff_d(#1—ﬂz)

= J.fdu, W=y — py

so that T = T,. By Corollary 2.3 we also get immediately that there is only
one signed Radon measure p with this property.

Let 4= u™ — u~ denote the Jordan-Hahn decomposition of p, ie.
u"(B) = (B~ D) and u~(B) = u(B n D°) where D € #(X) is chosen in
such a way that both u* and ™~ are nonnegative (see, for example, Billingsley
(1979, p. 373)). Then u* and u~ are Radon measures and furthermore

ffdpl =supUhdp+ - fhd,u'lO§h§f,heC(X)}

éffdu*

for all f € C,(X), hence u; £ u* by Exercise 1.27 and similarly pu, < u™.
Consequently we get u,(D°) = 0 = u,(D) and therefore u, = u*, u, = u~
as well as |||l = py(D) + py(D°).

We still have to show the reverse inequality || T, || = [|u]. Given ¢ > 0 we
choose compact sets K* = D, K~ < D such that

m(DNK™) <& pp(DNK™) <.

By Urysohn’s lemma there is a continuous function f: X —» [—1, 1] such
that f|[K* = land f|K~ = —1, implying

Iff du’ Z uy(K™) + pp(K7) — 26 2 [lull — 4e.
This shows || T,|| = |lu|l and finishes the proof of the theorem. (]

We shall now consider the case where X is locally compact. For a given
compact subset K = X we denote by Cx(X) the vector space of all continuous
functions on X whose support is contained in K ; of course, Cx(X) is a Banach
space with respect to the supremum norm and

CX)= U CxX).
Ke X (X)
A linear functional T on C‘(X) is called continuous if all the restrictions
T | Cx(X) are continuous in the usual sense.

2.5. Theorem. For a locally compact Hausdorff space X the continuous
linear functionals T on C(X) are in a bijective linear relation with the signed
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Radon measures y on X via the natural formula

T(H) = [ fdu

PRrOOF. If u is a signed Radon measure, i.e. 4 = p; — u, for Radon measures
K1, Mo, then T(f) = ( fdus=={fdu, — | fdu, is well defined and con-
tinuous in the above sense; the unicity of the representing measure u is
obvious by Corollary 2.3.

Now let a continuous linear functional T: C°(X) — R be given. Imitating
the proof of Theorem 2.4 we define for /' € C, (X)

T*(f)=sup{T(h)| f 2z he C°.(X)}.

Any function h occurring here belongs to Cq,,,s(X), implying that for some
constant o > 0
I T(h)| < allhll < o f1I,

hence
0 T*(f) < 0.

The same arguments used already in the preceding proof show that T*
andalso T~ := T* — T are both additive. Again an application of Corollary
2.3 finishes the proof. O

Let X be a locally compact space and V = C(X) a linear subspace of
continuous functions. Motivated by the classical moment problem Choquet
introduced a simple sufficient condition on V in order that every positive
linear functional L: V — R can be represented by a Radon measure on X
as in the Riesz representation theorem where V = C(X), cf. Choquet
(1962, 1969).

For functions f, g: X - R we write f € #(g) if formally f/g vanishes at
infinity on X, but due to possible zeros of g the precise meaning of f € o(g)
is the following:

For every ¢ > 0 there exists a compact subset K = X such that | f(x)| <
elg(x)| for x e X\K.

2.6. Definition. A convex cone C < C,(X) of nonnegative continuous
functions is called an adapted cone if:

(i) For every x € X there exists f € C such that f(x) > 0.
(ii) For every f € C there exists g € C such that f € #(g).

A linear subspace V = C(X) is called an adapted space if:

(i) V =V, — V,,where V, = V n C,(X).
(iv) V., is an adapted cone.

If f € C5,(X) then f € o(f) and for f € C%(X) we have f € o(\/}”), which
shows that C(X) and C°(X) are adapted spaces. If p and g are two real
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polynomials in one variable then p € #(q) if and only if deg(p) < deg(q). It
follows easily that the space of polynomials in one variable is an adapted
space of continuous functions on X = R. Similarly the space of polynomials
in k variables is adapted on X = R*.

The main property of adapted spaces is given in the following:

2.7. Theorem. Let V be an adapted space of continuous functions on a locally
compact space X. For every positive linear functional L: V — R there exists a
Radon measure p on X such that V. < %'(u) and

L(f)=ffdu forall feV.

Proor. We define
V={feCX)|lfl <gforsomegeV,}

Then V is a subspace of C(X) containing V, and a simple compactness
argument combined with (i) shows that C‘(X) < V. We claim that V= 7, + V.
In fact, if f € ¥ and g € V, is such that | f| < g, then f = (g + /) + (—g)
shows the assertion. By Corollary 1.2.7 it follows that L can be extended to a
positive linear functional L: ¥V — R, and by the Riesz representation theorem
there exists a Radon measure y on X representing L|C*(X).

For g € V, and ¢ € C(X) satisfying 0 < ¢ < g we have

L(g) = Lg) = L(p) = f o du.

By Urysohn’s lemma the family # = {¢p € C‘(X)|0 < ¢ < g} filters upwards
to g, so by Theorem 1.5

fodu= sup{fwuupef} < Lg) < oo,
hence g € #'(u). To see that [ gdu = L(g) we choose he V, such that
g € o(h). Let ¢ > 0 be given. There exists a compact set K = X such that
g(x) < eh(x) for xe X\K.
We choose ¢ € C°(X) such that 1z < ¢ < 1 and find
0=9g—gp=ceh
hence

0 < L(g) — L(go) < eL(h),

or

L) < f g0 du + eL(h) < f g dut + eL(h),
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which suffices since ¢ > 0 is arbitrary and independent of h. The equality

L) = [gdu
extends clearly from V, to V. O

2.8. Exercise. Let X be locally compact. Show that the dual (C°(X)) of the
Banach space C°(X) equals M*(X), the space of all finite signed Radon
measures on X (which is again a Banach space with respect to the total
variation norm) in the sense, that there exists a linear bijective isometry
from M®(X) onto (C°(X)). Hint: Use the one-point compactification of X.

2.9. Exercise. Show that the following conditions are equivalent for a
locally compact space X :

(i) X is o-compact, i.e. X is a countable union of compact sets.
(i) There is a strictly positive function f € C°(X).
(iii) There is a function f € C(X) with f(x) — oo for x — o0, i.e. such that
{f < a} is compact for all a € R.
(iv) C(X)is an adapted space.

2.10. Exercise. Try to find a finite signed Radon measure u on R such that
supp(u*) = supp(u~) =R, where u = u* — p~ is the Jordan-Hahn de-
composition of p.

2.11. Exercise. Let X be locally compact and consider on C°(X) the following
four families (p;)ies,»j = 1,..., 4, of seminorms:

I, = {Ac X|J + Afinite},  p,(f):=max|f(x)],

I, =4(X),  pg(f)=max|f(x)],

xekK

Iy = {0}, po(f)=sup|f(x)],

xeX
{p;liel,} = {p|pis a seminorm on C°(X) whose
restriction to Cg(X) is continuous for all K € #(X)},
where Cyx(X):= {f € C(X)|supp(f) < K} is considered as a Banach space
with respect to the supremumnorm. Let ¢, . . ., 0, denote the corresponding
locally convex topologies on C‘(X) (which are all Hausdorff).
Show that the topological duals of C°(X) with respect to these four
topologies are given (by natural identification) in the following way:
(C(X), Oy) = {pu e M(X)|supp(n) is finite},
(C(X), O3) = {pu e M(X)|supp(p) is compact},
(C(X), O3) = {ne MX)||ull < oo},
(C(X), O4) = M(X),



§3. Weak Convergence of Finite Radon Measures 45

where supp(u) == supp(u™) U supp(u”)if u = u* — u~ is the Jordan-Hahn
decomposition of u.

2.12. Exercise. Let V' be an adapted space of continuous functions on a
locally compact space X, let F < X be a closed subset and put

VE = {feV]|f(x) = 0forall x € F}.

Show that any linear functional L: V — R which is nonnegative on V% can
be represented as

Lh=[rau for fev,
where y € M, (X) is supported by F.

2.13. Exercise. Let X, Y be locally compact spaces and f: X - Y a con-
tinuous surjective mapping such that f~!(K) is compact in X for each
compact subset K < Y. Show that each v e M, (Y) is of the form ' for some
ue M, (X). Hint: Use Corollary 1.2.7 and the Riesz representation theorem.

2.14. Exercise. Let X and Y be locally compact spaces and T: C(X) x
C°(Y) — R a bilinear mapping which is positive in the sense that T(f,g) = 0
if f e C,(X)and g € C5.(Y). Show that

T(f,g)=ff®gdu

for some uniquely determined ue M (X x Y).

§3. Weak Convergence of Finite Radon Measures

The theory of weak convergence of finite Radon measures is a well-developed
theory which is of great importance in probability theory, in particular when
dealing with stochastic processes. We will later need only a very few basic
facts which we are going to develop in this section.

Let X be a Hausdorff space and denote by M’ (X) the set of all finite
Radon measures on X, i.e. all Radon measures u with u(X) < oo. The weak
topology on M’ (X) is the coarsest topology such that the functions u +— | f du
become lower semicontinuous for every bounded lower semicontinuous

f:X — R. The family of sets
ff du > t}

is a subbase for the weak topology when f ranges over the bounded lower
semicontinuous functions on X and t € R.

The following result is part of the so-called portmanteau theorem (cf.
Topsgpe 1970, Theorem 8.1).

Gy.i= {u e M’ (X)
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3.1. Theorem. For pe M%(X) and a net (u,),e4 in M5 (X) the following
properties are equivalent:

(1) p, — p weakly, i.e. in the weak topology;
(i) lim inf u(G) = u(G) for all open G = X and lim p(X) = w(X);
(iii) lim sup p(F) < u(F) for all closed F < X and lim p(X) = u(X);
(iv) liminf { f dp, = j f du for all bounded lower semicontinuous f: X — R;
(v) lim sup | f dp, < | f dpfor all bounded upper semicontinuous f: X — R.

If (i)~(v) are fulfilled, then lim | f du, = | f du for each bounded continuous
f: X - R, and this property implies (1)-(v) if X is in addition a completely
regular space.

Proor. By definition (i) is equivalent with (iv), and the equivalence of (ii)
and (iii) (resp. (iv) and (v)) is immediate.

“(ii) = (iv)” Let f: X — R be lower semicontinuous and assume without
restriction 0 < f < 1. From the obvious inequality

l+ ln—l
- - =- 1>in§
(1=3) =2 % s

we get

lim infff dy, = %an inf,ua({f > i-}) > %Zqu > i})

where the last expression converges to | f du as n tends to oo. The implication
“(iv) = (ii)” is obvious.

If f: X - R is bounded and continuous and p, — u weakly, then by (iv)
and (v) | f du, — | f du. Now suppose that X is completely regular and
lim | f du, = | f du for all continuous bounded f: X — R. To show (ii) let
G = X be open and let K = G be compact. As an immediate consequence of
the very definition of complete regularity we find a continuous function
f: X — [0, 1]such that f{K = 1 and f|G° = 0. Then

1(G) 2 ff TR ff du = w(K),

hence lim inf u(G) = u(K) and finally lim inf u,(G) = w(G), which had to
be proved. O

3.2. Proposition. The space M®.(X) of finite Radon measures is a Hausdorff
space in the weak topology.

PRrOOF. Let (u,) be a net in M4 (X) converging to u, as well as to u, weakly.
Then u,(X) = u,(X) and, of course, to show u,; = pu, it is enough to prove
that u,(B) < u,(B) for all Borel subsets B < X.

If A = X, then the above theorem implies

p1(A) < lim inf p,(A) < lim sup p,(A) < py(A).
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Now let Be #(X) and ¢ > 0 be given. There exist compact sets K, < B,
K, < Bfsuchthat u,(B\K,) < e¢and u,(B\K,) < e. A simple compactness
argument shows the existence of two open sets G,, G, < X separating K,
and K,,ie. K, € G, K, < G, and G, n G, = . Then

K, G, =G, =G cK;
and hence
p(B) — & = uy(Ky) = pa(K3) = uy(B) + &
This holds for all ¢ > 0 so that u,(B) < u,(B). O
In §1 it was shown that given two Radon measures u, v on spaces X

and Y, there is a unique product Radon measure u ® v on X x Ycharac-
terized by

U ® v(C x D) = u(C)w(D) forallcompact C< X, Dc,

and giving for all measurable rectangles the “right” value. In particular the
product of two finite Radon measures is finite again (as it should be), and it
is only natural to guess that 4 ® v depends continuously (in the weak
topology) on both of its arguments.

3.3. Theorem. Let X and Y be two Hausdorff spaces. Then the mapping
(1, v) = 1 ® v from M4 (X) x M%(Y) to M%(X x Y) is weakly continuous.
PrOOF. In a first step we show that the mapping
X x Mb(Y)—» M%(X x Y)
xX,V)—e,®v

is continuous. Assume that x, - x and v, -»v. Let G,,...,G, < X and
H,,...,H, < Y beopenand put U == ( )i, (G; x H;). We show first that

liminfe, ® v (U) = &, ® w(U).
This holds trivially if x ¢ { )/~ G;. Suppose now that
I={i<nlxeG} + &.

Then there exists some a, such that x, € ();.; G; for all & > o, and for those
o we get

sx, ® va(U) g ex, ® va(U (Gl X Hl)) = va(U Hi),

iel iel

hence

liminfe, ® v(U) 2 lim inf va(U H,.)
iel

1\

v(U Hi) = ¢, @ w(U).

iel
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Every open set U = X x Y has the form U = [ ),.4 (G, x H,) for suitable
open sets G, = X and H, < Y. By Theorem 1.5 we can find, given ¢ > 0,
finitely many 4,, ..., 4, € A such that

sx®v(

C-=

It

(G,, x Hl.,)) >e @WU) — e

1

This implies

lim inf e, ® v,(U) 2 lim inf e, ® va( U (G, x Hz.-))

i=1

= ex®v( (G,, x HA._)) > e ®wWU) — e
=1

Hence lim inf ¢, ® v(U) 2 &, ® v(U) and 3.1 implies &, ® v, = &, ® V.

The second step will now be an easy consequence of the first one. Let
f:X x Y —[0,0] be lower semicontinuous. From the continuity of
(x, V)¢, ® v we get that

X x Mt(Y) - [0, o]
(x, V) o f £(%, y) dv(y) = sup j (n A £(x ) dv(y)
Y n Y

is also lower semicontinuous, and using the fact that M?%(Y) is again a
Hausdorff space as well as the Fubini theorem for lower semicontinuous
functions (1.12), we may repeat this argument and conclude that

M%(X) x M%(Y) - [0, ],

— = d
(V) f f £, ) dv(y) du(x) ff “®v)

is lower semicontinuous, too. If now f: X x Y — R is lower semicontinuous
and bounded, then /' + ¢ = 0 for some ¢ € R, and

(1, v) > j fdu®v) = j (f + ) d ® ) — (X))

is again lower semicontinuous, the second term on the right being a con-
tinuous function of u and v. This finishes our proof. O

3.4. Corollary. If S is a Hausdorff topological semigroup, then so is M%.(S)
with respect to convolution.

ProoF. The mapping (u, v) — p * v is continuous as composition of (g, v) —
u® v and the mapping ®: M5(S x S) - M5 (S) defined by ®(k):= k",
where + denotes the semigroup operation and k* is the image of k under
+:cf. 1.15, 1.16 and Exercise 3.7 below. O
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It is a general principle in mathematics to approximate complicated
functions (or other objects) by simpler ones. Among the Radon measures
the so-called molecular measures (i.e. finite positive linear combinations of
one-point (or “atomic”) measures) are considered to be “simple” objects.
They are dense in the set of all finite Radon measures even in a stronger
sense than with respect to the weak topology.

3.5. Proposition. For every Hausdorff space X the set of molecular measures
is a dense subset of M (X) with respect to the pointwise convergence on %(X).

PROOF. As the directed set we choose the family A of all finite Borel partitions
of X, i.e. the set of all « = {B,,..., B,} = #(X) such that B; + &, B, n
B; =  for i # j and (Ji=1 B; = X, ordered by refinement. For such « we
put, given any ue M5 (X), p,:=Yr-; u(B)e,,, where x;€B; is chosen
arbitrarily. Now let B € Z(X)\{, X} be given; then for all « € A4 finer than
oo = {B, B} we have u,(B) = u(B); and pu(B) = w(B) for all « € A when
Be {g, X}. (]

3.6. Exercise. Let (u,) and u be finite Radon measures on the Hausdorff
space X and let them all be concentrated on the Borel subset Y < X. Then
U, — p weakly in M% (X) if and only if u,| Y — u|Y weakly in M%(Y).

3.7. Exercise. Let X and Y be two Hausdorff spaces and let f: X — Y be a
continuous mapping. Then for any ue M%(X) the image measure u'
belongs to M’ (Y), cf. Proposition 1.15. Show that the transformation
u— p from M% (X) to M%(Y) is continuous.

3.8. Exercise. Let X be a Hausdorff space and M’ (X) the set of Radon
probability measures on X, ie. Mi(X)= {ue M%(X)|u(X)=1}. Let
E = {g,|x € X} be the set of all one-point measures. Show that every {0, 1}-
valued measure u € M. (X) already belongs to E. Show further that E is a
weakly closed subset of M (X) homeomorphic to X and that E = ex(M (X))
(For the notion of an extreme point see 5.1.)

3.9. Exercise. Let u be a Radon measure on the Hausdorff space X. For

K e #'(X) define uX(B):=u(B N K) and ug(B):=uB n K)/uK) (f
u(K) > 0). Show that the net (u*) converges to u pointwise on %(X) and

that
lim fg duX = fg du
K

for every p-integrable function g: X — C. Show that if u(X) < co then
(1) (resp. (ug)) converges weakly to u (resp. u/u(X)).

3.10. Exercise. Let (p,) denote a net of probability Radon measures on the
product X x Y of two Hausdorff spaces, and denote by p, (resp. v,) the
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marginal distribution of p, on X (resp. Y) (i.e. the image measures under the
two canonical projections). If (u,) converges to u and (v,) converges to some
one-point measure &, then (p,) tends to 4 ® &,.

3.11. Exercise. Let (S, +, 0) denote a Hausdorff topological abelian semi-
group with neutral element O (cf. 1.16) and let u € M5 (S). Then

© #*n
Y~ = lim (e + p/m*”
n=0 . n-o

holds in the sense that both limits exist and agree for all Borel subsets of S.
Their common value is often called the exponential of u and abbreviated
exp(u). In particular both limits exist and agree with respect to the weak
topology.

3.12. Exercise. Let S and T be two Hausdorff topological semigroups and
let h: S - T be a continuous homomorphism. Then for u, ve M%(S) we
have

(u* V)=l h

§4. Vague Convergence of Radon Measures on
Locally Compact Spaces

In this section X denotes a locally compact Hausdorff space. The vector
space C°(X) of continuous functions f: X — R with compact support and
the vector space M(X) of signed Radon measures on X form a dual pair under
the bilinear form

<Mf>=ff@h HeEMX), feC(X).

4.1. Definition. The vague topology on M(X) is the weak topology o(M(X),
C9(X)), i.e. the coarsest topology in which the mappings u+ {u,f) are
continuous, when f ranges over C(X), cf. 1.3.10. In particular the vague
topology is a Hausdorff topology.

We first remark that for any lower semicontinuous functionf: X — [0, o]
the function

w—*ffdu

is lower semicontinuous on M . (X) with the vague topology.
In fact, from Urysohn’s lemma it follows that any such fis the supremum
of the upward filtering family of functions ¢ € C(X) satisfying 0 < ¢ £ f,
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so by Theorem 1.5
ff du = sup{ffp dulpe C(X), 0= ¢ = f}.

A combination of this remark and Theorem 3.1 immediately gives the
following relationship between the weak topology on M3(X) and the
restriction of the vague topology to M4 (X):

4.2. Proposition. Let (u,),. 4 be a net on M5 (X) and let ue M5 (X). Then
(u,) converges weakly to u if and only if (u,) converges vaguely to u and
lim p(X) = w(X).

4.3. Corollary. The vague topology and the weak topology coincide on the set
M?.(X) of Radon probability measures.

Under some extra assumptions on a net (y,),.4 in M, (X) the vague
convergence implies the convergence of (j f duy).e 4 for certain functions
f € C(X)\C‘(X). As an important example we have

4.4, Proposition. Let (u,),.4 be a net on M%(X) converging vaguely to
ne My(X). If

c:=sup U,(X) < oo,
then W(X) £ ¢, and for all f € C°(X) we have

tim [ £ du, = [ £ du M
Proor. For any ¢ € C°(X) satisfying 0 < ¢ < 1 we have
w9 = lim{p,, @) = ¢,

hence

w(X) =sup{{u, @0 S 9 = Lpe C(X)} s c

Let feC°%X). For any &> 0 there exists ¢ e C(X) such that
If — ollo < ¢ and therefore we find

[rau-[ran

and now it is easy to see that (1) holds. O

b

< 2ce + U(pd#—ffpdua

The following result characterizes the relatively compact subsets
M = M .(X) in the vague topology, i.e. the subsets M for which the vague
closure M is vaguely compact.
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4.5. Theorem. A subset M = M . (X) is relatively vaguely compact if and
only if

sup{<{u, p>|lpe M} <
for each ¢ € C,(X).

Proor. The space of functions of C°(X) into R can be considered as the
product space IT := R<“® which will be equipped with the product topology.
The subset A of positive linear functionals of C°(X) into R is closed in II,
and because of the Riesz representation theorem (2.3) there is a bijection of
M ,(X) onto A which is a homeomorphism when M (X)) carries the vague
topology and A carries the topology inherited from I1. Therefore, M =
M . (X) is relatively compact in the vague topology if and only if the corre-
sponding set of positive linear functionals is relatively compact in I1. By
the Tychonoff theorem this is the case if and only if {<u, @>|pe M} is
relatively compact in R for each ¢ € C°(X), which gives the conditions of the
theorem since a subset of Ris relatively compact precisely if it isbounded. [

4.6. Proposition. Let ¢ > 0. The set

{ne ML(X)|X) < ¢}
is vaguely compact.
ProoOF. The set in question is closed by Proposition 4.4 and relatively compact
by Theorem 4.5. O
4.7. Corollary. Suppose X is a compact space. Then ML (X) is compact in the
weak (or vague) topology.

ProoF. By Proposition 4.6 we have that M1 (X) is relatively compact in the
vague topology, but also closed since 1 € C°(X). The proof is finished by the
observation in Corollary 4.3. d

The following result was established by Choquet (1962) in his treatment
of the moment problem.

4.8. Proposition. Let V be an adapted space of continuous functions on a

locally compact space X and let L: V — R be a positive linear functional. The
set of representing measures, i.e. the set

ffd,u:L(f) for all feV}

C={#€M+(X)

is convex and compact in the vague topology.

PRroOOF. It is clear that C is convex. For ¢ € C° (X) there exists f € V, such
that ¢ < f (cf. the proof of Theorem 2.7), hence

<u,<p>§ffdu=L(f) for pecC,
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so C is relatively compact by Theorem 4.5. Let (u,),.4 be a net from C
converging vaguely to ue M ,(X)and let f € V, . By the remark following 4.1
we get

deﬂ < liminfffd/,ca = L(f).
We choose g € V, such that f € o(g), and let ¢ > 0 be given. There exists a

compact set K = X such that f(x) < eg(x) for x e X\ K, and if ¢ € C(X)
issuch that 1z < ¢ < 1 we have f(1 — @) < ¢g. From

[ 1=y = [0 - @aw—w+ [ 10de -
we therefore get

ffco d(u — py)

£

ffdu—L(f)‘ésfgdﬂ+sL(g)+

and since f¢ € C(X) the last term tends to zero, so we have

’ f 1 dp — L(H)| < 2eL(g).

Since ¢ > 0 is arbitrary we get | fdu = L(f) for all f€ V, , and then for all
f €V, thus proving that u e C. O

Let u be a signed Radon measure on X and let G = X be an open subset.
Then G is itself locally compact and if f € C°(G) is extended to X by

fx), xegG,

6y = {0, x € X\G,

then f € C°(X). The mapping f + | f du is a continuous linear functional
on C(G), hence by Theorem 2.5 represented by a signed Radon measure on
G, denoted u| G, and called the restriction of uto G. In case of a (nonnegative)
Radon measure pon X the restriction u| G is of course the usual set-theoretical
restriction, introduced already after Remark 1.6.

Vague convergence of Radon measures is a local concept as the following
result shows:

4.9. Theorem. Let (G,),.p be an open covering of a locally compact space X.
A net (1;);c; of signed Radon measures on X converges vaguely to n e M(X)
if and only if (1;] G,);; converges vaguely to (u|G,) for each a € D.

PRrROOF. The “only if ” part is obvious, so suppose that (y;|G,);.; converges to
(1) G,) foreach a € D. Let f € C(X) have the compact support C, and choose
oy, ..., % €D such that C = G,, U G,,u---U G, . By Lemma 1.17 there
exist compact sets C, = G, k=1,...,nsuchthat C=C, u---u C,. By
Urysohn’s lemma there exist functions ¢, € C°(X) such that 1, < ¢, = 1g,,
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and supp(¢y) € G,,, k = 1, ..., n. The functions

"(m‘;x), xeC,

f)
ww={ Lo

0, x e X\C,
belong to C*(X), supp(fy) < G,, andf = Y., fi,so we have

[ran= % [fdwicy for ict
K=1
and the assertion follows. O

The following result will be used occasionally. For the proof, see e.g.
Bauer (1978, p. 233).

4.10. Proposition. Suppose that the locally compact space X has a countable
base for the topology. Then the vague topology on M ,(X) is metrizable.

4.11. Exercise. Let X be locally compact. For a net (u,) on M, (X) and
u € M ,(X) the following conditions are equivalent:

(1) p, = p vaguely;
(i1) lim sup u(K) £ w(K) for each compact K = X and lim inf pu(G) =
1(G) for all relatively compact open sets G = X ;
(iii) lim p,(B) = u(B) for all relatively compact Borel sets B = X such that
u(@B) = 0.

4.12. Exercise. Show that the set of all Radon measures on a locally compact
space taking only values in N, = {0, 1, 2, ..., oo} is vaguely closed.

4.13. Exercise. Let the Radon measures y, tend vaguely to 4 and assume
that all the yu, are concentrated on the closed subset Y < X. Then p is con-
centrated on Y, too, and p, tends vaguely to u also on the locally compact
space Y.

4.14. Exercise. Show that (u, v) — u ® v is vaguely continuous as a mapping
from M, (X) x M, (Y) to M, (X x Y) for two locally compact spaces X
and Y. Hint: Use the Stone—Weierstrass theorem.

4.15. Exercise. Property (ii) in Exercise 4.11 above makes sense on any
Hausdorff space X and hence can be used to define vague convergence of
Radon measures in this generality. Show however that if M | (X) with respect
to vague convergence is a Hausdorff space, then X is necessarily locally
compact. Hint: If x, € X has no relatively compact neighbourhood, then
for a certain net (x,) in X we have x, = x,, &,, — &, and ¢, — 0.
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§5. Introduction to the Theory of Integral
Representations

Throughout this section E denotes a locally convex Hausdorff topological
vector space over R. The theory below can be applied to complex vector
spaces by restricting the multiplication with scalars to real scalars.

The basic observation, which should be kept in mind when reading the
following general theorems, is that a convex polyhedron is the convex hull
of its corners, or equivalently, that any point in the convex polyhedron is the
centre of gravity of a molecular probability measure on the corners. The
basic notion is that of an extreme point of a set, which is a generalization of a
corner of a convex polyhedron and defined below. We shall limit ourselves
here to those parts of the theory of integral representations which will be
needed in the sequel. A detailed exposition can be found in Alfsen (1971)
or Phelps (1966).

5.1. Definition. Let A < B < E be subsets of E. Then A is called an extreme
subset of B if for all x, ye Band A€ 10, 1[:

Ax+ (1 —-ANyed=x,ye A

A point a € A is called an extreme point of A if {a} is an extreme subset of A.

It is easy to see that if A is convex then a € 4 is an extreme point if and
only if for all x, y € 4:

a=¥x+y)=>x=y=a

The set of extreme points of 4 is denoted ex(A4) and in some literature
called the extreme boundary of A.

Notice that “extreme subset of ” is a transitive relation in the set of subsets
of E. The above definitions of course make sense for an arbitrary real vector
space without topology.

Let x,,..., x, be points in E and let 4, ..., 4, be numbers € [0, 1] with
with 7_, A; = 1. The corresponding convex combination of x, . .., x, is the
point
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then the point b is called the barycentre of u. For any (continuous) linear
functional fon E we have

)= Y40 = [ f d
i=1
and this is the motivation for the following:

5.2. Definition. Let X be a compact subset of E and let ue M1 (X) be a
Radon probability measure on X. A point b € E is called the barycentre of u
if and only if

fb) = L fdu forall feE.

Remark. There exists at most one barycentre of ue M} (X). In fact, if b,,
b, are barycentres of u we have f(b,) = f(b,) for all f € E’, and since E’
separates the points of E we find b, = b,. As well as barycentre one also
encounters the words centre of gravity and resultant. The barycentre is “the
value of” the vector integral

L x du(x),

but such a vector integral need not always converge in E, so a barycentre
need not exist. We have, however, the following result:

5.3. Proposition. Let X be a compact subset of E such that K = Tonv(X)
is compact. Then for every u € M (X) the barycentre exists and belongs to K.
Conversely, every point x € K is barycentre of some e M1 (X).

PROOF. For f € E' and u € M (X) we put

H, - {er|f(x)= [ du}-

The intersection of the H’s for f € E’ is the set of barycentres of x, hence
either empty or a singleton. We shall show

N H,nK+ &

feE

The set H; n K is a closed subset of K, so by a result from general topology
it suffices to prove that

AH;nK+ & (1)
i=1

for an arbitrary finite subset {f},...,f,} & E'. For such a subset we define
a continuous linear mapping T: E — R" by

T(X) = (fl(x)9 et 9fn(x))’
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and claim that

p= (ff; du, ..., ffn du) e T(K),

which shows (1). If the contrary is true, there exists by the separation theorem
1.2.3 a linear form ¢: R" — R such that

sup o(T(K)) < o(p). 2

The linear form ¢ is given as ¢(x) = {a, x) for some a = (a,,...,a,)€R",
and defining g = Y7_, a; f; € E', (2) can be expressed

sup g(K) < f g du,
K

which is impossible, u being a probability.

We next have to prove that any x € conv(X) is the barycentre of some
ue ML(X). This is clear if x € conv(X), in fact such a point is the barycentre
of a molecular measure as remarked earlier. For x € conv(X) there exist nets
(x)ze 4 Of points from conv(X) converging to x and (u,),4 of molecular
measures from M’ (X) such that x, is the barycentre of u, for each o € A4.
By Corollary 4.7 there exist u € M (X) and a subnet (u, ,) converging weakly
to u. For f € E’ we then have

[ 7w =tim [ 1w, = tim 5, = s
] ]
which shows that x is the barycentre of u. O

5.4. Remark. If E is complete then conv(X) is compact for every compact
X € E, so every ue M1 (X) has a barycentre in this case. This applies in
particular to Fréchet spaces and Banach spaces. For details, see, e.g.
Robertson and Robertson (1964).

Already Minkowski proved that a compact convex set K in R" is the
convex hull of ex(K). In 1940 Krein and Milman found a far-reaching
generalization of Minkowski’s result:

5.5. Theorem. Every compact convex set K in E is the closed convex hull of
its extreme points, i.e.

K = conv(ex(K)).

PRrROOF. We first show that any nonempty compact set C has extreme points.

We form the family # of nonempty, closed extreme subsets of C. Notice
that C € #. A Zorn’s lemma argument shows that # contains a minimal
element M with respect to inclusion. To see that M has only one point,
which is then an extreme point of C, we assume the existence of x, y e M,
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x % y, and choose f € E’ such that f(x) > f(y). Then
M, = {ze M| f(z) = sup f(M)}

is easily seen to be an extreme subset of M, hence M, e & Since M,, is a
proper subset of M we are led to a contradiction.

Clearly conv(ex(K)) is a compact convex subset of K. If they are not
equal, there exists by the separation theorem 1.2.3 an f € E’ such that

sup f(K) > sup f(conv(ex(K))). 3)
The set

M = {x e K| f(x) = sup f(K)}

is a nonempty compact subset of K, and by the first part of the proof
ex(M) # . Since M is an extreme subset of K we have ex(M) <= ex(K), but
this is impossible due to (3). O

For every subset A < E we have ¢onv(4) = conv(4). An equivalent

formulation of the Krein-Milman theorem is therefore that K = conv(ex(K)).
Using Proposition 5.3 we can reformulate the theorem in the following way:

5.6. Theorem. Let K be a compact convex set in E. Every x € K is the bary-
centre of a measure u € M (ex(K)).

A natural and important question in connection with the above theorem
is whether u can be chosen such that u is concentrated on the set of extreme
points, i.e. such that y(K\ex(K)) = 0.

The answer is yes if K is metrizable, and this is the content of Choquet’s
theorem. The answer is no in general if K is nonmetrizable, simply because
ex(K) can be a nonmeasurable subset of K in this case. There is however a
satisfactory solution to the question in the nonmetrizable case also, related
to the notion of a boundary measure.

For a compact convex subset K of E we define a partial ordering < on
M (K) by

u<a v¢ffd;t§ ffdv
for all continuous convex functions f: K — R.

5.7. Definition. A measure p € M. (K) is called a boundary measure if it is
maximal with respect to the ordering <.

A boundary measure u is pseudo-concentrated on ex(K) in the sense that
w(G) = 0 for all Gy-sets G = K such that G n ex(K) = . (We recall that
a subset of a topological space is called a G;-set if it is the intersection of
countably many open sets.)
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In the metrizable case the set ex(K) of extreme points is a Borel set, in
fact even a G;-set. Furthermore, any compact subset of K is a Gs-set. It
follows that a boundary measure y on K is concentrated on ex(K) in the
ordinary sense.

We can now formulate the generalization of Theorem 5.6 going back to
Choquet in the metrizable case and to Bishop and de Leeuw in the general
case.

5.8. Theorem. Let K be a compact convex set in E. Every x € K is the bary-
centre of a boundary measure u € M (K).

Remark. In our applications of the present theory the compact convex sets
K which we consider always have the property that ex(K) is closed, so we
may apply Theorem 5.6 instead of Theorem 5.8.

We will mention briefly the very important modern notion of a simplex.

5.9. Definition. A compact convex set K < E is called a simplex if every
x € K is the barycentre of precisely one boundary measure, and it is called a
Bauer simplex if furthermore ex(K) is closed.

5.10. Example. Let X be a compact Hausdorff space and let E = M(X) be
the vector space of signed Radon measures with the vague topology. The
set K = ML(X) is a compact convex set, and by Exercise 3.8 ex(K) =
{e,]x € X} is a compact set. It is easily seen that K is a Bauer simplex.

In applications we often want to give an integral representation of the
elements in a convex cone C. This is possible if C has a compact base B, i.e.
a compact convex subset B = C\{0} such that for any x € C\ {0} there
exists a unique number 4 > 0 with Ax € B.

The following general result was proved by Neumann (1983) and will be
applied later.

Let X be a nonempty set, let E = C* be the vector space of functions
f: X — C with the topology of pointwise convergence and let K < E be a
compact convex set. We assume that y: X — X is a mapping and define the
following subsets of K:

K, ={f eK|[|f®)P = f(y(x)) for all x € X},
I'={feK|lf(X)]* = f(y(x)) for all x € X}.
5.11. Proposition. With the above notation K, is a compact convex set and
I' = ex(K,).

ProoF. The function z+ |z|? is convex from C to R and therefore K, is a
convex set which is clearly closed, hence compact. Let f € I' and suppose
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f =4%(g + h)withg, he K,. For x € X we then have

(g + [h()?) = Hg(r(x)) + h(y(x)) = f(3(x))
=[S = Zlg(x) + h()|?

which implies |g(x) — h(x)|?> < 0,henceg = h. This shows that fis an extreme
point of K. a

5.12. Corollary. If ex(K) < I" then ex(K) =T.

Proor. If ex(K) = T, we get by the Krein-Milman theorem that K = K,
hence I' < ex(K) by 5.11. O

5.13. Exercise. Let K be a metrizable compact convex set in E and let
d: K x K — [0, oo[ be a metric defining the topology of K. For eachne N
define

F,= {xeK|x =3y +2),y,zeK,dy, z) 2 %}
Show that
ex(K) = aK\F,,
and deduce that ex(K) is a G4-set.

5.14. Exercise. Let K be a compact convex set in E and let b: M1 (K) - E
be the mapping which to ue ML (K) associates the barycentre b(u) of p.
Show that b is continuous when M (K) carries the weak topology and that
b is affine.

5.15. Exercise. Let K be the set of stochastic n x nmatrices,i.e. A = (a;;)e K
if and only if a;; 20 and }7_, a;; = 1 for i = 1,..., n. Show that K is a
compact convex set in the vector space of all real n x n matrices with the
canonical topology. Show that A is an extreme point of K if and only if each
row has n — 1 zero entries.

Show that the set Q, of doubly stochastic n x n matrices is a compact
convex subset of K, where a stochastic matrix A is called doubly stochastic
if also the sum of each column is one. Show that the extreme points of Q,
are the permutation matrices arising from the unit matrix by permutations
of the columns. (This result is due to G. Birkhoff.) Hint: Consider the matrix
as a chessboard. If a doubly stochastic matrix A is not a permutation matrix
there exists a closed circuit for a rook with each move starting on a position
ij with 0 < a;; < 1. Adding successively &, —e¢, ¢,...and —¢, & —¢,...at
each position of the circuit with ¢ > 0 sufficiently small, we get two matrices
A, and A_inQ,suchthat 4 = {4, + A_).
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5.16. Exercise. Let K be the unit ball {x € H|| x| < 1} of a Hilbert space H.
Show that ex(K) is the topological boundary of K, i.e.

ex(K) = {x e H|||x|| = 1}.

5.17. Exercise. Let (X, /) be a measurable space and let E be the Banach
space over K of bounded .«/-measurable functions f:X — KK with the
uniform norm | f| = sup{|f(x)||x € X}. Show that the set of extreme
points of the unit ball { f € E|| f|| £ 1} of E is the set of functions f € E with
| f(x)] = 1forall xe X.

Formulate and prove a similar result when X is a compact Hausdorff
space and E = C(X).

5.18. Exercise. Let K denote the set of convex functions f: J0, o[ — [0, 1]
considered as a subset of R!” [ with the topology of pointwise convergence.
Show that K is a metrizable compact convex set. Show that every f € K is
decreasing, continuous and differentiable from the left and the right. For
feKandt > 0 we define

fix) = {f(t) +(x—0f_(t) for0<x=<t,

f(x) for x > t.
Show that f;, f — f, € K and deduce that the extreme points of K are the
following functions ¢, =0, ¢, = 1, @, (x) = (1 — x/t)*, 0 < t < 0. Show
finally that K is a Bauer simplex. (This way of finding the extreme points of
K is taken from Johansen (1967).)

5.19. Exercise. Show that the Riesz representation theorem on a compact
Hausdorff space is a special case of the Krein—Milman theorem.

5.20. Exercise. (Douglas 1964). Let V be an adapted space of continuous
functions on a locally compact space X and let C be the convex set of repre-
senting measures for a positive linear functional L: V — R. Show that ue C
is an extreme point of C if and only if V is dense in £!(X, p).

5.21. Exercise. Let K and L be compact convex subsets of locally convex
spaces, and let f: K — Lbe continuous, affine and onto. Show that ex(L) <
f(ex(K)), and use this result to determine the set of extreme points of

L:= {( ft du(t). ft"' du(t), - -, ft" d,u(t)) \ue ML ([o, 1])}.

Notes and Remarks

We have not assumed a Radon measure to be locally finite. The reason for
this is simply that we do not need this condition to derive any of the main
results and, on the other hand, on many spaces a Radon measure is auto-
matically locally finite. Certainly this is the case for locally compact spaces
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but it holds, for example, also for metric spaces: Let 4 be a Radon measure
on the metric space X and suppose there is some x € X such that u(G) = o
for each open set G containing x, then in particular u(B,) = oo if B, is the
open ball of radius 1/n around x, and hence u(K,) = n for a suitable com-
pact set K, = B,, where without restriction x € K,. Now the point is that
K= J®, K, is again compact, because if K =  J,. G, for a family of
open sets (G,), then for some 4, we have x € G, , and then for some n,
x € B,, = G,, implying { ), K, < G,,. The fact that u(K) = oo shows
that our assumption was wrong.

Exercise 1.30 shows that non locally finite Radon measures may occur,
and this depends on the fact that each compact subset is finite. As another
example where this is the case we mention the fine topology of potential
theory, for instance on R3, cf. Helms (1969). The fine topology is by definition
the coarsest topology on R*® in which all superharmonic functions are
continuous. The fine topology is completely regular (Brelot 1971, p. 5), and
the fact that every finely compact set is finite is proved in Helms (1969,
p. 208).

Next we want to relate our approach to Radon measures with the
“classical” one as developed, for example, in Bourbaki (1965-1969). There,
as already mentioned in the introduction, the “functional point of view” is
prevalent, a (Radon) measure u being by definition a positive linear form
on C‘(X), if X is locally compact. Two set functions are then considered, la
mesure extérieure u* defined by

1HG) = sup{{p, [H1f e C(X), 0= f =1} foropen GcX
and
u*(4) = inf{u*(G)| A < G, G open} for A c X,
and ' derived from l’intégrale superieure essentielle and given by
w(A) = sup{p*(4 n K)|K € A (X)} for 4 < X.

Both u* and y" are Borel measures, i.e. o-additive when restricted to %(X),
and y’ is a Radon measure in our sense whereas u* is not so in general. One
has p < p* and they agree on open sets and on Borel sets B with
u*(B) < oo, and in particular on compact sets. It follows that for locally
compact and o-compact spaces one has u'(B) = u*(B) for all Be #(X),
so for these spaces Bourbaki’s notion of a Radon measure is equivalent
to ours. This holds in particular for compact spaces. Bourbaki (1965-1969,
Ch. IV, §1, Ex. 5) gives an example where y'(F) = 0 and p*(F) = oo for a
certain closed subset F in some locally compact space, and this shows that
u* is not a Radon measure in our sense.

Bourbaki defines a (Radon) premeasure on a Hausdorff space X as a
mapping W which to every compact subset K = X associates a Radon
measure Wy on K such that Wy |L = W, if L is a compact subset of K. Then
the following set function W' is considered

W(4) = sup{(W)(4 n K)|K e #(X)} for A< X.
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The restriction of W' to 4(X) is a Radon measure in our sense. Bourbaki
calls W a (Radon) measure if W' is in addition locally finite. It follows that
Bourbaki’s notion of (Radon) measures is equivalent with locally finite
Radon measures in our sense.

Let X be a Hausdorff space and consider Borel measures v: 4(X) —
[0, o] satisfying

(a) v(K) < for Ke X(X);
(b) wG) =sup{W(K)|K = G, K e #(X)} foropen G < X;
(c¢) w(B) = inf{v(G)|B < G, G open} for Be #A(X).

There is a one-to-one correspondence between locally finite Radon measures
won X and Borel measures v satisfying (a), (b) and (c).
In fact, if u is a locally finite Radon measure then

u*(B) = inf{u(G)|B < G, G open} for Be A(X)
is a Borel measure satisfying (a), (b) and (c), and if v has these properties then
vi(B) = sup{w(K)|K < B, K e #(X)} for Be #A(X)

is a locally finite Radon measure. Furthermore (u*) = u and (v))* = v. For
the proof of these assertions see Schwartz (1973), where a third equivalent
definition of a locally finite Radon measure is given, namely as a pair (m, M)
of Borel measures satisfying certain conditions realized by (u, u*) and (v, v)
in the above notation. Notice that a Borel measure v satisfying (b) and (c) is
locally finite if and only if (a) holds. In the locally compact case the exterior
measure u* satisfies (a), (b) and (c) and (u*) = u, (u)* = u*.

The generalized monotone convergence theorem (1.5) involves only the
values of the underlying Radon measure u on open sets, so it holds for any
Borel measure v which agrees with u on open sets. In particular, we have

[rau=ra

for each lower semicontinuous function f = 0 on X. For a continuous
real-valued function f'integrability with respect to p and v are equivalent and
[ fdu= | fdvin case of integrability.

Bourbaki (Ch. IX, §3) also considers the possibility of “extending” a set
function A: #(X) —» [0, o[ to a Radon measure, however the crucial
property (1) of our §1, the defining property of a Radon content, which goes
back to Kisynski (1968), is not discussed there. Théoréme 1 of §3 in Bourbaki
should be compared with our Lemma 1.3. Theorem 1.4 is due to Kisynski.

Replacing the Hausdorff space X by an abstract set and the family £ °(X)
of compact subsets of X by a suitable set system called “compact paving”,
Topsde (1978) proved an abstract measure extension theorem which not
only contains Theorem 1.4 but also, for example, Carathéodory’s classical
result.
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It should be mentioned that on many “nice” spaces a finite Borel measure
is automatically a Radon measure. This holds in particular on Polish spaces,
i.e. separable and completely metrizable spaces, cf. for example, Bauer
(1978, Satz 41.3), but it can even be shown for so-called analytic spaces, i.e.
Hausdorff spaces which are the continuous image of some Polish space; see
Dellacherie and Meyer (1978, Chap. I1I) for a proof.

The last-mentioned book also contains a proof of the bimeasure theorem
for finite Radon bimeasures on separable metric spaces. A slightly more
general version may be found in Morando (1969), but both results are in
fact a special case of a theorem of Marczewski and Ryll-Nardzewski (1953)
about nondirect products of measures.

The Riesz representation theorem is certainly a cornerstone of functional
analysis. Our proof is based on Pollard and Tops¢e (1975) and we refer to
the references given there, in particular to Batt (1973) for further information
on this important topic. The theory of adapted spaces has had important
applications in potential theory, see Sibony (1967-1968).

The theory of weak convergence of finite (or probability) Radon measures
is mainly motivated by its applications in probability theory and mathe-
matical statistics. For a thorough treatment on metric spaces we refer to
Billingsley (1968) and Parthasarathy (1967). Later on Topsgpe (1970) dis-
covered that a satisfactory theory of weak convergence can be developed on
arbitrary Hausdorff spaces. For a completely regular space X the weak
topology on M%(X) is induced by the weak topology a(M?(X), Cb(X)).
However, for Hausdorff spaces in general it is not possible to extend the
weak topology from M%(X) to M®(X) in such a way that M?(X) is a
Hausdorff topological vector space. In fact, if such an extension was pos-
sible then M?(X) would be completely regular and so would {e,|x € X},
which is homeomorphic to X by Exercise 3.8. A particularly important
topic for probabilistic applications is the characterization of relatively
compact subsets of M’ (X) in the weak topology, and we should mention
the striking result due to Prohorov: For Polish spaces X a subset M <
M (X) is weakly relatively compact if and only if for each ¢ > 0 there
is a compact set K = X such that sup,., #(X\K) < ¢, a condition on
M called uniform tightness, see Billingsley (1968, Theorems 6.1 and 6.2).
Theorem 3.3 may be found in Ressel (1977); Exercise 3.10 is a generalization
of Slutsky’s theorem, cf. Ressel (1982b).

For a locally compact space X the space C°(X) is often equipped with
the inductive limit topology of the Banach spaces C(X), K € J'(X), appear-
ing before Theorem 2.5. With this topology, which is equal to the topology
given in Exercise 2.11 by the family I,, C°(X) is a barrelled space, and the
topological dual space is M(X) with the vague topology. This approach is
the starting point in Bourbaki (1965-1969), who also seems to be the first
who has systematically studied the vague topology. Theorem 4.5 is a special
case of the Alaoglu-Bourbaki theorem, cf. Exercise 1.3.11. In the special case
of X = R Theorem 4.5 is sometimes called Helly’s selection theorem. In
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fact it follows from 4.5 and 4.10 that any sequence of measures in M% (R)
with bounded total mass has a vaguely convergent subsequence.

The result in Exercise 4.15 is due to Topsoe.

The importance of the theory of integral representations lies undoubtedly
in the fact that it gives a unified approach to a great number of classical
formulas and theorems, cf. Phelps (1966). Let us just mention here Herglotz’
formula for nonnegative harmonic functions in a ball, the far more general
Martin representation, and the theorems of Bernstein and Bochner. In
Chapter 4 we shall use the theory to prove integral representation theorems
for positive definite functions on abelian semigroups.

The idea of considering a point in a metrizable compact convex set K as
the barycentre of a probability measure concentrated on ex(K) is due to
Choquet, and the whole theory is often called Choquet theory.

In our applications of the theory we use only the special case where ex(K)
is closed, in which case the representation theorem is equivalent with the
Krein—-Milman theorem. Therefore we have given a complete proof of the
latter and only indicated the general results, which can be found in many
books, for example, Alfsen (1971) and Phelps (1966).



CHAPTER 3
General Results on Positive and
Negative Definite Matrices and Kernels

§1. Definitions and Some Simple Properties of
Positive and Negative Definite Kernels

When dealing with positive and negative definite kernels a certain amount
of confusion often arises concerning terminology. A positive definite kernel
defined on a finite set is usually called a positive semidefinite matrix. Some-
times it is only called “positive”, which may be misleading. When working
on groups, the name positive definite function is used traditionally. In our
previous papers on abelian semigroups we also followed this tradition.
Instead of calling a kernel y negative definite, some authors call the kernel
—y “conditionally positive definite” or “almost positive.” In this book
we use mainly the larger class of “semidefinite” kernels of all kinds and
therefore prefer to avoid the prefix “semi” which otherwise would appear
several hundred times.

Adapting the above point of view, an n x n matrix A = (a;) of complex
numbers is called positive definite if and only if

Y cjtaxz0
J k=1
for all {cy,...,c,} = C.
It is well known that this is the case if and only if 4 is hermitian (i.e.
a; = a;forj,k = 1,..., n) and the eigenvalues of 4 are all = 0.
Similarly A is called negative definite if and only if 4 is hermitian and
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forall {c,, ..., c,} < C with the extra condition }}_, ¢; = 0. (This definition
requires n = 2. Any 1 x 1 matrix A = (a,,) with real a,, is called negative
definite.)

1.1. Definition. Let X be a nonempty set. A function ¢: X x X - C is
called a positive definite kernel if and only if

Z ¢ @(x;, x)z0
jk=1
forallneN, {x,...,x,} € X and {c,, ..., ¢,} < C. We call the function
@ a negative definite kernel if and only if it is hermitian (i.e. ¢(y, x) = @(x, y)
for all x, y e X) and

n
Z cjc—k(p(xja x)=0
k=1
foralln 2 2, {x,,...,x,} < Xand {cy,...,¢c,} € CwithYj_,¢c;=0.
If the above inequalities are strict whenever x,, ..., x, are different and
at least one of the c,, ..., ¢, does not vanish, then the kernel ¢ is called
strictly positive (resp. strictly negative) definite.

1.2. Remark. In the above definitions it is enough to consider mutually
different elements x,, ..., x, € X. In fact, if x,, ..., x, € X are arbitrary and

Xap5 - - - » Xq, are the mutually different elements among the x;’s, then
n P
j’kZzlcjc‘up(x,-, x) = j,éldjd—ktp(x,,, Xa),
where

= Y ¢ k=1..,p
{1 X = Xay}
Furthermore, if 6: X — X is a bijection, then ¢ is a positive (resp. negative)
definite kernel if and only if ¢ - (¢ x 0¢) is a positive (resp. negative) definite
kernel.
If X is a finite set, say X = {x,, ..., x,}, then plainly ¢ is positive (resp.
negative) definite if and only if the n x n matrix

((P(Xja X <jksn
is positive (resp. negative) definite.

We now list some simple properties and examples of positive and negative
definite kernels.

1.3. A kernel ¢ on X x X is positive (resp. negative) definite if and only if
for every finite subset X, < X the restriction of ¢ to X, x X, is positive
(resp. negative) definite.
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1.4. If ¢ is positive definite, then @(x, x) = Oforall x € X, i.e. ¢ is nonnegative
on the diagonal A := {(x, x)| x € X}.

1.5. Let (‘; 3) be a positive definite 2 x 2 matrix. Then
o<w(® V(N oatbtcra
¢ dj\1

implying Im b = —Im c. Further,

0§(1,i)<‘c' Z)(_li) =a—ib+ic+d

implying Re b = Re ¢, i.e. b = ¢. It follows immediately that any positive
definite kernel is hermitian.

1.6. A real-valued kernel ¢ on X x X is positive (resp. negative) definite
if and only if ¢ is symmetric (i.e. p(x, y) = ¢(y, x) for all x, y € X) and

Z cjap(xj, x) 2 0 (resp. =<0)
Jk=1

forall neN, {x;,...,x,} = X and {cy,...,¢,} = R (resp. Yj_; ¢;=0in

addition). For, if ¢; = a; + ib;, a; and b; being real, then

Z Cjc_k(P(xj, X)) = Z (ajak + bjbk)(p(xj, Xi)

Jrk=1 Jik=1

+i Z (bjak - ajbk)(p(xj, Xy,

Jik=1

and the last sum is zero if ¢ is symmetric.

1.7. A 2 x 2 matrix (Z b) is negative definite if and only if a, d e R, b = ¢

d

og(l,—l)(‘; Z)(_i)=a—b—c+d,

and this inequality is equivalent with

and

a+d=<2Reb.
Therefore, we have for any negative definite kernel  the inequality

Y(x, x) + Y(y, y) < 2 Re Y(x, y).
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b
1.8. Let (a ) be a hermitian 2 x 2 matrix. Then for z, we C we have

b d

w, z)(Z z)<Z) = a|w|® + 2 Re(bzw) + d|z|?

b 2 |Z|2
w+ -z
a

+ (ad — |b]?) (for a % 0).

=da

a
The matrix is therefore positive definite if and only if a = 0, d = 0 and

a b 5
=ad — > 0.
det<b d) ad — b2 20

Hence for any positive definite kernel ¢ we have

lo(x, VI £ o(x, x) - o(p, ).

1.9. If f: X — Cis an arbitrary function, then ¢(x, y) := f(x) f(y) is positive
definite, because

n

2 ¢if(x)

i=1

n 2
Z ;G p(xj, X)) = 20

Jok=1
The kernel Y(x, y) = f(x) + f(y) is negative definite, for if Y7_, ¢; =0,
then even Z;' k=1 C;CeW(x;, x,) = 0. In particular, a constant kernel (x, y)— ¢
is positive definite if and only if ¢ = 0 and negative definite if and only if
celR.

1.10. The kernel y(x, y) = (x — y)?> on R x R is negative definite, ¢, + ---
+ ¢, = 0 implying (for real numbers c;, see 1.6)

n

n 2
Y cialx; — x)? = _2( 2 ijf) <0
j=1

J k=1

1.11. If X is a nonempty set, then the family of all positive (resp. negative)
definite kernels on X x X is a convex cone, closed in the topology of point-
wise convergence.

A very important property of positive definite kernels is their closure
under pointwise multiplication which was proved by Schur (1911) (in the
case of matrices):

1.12. Theorem. Let ¢,, ¢,: X x X — C be positive definite kernels. Then
@@, X x X — C is positive definite, too.

ProOF. It suffices to prove that if 4 = (a;) and B = (by) are positive definite
n x n matrices, then C := (a;b;) is positive definite.
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Now it is well known from linear algebra (and also follows from 3.1
below) that there are n functions f;, ..., f,: {1,..., n} > C such that

ag =Y f,(NfKk), for jk=1,...,n
p=1
Letc,, ..., ¢, € C be arbitrary, then

Y GGapbp =3 Y ¢ f(Daf(k)b; 2 0. u

J k=1 p=1 j,k=1

1.13. Corollary. Let ¢,: X x X > C and ¢,:Y x Y - C be positive
definite kernels. Then their tensor product o, ® ¢,: (X x ¥Y) x (X x Y)-C
defined by @1 ® @5(xy, Y1, X2, ¥2) = @1(xy, X3) - @2(¥1, ¥2) is also positive
definite.

PROOF. If ¢,:(X x Y) X (X x Y)— C is defined by @,(x,, y,, X5, ¥;) =

@1(xy, x,) and analogously @,(xy, y1, X3, ¥2) = @2(y1, ¥2), then ¢, ® ¢, =
@, - @, and is therefore positive definite. O

1.14. Corollary. Let ¢: X x X — C be positive definite such that | p(x, y)| < p
for all (x,y)eX x X. Then if f(z) =Y2¢a,z" is holomorphic in
{z€ C||z| < p} and a, = 0 for all n = 0, the composed kernel f o ¢ is again
positive definite. In particular if ¢ is positive definite, then so is exp(¢).

ProoF. By Theorem 1.12 for each n e N the kernel ¢" is positive definite,
therefore Y v, a, " is positive definite for all N e N and so is its pointwise
limit f o @. O

1.15. Remark. In contrast to Theorem 1.12 above the ordinary matrix
product of two positive definite matrices is positive definite if and only if the
two matrices commute. This follows from the simultaneous diagonalization
of these matrices. In particular the matrix exponential of any positive
definite matrix again has this property. By using the Jordan decomposition
one can show that the matrix exponential of every symmetric real matrix
is positive definite (even strictly).

The following remarkable criterion for strict positive definiteness is often
useful.

1.16. Theorem. Let A = (ay) be some hermitian n x n matrix. Then A is
strictly positive definite if and only if

det((ap)jk<p) > 0
forp=1,...,n

PRrOOF. Suppose first A to be strictly positive definite. As in the proof of 1.12
we choose n vectors z,, ..., z, € C" such that

ajk=<zj’zk>’ j,k=1,...,n,
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which of course can also be written as A = BB*, where B is the n x n matrix
with rows z,,...,z,. This implies det 4 = |det B|> = 0 and certainly 4
cannot be singular so that in fact det 4 > 0. Obviously the same reasoning
can be applied to the submatrices (a;); <, forp=1,...,n

For the other direction, we proceed by induction on n. The case n = 1
being trivially true, let us suppose that the theorem holds for n — 1. By
assumption a,, > 0 and we subtract a,,/a,, times the first column from the
kth column, k = 2, ..., n. The new matrix (aj,); x <» (Where the first column
remained unchanged whereas for k =2 2 we have aj, = ay — (ay/a,;)a;;)
has the same principal minors as (a;), i.e.

det((ajk)j,k§p) = det((“}k)j.kgp)a p=1...,

and if we now change the matrix (aj,) to B, where

S

a, 0 ... O

’ 7
B— 0 a5 ... aj,
! ’

0 a, ... a,

then still det((b); <, = det((ay); x<,) for all p, and B is furthermore
hermitian. Now

ay, ... ay
det((bjk)_’,k_s_p) = a“ 'det : E > 0

a a

p2 pp

for p=2, 3,...,n implying by assumption that the (n — 1) x (n — 1)
matrix

! ’
dyy ... dyy,

’

’
Ay . Ay,

is strictly positive definite. For ¢,, ..., ¢, € C we have

n n
— a114j, .
Y ¢;Ga; = Z c; ck< dy + p ) + Y c;éra;
j=2

J k=1 Jrk=2 11

n
+ Y ciGay + ey lay,
k=2

1

Z 0y + —
k=2 agq

x[
ji=2

2

+ 2a,, Re( Z kalk) + (|C1|au)2]

2

n
Z €jdj1

—|Yea

ji=1

— _— !’
= ) ¢Gay +
Jk=2 11
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If (c,,...,¢c,) ¥ 0 then the first sum is >0, and for (c,, ..., c,) = 0 but
¢; # 0 the second term is strictly positive. Hence A is a strictly positive
definite matrix. 0

One might expect that a corresponding result for positive definite matrices
holds if the determinants in the above theorem are only supposed to be

0 -1
destroys this hope. However, the following result seems to be rather satis-
factory, at least theoretically.

0 o0
nonnegative. The simple counterexample given by the 2 x 2 matrix ( )

1.17. Theorem. Let ¢: X x X — C be a hermitian kernel. Then ¢ is positive
definite if and only if

det(((P(xj, xk))j,k;n) 20
forallne N and all {x,, ..., x,} < X.

PRrOOF. If ¢ is positive definite, then as in the beginning of the proof of the
above theorem we see that all determinants in question are nonnegative.
Let us on the other hand assume this condition. We define a slightly per-
turbed kernel ¢,:=¢ + ¢-1,, where ¢ > 0 and A is the diagonal in
X x X. For mutually different elements x,, ..., x, € X it is easily seen that

det((@(x;, X))jxgn) = 3. d, €,

p=0
where d, = 1 and

dp = Z det(((p(xjv xk))j,keA) ; 0
AS{l,...,n}
|Al=n-p
for p=0, 1,...,n — 1. Therefore det((¢.(x;, x,))j k<) = &" > 0 implying
that ¢, is a strictly positive definite kernel. Hence the pointwise limit ¢ =
lim,_,, @, is positive definite. a

The special case n = 2 has already been derived in 1.8.

1.18. Exercise. If ¢ is a positive definite kernel, then also Re ¢, @ and |@|?
are positive definite, but not necessarily | @|. If Y is negative definite, then so
are Re y and .

Z
1.19. Exercise. For z e C define M, := z ). Then M, is positive

1

definite if and only if |[z| £ 1and [3 — 2 Re(2)]|z]* £ 1. For -1 £z < —1
the matrix M, is not positive definite.

NN -
NEo—= N
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1.20. Exercise. Let H be a complex (pre-) Hilbert space. Then its scalar
product {-, -) is a positive definite kernel. The squared distance y(x, y) :=
lx — y|? is negative definite.

1.21. Exercise. Let ¢: X x X — R be a symmetric kernel. Then ¢ is positive
definite if (and only if)

chck(P(xj’xk) 20
foraltneN, {x,...,x,} € X and {¢y,...,¢,} S Z.

1.22. Exercise. Show that for each a € R the kernel /(x, y) := (a + x — y)?
on R x R fulfils the inequalities

n
Z Cjckllla(xja X)=0
Jk=1

foralln = 1,all x,,...,x,e Rand all ¢, ..., ¢, € R with ) ¢; = 0. Never-
theless ¥, is negative definite only for a = 0.

1.23. Exercise. Let X be a nonempty set and let T = X x X contain the
diagonal. Then the kernel 1 is positive definite if and only if T is an equiv-
alence relation.

1.24. Exercise. Let X = [a, b] be a compact interval and let ¢: [a, b] x
[a, b] — C be continuous. Then ¢ is positive definite if and only if

b b
[ [ cwiioe naxayz 0
for each continuous function ¢: X — C.

1.25. Exercise. An invertible square matrix is positive definite if and only if
its inverse has this property (and in this case both matrices are strictly
positive definite).

1.26. Exercise. Let A = (ay) be a real negative definite n x n matrix. Then

2
Z Ak -

tr4 £
n—1j<k

§2. Relations Between Positive and Negative
Definite Kernels

There are many interesting and important relations between positive and
negative definite kernels some of which were first known in special cases
only, say for positive (resp. negative) definite functions on groups. Later on
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they turned out to hold for more general kernels, too. Of course, it is trivially
true that — ¢ is negative definite whenever ¢ is positive definite. The re-
markable part in the following lemma is therefore, that it is an “if and only
if ” statement.

2.1. Lemma. Let X be a nonempty set, xo € X, and let y: X x X — C be a
hermitian kernel. Put @(x, y) = Y(x, Xo) + Y(y, Xo) — Y(x, y) — ¥(xq, Xo)-
Then ¢ is positive definite if and only if \ is negative definite. If Y(x,, xo) = 0
and @y(x, y) == Y(x, xo) + Y(y, xo) — W(x, y), then @, is positive definite if
and only if  is negative definite.

PROOF. For ¢y, ...,c,e C, Y ¢; =0,and x,, ..., x, € X we have

Z Cjc_k(P(xj»xk)= Z CjC_k(Po(xj,xk)

Jik=1 J.k=1

= = Z Cjc_klll(xj’ Xi)-
jk=1
Hence positive definiteness of ¢ or of ¢, implies negative definiteness of .
Suppose on the other hand that i is negative definite. Let x,,..., x, € X
and ¢y, ..., ¢, e Cbe given and put ¢y == — Y7_, ¢;. Then

0= Z c;Ce(x;, xi) = Z ;G P(xj, xi)

Jik=0 k=1

+ Z c;CoW(x;, Xo) + Z CoCe W (X0, X)) + |colP (X0, Xo)
ji=1 k=1

= Y ;G LV(x;, xi) — W(x;, Xo) — Y(xg, Xi) + Y(xg, Xo)]

j k=1
= - Z Cjc_k(P(xj, Xi)s
J k=1
thus showing that ¢ is positive definite.
Now if (xq, Xo) = 0 then ¢, = @ + Y(xq, X,) is positive definite.  []

The following result, due mainly to Schoenberg, is of central importance.

2.2. Theorem. Let X be a nonempty set and let y: X x X — C be a kernel.
Then  is negative definite if and only if exp(—ty) is positive definite for all
t>0.

PRrROOF. If exp(—1ty) is positive definite, then 1 — exp(—1ty) is, of course,
negative definite and so is therefore the pointwise limit

Y = lim 1(1 — exp(—ty)).

o<t-0 b
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Now suppose that s is negative definite. For obvious reasons we need
only show that exp(—ty) is positive definite for t = 1. We choose x, € X
and with ¢ as in the above lemma we have

_'//(x’ y) = (p(x, .V) - '/’(x’ xo) - ./’(ya xo) + '/’(Xo, xo),

where ¢ is positive definite. Hence

exp(—¥(x, y)) = exp(@(x, y)) - exp(—Y(x, xo)) - exp(—Y(y, xo))
- exp(Y(xo, Xo))
and from 1.14, 1.9 and 1.12 we conclude that exp(— ) is positive definite. [

In the following let C, = {z e C|Re z = 0}. It is known that a kernel
¥:X x X -» C, is negative definite if and only if (¢t + )~ ! is positive
definite for all ¢ > 0. Instead of proving this we show the following more
general result.

2.3. Theorem. Let u be a probability measure on the half-line R, such that
0 < [ sdu(s) < oo, and let L denote its Laplace transform, i.e. Lu(z) =
[& e du(s), zeC,. Theny: X x X — C, is negative definite if and only if
Lu(ty) is positive definite for all t > 0.

PRrOOF. If Y is negative definite then for ¢ > 0 we have

Lu(tp) = fo " exp(— tsw) du(s)

pointwise on X x X, which is positive definite, being a mixture of the
positive definite kernels exp(—tsy).

If on the other hand £ u(ty) is positive definite for all ¢ > 0, then for each
(x,y)e X x X we get

a0 1 — _
L0 = Zupn ) = [ LRI,

0 t

— Y(x, y) Jmos du(s) for t-0,
1]

O)

where we could apply Lebesgue’s theorem because of

|1 — exp[—tsy(x, y)]|
t

= [Y(x, y)ls.

Being a pointwise limit of negative definite kernels, y itself is negative
definite, too. |

Choosing u = ¢, in the above theorem, we get back Theorem 2.2 for
C ,-valued i, and the choice of u = e™* dt shows, as already mentioned, that
Y: X x X - C, is negative definite if and only if (t + )~ ! is positive
definite for all t > 0.
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2.4. Remark. If a probability measure g on R, has infinite first moment and
¥: X x X - C, is negative definite, then L u(ry) is still positive definite
for all t > 0, but, in general, the converse does not hold. It follows from later
results (cf. 2.10 and 4.4.5) that exp(—\/z) is the Laplace transform of some
probability measure uon R, . Now a matrix (aj) of the form aj, = (s; + 52,
where s, ..., s, 2 0, is not negative definite in general, ¢, + --- + ¢, =0
implying ) ¢;c a; = 203 ¢;s;)%, but nevertheless for all t > 0

Lu(taz) = exp(—/1a;) = exp(—+/1s;) exp(—+/ts,)
is positive definite by 1.9.

2.5. Remark. If ¢ is positive definite and ¢|A = ¢ for some ¢ € R, then
obviously ¢ — ¢ is negative definite, bounded and vanishes on the diagonal
A. A similar statement in the other direction (which may be found in the
literature) is not generally true; see, however, 4.3.15. For x, = —1, x, =0,
X3 = +1, the 3 x 3 matrix

01 4
@) =(x;—x)»H =1 0 1
4 1 0
is negative definite, vanishes on the diagonal, and is bounded by 4, but for
no real number t the matrix (t — a;) is positive definite, because

t t—1 t—-4
det(t —ap) =|t—1 t t—1|= -8 forall teR.
t—4 t—1 t

Negative definite kernels are intimately related to so-called “infinitely
divisible” positive definite kernels.

2.6. Definition. A positive definite kernel ¢ is called infinitely divisible if for
each n € N there exists a positive definite kernel ¢, such that ¢ = (¢,)"

If Y is negative definite then ¢ = e~V is infinitely divisible since ¢, =
exp(—(1/n)) is positive definite and (¢,)" = ¢. Furthermore, ¢ has no
zeros. Proposition 2.7 below shows, in particular, that every strictly positive
infinitely divisible kernel has this form.

Let ¢ be infinitely divisible. Then

|(P| = ’(pn'n = (I(pZn'Z)n = [(|(P2kn|2)k]na ka n g 1’

so that the nonnegative kernel |¢| is infinitely divisible inside the family of
all nonnegative positive definite kernels, each (under this restriction
uniquely determined) nth root | ¢, | again being an infinitely divisible positive
definite kernel. Let A, (X) denote the closure of all real-valued negative
definite kernels on X x X in the space ]— o0, c0]¥**.
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2.7. Proposition. For a positive definite kernel ¢ = 0 on X x X the following
conditions are equivalent:

(1) ¢ is infinitely divisible;
(i) —log @ € A (X);
(iii) ¢' is positive definite for all t > 0.

PROOF. “(i) = (ii)” Let  :== —log ¢, then
Y = lim n[1 — exp(—y/n)] € N (X).

“(i1) = (i11)” Let () be a net of (finite) negative definite kernels converging

pointwise to = —log ¢. Then for any t > 0 we have exp(—ty,) —
exp(—ty) = ¢, so that ¢ is positive definite by Theorem 2.2.
“@iil)y = ()" Taket =4, 4 4 ... O

2.8. Remarks. (1) The above proof shows that .4 (X) is in fact the monotone
sequential closure of the subset of all negative definite kernels, bounded
above.

1
(2) For ze C, |z] £ 1 the 2 x 2 matrix <Z i) is an infinitely divisible

positive definite kernel with nonuniquely determined positive definite
“roots ”.

We conclude this section by indicating a large class of functions which
operate on negative definite kernels.
For pye M, (J0, «o[) we define g: D(u) —» C by

o(2) = j (1= e dyh),

—Az

where D(u) is the set of z € C for which A+ 1 — ¢™** is u-integrable.

2.9. Proposition. Let : X x X — C be a negative definite kernel and let
ue M, (0, o). If (X x X) = D(p) then g o Y is negative definite. Further-
more, for xo € X the kernel (x, y)— g[y(x, xo) + ¥(y, xo)]1 — gl¥(x, y) +
VY(xq, Xo)] is positive definite provided (y(X x X) + Y(xq, Xo)) U (Y(X, Xo)
+ ¥(xo, X)) < D(p).

If [ A1 + A)" 1 du(A) < oo and Yy|A 2 0 then g o is negative definite
and g[y(x, xo) + ¥(y, Xo)] — glw(x, )] is positive definite for all x, € X.
Proor. It suffices to prove the result for g(z) = 1 — e~** where 4 € ]0, oo,
ie.p=¢, D) =C.Ifx,,...,x,e Xandc,...,c,e Csuchthat ) ¢; =0
we get

chE;(l _ e-lll/(xj,xu)) - _ Z cjc—ke—/le/(x,-,xk) < 0

jrk i
as an immediate consequence of Theorem 2.2. For any x, € X the kernel
WX, Xo) + Y(), Xo) — W(x, ¥) — W(Xo, X,) is positive definite by Lemma 2.1,
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as is therefore the kernel
exp(ALY(x, Xo) + Y(¥, Xo) — Y(X, y) — ¥(xo, Xo)]) — 1
by 1.14, and multiplying with the positive definite kernel

exp(— Ay (x, xo)) exp(— Ay (y, xo))
gives
exp(— ALY (x, y) + ¥(xo, x0)]) — exp(—A[Y(x, Xo) + ¥(¥, x0)])
= gl¥(x, xo) + ¥(1, x0)] — gl¥(x, y) + ¥(xo, Xo)],

which is positive definite by Theorem 1.12.

If j3° A(1 + A)~1du(A) < oo then C, < D(u). Notice that |A = 0 if and
only if y(X x X) € C, because of 1.7. It follows that Yy(X x X) < D(u)
and Y(X x X) + Y(X x X) = D(u) so goy is negative definite and
glw(x, xo) + Y(y, x0)1 — gl(x, y) + Y(xo, xo)] is positive definite.
Using the fact that the kernel y(x, xo) + ¥(¥, xo) — Y(x, y) is positive

definite by Lemma 2.1, it is seen as above that g[y(x, xo) + ¥(y, xo)] —
gl¥(x, y)] is also positive definite. O

2.10. Corollary. If y: X x X — C is negative definite and satisfies Yy|A 2 0
then so are Y* for 0 < a < 1 and log(1 + V).

Proor. The assertions follow by Proposition 2.9 and the formulas

. o ® . da
Z_I"(l——oc)J:,(l ¢ g

a

1og(1+z)=f A —e ¢ _da
. p

which are valid for Re z = 0. Each formula can be established by showing that
both sides of the equation have equal derivatives. O

2.11. Corollary. If f: X — C satisfies Re f = 0 then for each a € [1, 2] the
kernel

Valx, 1) = =(f () + f))*

is negative definite.

PROOF. An equivalent formulation is that the kernel —(x + y)* is negative
definite on C, x C, . This is clear when « = 1 and o = 2. Integrating with
respect to z in the formula for z* (0 < « < 1) in the previous proof we get

dA

R Gl “)f (I—e™™ - )5y, z€Cy
0

T - o)
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and the assertion follows since
chc—k(l — e AzitE) _ A(Zj + Z_k)) — _|che—).z,-|2 <0,

whenever z,,...,2z,€ C, and ¢, ...,c,e Cwith ) ¢; = 0. O

2.12. Exercise. Show by using only the results of this and the preceding
section that the following kernels are positive definite.

(@) o(x,y) =cos(x —y) onR x R.

(b) o(x,y) = cos(x* — y*) onR x R.

© o(x,y) =0 +|x—=y])"' onR x R.

(d) o(x,y) = exp[—(1 — e V**h] onR x R.

© ox, )=+ /x+y) ' onR; x R,.

(f) @(x,y) =t*""on Z x Z,wherete [ -1, 1].

(8 o(x,y) = (x + y)~'on]0, oo x JO, co.

(h) o(x, y)= (IxIP + ¥’y —|x =y on R x R, where 0 < f < 2,
O<a=sl

D) ox,y) =+ y* — (x + »)® onR, x R,,wherea, fe]0,1].

(J) o(4,B) =P(ANn B)— P(A)P(B) on «f x o/, where (Q, .o/, P)
denotes a probability space.

(k) o(x,y)=x Ay —xyon [0, 1] x [0, 1].

2.13. Exercise. Show that the following kernels are negative definite.

(@) ¥(x,y) = [sin(x — y)]*> onR x R.

®) Y(x,y) = |x — y|? on H x H, H being a Hilbert space,0 < p < 2.
©) Y(x,y) = Lip o(x +y) onR, x R,.

(d) ¥(x, y) = log(x + y) on JO, oo x ]0O, o[.

() Y(x,y)=1—-<x,y> onH x H, H being a Hilbert space.

) v(x, ) =\3/1_:——_— JIx =yl onR x R.

(8) ¥(x,y) = lg(xy) onR x R.

2.14. Exercise. Let ¢ be a positive definite kernel bounded by 1 and let
0 < o < 1. Then (1 — ag)~ ! is an infinitely divisible positive definite kernel.

2.15. Exercise. Let ¢ be an infinitely divisible positive definite kernel on
X x X and denote T := {¢ #F 0}. Then 1; is positive definite, too. This does
not hold in general without the assumption of infinite divisibility.

2.16. Exercise. For X #+ ¢J the set of infinitely divisible positive definite
kernels on X x X is closed with respect to pointwise convergence. Hint: Use
universal subnets.

2.17. Exercise. Any negative definite kernel with nonnegative real part is the
pointwise limit of a sequence of bounded negative definite kernels with
nonnegative real part.
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2.18. Exercise. Let the function g: C, — C be given by
g2)=a+ Pz +yz + [1 — exp(—sz — tZ)] du(s, t)
54
where a, ,y € R, and u e M _(R?2) satisfies

s+t
—————du(s, t) < oo.
fR2+1+S+tﬂ( ) *®

If ¢ is a negative definite kernel with Re i = 0 then so is the kernel g o .

2.19. Exercise. Let g: J0, oo[ — [0, oo[ be a Borel measurable function such
that g(1) = A + O(A?) for A — 0. Show that if ue M, (]0, oo[) satisfies

fllz du(A) < oo and meax(l, g(A)) du(A) < o,
0 1
then
W@ = [ = e gbe) duhy
0

is well defined for ze C,, and y(x + y) is a negative definite kernel on
C, xC,.

2.20. Exercise. Let X be nonempty, x, € X, and let the linear transformation
T be defined on the real vector space of all hermitian kernelsy: X x X - C
by

(TY)(x, y) = (x, Xo) + Y (¥, Xo) — ¥(x, y) — ¥(xo, Xo).

Denoting by £ and A" the cones of all positive (resp. negative) definite
kernels on X x X, the result of Lemma 2.1 is that T~ (%) = /. Show that

ker(T) = {¥|3f: X » C such that y(x, y) = f(x) + f(y)} and show also
that T(A") = {p € 2| p(x, x,) = O for all x € X}.

2.21. Exercise. Let y be a negative definite kernel with strictly positive real
part. Then 1/y is positive definite. For the case Re iy = 0, the result still holds

if ¥ does not assume the value zero.

2.22. Exercise. Given the negative definite n x n matrix (b;) put
1 — 1
aﬂ‘ :=;(b.l + bk) - b]k - Fb,
where b; = Y7_ by, j=1,...,nand b= Y",_, b;. Show that (ay) is

positive definite, and derive from this another proof that (e~ "*) is positive
definite for all ¢ > 0.



§3. Hilbert Space Representation of Positive and Negative Definite Kernels 81

2.23. Exercise. Let 4 be a hermitian n x n matrix, let ve C" satisfy
Yj-1 v; = 1 and define an n x n matrix P, with ij’s element 6;; — v;. Show
that — A is negative definite if and only if P, AP} is positive definite.

§3. Hilbert Space Representation of Positive and
Negative Definite Kernels

Around 1940 Schoenberg published three fundamental papers (1938a, b,
1942) all of which were very closely connected with positive and negative
definite kernels. The main motivation for deriving these results at that
time was to decide which metric (or more general semimetric) spaces (X, d)
can be imbedded into a Hilbert space H, i.e. when does there exist a mapping
®: X - H such that

|D(x) — D(y)|| = d(x,y) forall x,yeX.

It turned out that this property of (X, d) is equivalent to d* being negative
definite. We are now going to give an easy derivation of this result using the
so-called reproducing kernel Hilbert space (RKHS) associated with a positive
definite kernel.

3.1. Let X be a nonempty set and ¢: X x X — C be positive definite. Let
H, be the linear subspace of C* generated by the functions {@,|x € X}

where 0.(y) = o(x, y). If f = Y c;p, and g = Y dy¢,, belong to H,, then
Z akf(yk) = Z Cjak(p(xja Y = Z ng(xj) (1
k ik i

evidently does not depend on the chosen representations of f, g (which may
be not unique) and is denoted {f, g>. Then (f, > =) CiCp(xj, X)) 2 0
by assumption and the form (-, -) is linear in its first and antilinear in its
second argument, implying in particular

n

3 achom = (S s Sas) 20

j k=1
for fi,..., fue Hyand z,,...,z,€ C, i.e. {-,-) is a positive definite kernel
on H, x H,. An immediate consequence of (1) is the reproducing property
Sy = f(x) forall feH, and xe X
which implies in particular {¢,, ¢,> = ¢(y, x) and by 1.8
LfGOIP S LS5 olx, %)

so that {f, f> = 0 if and only if f'is identically zero. Therefore, H, is a pre-
Hilbert space and its completion H is a Hilbert space in which H is a dense
subspace. The transformation

H - CX
S x-S 00)
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being linear and injective, the Hilbert space H can even be thought of as a
linear subspace of C¥, i.e. as a space of functions and not, as mostly, as a
space of equivalence classes of functions. This Hilbert function space is
usually called the RKHS associated with ¢. If ¢ is real-valued then, of course,
H can be chosen as a real function space.

To sum up there is a Hilbert space H = C* and a mapping x — ¢, from X
to H such that

o(x,y) = <@, 0,) forx,yeX.

The Hilbert space representation of general negative definite kernels looks
a little bit more complicated.

3.2. Proposition. Let X be a nonempty set and y: X x X — C be negative
definite. Then there is a Hilbert space H = C* and a mapping x — ¢, from
X to H such that

UCx, Y) = ol + 19,17 = X, 0> + f(x) + (), )]

where f: X — C is a certain complex function on X. If there is some x5 € X
such that Y(x, x,) € R for all x € X and if Y vanishes on the diagonal A =
{(x, x)|x € X}, then f may be chosen to be zero. If  is real-valued, then H may
be chosen as a real Hilbert space and equation (2) becomes

U, y) = llox — o,1* + f(x) + f()

where f: X — R. The function f is nonnegative whenever y is.
If ¥ is real-valued and vanishes on A then f = 0 and \/nz is a semimetric

such that x v+ @ is an isometry. If, furthermore, {y = 0} = A then \/_ isa
(hilbertian) metric on X.

PRrOOF. We fix some x, € X and define
@(x, y) =3[(x, xo) + Y(¥, x0) — Y(x, y) — Y(xo, Xo)],

which is a positive definite kernel 